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Abstract

This thesis aims to explore two ways in which the electrical infrastructure of a gigawatt-

scale offshore wind farm may be optimised to reduce costs and aid the increasing deploy-

ment of renewable energy capacity. The two areas considered are (1) the integration of

a cable layout optimisation with a turbine layout optimisation forming a novel concur-

rent optimisation framework, and (2) the integration of energy storage systems into a

cable layout optimisation for the purpose of peak-shaving power in the cables enabling

alternative cable sizes to be used and reducing peak electrical losses.

While there are a wide variety of approaches to turbine layout optimisation, the

particle swarm optimisation (PSO) method offers a good balance between accuracy and

computational expense, enabling large-scale problems to be handled by standard desk-

top PCs. The turbine layout problem is formulated as a grid-based layout, fully defined

by eight variables, to comply with maritime navigation and search and rescue regula-

tions, while allowing some deviation to maximise energy capture. The eight variables

defining the grid are optimised by means of PSO, followed by a novel micro-siting func-

tion to move individual turbines and increase energy yield. The method was compared

to SSEs in-house method, matching the energy capture of a case study of their Berwick

Bank site to within 0.3%.

Two cable layout optimisation methods from the literature are selected, which are

the widely used mixed-integer linear programming (MILP) method, and ant colony op-

timisation (ACO) representing the increasing use of heuristic approaches. These are

compared to a novel ACO-based method, ACOsp, that employs a decomposition strat-

egy. The ACOsp method is shown to maintain the good quality solutions of the MILP

approach, with solutions 0.0-1.4% more expensive than optimal, while also demonstrat-
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ing the computational efficiency of heuristic approaches, useful for large-scale problems.

An optimisation framework considering the concurrent optimisation of turbine and

cable layouts is proposed, with comparison made to a sequentially optimised solutions,

isolating the impact of this integration. Solutions of the integrated, concurrent, ap-

proach show improved objective values where the increase is statistically significant.

For a case study site with 164-165 turbines, the approach increases the objective value

(for this maximisation problem) by 0.45%, which is slightly less than the increase found

by the addition of one further turbine at 0.55-0.57%.

Considering the limitations of the investigated cable layout optimisation approaches,

a following study proposed a MILP-based optimisation in combination with a decom-

position strategy, MILPsp. The MILPsp method maintained the accuracy of the MILP

method and reduced computational expense, improving on the earlier ACOsp method.

Variables describing ESS are integrated into the MILPsp algorithm to determine the

impact of using co-located ESS on the array cable network. It was found that very few

charging strategies were able to deliver meaningful peak shaving to the power in the ar-

ray cables and those that did required a very large ESS capacity to do so (3MW/64MWh

for a site using 8MW turbines). Further, the required cost of the co-located ESS was

prohibitively low, at <£1,800, compared to real ESS prices at the time of writing.

Ignoring cost restrictions, using ESS within the cable layout optimisation, for a site

containing 122 8MW turbines, was able to reduce cable network costs by 0.22-1.85%.
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Chapter 1

Introduction

It is now widely accepted that anthropological climate change due to emissions of green-

house gases is a global problem in need of a myriad of solutions. These solutions all

centre around emissions reductions with many countries around the world setting tar-

gets to reach net zero emissions by 2050 [1–3]. Wind energy has, and will continue to

have, a significant role to play in de-carbonising the energy production of the world, with

offshore wind energy providing an increasing contribution to this [4–7]. Wind energy is

now also crossing the threshold to become one of the cheapest sources of new energy

generation in many parts of the world when prices are calculated without financial sup-

port mechanisms [8], however there is still plenty of scope for further reduction in the

cost of energy. Typically, energy projects use the levelised cost of energy (LCOE) as

the key metric for comparison. LCOE is the sum of the total lifetime costs of a project,

discounted into net-present-value (NPV), divided by the total lifetime energy capture

(also discounted to NPV). Reducing LCOE and providing affordable clean energy to

the world’s poorest countries is also essential in ensuring a ‘just-transition’ away from

conventional fossil-fuel-based energy generation. To achieve these cost reductions, it

is important to design wind farms as efficiently as possible - with layout optimisation

being at the heart of this problem.
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Chapter 1. Introduction

1.1 The Offshore Wind Farm Layout Problem

The key components of an offshore wind farm are the turbines, array cable network,

offshore substation, export cable, and onshore substation and grid connection, as shown

in Figure 1.1. Turbines are sited offshore with several factors influencing their positions

such as predominant wind direction, bathymetry conditions, visual impact, and nav-

igational regulations. The energy generated by each turbine must be carried to the

offshore substation via the array cable network. At the substation, the voltage may

be increased to reduce electrical losses during transmission via the export cable to the

shore and electrical grid connection.

Figure 1.1: Key components of an offshore wind farm including turbines, array cables
(orange), substation, export cable (blue), and onshore grid connection.

Figure 1.2 shows a schematic representation of the major components in an offshore

wind farm. As can be seen, multiple turbines may be connected to a single cable or

‘string’, and a typical wind farm may have many strings connecting to the substation [9]

. The number and length of these strings depends on the power rating of the turbines,

the ratings of the available cables, the wind conditions (since this will affect power

generation and therefore electrical losses), and the number of allowable connections

into the substation.

Different topologies of the collector network have been proposed and will be covered

in more detail in the following chapters. Some of these connect the ends of strings

together to create a looped structure, while others connect a redundant cable from

the end of a string straight to the substation. Another topology allows multiple cable
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Chapter 1. Introduction

connections into a turbine creating a ‘branched’ collector network structure.

Further, since the cables connect turbines and substations, the positions of turbines

and substations greatly influences the final cable routing. As mentioned previously,

turbine positions are subject to many constraints, but from the perspective of the wind

farm developer and/or operator, it is of the utmost importance to position turbines to

maximise the potential energy capture from the site [10] . When air passes through the

rotor of a wind turbine, energy is extracted and the turbulence increases downstream

of the rotor in the wake of the turbine. Should another turbine be situated in the

wake of an upstream turbine, the power generation of the downstream turbine will be

lower. As such, developers consider the distribution of wind direction and wind speed

of the site to position turbines to minimise these interactions and losses [10] . Other

factors will influence the turbine positions, not least regulations on navigational safety

that sometimes stipulate turbines must be placed in a regular grid layout, even if this

compromises energy capture. For larger sites with more turbines, it may be necessary

to have more than one substation to collect the power of the wind farm [11] . This

adds an additional layer of complexity to the offshore wind farm layout problem that

would need to determine how many, and which, turbines connect to which substations.

Figure 1.2: Schematic of key components of an offshore wind farm including turbines,
array cables (orange), substation, export cable (blue), and onshore grid connection.
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Chapter 1. Introduction

As alluded to, two major optimisation problems can be extracted from consideration

of the offshore wind farm layout problem. These are the turbine layout optimisation

and the array cable routing optimisation (which may also include substation position

optimisation). These two problems are clearly inextricably linked since the optimal cable

routing must connect to and from optimal turbine positions. The individual problems

themselves are not trivial and so the degree to which they can be optimised together

is not yet clear. Typically, in real world applications these problems are considered

separately, in a sequentially optimised manner starting with turbine layout optimisation

and then the collector network layout [10] .

One obvious constraint of the cable layout optimisation that may be considered is

that the cables must have a rating sufficient to carry the rated power from the number of

turbines that the given connection is supporting. However, as wind energy is a variable

resource, the cable will not experience the rated power for a large proportion of the

operational lifetime. Since larger cables use more material and are more expensive, there

may be scope to ‘peak-shave’ the power experienced by a cable and therefore reduce

the required rating and cost, sometimes referred to as "under-planting". Co-locating

energy storage in the offshore wind farm could provide this peak-shaving service and

may allow this constraint on the cable layout optimisation problem to be ‘loosened’. An

alternative to achieve peak-shaving would be to curtail the power output of turbines,

however this would reduce the energy delivered to the grid (and wind farm revenue)

and is beyond the scope of this work.

The size of offshore wind farm projects is increasing [12] and so too is the complexity

of the wind farm layout problem. Therefore, developments in the field of layout opti-

misation must be capable of handling these large wind farms of the order of gigawatts

(GW).

1.2 Thesis Aims & Research Questions

The aim of this thesis is to explore how taking a more holistic approach to offshore

wind farm layout optimisation, relative to that which is currently used in industry [10],

may result in improved solutions compared to sequentially optimising the constituent
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parts of a wind farm, as is the standard approach within the industry. This is achieved

by using the same constituent parts for turbine layout and cable layout optimisation,

and isolating the difference between the sequential and integrated approaches. Project

costs are centered around turbine and cable CAPEX and also the net present value

of electrical losses and revenue generated by energy capture (discussed further later).

Further, with developments and cost reductions in ESS, a secondary aim is to explore

how ESS may be included in cable routing optimisation to further improve the quality

of solutions produced in array cable routing design. Improvements will be considered

in the context of cable CAPEX and the reduction in the net present value of electrical

losses. Both aims, focusing on potential improvements to offshore wind farm electrical

infrastructure, will be conducted in the context of large-scale (in the order of giga-watts)

offshore wind farms, and can be summarised by the following two research questions:

(1) What is the potential impact, in terms of project costs, of considering

array cable network costs during early turbine layout design optimisation

phases of GW-scale offshore wind farms?

(2) What is the potential impact of using energy storage at the wind farm

level to reduce the cable rating and lifetime losses in offshore wind farm

array cable networks?

1.3 Novel Contributions

This work provides novel contributions to knowledge, both in the academic literature

and industry approaches, through the remaining chapters of work. These contributions

are provided in the fields of turbine layout optimisation, cable layout optimisation,

integrated turbine and cable layout optimisation, and integrated ESS and cable opti-

misation. Contributions in these fields is of value to the industry in providing effective

and computationally efficient tools for the optimisation of turbine and cable layout

optimisation. Additionally, the integrated concurrent optimisation approach aims to
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determine what, if any, benefits (in terms of project costs, energy capture, and electri-

cal loss reduction) can be attained by considering cable layout optimisation in earlier

design phases of an offshore wind farm. This will enable decision makers to adapt their

design workflow, if necessary, or provide confidence in current approaches. Further,

contributions in ESS optimisation will allow offshore wind farm developers to begin

to quantify what potential cable cost and loss reductions might be achievable through

using co-located energy storage in an offshore wind farm.

1.3.1 Turbine Layout Optimisation

For turbine layout optimisation, four contributions are highlighted. (1) An eight-

variable formulation for grid-based turbine layouts is proposed that is applicable to

a wider range of sites than similar existing formulations in the literature (existing for-

mulations discussed further in Chapter 2). (2) A simple pattern-search-based approach

is proposed for seeding some particles (for particle swarm optimisation), using the eight-

variable formulation mentioned, that quickly finds very good solutions for grid-based

turbine layouts. (3) A look-up function is proposed that reduces computational time,

using the number of wind turbines as the key metric. And (4) a turbine micro-siting

function is proposed that is shown to improve the quality of solutions beyond that of

the PSO. The solutions generated using these approaches are shown to closely match

those generated by SSE plc in both layout and objective value. These contributions are

presented in Chapter 3 and are published in IET Renewable Power Generation [13].

1.3.2 Cable Layout Optimisation

Novel contributions in cable layout optimisation methods are also contained in this

work. (1) A cable layout optimisation algorithm based on ACO is proposed including a

decomposition strategy that is informed by the incumbent solution. This proposed algo-

rithm, ACOsp, demonstrates improved solutions relative to the classical ACO approach

and reduced computational complexity compared to the ubiquitous MILP-based meth-

ods in academic literature. (2) With the decomposition strategy of the aforementioned

ACOsp algorithm, a second algorithm is proposed combining this with a standard MILP
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approach. This second proposed algorithm, MILPsp, maintains the effectiveness of the

classical MILP approach but reduces the computational complexity and time. (3) The

capabilities of the MILPsp method are expanded to include additional features such as

cable corridors for avoiding jack-up vessel operations, existing site features that must

be crossed with cables, and limiting the number of cable sizes used in the array. These

contributions are presented in Chapter 4 and Chapter 6, with the thesis structure ex-

plained further in Section 1.4, and the ACOsp method also published in IET Renewable

Power Generation [14].

1.3.3 Integrated Turbine & Cable Layout Optimisation

Rather than sequentially optimising the turbine layout and then using those turbine

positions as an input for a separate cable layout optimisation phase, this work pro-

poses a novel method for the integration of both turbine and cable layouts into a single

concurrent optimisation framework. The novel contributions of this section of work

therefore includes (1) a framework using a stepped approach to the integration of the

cable layout optimisation into the turbine layout optimisation, reducing the compu-

tational complexity of co-optimising two already-complex optimisations. Additionally,

(2) a turbine selection probability method is proposed for the selection of turbines to

be considered in the integrated co-optimisation approach, reducing the number of it-

erations with no improvements made to the objective value. These contributions are

presented in Chapter 5.

1.3.4 Integrated ESS & Cable Layout Optimisation

The final section of work introduces novel approaches for the integration of ESS opti-

misation (co-located with turbines in an offshore wind farm) with a cable layout opti-

misation into a concurrent integrated optimisation framework. The novel contributions

include (1) discretisation of the ESS and a location-agnostic formulation for calculating

cable losses and peak power in the presence of ESS, and (2) an expanded formulation of

a MILP optimisation to enable the optimisation of ESS locations and sizing throughout

an offshore wind farm. These contributions are presented in Chapter 7.
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1.4 Layout of the Thesis

The layout of the main chapters of this thesis are described pictorially in Figure 1.3.

It can be seen that Chapter 3 to Chapter 5 address Research Question 1; these aim to

isolate the effect (on the objective value and quality of solutions) of an integrated con-

current optimisation relative to a sequentially optimised approach. Chapter 3 develops

the turbine layout optimisation to be used, while Chapter 4 develops the cable layout

optimisation approach. Both approaches are then provided to Chapter 5 where they

are used in a sequential manner (optimising turbine layout followed by cable layout)

and in an integrated concurrent optimisation approach.

Figure 1.3: Thesis structure

Research Question 2 is then addressed through Chapter 6 and Chapter 7. Upon

completion of Chapter 5, a gap was identified for combining the benefits of the MILP-

based approaches and decomposition methods from Chapter 4. This work was largely

conducted through an additional research project by the author and included further

industry engagement, with SSE and Iberdrola/Scottish Power Renewables, developing a

more comprehensive cable layout optimisation tool for commercial use. The developed

optimisation framework is then provided to Chapter 7 to determine the potential impact

of co-locating ESS within the offshore wind farm.

Following this introductory chapter, the remaining thesis is comprised of seven fur-
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ther chapters.

Chapter 2 provides background information on the state of the art of turbine layout

and cable layout optimisation through a review of the literature. This is extended to

consider to what extent these two sections have been integrated and how effective this

has been. The state of the art for co-located energy storage in offshore wind farms is

also presented, with consideration of the different functions of the storage systems.

Chapter 3 presents the development of an approach to turbine layout optimisa-

tion. Using particle swarm optimisation as a base, novel aspects developed around the

algorithm are presented including a look-up function for computational efficiency and

a solution seeding algorithm based on a ‘pattern-search’ method. Two case studies are

carried out to assess the performance of the algorithm. The first considers a large scale

hypothetical site and the second compares the algorithm with an industry standard tool

used by SSE.

Chapter 4 presents the development of a cable routing optimisation algorithm.

A new algorithm is proposed based on the ant-colony optimisation algorithm with a

decomposition strategy integrated to improve the quality of solutions. The adapted

ACO algorithm is compared to a classical ACO approach and a mixed-integer linear

programming approach widely used in the literature. Cases are run on the hypothetical

site proposed in Chapter 3, with an additional case study investigating cable conductor

material which is run on a real site with representative data from SSE.

Chapter 5 considers the previous two chapters, integrating these into a single op-

timisation approach. Comparison of this integrated method with a sequential optimisa-

tion is conducted on the large hypothetical site mentioned previously. Wind conditions

from turbine layout optimisation literature are used in a first comparison study and

representative wind conditions from SSE are used in a second case study of the hypo-

thetical site. Analysis of the comparison is presented to determine if integrating the

cable layout optimisation into earlier stages of wind farm design can result in meaningful

improvements in the overall wind farm layout and cost of energy.

Chapter 6 considers an advanced approach to cable layout optimisation with a

more comprehensive set of real-world constraints by using a classical MILP algorithm

9
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(rather than heuristic methods as in Chapter 4) in conjunction with the decomposition

strategy proposed in Chapter 4. While not directly comparable to the previous cable

layout optimisation methods, analysis of the algorithm is conducted through case study

simulations using the same hypothetical site as mentioned previously.

Chapter 7 presents further additions to the cable layout optimisation method from

Chapter 6 by introducing decision variables for energy storage systems co-located within

an offshore wind farm for the purpose of peak-shaving the power output of turbines.

An initial study determines the size and charging strategy necessary to provide any

peak-shaving for the specific hypothetical site scenario. A second study determines at

what cost any ESS may be used, with the additional cost of ESS offset by cost savings

from either cable de-rating or electrical loss reduction. A final study investigates what

the impact is to the cable layout and selection by integrating the ESS into the cable

layout optimisation and considering the hypothetical site used previously.

Chapter 8 concludes the findings of the work presented in this thesis and discusses

the effectiveness of the approaches taken. Recommendations are made for wind farm

layout optimisation and future investigations are proposed for this area of research.

Additionally, key findings and recommendations are provided in an “Applications

for Industry” section, Section 8.4. This chapter aims to guide the implementation of

the work presented in this thesis and maximise the impact of the research.
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Chapter 2

Background

This section provides a background to the research presented in this thesis to frame

the work in the context of current knowledge, to highlight gaps, and to identify areas

to target for contribution to knowledge. Factors affecting offshore wind farm layout

optimisation are considered and a review of the literature for each factor is presented.

Different optimisation algorithms and methodologies are explored and the extent to

which they have been utilised in academic research is discussed. Finally, in the context

of the literature review, thesis objectives are proposed in order to meet the aims of the

thesis, presented in Section 1.2.

When considering offshore wind farm layout optimisation, perhaps the most obvious

aspect is the turbine layout. This is certainly one of the most significant components,

however - as mentioned in the previous chapter - the routing of the electrical collector

network must be considered too. Further, due to the interconnected nature of these

problems, the level to which they are integrated (considered concurrently) will influence

the overall layout of the wind farm with the solution of one affecting the solution of the

other. While these two factors (and their level of integration) is a focus of the following

literature review, another hypothesis is presented in Section 1.2. Energy storage as a

means to reduce peak power carried by a cable - and therefore reduce the required cable

rating - is explored and a review of the academic literature to date is presented.
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2.1 Turbine Placement Optimisation

When a turbine extracts energy from the wind, it leaves behind it a wake, which is

a region characterised by lower wind speed and increased turbulence [15]. If another

turbine is operating in this downwind region, several effects will be experienced by the

downwind turbine. Firstly, it will generate less energy as a result of the decreased mean

wind speed, and secondly, the increased turbulence (fluctuations in wind speed about

the mean) will increase the fatigue loads on the structure, potentially reducing the wind

turbine’s usable life. One study by Kim et al. [16] showed that, for a specific case, the

reduction in mean wind speed in the wake reduced energy capture of the downwind

turbine by approximately 7%, while the increase in turbulence was responsible for a

further reduction of 0.4%. While the energy capture decrease appears to be dominated

by the reduction in mean wind speed, the increased turbulence can drastically increase

fatigue loading. Thomsen et al. [17] found that the increase in fatigue loading in a wake

can be between 5-15% greater than that for a turbine in free stream (non-waked) wind.

More recent studies, such as that by Stanley et al. [18], have shown that the problem of

fatigue is more nuanced than a simple increase in fatigue loading. The authors showed

that the side of the rotor on which a wake partially impinges can also significantly

change the fatigue loading. Blades experience cyclical loading as they rotate due to

gravity and aerodynamic lift and drag forces. A rotor impinged upon by a wake will

experience a lower mean wind speed and therefore generate lower lift and drag forces,

but the gravity loading will remain the same. Stanley et al. [18], showed that this can

exacerbate fatigue loading when a wake partially impinges one side of a rotor, but can

actually lead to more favourable loading if a wake partially impinges on the other side of

the rotor. The study only considers edgewise blade root bending moments and turbine

proximity was constrained to two or more rotor diameters (much less than typical real

sites), so further work is required to determine the validity of this result.

The interactions between turbines due to the wake effect, therefore means that in-

dividual turbine positions cannot be considered in isolation when trying to maximise

energy capture of a wind farm. Variable wind direction and speed further complicate
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this problem affecting the strength and/or direction of wind turbine wakes. This non-

trivial optimisation problem has only increased in complexity in recent decades, as wind

farms have more and more individual wind turbines in them [19]. Firstly, this means

that there are an increasing number of turbines for an optimisation study to determine

the positions for. Secondly, when determining the quality of turbine layouts, this means

that not only are there more turbines for which to calculate the energy capture, but

also more wakes impacting each of these turbines (from every other turbine).

2.1.1 Wind Turbine Wakes

Since the early 1980’s researchers have been trying to model the interactions between

turbines due to wakes. Jensen et al. [20] was one of the first, describing a model for calcu-

lating wind speed at a point in space in a wake at a given downstream and cross-stream

distance and is still one of the most widely used wake models in academic studies [21].

In the Jensen model, the velocity deficit within the wake decreases with downstream

distance, but is uniform across the wake region which is not representative of reality,

Figure 2.1. It is an analytical model, based on mass conservation, that assumes a linear

wake expansion using the diameter of the wind turbine rotor and a wake decay factor to

define the wind speed deficit in the wake [20,22]. The Jensen wake model was expanded

upon by Katic et al. [23] to allow for the aggregation of multiple wake effects and to

calculate cluster efficiency, and although this approach was believed to be sufficient

for mean energy production, it is not sufficient for considering turbine loading or the

economics of projects [23] . The Jensen model has been shown to overestimate wake

losses by up to 1.91%, compared to Gaussian wake models that overestimated losses

by up to 0.95% [21]. The Larsen model is one such Gaussian wake model, describing

a wake-affected region that expands non-linearly with a Gaussian velocity deficit [24],

Figure 2.1. Other models take into account other significant parameters, such as the

Frandsen model that considers two-way interaction with the atmosphere, and neigh-

bouring wakes to calculate wake expansion horizontally and vertically [25]. There are

also more recent studies that extend the simple Jensen model and apply a Gaussian
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velocity deficit over the linearly expanding wake region. Compared to large eddy simu-

lation, physical experiments, and field observation, this Jensen-Gaussian approach was

found to offer improved accuracy but maintain model simplicity [26] and was improved

further by ensuring mass conservation and consideration of the pressure recovery re-

gion [27]. Bastankhah et al. [28] also proposed a Gaussian-based wake model that

requires one parameter to determine the velocity deficit within the wake, matching well

with large-eddy simulations (LES) and wind tunnel data. Compared to the Jensen and

Frandsen models, the Bastankhah model was shown to be more accurate at predicting

the velocity deficit in the wake.

In addition to the widely used Jensen and Larsen models, several other wake models

have been developed at the Technical University of Denmark (DTU), including the in-

finite wind farm boundary layer model, the dynamic wake meandering model (DWM),

Fuga, and EllipSys3D [29]. Many of these models have been adopted as standard ap-

proaches in tools such as PyWake, an open-source wind farm simulation tool developed

by DTU [30]. Instead of considering the effect of a single wind turbine wake, the infinite

wind farm boundary layer model determines the reduction in wind speed at the centre

of a large wind farm [31]. It does so by assuming that the wind turbines in the farm act

as a surface roughness, reducing the wind speed in the resulting boundary layer. Com-

pared to existing models at the time of publication, the author claims good agreement

was found in the efficiency reduction of wind turbines in the centre of a large wind farm.

However, the approach is only able to predict this wind speed reduction effectively for

turbines three to four rows into the wind farm array. The Fuga model is a linearised

CFD model [32] using linearised Reynold’s-Averaged Navier-Stokes (RANS) equations

to build look-up tables of downstream wind velocity in a wake [29,33]. The initial model

was improved in 2014 to include different types of turbines in the same simulation, ef-

fects of stability, and wake meandering [32]. While the model was validated against

a number of real world data sets, the authors point out that the model seems to over

predict the measured efficiencies of wind turbines by a few percent and the that results

in stable conditions are questionable [32]. EllipSys3D is a CFD solver which can use a

RANS or large-eddy simulation (LES) model [29]. Rather than solving a full complex
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CFD simulation, an actuator disc model can be used. This avoids the need to mesh

the blade geometry and resolve the local boundary layer at the blades, saving computa-

tional time [29, 33, 34]. Despite this computational time saving, a study by Göçmen et

al. [29] highlighted the computational cost as a prohibitive factor for using the model on

anything more than a small number of academic cases, when compared to other wake

models such as Jensen, Larsen, and Fuga. The DWM model builds on traditional wake

models by including a wake transportation effect caused by turbulent components in

the atmospheric boundary layer [35]. These lateral and vertical turbulence components

(eddies larger than two rotor diameters [29]) lead to the development of a meandering

frame of reference in which a wake can be considered. Three core components are con-

sidered in this model, a velocity deficit, the meandering of the wake, and rotor added

turbulence. The model is also capable of considering the loading on a downstream tur-

bine, however, a relatively highly resolved turbulence field is required to feedback to an

aeroelastic code [29].

Figure 2.1: Comparison of wake models, showing wind speed in the wake-affected region
using (left) the Larsen wake model, and (right) the Jensen wake model.

Pillai et al. [36] conducted a comparison of wake models considering accuracy and

computational time, including: the Jensen model, the Larsen model, the Ishihara model,

and the Ainslie Eddy-Viscosity (AEV) model. It was found that, while the Jensen and
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AEV models were the most accurate for a few wind scenarios, the Larsen model by far

offered the best trade-off between accuracy and computational time.Figure 2.1 shows

the wind speed in the wake-affected region using the Larsen (left) and Jensen (right)

wake models. While the Larsen wake model exhibits a Gaussian velocity deficit over the

wake and a non-linear wake expansion, the Jensen model shows a linear wake expansion

with uniform velocity deficit over the width of the wake.

2.1.2 Problem Formulations

Early Grid-Based Approaches

One of the earliest formulations of a wind farm layout optimisation study was by Mosetti

et al. [37] where a 10x10 grid is proposed as possible locations for turbines. Many studies

have since used this 10x10 grid formulation of the wind farm layout problem changing

either the optimisation algorithm or objective function to be assessed [38–40]. In these

studies, turbines are placed within the defined 100 discrete grid positions to maximise

energy capture by assessing wake interactions across the site. This approach of using

a discrete set of positions can be computationally efficient and require a small number

of variables to be optimised. For small cases such as a 10x10 grid, it is also possible

to find and prove the optimal solution to enable benchmarking for alternative optimi-

sation algorithms. While this is valuable to determine the efficacy of the algorithms,

the 10x10 test case is far from representative of a real offshore wind farm site [37].

Modern offshore wind farms now often have very large numbers of turbines (close to,

or greater than, 100) placed in sites with more irregular (non-square) boundaries. They

also set the rows and columns of turbines depending on the predominant wind direction

(rather than a perfect north-south, east-west set up of the 10x10 grid cases) and may

sometimes have non-perpendicular rows and columns and/or non-parallel rows of tur-

bines. Another study based on the work by Mosetti et al. is that by Huang et al. [41]

which uses both the 10x10 grid and the wind conditions of Mosetti et al. Huang et

al. focuses on a change to the objective function and optimisation algorithm, claiming

that GAs are good for global searches (identifying regions in the solution space with

relatively good objective values) but not for local searches (detailed searches within a
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region of the solution space to identify the optimal solution). The paper proposes the

addition of a local search algorithm (steepest ascent hill-climbing) to the GA base, and

adapting the GA into a distributed GA (DGA). A DGA approach uses sub-populations

with some individuals exchanging between sub-populations every few iterations. The

combination of DGA and local search algorithm shows improvements over the GA ap-

proach, such as that used by Mosetti et al., (especially in computational time, with a

reduction of 88-92%) and also a stand-alone DGA approach. However, while the ap-

proach is shown to be effective on a 10x10 grid-based problem, it is unclear if this is a

practical approach for more realistic wind farm sites. This is because large offshore sites

will require a much greater level of resolution of possible turbine positions to achieve a

reasonable layout solution (i.e. changing the angle of rows of turbines). They also have

additional constraints relating to search and rescue (SAR) operations that require a

regular, grid-based layout of turbines [42] rather than the irregular layouts generated

with this method.

Irregular vs Grid-Based Layouts

Turbine layout optimisation studies optimise turbine positions in a variety of ways, but

some result in layouts that are irregular and unstructured. Studies by Wu et al. [43],

Gonzalez et al. [44], and Kunakote et al. [45] use many discrete positions as possible

turbine locations, but prescribe no regular pattern constraint, resulting in irregular lay-

outs. Lackner et al. [46] and DuPont et al. [47] optimise turbine positions in continuous

space (i.e. no pre-determined set of discrete possible turbine positions) but also do not

require the solutions to be in the form of any discernible regular pattern. Irregular

layouts can face difficulty and delays in consenting due to the negative impact on mar-

itime navigation, SAR operations, and – when close to the shore – visual impact [42].

Therefore, given that they do not meet many of the real world constraints and con-

siderations, especially in the UK [42], these tools are not currently suitable for design

of real large-scale offshore wind farms. A small number of studies utilise a grid-based

problem formulation, however these often leave the majority of grid spaces unoccupied
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resulting in layouts that appear to be essentially irregular [48], or are overly constrained

in the solutions that they are able to generate, i.e. requiring rows of turbines to be par-

allel [49]. Although some grid-based algorithms are capable of generating reasonable

solutions, no deviation from the described grid positions is considered in those tech-

niques [49, 50] limiting the potential energy capture of the farm. To better understand

the degree to which the industry aims to keep to a grid-based layout, a short series of

industry interviews were also conducted by the thesis author [10], more detail provided

in the Appendix. This revealed that there is some difference throughout the industry,

with some adhering to reasonably strict grid layouts and others allowing some flexibility

in the design. ‘Perimeter and grid’ layouts are also increasingly of interest in order to

abide by maritime regulations (particularly in the UK) and also to maximise the num-

ber of wind turbines on the edge of the site (in an attempt to minimise wake losses).

‘Perimeter and grid’ layouts (sometimes referred to as ‘boundary-grid’ layouts) place

many turbines along the boundary of the wind farm (in no regular pattern) and place

the remaining turbines within the wind farm in a grid pattern [51]. While individual

interview responses cannot be shared, the companies engaged with included K2 Man-

agement, SSE (two interviews), Atkins (group interview of three individuals), Orsted,

Fraser Nash (two interviews), and UL Openwind between April 2020 and April 2021.

These interviews also aided the development of the models in the following chapters,

providing a ‘sounding board’ and ensuring the work conducted was in line with indus-

try interests and research. As much information as is possible to provide, regarding the

interview process and use of the feedback, is presented in the Appendix.

2.1.3 Optimisation

With a variety of approaches to the problem formulation of wind turbine placement

optimisation and the modelling of wind turbine wakes, it is useful to understand the

constituent parts of an optimisation problem and some of the approaches taken to apply

this to turbine placement.
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A mathematical optimisation problem typically takes the form [52,53]:

minimise f0(x)

subject to fi(x) ≤ bi, i = 1, ...,m

where the vector, x, is the optimisation variable; f0 is the objective function; and the

functions, fi, are inequality constraint equations which must be satisfied [52, 53]. Con-

straint equations may also take the form of equality constraints, where fi(x) = bi. The

optimisation problem can be said to be a linear problem, if it satisfies:

fi(αx+ βy) = αfi(x) + βfi(y)

where x, y ∈ Rn and α, β ∈ R [52]. Optimisation problems can be altered from a minimi-

sation problem, presented here, to a maximisation problem, by multiplying both sides

of the objective function by −1. In the optimisation of turbine layouts for offshore wind

farms, there has been a variety of approaches in the academic literature. The following

highlights some of the objective functions and constraint equations used to tackle this

complex problem.

Objective Functions

There are a range of objective functions used to determine the effectiveness of solutions

in wind turbine layout optimisation. Kunatkote et al. [45] focuses on minimising the

capital cost of turbines divided by the wind farm power output. While this captures

the major factors associated with the cost of energy, it uses only the mean wind farm

power output rather than the lifetime energy capture (in NPV) and does not consider

other additional costs such as the collector network cost. Al Shereiqi et al. [54] extends

this perspective by considering turbine CAPEX and wind farm power production as

Kunakote et al. [45], but with the addition of cable CAPEX and lifetime electrical

losses, enabling a more complete picture of wind farm costs. Gagakuma et al. [55] con-

siders only wind farm power output in the first phase of the work, missing critical cost

elements such as turbine CAPEX, followed by minimising power variance in a second
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phase. The authors do this through a two-phase multi-objective optimisation where the

first optimisation aims to maximise mean energy yield from the wind farm, and the

second optimisation aims to reduce power variance from the different wind directions

(using the result of the first objective, mean power, as a constraint for the second op-

timisation i.e. mean power must be greater than or equal to the solution of the first

optimisation). While this is an elegant solution to a multi-objective optimisation prob-

lem (based on the ϵ-constraint method), it relies on a hierarchy of objectives with the

first being of primary importance (i.e. maximising mean power is more important than

minimising power variance). Croonenbroeck et al. [56] considers profit as the objective

function through revenue minus costs. The authors point out, that for their formula-

tion, this is essentially equivalent to energy capture maximisation, however, there is

value in using economically driven cost functions due to things such as time-dependent

sales price and discount rate forecasts [56]. The assumption that profit maximisation is

the same as energy capture maximisation is reasonable if the objective only considers

fixed turbine CAPEX and a fixed number of turbines. This overlooks the variable cost

of cables and electrical losses that vary with turbine positions and so a more complete

objective function would be preferable. Gu et al. [57] considers a fixed turbine layout,

using the Horns Rev wind farm as a case study, optimising the set point (axial induc-

tion factor) of turbines to maximise wind farm power production for a single wind speed

and direction. While useful for the specific test case, further work would be required

to optimise the set points for different wind speeds and directions and could be very

complex for considering during the turbine layout design phase of a project. Park et

al. [58] also focuses on maximising wind farm power, while Ulku et al. [59] considers

both a wind farm power maximisation approach and a cost per unit power approach.

The authors did not include all cost factors and highlight that future work may benefit

from including the cost of the array cable network in the turbine layout optimisation

phase.
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Constraints

Constraint equations may depend on the problem formulation of the wind turbine layout

optimisation study. One popular formulation is to use a set of 100 discrete turbine posi-

tions in a 10x10 grid, constraining turbines to only those possible positions [45,54]. This

approach of using a discrete set of turbine positions can be useful for small benchmark-

ing cases, but is not representative of real offshore wind farm sites [37]. An alternative

approach is taken by Croonenbroeck et al. [56] where the authors consider a turbine

proximity constraint. This ensures turbines have sufficient spacing between them to al-

low for some wake recovery to occur and avoid the worst of the turbulent wake from

the upstream turbine. However, using only this constraint within turbine placement can

lead to highly irregular layouts. In a real-world application, it could be the case that

these irregular layouts do not comply with SAR guidelines and/or may suffer from a

more significant visual impact, delaying projects. Gu et al. [57] doesn’t consider tur-

bine placement at all, focusing only on optimising the set point of turbines for power

maximisation. Although not mentioned by the authors it seems appropriate that the

variables describing the set points of turbines be constrained at extreme values. This

approach of maximising power ignores other effects such as electrical losses, drivetrain

losses, and fatigue loading on turbines. A more complete objective function (including

considerations such as losses) would allow the authors to apply constraints to these

aspects and possibly deliver solutions with a more comprehensive considerations of the

various costs and benefits. Park et al. [58] constrains the number of turbines to 49,

ensuring exactly that number of turbines are built within the farm. This can be a useful

approach providing a reasonable number of turbines is selected for the site under con-

sideration, although determining this number may be an optimisation study in-and-of

itself. Ulku et al. [59] also constrains the number of turbines in the site. The authors

also define a binary constraint on the variables describing turbine positions, where the

variable is equal to one if a turbine is built, and zero if not.
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Recent Approaches

Optimisation algorithms can largely be classified as exact methods or heuristic meth-

ods. An exact method refers to an approach or algorithm designed to find the optimal

solution to a given problem with a guarantee of mathematical correctness. Exact meth-

ods are employed when it is essential to obtain the best possible solution according to

the objective function and constraints, and approximation or heuristic methods are not

acceptable. These methods are typically used when the problem size is small enough

to permit an evaluation of all possible valid solutions [53]. A heuristic optimisation

algorithm is a problem-solving approach that uses a practical, rule-of-thumb, or ‘good

enough’ strategy to find approximate solutions to complex optimisation or search prob-

lems, often in situations where finding an exact solution is impractical or too time-

consuming [53]. Of note, interior point methods are a class of optimisation algorithm

used to solve linear programming and other convex optimisation problems [52]. They

are characterised by their approach to finding solutions by moving through the interior

(feasible region) of the convex solution space, as opposed to traditional methods, such

as the Simplex Method [60], which operate on the boundary of the feasible set/region.

There are a wide variety of methods in the literature for wind farm layout optimi-

sation [61], employing various methods such as gradient-based algorithms [46], genetic

algorithms (GA) [37,48,62] and particle swarm optimisation (PSO) algorithms [63,64].

A review of layout optimisation algorithms by [33] reveals yet more approaches that

have been taken in solving this complex optimisation problem, including: simulated

annealing, ant-colony optimisation, definite point selection and binary artificial algae

algorithm. Additionally, Wilson et al. [65] describes the top four methodologies of eight

teams in the second edition of the Wind Farm Layout Optimisation Competition held at

the 22nd Genetic and Evolutionary Computation Conference, where all teams employed

evolutionary algorithms. Evolutionary algorithms are heuristics which, as mentioned,

can provide good quality solutions relatively quickly, but can suffer from getting ‘stuck’

in local optima (and therefore not finding the global optimal solution). Pillai et al. [66]

compared a GA with a PSO algorithm (two evolutionary algorithms) and found that

both methods perform well, with the PSO expected to offer savings in computational
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time due to the typically smaller population and constant number of function calls per

iteration. The authors highlight that the PSO produced better solutions, but also that

the simplicity of the 10x10 grid cases used in the study made it difficult to determine if

additional cost considerations (such as electrical infrastructure) affected the solutions at

all. Other studies employ a two-part optimisation process, for example Park et al. [58]

firstly site turbines within a set of available grid positions using a GA, and secondly split

the chosen grid spaces into four smaller sections to allow for turbine micro-siting (also

using a GA). This approach was applied to the Daegwallyeong wind farm and was able

to reduce wake losses by 2.3% compared to real site measurements. The staged approach

appears to offer a good compromise between heuristic approaches generating good so-

lutions quickly and the ability to further refine the search in the locality of the solution

space. However, the heuristic method would still be susceptible to getting stuck in local

optima. Given the complexity of the wind turbine layout optimisation problem, many

studies are clearly focusing on the use of heuristics to tackle the problem [45, 65, 66].

The number of heuristics being developed highlights the relative ease with which the

methods can be designed compared to exact methods, with many heuristics having only

subtle differences between them. As with all heuristics, care must be taken when consid-

ering the trade-off between global search efficiency (sufficient exploration of the solutions

space) and local search completeness (level of fidelity when searching in near-optimal

regions).

Commercial Tools

In addition to academic studies there are several commercial tools that include turbine

layout optimisation as a package within the tool. Many of these tools are developed for

energy yield estimation but sometimes include additional features such as cable routing

design. Detail on the exact methods and algorithms used within the tools is often not

publicly available.

Notable tools in this category include the energy yield calculation tool WAsP, which

employs the Jensen/Park model with root-sum-square superposition [23, 67] of wakes.

WindPRO is primarily designed for annual energy production estimation and capable of
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layout optimisation based on noise levels. modeFRONTIER is an optimisation frame-

work and has been used for simulation process automation and design optimisation,

including studies on monopile design optimisation. DNV’s WindFarmer, commonly em-

ployed by wind farm developers, uses a wake model based on the Ainslie Eddy-Viscosity

model. Openwind, another popular choice among developers [68,69], offers various wake

models and can optimise for LCOE while considering electrical losses, noise impacts,

shadow flicker, and GIS constraints. WindSim is built on a computational fluid dynam-

ics approach to address wake effects in detail. These tools provide a range of features

and capabilities for optimising wind turbine layouts [70] and assessing wind farm perfor-

mance, though the specifics of their underlying optimisation algorithms may not always

be publicly disclosed.

2.2 Cable Layout Optimisation

The electrical infrastructure of offshore wind farms contributes a very large capital cost

to projects, at approximately 15-30% total initial investment costs [61,71]. In the UK,

the Offshore Transmission Owner has some of this cost, meaning the inter array cable

network constitutes approximately 1.6% of capital costs for wind farm developers [9].

Additionally, since most of this infrastructure (long sub-sea array cables) is sub-sea, it is

more difficult and expensive to access than in an onshore wind farm, with access far more

subject to weather conditions and favourable sea states. This high cost and difficult

access means projects could benefit greatly from incremental improvements to the elec-

trical infrastructure, found through optimisation techniques, minimising performance

indices such as the total network length, capital costs, and associated electrical losses.

2.2.1 Costs & Electrical Losses

The primary considerations of a cable layout optimisation are the capital costs and

the electrical losses. The layout topology heavily influences electrical losses of the sys-

tem [72, 73], therefore, most studies in the literature include electrical losses as a key

component of their objective function in addition to capital costs [54,71,74,75] . Some
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studies simplify this calculation to limit the impact on computational time, for example

by assuming that the current experienced by a cable is half of the current at rated

power [76]. This proxy for the true current profile of a cable connection may be compu-

tationally quicker, but introduces significant assumptions about the non-linear electrical

losses of the cables. Typically, studies that compute electrical losses for cables do so

in a pre-optimisation phase, where losses are calculated for each cable under different

scenarios (supporting different numbers of turbines) [77, 78]. The losses then can be

appropriately considered for each cable in a given layout, considering the losses for the

correct scenario/electrical-loading. Since the cost of electrical losses is a function of the

price of energy, some consideration has been given to the effect of a changing price of

energy in the future. It has been shown that, for a realistic fluctuation in the energy

price, the optimal layout of the collector network was not significantly affected [78].

2.2.2 Collector Network Topologies & Attributes

Various recent studies, particularly since 2010, have investigated collector network

topologies to reduce the cost of the array cables through cost comparisons, modelling,

and redundancy measures. A chosen topology heavily influences the electrical losses

of the cable network, however has little impact on the voltage levels throughout the

collector system [72]. Detailed cost modelling of the system, and the different topolo-

gies, is necessary to accurately assess the quality of proposed layouts, which can have

significant impacts on decisions such as whether or not a substation is required. For

example, one study, considering a small 150 MW wind farm, showed that a substation

was necessary only when the wind farm was further than 3km from the shore [79]. Re-

liability assessments and consideration of strategically placed breakers and redundant

cables have been shown to improve solutions, when compared to real wind farm sites

such as the Lillgrund offshore wind farm [72, 80]. Real projects typically use multiple

cable sizes, which is an important factor influencing the cost, so selecting the most suit-

able cable rating for each section is essential for the whole infrastructure optimisation.

While most approaches identify the peak current of a given connection and size the

cables accordingly, it has been shown that considering equivalent cyclical loading and
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temperature limits of cables can greatly reduce the necessary cable rating [81] . One

such study demonstrated that only two of the original three export cables were necessary

for a real site case study, however, noted that lost revenue may need to be taken into

account during long periods of high wind speeds [81]. Larger cables tend to be favoured

in routing and optimisation studies that consider lifetime costs and electrical losses,

compared to real world networks [82,83]. However, the trend of increasing cable ratings

to reduce the electrical losses has been shown to be a valid strategy with limitations.

One study demonstrated that sizing cables to carry the total power of a string and the

total power of a neighbouring string - during a fault, through a redundant connection -

was not cost effective [83].

2.2.3 Optimisation

Classical Methods

Classical methods for cable layout optimisation have centered around mixed-integer lin-

ear programming (MILP) [54,71,74,77], where a combination of binary and non-binary

variables are employed to describe the location and size of cables [77]. MILP problems

are categorised by a linear objective function and contain some decision variables that

are allowed to assume only integer values, while others are allowed to assume continuous

values [84]. Studies taking this approach have shown that branched layouts outperform

non-branched radial layouts and that using offshore transformer modules at selected

turbines instead of a dedicated substation can greatly reduce lifetime costs [85]. The

MILP formulation is also capable of considering looped cable layouts and branching

connection costs [86, 87], as well as utilising Steiner (non-turbine or empty) nodes for

obstacle avoidance [71]. Steiner nodes are ‘empty’ nodes that do not relate to anything

in reality, but offer a point in space through which cables may pass to avoid obsta-

cles [88]. MILP can be used to solve problems of a capacitated minimum spanning tree

(CMST) formulation and has been used in conjunction with path-finding algorithms,

substation positioning [89], and turbine layout optimisation [48]. A CMST is a graph

optimisation problem that extends the classic minimum spanning tree (MST) problem

by introducing capacity constraints on the edges of the graph. In a CMST problem,
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the algorithm is tasked with finding a spanning tree (a sub-graph that connects all the

vertices of the original graph without creating cycles), while considering the capacities

of the edges. The goal is to minimise the total weight (or cost) of the tree while en-

suring that the total weight of edges incident to each vertex does not exceed its given

capacity [71,89,90].

The MILP method though, can be very computationally expensive, particularly in

terms of its memory requirements. This means the algorithm is not a sufficient solver

when the underlying MILP model is very large and the formulation is weak [75] and

may need ‘warm-starting’ by providing a reasonable starting solution [75] . For example,

one study optimised sub-problems of a larger cable layout problem, to seed the final

MILP solver with a sufficiently good quality initial solution [71]. Using this method,

the solver was able to find the optimal solution to approximately half of the case study

scenarios within 24 hours. Furthermore, an earlier integer linear programming (ILP)

study employed a model strengthening and additional cutting-planes method to improve

the performance of its ILP solver, but suggested that heuristics may be a good approach

for Steiner tree problems such as offshore wind farm cable layout optimisation [91]. A

more recent ILP study considered wind farms with several substations and allowed

connections to another local wind farm. The largest case study considered contained

102 turbines and generated solutions quickly, but lacked several key constraints. Con-

straints that were in the study included ensuring all turbines were connected by a

cable, a maximum number of feeder cables to the substation, and power flow conser-

vation constraints [92]. Constraints not in the study included a wind farm boundary,

obstacle regions, and cable crossing constraints [92].

Heuristics Methods

Other approaches have been taken in the cable layout optimisation literature, with

heuristics offering a good alternative to MILP-based solvers. Heuristics, although not

guaranteed to find the optimal solution, have been shown to produce good quality

solutions for a global search [93–95] . One study on a no-branching layout demonstrates

that the cost of the heuristic designed layouts is only 2% more than the optimal solution
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[93]. Another study demonstrated that a Voronoi diagram based adaptive PSO method

with additional local search heuristic could produce a 12.74% cost reduction compared

to a benchmark case [96]. A Voronoi diagram is a metric space decomposition method,

whereby the ‘nearest-neighbour’ rule is used on each discrete point in the diagram to

ascertain the region of the plane to which it belongs [96]. While PSO is considered by

some studies for cable layout optimisation, it seems that alternatives such as GAs and

route-finding algorithms such as ACO (discussed further later) are more widely used in

the literature (with PSOs more widely used in turbine layout optimisation, as discussed

previously). The study by Pillai et al. [66] does consider PSO in a comparison to a GA,

finding that in some cases the PSO delivered better solutions, and for other cases the

GA produced the best solutions. Serranno Gonzalez et al. [49] conducted a similar study

comparing a GA and PSO method and similarly found good results from both the GA

and PSO, with very small cases-specific differences between the objective values of so-

lutions from the two algorithms. Clustering-based algorithms, such as quality threshold

(QT) clustering, optimise solutions that reduce electrical losses and improve reliability,

but increase the capital expenditure. These QT algorithms, despite generating good

quality solutions, can lead to a high degree of cable connections at turbines, with one

study’s proposed layout having 13 cables entering a turbine node [97] which is not a

feasible solution in reality. Similar approaches have been taken focusing on optimising

the grouping of turbines to be connected in strings, for example, grouping turbines

using k-means clustering and a GA, while relying on a simple minimum spanning tree

(MST) algorithm to compute the shortest cable routing for each group [98]. Similarly,

a Euclidean minimum Steiner tree approach has been explored, utilising a ‘GeoSteiner’

algorithm solver. This method was able to generate solutions to small problems (e.g.,

approx. 30 turbines) in less than 1 hour, however the computational time quickly

increased to around 10 hours for larger cases (e.g., approx. 50 turbines). Additionally,

the proposed layout solutions contained many branching connections at the Steiner

nodes, which again is not a practical solution for real offshore cases [43]. While mini-

mum Steiner trees are very similar to MSTs, in an MST the arcs may only branch at

turbine nodes, whereas the arcs in a Steiner tree may also branch at empty Steiner nodes
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(or anywhere along the arc) [22].To make this formulation more applicable to offshore

array cable layout optimisation problems many studies introduce additional constraints

to limit the number of cables that may enter/leave a Steiner node [71,85,95]. In limiting

the number of cables into/out of a Steiner node to one, this avoids branching at these

empty nodes where it would be impractical for real applications, Figure 2.2.

(a) (b)

Obstacle

Turbine

Substation

Steiner Node

Figure 2.2: Example of use of Steiner nodes.

Figure 2.2 (a) shows the Steiner node being used to navigate around the obstacle

to connect the turbine at the top of the figure to the substation. A branched section of

cable also connects at the Steiner node to connect the second turbine. Since the Steiner

node only represents an empty point in space (on the seabed in the context of offshore

wind farms), this is an unrealistic layout for offshore cases due to the impracticality of

connecting cables at the seabed location described by the Steiner node (rather than at

a turbine or substation). A more realistic layout is proposed in Figure 2.2 (b), where

the Steiner node is still used to navigate around the obstacle, but the second turbine is

connected with a second string. In an unconstrained Steiner tree where Steiner nodes

can be placed anywhere, these nodes are often placed at Fermat points to minimise

the distance between vertices. For triangles (with a maximum internal angle of less

than 120◦), this is an internal point minimising the sum total distance to all vertices

or (if an internal angle is greater than 120◦) it would be located at one of the trian-

gle vertices [22]. Several studies in the academic literature use Steiner nodes, placed
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strategically rather than at Fermat points, to facilitate the avoidance of obstacles, as in

Figure 2.2. Fagerfjall et al. [99] uses a grid of Steiner nodes for the optimisation to use.

This offers great flexibility in the available routes for cables but increases the number of

arcs and therefore the computational complexity of the problem. The authors suggest

that more motivated positioning should be used for Steiner nodes, proposing that the

number of Steiner nodes can be reduced when the turbine positions are fixed. While

the authors don’t employ a constraint to limit the number of connections in the Steiner

node, the same study introduces a constraint to split Steiner nodes that have branched

connections, creating multiple nodes at each location and allowing multiple cable routes

to use the node without actually connecting/branching there. Several studies by Fis-

chetti et al. [71,85,87] and one by Cazzaro et al. [95] present formulations with Steiner

nodes located at obstacle vertices for improved obstacle avoidance, without a significant

increase in the number of nodes and computational complexity.

Other heuristic methods have been shown to be computationally fast with one

study utilising a large neighbourhood search algorithm, followed by swapping and re-

partitioning heuristics, claiming two orders of magnitude reduction in time-to-solutions

[95]. GAs are promising heuristic methods, capable of handling large numbers of tur-

bines to connect through the collector network, with one study considering 280 tur-

bines [11]. GAs are not without limitations, however, and it is important to ensure

the parameters are well tuned to the problem under consideration. For example, in the

mentioned case of 280 turbines, the resulting solution contained many crossing cables,

one string that was not connected to a substation, and a few strings that could be

seen through visual inspection to be non-optimal [11]. Combining a GA approach with

clustering techniques and Clark and Wright’s saving algorithm was shown to provide

consistent and economically efficient layout solutions [94].

An interesting heuristic of note, the ACO algorithm was introduced in 1999 as a

common framework for the many ant-system algorithms of the time [100], presenting

applications of the algorithm to travelling salesman problems (TSP) and network rout-

ing problems. The general principle of the algorithm is that a colony of ants traverses

the arcs in a graph, aiming to connect the start node and destination node via the
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shortest route. Information about each of the explored routes is stored as a pheromone

deposit on some or all of the arcs taken in the route (with shorter routes resulting in

a greater pheromone deposit). Pheromones from previous routes/ants incentivise fu-

ture ants to take a given arc, while an evaporation of the pheromone at each iteration

prevents premature convergence on a non-optimal solution [100]. Although the method

clearly has applicability to cable layout optimisation problems, ACO has only been used

in a few promising cable routing optimisation studies. One of the earliest studies to use

ACO in this application was that by Wu et al. [40]. In this study, the authors use

ACO for the cable layout optimisation considering 32 turbines and three cable sizes,

but limiting string lengths to a maximum of three turbines. While the implementation

in the paper seems to be sensible, the resulting cable routing presented by the authors

is clearly non-optimal by visual inspection [40]. As a heuristic approach, it is important

to ensure that the parameters are reasonably tuned for the problem. If the presented

route is identified as the optimal (or final) route by the algorithm, it is likely that the

pheromone deposit was too low and/or the evaporation constant was too high. The ACO

algorithm has also been demonstrated on very large cases containing 280 turbines [101],

optimising cable routing for different substation positions and considering several cable

sizes. This scale of problem is more in-line with modern wind farm sizes, where large

numbers of turbines (>100) need to be connected by the array cable network. Opti-

misation methodologies for real offshore wind farm array cable networks will need to

be able to consider not only large numbers of turbines, but also different cable sizes,

obstacles, and varying electrical losses [10]. A more recent study by Wu et al. [102] goes

further by not only considering obstacles, different cable sizes, and electrical losses, but

also three-dimensional bathymetry to influence the cable routes. The case study in the

paper considers only a very small number of turbines to be connected, but does so in a

two-layer optimisation with turbine layout considered in the outer layer. This shows the

applicability of the ACO algorithm to cable layout optimisation and integration with

other aspects of offshore wind farm design. Comparison with classical methods such as

MILP, will be useful in determining if this approach is reliable, quick, accurate enough

for use within a larger scale integrated optimisation with turbine layout.
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Decomposition Strategies

As modern wind farms increase in size - both in terms of power generation and the

number of turbines - the complexity of cable layout problems increases dramatically,

and even more so for integrated optimisation of cable and turbine layouts [103]. It

is also increasingly important to optimise the cable layout, rather than restrict it to

any given topology in advance [103]. Therefore, cable layout optimisation algorithms

must be robust and computationally efficient, a challenging issue for which decompo-

sition strategies may be able to provide a solution. Many optimisation algorithms use

branch-and-bound (B&B) techniques within the solver. Hendrix et al. (2010 pg.159)

highlighted the similarity of this process to problem decomposition as “The basic idea in

B&B methods consists of a recursive decomposition of the original problem into smaller

disjoint sub-problems until the solution is found” [53]. The decomposition of a problem

can be considered as the isolation of a subset of the decision variables for optimisation,

while all other variables remain fixed. Recursively decomposing a problem into different

subsets of the decision variables allows solvers to reach optimal solutions more quickly.

Several studies have employed decomposition techniques (beyond the B&B algorithm

in solvers) to improve the performance of their MILP algorithms [88], in some cases

reducing computational time by up to 98% [104]. Such studies [88,104] typically apply

decomposition strategies to classical MILP methods, but not to heuristics which may

also benefit from the decomposition approach.

2.3 Integration of Turbine & Cable Layout Optimisation

As shown in the previous sections, there are many academic studies that focus on the

optimisation of the turbine and cable layouts separately. However, the cable layout

of a wind farm is inherently linked to the positions of the turbines and sub-stations.

Integrating these aspects into a more holistic concurrent optimisation process has in-

creasingly been the focus of investigations in the literature. This section aims to provide

an overview of the studies concerned with a combined optimisation of both the turbine

and cable layouts. For the purpose of this thesis, optimisation approaches that consider
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both turbine layouts and cable layouts are termed sequential optimisations if they are

considered in two distinct optimisation steps independent from one another, or integrated

optimisations if they are considered concurrently in a single optimisation framework.

2.3.1 Early approaches

One of the earliest studies to consider an integrated approach is by Gonzalez et al.

[44] where two nested EAs are used to optimise the turbine layout and the electrical

infrastructure layout. The study compares solutions to a sequentially optimised method

and performs a sensitivity study on the interest rate and price of energy. However, only

up to eight onshore turbines are considered which is far from a large-scale offshore wind

farm. Wu et al. [40] also use heuristic algorithms, with a GA for turbine placement

and an ACO algorithm for the cable layout. This study uses the discrete grid-based set

of possible turbine positions discussed previously (with no preset number of turbines)

resulting in a site of around 32 turbines. Only strings of a fixed length (supporting three

turbines, and one supporting two turbines) are used in the site and the resulting cable

layout can be seen to be far from optimal. Another early study by Fagerfjall [99] also

considered both the turbine layout optimisation and cable layout optimisation using a

MILP approach. The study developed two models, the Production Optimization model

and Infrastructure Optimization model. Considering each section of the wind farm lay-

out optimisation problem separately (turbine layout and cable layout), this early study

showed the benefits of optimisation of these two key aspects of wind farm design, but

did not determine if an integrated approach (as defined in this thesis) would yield im-

provements over a sequential optimisation of the turbine layout followed by the cable

layout. Pillai et al. [22] develops, validates, and integrates three optimisation modules

into a single integrated optimisation framework to determine if an integrated approach

can generate improved solutions. The three modules consider electrical infrastructure,

annual energy production, and wind farm cost assessment. The single integrated op-

timisation framework is applied to several benchmark cases from the literature with

comparison made to the original study. The approach shows improvements in the solu-

tions compared to the original studies suggesting there could be benefits from taking a
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more holistic approach to wind farm layout optimisation. However, the comparison be-

tween the original studies and the new optimisation framework leaves some uncertainty

as to where the benefit is coming from (i.e. from the new implementation of the indi-

vidual optimisation modules/algorithms, or from the act of integrating several modules

into a single optimisation framework).

2.3.2 Degrees of integration

Some studies consider both the turbine layout and cable layout but integrate only

aspects of these into the full algorithm. For example, the study by Amaral et al. [105]

uses the electrical losses of the cable layout to influence the turbine positions, however,

the cable routing itself is predefined in a looped structure connecting specific turbines.

A GA and PSO algorithm is used for the optimisation of turbine positions but no

optimisation of the cable routing is presented. Shin et al. [98] uses a pattern search

(PS) algorithm to offer a simple, yet effective approach to the concurrent optimisation

of the substation positioning with the cable routing, as this is more heavily affected by

cable layout than turbine positions. The optimisation of turbine positions is omitted

from this study, instead taking the turbine layout as an input. Fischetti et al. [75]

includes a greater number of components to be optimised, covering the turbine layout

optimisation, cable layout optimisation, and jacket design optimisation. The proposed

methodology [75] considers these in a three-step sequential optimisation, which does

not affect the solutions of the previously optimised step. Large improvements over real

world sites are demonstrated though and the study suggests a truly integrated approach

(of at least the turbine and cable layouts) as a valuable area of future research. Marge

et al. [106] present a concurrent turbine and layout optimisation, considering a site of

30 turbines. However, the inputs to the model are a discrete set of turbine layouts

which are assessed for wake effects before having the cable layouts optimised. Rather

than necessarily optimising the turbine layout, these discrete solutions are used in post-

processing to form continuous curves of the objective value from which an optimal

turbine and cable layout can be determined. Serrano-Gonzalez et al. [49] claims that the

electrical infrastructure represents around 2-5% of the total offshore wind farm cost and
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so is negligible and therefore does not calculate electrical losses of the cable network.

The study focuses mostly on grid-based layout optimisation of turbine positions and

only includes cable capital costs for the turbine layout solutions in order to assess them

based on LCOE. A simple approach is used to cable routing, Prim’s algorithm, which

finds the shortest path cable connections and doesn’t explore to what extent this might

affect turbine positions. Srikakulapu et al. [101] optimises the angle between rows of

turbines, however the turbine layout optimisation method is not clear, nor present in

the objective function. The turbine layout is formulated as columns of turbines with

a given row and column spacing and a repeating pattern, and cable routing is handled

by an ACO-MTSP to minimise cable lengths. Although very large numbers of turbines

(280) are considered, it is not clear what level of integration these turbine and cable

layout optimisations have and it appears that no significant improvement is found over

the reference case.

2.3.3 Grid-based turbine layouts

Many studies that do integrate the turbine layout and cable layout optimisations more

comprehensively, do so with a limited solution space. They do this, for example, by

using a discrete set of possible turbine positions similar to that of Mosetti et al. [37], as

discussed previously. Wu et al. [43] uses a 10x10 grid of possible positions for the turbine

layout optimisation, testing a fixed and variable number of turbines and four different

objective functions. The cable routing comprises straight-line connections set up using

a Euclidean minimum Steiner tree (EMST) and solved by a GeoSteiner algorithm. The

resulting solution relies on multiple cables connecting at a Steiner (empty) node, which

for an offshore site is an unrealistic assumption. Further, the computational time for

a case containing 30 turbines is approximately one hour but increases quickly to up

to ten hours for cases of 50 turbines, which demonstrates issues with the scalability

of the approach. Another study utilising a 10x10 grid of possible turbine positions is

that by Al Shereiqi et al. [54]. Turbine positions, cable layout, and electrical losses are

optimised by means of a GA and a comparison is carried out between a sequentially

optimised approach and the proposed integrated approach. The authors claim that the
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integrated approach is able to provide small reductions in the cost of energy (approxi-

mately 0.65%), however the small discrete grid of turbine positions means that it is not

an approach that is currently sufficient for real world applications, particularly for large

wind farms. A third study in this space is by Tao et al. [107]. This study uses a bi-level

multi-objective optimization framework where there is an outer layer optimisation con-

cerned with maximisation of the wind farm’s daily profit and capacity factor, and the

two inner layers concerned with cable layout optimisation and generation scheduling

of other generators. The outer layer is solved by the Non-dominated Sorting Genetic

Algorithm-III (NSGA-III) while the inner layers utilise Binary Particle Swarm Opti-

mization (BPSO) and quadratic programming (QP) methods respectively. The study

claims that the joint optimisation provides better solutions than a sequentially opti-

mised solution, however this is all based within a discrete set of 12x12 possible turbine

positions which is a large simplification of real sites.

2.3.4 Heuristic methods

Since the formulations of the turbine layout and cable layout optimisations can be

computationally complex individually, it is no wonder that an integrated approach must

consider computational efficiency. It is for this reason that many studies in this space

continue to use heuristic methods to tackle the integrated design problem. The study by

Pillai et al. [66] optimises turbine placement, substation placement, and cable layout in a

coupled process, testing both GA and PSO approaches for comparison. It is found that

the cable layout and cost modules considered do not greatly affect the results due to the

simplicity of the test cases. In this study [66], turbines are restricted to a discrete set of

positions in a 10x10 grid, and no limit is imposed to the number of turbines supported

by a cable, resulting in a solution with two strings, one supporting one turbine and the

other supporting 38 turbines. The GA and PSO algorithms are both found to perform

well, with the results suggesting that the PSO offers significant computational time

savings. The same authors propose another study [48] in which a GA approach is used

exclusively for the combined turbine and cable layout optimisation in order to minimise

LCOE. The study includes many real world constraints such as a grid-based layout of
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turbines to ensure regularity for shipping and search and rescue (SAR) operations. Wu

et al. [102] focuses on adding a high degree of detail to the real world constraints but for

very small numbers of turbines. The study considers three-dimensional wind turbine

layout and three-dimensional cable network routing based on meta-heuristic algorithms

and geographic information systems using a two-layer model. The outer layer of the

model is for site selection, while the inner model is for the obstacle-avoiding cable

routing optimisation. The two layers are solved using an ACO combined with a GA

for the outer layer, and a dual-simplex method and Kruskal algorithms are used for the

inner layer. A simple wake model is used - the PARK model - based on the Jensen model

and the improvements by Katic et al. [23] for the representative offshore wind farm site

(Skipjack), where solutions contained between 10-12 turbines. Another study by Pillai

et al. [64] integrates the turbine layout and cable layout optimisations, using a PSO for

the turbine layout and CMST solved by a MILP solver for the cable layout. The study

considers eight key cost centres including turbine cost and installation, foundation cost

and installation, array cables cost, O&M, decommissioning, and offshore transmission

cost. The computational time of the algorithm is between 1-3 days which is likely

because of the MILP solver section. Without constraining the cable layout solutions

sufficiently, some solutions appear unrealistic. For example, one layout solution contains

two strings, with one string supporting one turbine and the other string supporting 38

turbines.

2.3.5 Increasing the number of turbines

More recent studies have looked to increase the number of turbines considered in the

integrated optimisation of turbine and cable layouts. Fischetti et al. [108] still use a

modest number of 10-20 turbines but with 40 nodes for cables to connect through. The

authors state that for a cable layout optimisation this number of nodes is quick to

optimise but computational time will increase quickly as the number of nodes in the

problem increases. The study is developed on a MILP based formulation that does not

scale well with problem size, so the authors suggest using heuristics in future works.

Another study, by Perez-Rua et al. [109], considers up to 74 turbines for an integrated
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turbine layout and cable layout optimisation. The authors use the Bastankhah wake

model and a gradient-free algorithm that optimises turbine layout and calls a heuristic

algorithm in every iteration to perform the cable layout optimisation. As the algorithm

progresses, the heuristic algorithm is replaced by a MILP algorithm to provide a more

accurate and reliable optimisation of the cable layout. The study claims to provide up

to 6% improvement in the internal rate of return of the fully feasible solutions and that

the results are broadly statistically significant. The method considers irregular turbine

layouts and linear and branched strings for the cable routing optimisation. Additionally,

the authors discuss the difference between the heuristic- and MILP-based approaches to

cable layout optimisation, stating that the heuristic approach produces solutions that

are up to 8% more expensive. While this seems like a significant increase, the heuris-

tic approach could be limited by the maximum computational time constraint applied

within each function call as the overall algorithm is run, and so may be less significant if

allowed to run for longer. An earlier study by Hou et al. [110] increased the number of

turbines in the site to 80, again concurrently optimising both the turbine and cable lay-

outs. The wind turbine locations are optimised through an adaptive PSO algorithm and

the cable layout through an adaptive PSO-MST method. The study performs several

case studies on the NORCOWE reference wind farm, showing reductions in levelised

production costs of up to 1.45% and 5.00% for a sequential and integrated optimisation

process respectively. The set of integrated design results vary by approximately 2%

in their objective values and no details about computational time are provided, how-

ever the study does select the simple Jensen wake model in an attempt to minimise

computational time.

2.4 Energy Storage Systems

Beyond layout optimisation, energy storage systems (ESS) offer potential to loosen the

constraints of the cable routing and selection algorithms by integrating the optimisa-

tion of offshore ESS location and cable layout optimisation. ‘Peak shaving’ the power

carried by a connection may offer opportunities to reduce the required cable rating (and

therefore cost) or reduce the electrical losses [111] . To date, many studies that consider
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ESS with wind energy do so for varying objectives such as using ESS to support a grid

containing a high penetration of renewable energy or to provide benefits to the accuracy

of the output of a wind farm relative to predicted output [111,112] .

2.4.1 ESS in Grids with High Renewable Energy Penetration

Dagdougui et al. [113] presents a dynamic model of a hybrid system, integrating a

hydro-electric plant, fuel cells, and a wind farm. The focus of the study is not the

optimisation of the ESS sizing or location but rather the optimal control/operational

management of the distributed hybrid system. Considering real sites in Morocco, the

aim of the study is to satisfy the hourly electric, hydrogen, and water demands, however

the authors highlight that the many simplifying assumptions may make their approach

inadequate for real application.. Similarly, a study by Dvijotham et al. [114] considers

the use of ESS within a grid containing a high penetration of renewables, however unlike

Dagdougui et al. it does optimise the size and location of the ESS within the network.

An optimal energy storage control algorithm is used to develop a heuristic procedure for

ESS sizing and placement. Initially, the study allows infinite amounts of ESS capacity

in the solutions at all nodes in the network, then begins to restrict the number of

ESS units in a staged procedure to find the minimum number of units that can still

mitigate the effects of renewable fluctuations. Comparisons are made to ‘intuitively’

designed solutions, showing that the optimal solution does not preferentially place ESS

at the nodes with renewable generation as was expected by the authors. Rather, the

optimal solutions favour nodes at critical junctions between major sub-components of

the network, but the control system proposed in the study requires perfect forecasting of

renewable energy generation, which is not necessarily realistic. Le et al. [115] present an

ESS application design for regulating wind power variation and increasing grid voltage

stability. The study considers compressed-air energy storage (CAES) within a 27-bus

transmission grid containing 14 wind farms. Optimal ESS rating and charge-discharge

strategy are determined using an exhaustive search method, with results showing that

the ESS is effective in raising both the wind energy revenue (1.7-8.0%) and the grid

voltage stability (8.3-18.3%). Wang et al. [116] considers how ESS may be utilised
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in a transmission network in the context of slow ramp up (or down) of conventional

energy generation leading to a potential energy shortage (or surplus) in power systems

with a high degree of wind power penetration. Similar isolated micro-grids with limited

dispatchable capacity are also considered. The study’s simulation results show the ramp

rates of the conventional generation have large impacts on energy not used and energy

not supplied. The authors claim that the incorporation of wind farms without ESS has

very limited system reliability improvement and can lead to a large amount of energy

surplus. While grid considerations are very important for the wider system and may

well affect future wind farm developments, this thesis aims to determine the potential

benefits of co-located ESS and wind energy that may be owned and operated by the

wind farm operator.

2.4.2 Co-located ESS and Wind Turbines

Castronuovo et al. [117] consider the siting of a pumped-hydroelectric power plant with

an onshore wind farm to be used for a process similar to energy price arbitrage. Energy

from the wind farm is used to ‘charge’ the pumped-hydroelectric component at times

of low price and energy is discharged from the store during times of high energy price.

While this isn’t suitable for large offshore wind farms (or many other onshore sites

that do not have the required topographical features necessary for pumped-hydroelec-

tric stroage), co-locating such facilities can provide added benefit to operators of hybrid

wind-ESS sites. Barton et al. [118] present a probabilistic method for ESS sited with

wind and solar generation that estimates the fraction of time that the ESS spends at

empty or fully charged states. The method is validated against a standard time-stepping

approach and intends to improve the use of distributed generation for small local loads.

The study only considers very small installations, up to 3MW rated power, so may not

be highly relevant for the large offshore wind farms under investigation in this work.

Pairing wind with ESS for improving the dispatched power, the study by Abbey et

al. [119] focuses on an ESS management algorithm. The knowledge-based algorithm

proposed schedules power from a two-level ESS and is shown to require 20% less ESS

capacity than a base case alternative. The aim of the study is to use short-term storage
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devices for the constrained integration of wind energy to serve a local load in islanded

operation. Yao et al. [120] uses a two battery energy storage systems (BESS) approach

where the generated wind power charges one BESS while, concurrently, the second

BESS is used to discharge power to the grid. The objective of the study is to use the

two-BESS set up to enable short-term dispatch commitment from grid connected wind

generation. Forecasting is used to predict wind power output and BESS state-of-charge

a few hours ahead. The dispatch scheme aims to maximise the harnessed wind energy

with the minimum number of BESS switch-overs to help prolong the operational life of

the BESS. The authors claim that this approach allows the hybrid system to operate

as a power generation station and to participate in some degree of short-term power

dispatch markets.However, concurrently charging one ESS while another discharges to

the grid, introduces unnecessary losses that could be avoided with an improved ap-

proach to control. Kim et al. [121] consider different benefits of co-located ESS by using

BESS and super-capacitors connected to a doubly-fed induction generator (DFIG) wind

turbine. The study aims to reduce the total harmonic content, improving power quality

from the turbine. Using a 1.5MW turbine (connected to a 60Hz grid), the ESS was

able to clearly improve power quality and had a payback time of 3.5 years and 15.8

years for the BESS and super-capacitor respectively. Venkataraman et al. [122] propose

that integrating wind, solar, and ESS into a hybrid generation station is particularly

suitable for regions that have set high targets for wind and solar generation but have

limited land available for project development. The study uses ESS for several functions,

a primary application of reducing the financial penalty in the deviation settlement

charge, and a second application of ancillary service provision. Also investigated is

the shifting of renewable energy to peak demand hours while including the forecast

deviation reduction for wind and solar plants. The authors claim that including ESS

for these functions can also provide cost savings in terms of delaying transmission system

upgrades. Moghaddam et al. [123] introduce a novel BESS control strategy to manage

the energy exchange between a wind farm and the transmission grid using a receding

horizon control approach. The ESS is used to maximise profits for the wind farm

operator through utilising short-term wind and price forecasts which are provided as
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inputs to the control strategy and can determine the best times to charge and discharge

the BESS, including the option of purchasing energy from the day ahead market. When

the wind power output exceeds the day ahead scheduled power, the extra power must

be curtailed or used to charge the BESS. Alternatively, if the wind power is below that

scheduled, the BESS can provide energy (or purchase it from the real time market) to

increase the total power to the scheduled amount. This type of benefit to the operator of

a hybrid wind-ESS development may be a suitable mode of operation to be undertaken

concurrently with another providing benefits to the wind farm’s array cable network, if

the ESS is positioned throughout the site to do so.

2.4.3 ESS for Power Smoothing Applications

Several studies consider the use of ESS for smoothing the power output of wind turbines

and/or farm. Jiang et al. [124] integrate ESS into the DC link of a back-to-back converter

of a 2MW DFIG wind turbine, with the ESS controlled to smooth the total power

output of the turbine. Control algorithms are proposed that use pulse width modulation

(PWM) for the grid side converter, generator side converter, and battery converter. The

authors suggest that ESS can provide steady power output however no information is

presented on the required size or cost of the ESS. Li et al. [125] presents a method on the

design of a wind farm level BESS used in order to realise improved power dispatching.

The method uses statistical long-term wind speed data from the site and proposes a

dispatch strategy to help determine battery size and maximise the service life of the

BESS. The study shows that, in order to increase the confidence level of the short-term

power delivery commitment, the lifetime of the BESS is reduced. Tested on a 100MW

wind farm, the size of ESS required is found to be between 10-90MWh depending on

the cost of the specific BESS type. A very similar study is conducted by Luo et al. [126]

where a coordinated dispatch scheme is proposed for a wind farm level BESS. The paper

aims to reduce the impacts of wind power forecast errors while prolonging the lifetime

of the BESS. The scale of BESS capacity required is proportionally similar to the lower

end of the range provided in the study by Li et al., with 5MW/20MWh required for

the test wind farm site of 25.5MW. A third study also takes a similar approach to
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wind farm level ESS, using the storage capabilities to smooth the real power and reduce

the error compared to the forecasted power and/or power delivery commitment. This

study, by Xinda et al. [127], proposed three ESS control algorithms to achieve the

goal of power-smoothing/error-reduction which are (1) tracking the minute-by-minute

power imbalance, (2) post-compensation, and (3) pre-compensation. Tracking minute-

by-minute provides the lowest power imbalance but results in an oversized ESS capacity,

whereas the post-compensation approach reduces ESS size at the cost of non-zero power

imbalance. The authors determine that it is important to consider the trade-off between

the lifetime and the size of the ESS which will differ across operating strategies. While

not presented in this work, the authors also claim that the charging algorithms are

suitable for higher frequency (intra-hour) energy balancing and multiple-hour applica-

tions. Bataglioli et al. [128] integrates ESS into the DC link of a back-to-back converter

similarly to some of the aforementioned studies. The integrated ESS is used to smooth

the power output of the turbine and make it strong enough to operate in an island mode.

The paper focuses on several fault types to investigate the wind turbine behaviour in

such conditions, considering the operation in a smart grid context. None of these studies

explore the effect on the array cables within the wind farm and if the smoothed power

has a peak power low enough for cable de-rating. Impacts to the electrical losses would

also be a valuable consideration to these approaches.

2.4.4 Ancillary Service Provision

For ESS that is integrated with a wind farm, it is still possible to provide benefits to

the grid through participating in ancillary service provision. Berrada et al. [129] used

ESS to maximise the revenues of the wind farm by optimising the charging strategy.

The study aimed to minimise the capacity of the ESS while meeting ancillary service

requirements. The results indicated that more revenue is generated when storage is

permitted to participate in both energy arbitrage and regulation services. Pumped-

hydroelectric systems were shown to be most cost effective for generation applications

(arbitrage), whereas CAES was found to be best for services relating to transmission and

distribution applications (regulation services). While the study does include a simple
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consideration of ESS lifetime, the authors highlight that a more detailed consideration

of ESS lifetime could be valuable. Similarly to other referenced studies, the authors

also suggest the approach would be suitable to other time frames, for example intra-

hour balancing, however there is no investigation into this application in the study.

Fan et al. [130] also consider multiple functions for the ESS, from time-shifting the

wind energy generated to providing enhanced frequency response (EFR). The authors

develop a simulation model in which the wind farm level BESS is connected to the

grid at the wind farm connection point and also connected to the wind farm through

an additional converter. While it is shown that the revenue from the four-year EFR

contract is lower for the wind-BESS hybrid system than that of a stand-alone BESS

(by <1%), the avoidance of charges associated with new assets and/or reinforcements

needed for an independent connection greatly increases the project profitability. It is

also found that, with the additional converter placed between the wind farm and BESS,

the revenues generated by the time shift of wind energy is the highest final NPV among

the different scenarios modelled, despite the increase in capital costs. The authors pro-

pose that the work should be extended to consider additional revenue streams such

as black start and the stacking of multiple revenue streams. The paper by Campos-

Gaona et al. [131] provides a good summary of the modern trends in ESS in the UK

and reviews its application in the context of wind energy. The research takes into

account the advantages and disadvantages of different options of ESS technology based

on government and industry projects. Revenue streams and their approximate values

are identified for the UK markets and the study also discusses the current UK regulatory

framework regarding the implementation of hybrid wind-ESS projects partaking in the

ancillary service markets. Key ancillary service revenue streams from the study by

Campos-Gaona et al. are presented in the Appendix in Table A.1, however limited

information is available for some revenue streams, and for others, such as frequency

response, the battery-led competition is beginning to drive prices down [131].
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2.4.5 Types of ESS

Many different types of ESS are available but not all will be suitable for the integration

into wind farms, particularly offshore. While the majority of aforementioned studies

have considered either pumped-hydroelectric or battery systems, some studies have also

considered other approaches. Banham-Hall et al. [132] used a vanadium redox flow

battery (VRFB) for supporting the DC link under grid faults and developed a control

method for the storage system. The hybrid wind-ESS system is also controlled to allow

the time shift of wind energy and to provide frequency response services which is shown

to be effective. Zhang et al. [133] use a combination of ESS types for providing different

services and improve the profits of the co-located wind farm project. A first stage uses

a lead-acid battery to improve the wind energy revenue in the day ahead market; a

second stage uses a lithium-ion battery to eliminate day ahead forecasting error and

smooth the power fluctuations; and a third stage uses a hydrogen combined cycle ESS

for ancillary service provision. The authors show that the profit of the wind farm can be

increased by a very large 20.62% through using the multi-level integrated ESS and an

optimised dispatch strategy. The review paper by Mahmoud et al. [134] considers the

use of mechanical ESS (MESS) integrated with wind and/or solar projects and whether

a series or parallel connection is best. Three main categories of MESS are investigated

including flywheels, pumped-hydroelectric, and compressed air. The study determines

that a series connection is preferable as it provides an automatic control to reduce

any sudden increase/decrease in wind power output as power must first flow through

the storage device (however this will introduce additional losses). Flywheels are found

to be useful for short-term storage and have both the fastest response and the lowest

system cost. Pumped-hydroelectric requires an elevated reservoir and so is often not

an option for many wind farm installations. However, pumped-hydroelectric did offer

the best long-term storage solution. CAES has a fast start up time but relies on having

a compressed air system and in some cases a thermal store. Overall, the systems with

the lowest capital cost per kWh are CAES and LAES at $2-50/kWh and $3-30/kWh,

respectively [135–138]. In the Appendix, Tables A.2 and A.3 contain a summary of the

key performance metrics of different types of ESS. Table A.2 includes typical power
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ratings, response times, energy densities, and capital cost, while Table A.3 contains

information regarding storage duration, lifetime, and environmental impact.

2.5 Identifying Research Gaps

The research questions initially posed at the start of the thesis consider what the impact

might be of (1) integrating cable layout optimisation with a turbine layout optimisation

and (2) utilising energy storage within a cable layout optimisation. A review of the

literature regarding aspects of these two questions has been considered in this chapter

covering: the current approaches to turbine layout design and optimisation; array cable

layout design and optimisation techniques; the degree to which these have been com-

bined into an integrated approach; and the applications of energy storage at wind farm

level.

2.5.1 Integrated Turbine & Cable Layout Optimisation

It is shown in the literature, that a more integrated approach to wind farm layout opti-

misation may be desirable to produce improved solutions from a more holistic perspec-

tive [22] and that for most of the studies that consider such an integrated optimisation

approach (as defined in this thesis) [40, 108], they typically do so under very restricted

conditions such as limiting turbines to a discrete set of 10x10 positions [43, 66], using

a very small number of turbines [102, 108], or limited consideration of real world cable

constraints [40, 107]. Fischetti et al. [75] demonstrates large improvements in solutions

when sequentially optimising turbine layout, cable layout, and turbine jacket design,

and suggests a truly integrated approach (of at least the turbine and cable layouts)

as a valuable area of future research. While Pillai [22] does show some improvements

through an integrated approach of the turbine and cable layout optimisations relative

to previous studies in the literature, some uncertainty remains as to the source of the

improvements, i.e. if this is found from the integration of optimisation modules itself

or from the new implementations/algorithms used. Isolating the effect of an integrated

approach compared to a sequential one would help develop and influence future works in
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the field of wind farm layout optimisation. This integration of the turbine and cable lay-

out optimisations into a single framework, and isolating the effect through a sequential

versus integrated comparison (using the same optimisation modules), therefore forms

one of the key objectives of this thesis.

In order to address the first research question, and isolate the impact of an integrated

optimisation approach, turbine layout and cable layout optimisations must be used in-

dependently in a sequential manner (as is the current standard in the wind industry)

and as a combined concurrent integrated optimisation. Appropriate algorithms/tools

must be selected for the turbine layout and cable layout optimisations. Several areas

of interest are proposed in the literature concerning the requirements of future turbine

layout optimisation algorithms. Azlan et al. [21] highlights some of these as: the need

for developing an efficient optimisation approach for larger, more complex sites; the use

of more accurate wake models; and a standard benchmark wind farm with data on the

wind profile, turbines, and realistic boundary shape. In addition, interviews and conver-

sations with industry experts conducted as part of this thesis, Appendix A, highlighted

the need for a largely grid-based approach to turbine layout optimisation with the abil-

ity to slightly deviate from grid positions to increase energy capture (while observing

SAR guidelines) [10,42]. Such a tool must be capable of running on a standard desktop

PC in reasonable time [10] to enable its use as a practical engineering design tool. This

will enable wind farm developers to more quickly assess different sites, technologies,

and configurations, and in doing so will support early phase design decisions in turbine

layout. Since the tool must also enable a cable layout optimisation to be integrated

within it, it is imperative that the model is transparent and that a good understand-

ing of the approach can be gained, rather than using a ‘black-box’ approach. A widely

used algorithm in the literature [22, 57, 63, 66, 105], the PSO approach is selected as

an appropriate algorithm for a grid-based turbine layout optimisation as it meets the

above requirements of the tool and is a computationally efficient, iterative approach

(facilitating easy integration with a cable layout optimisation). Additional micro-sit-

ing functionality is desirable, with turbines being able to move away from initial grid

positions. This functionality is proposed to be a post-processing step after the initial
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PSO optimisation is complete, similar to other studies in the literature [41,58], avoiding

relatively complex micro-siting at each iteration of the PSO.

The cable layout optimisation algorithm must be computationally efficient, while

also providing sufficiently good (close to optimal) results to influence turbine positions

effectively. While many studies are investigating the use of MILP approaches to cable

layout optimisation [54,71,74,77], several heuristic approaches, such as ACO, are gaining

interest for this application which may offer improved computational efficiency for large-

scale problems [93–95]. A direct comparison between the widely used MILP approach

and a heuristic method would provide useful insight into the different methods, however,

to go beyond the existing comparisons between heuristics and optimal solutions, a third

approach should be taken utilising decomposition strategies to improve the performance

of the ACO method. All methods should include a comprehensive set of constraints in-

cluding, but not limited to, a wind farm boundary, obstacles in the site, avoiding cable

crossings, and limiting the number of cables joints into turbine/substations. Interviews

with industry [10] highlighted the need to include electrical losses, as is considered in

many studies in the literature [54, 71, 74, 75]; to be able to select both the cable routes

and cable sizes; and the resulting framework must be capable of handling large-scale

problems efficiently on standard desktop PCs. The layout topologies of interest for the

tool to consider should include radial strings and allow for branched connections at

turbine nodes; looped structures to the array cable layout need not be considered [10].

While there are many heuristics that could be used, the ACO method is an algorithm

specifically designed for route finding problems [100] and has been demonstrated in one

study on a very large wind farm [101] so is chosen as a suitable heuristic. The com-

parison of the three highlighted approaches (MILP, heuristic ACO, and ACO with a

decomposition strategy) and the development of an efficient cable layout optimisation

framework form the basis of the second objective of this thesis, outlined at the end of

the chapter. The most appropriate algorithm, that is both computationally efficient and

produces sufficiently near-optimal solutions, will be taken forward for the integration

with the turbine layout optimisation.

48



Chapter 2. Background

2.5.2 Integrated Cable Layout and ESS Optimisation

One of the most significant constraints in cable layout optimisation for offshore wind

farm array cable networks, is that the cable ratings must be sufficient to support the

rated power of all the turbines that that cable connects [22,88]. However, as wind energy

is a variable resource, the cable will not experience the rated power for a large propor-

tion of the operational lifetime. Since larger cables use more material and are more

expensive, there may be scope to ‘peak-shave’ the power experienced by a cable and

therefore reduce the required rating and cost, sometimes referred to as "under-planting".

Co-locating energy storage in the offshore wind farm could provide this peak-shaving

service and may allow this constraint on the cable layout optimisation problem to be

‘loosened’. If practicable, this approach could reduce a significant source of both capital

(cables) and operational (electrical losses) costs for offshore wind farms.

Considering ESS in the context of renewable energy generation, several studies focus

on hourly balancing mechanisms with varying approaches, and only some optimising the

ESS capacity [113,114]. A subset of ESS studies do consider ESS co-located with wind

energy generation [117,118,130], however, these studies typically focus on energy price

arbitrage or improving power dispatch. Peak-shaving using ESS has been demonstrated

as an effective solution for other applications, such as finding cost reductions for an

industrial customer [139], deferring infrastructure upgrades in residential areas [140],

and energy loss minimisation [141]. However, with no studies meaningfully integrat-

ing ESS into a cable layout optimisation framework, the academic literature currently

has a gap in determining the extent to which ESS may be able to influence the array

cable layout of large offshore wind farms when used in a peak-shaving capacity. This

integrated ESS-cable layout optimisation builds upon the cable layout optimisation ap-

proaches discussed in the previous chapters, and advances the current understanding of

ESS utility in offshore wind farms, forming the final objective of the thesis.
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2.6 Thesis Objectives

In order to achieve the aims of this thesis and answer the two main research questions,

the following objectives are proposed with reference to the relevant chapters:

1. Develop a turbine layout optimisation method capable of considering modern

large-scale offshore wind farms (over 100 turbines) using a standard desktop com-

puter (Chapter 3).

2. Develop an array cable layout optimisation capable of considering large-scale prob-

lems of the same size as the turbine layout optimisation in a computationally

efficient manner (Chapter 4).

3. Integrate these two previous optimisation models into a single optimisation frame-

work and compare the integrated design to sequentially optimised layouts (Chap-

ter 5)

4. Integrate energy storage as a decision variable into the cable routing optimisation

to determine to what extent energy storage may be able to change (or ‘loosen’)

constraints and provide more cost-effective cable routing solutions (Chapter 7)
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Turbine Placement Optimisation

This chapter considers the turbine layout optimisation problem of large offshore wind

farm design. With the importance of a regular layout (for considerations such as SAR

operations highlighted in Chapter 2), and conversely the proclivity of developers to

allow some deviation to maximise energy capture [10], the problem is formulated as

a grid-based layout with the first phase optimising the parameters describing the grid

and a second phase allowing some deviation away from original grid-based turbine posi-

tions. A wind farm model is proposed using a Gaussian wake model and common wake

deficit summation method. A PSO optimisation methodology is described and several

novel aspects are proposed for cases with a variable number of turbines. The model is

validated using real data from the Lillgrund offshore wind farm and two cases studies

are presented. The first considers a large - approximately giga-watt scale - wind farm

and the second compares the proposed design method to SSE’s in-house turbine layout

optimisation tools.

3.1 Wind Farm Model

The wind farm model considers only the effect of turbine wakes on the power production

of the offshore wind farm, given the wind conditions described by a wind rose for

the site. Several studies, including those by Pillai et al. (2014) [36] and Göçmen et

al. (2016) [29] compare the accuracy and computational time of several wake models.
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Although slower than the more widely used Jensen wake model, the Larsen model more

accurately predicts the wake behaviour and offers the best compromise between accuracy

and computational time. The Larsen wake model [24] calculates a point wind speed as

influenced by an upstream wake. There is no one definitive method for the summation

of multiple wake effects on a given point in space and so the well-known energy-balance

method is used [29], also known as the root-sum-square method [36]. Point wind speeds

are evaluated in this way at multiple locations across the downstream rotor and are

used to generate a rotor effective wind speed. This may then be used to generate

the wake effect of the rotor on turbines further downstream. It is desired that the

model not only be accurate in its assessment of wind farm power production but also

be computationally efficient. This is because some optimisation methodologies require

large numbers of iterations - and therefore many evaluations of the model - which can

make the optimisation process very slow if the evaluation of the wind farm model is not

sufficiently quick.

3.1.1 Larsen Wake Model

The Larsen wake model was first proposed in Larsen (1988) [24] and is a simple and

quick, yet efficient, wake calculation procedure. For this study the wake model (Equa-

tions (3.1)-(3.7)) were coded by the author using Matlab R2018b.

The model calculates a point wind speed at a downstream location that is impacted

by the wake of an upstream rotor, and is a function of the thrust coefficient of the

upstream turbine, downstream distance, and radial distances from the centre of the

wake. Improvements to the model were proposed in Larsen (2009) [142] which included a

correction term for the ground effect on the wake using an empirically found relationship

related to ambient turbulence.

The main calculations of the Larsen wake model are described in this section. The

wind speed, u, at a point, n, on a downstream rotor, i, within the wake of an upstream

turbine, j, can be given by:
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where: u∞ is the free-stream wind speed (m/s); CTj is the thrust coefficient of turbine

j; Ai is the rotor swept area of turbine i (m2); x is the distance between turbines,

parallel to the wind direction (m); r is the distance between turbines, perpendicular to

the wind direction (m); and x0 and c1 are parameters that describe the wake expansion.
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where: d is the rotor diameter (m); R9.5 is the radius of the wake at a distance of 9.5d

downstream (m); and deff is the effective rotor diameter (m).

R9.5 = 0.5 (Rnb +min (H,Rnb)) (3.4)

deff = d

√
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√
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2
√
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(3.5)

To capture the ground effect on the wake, Equation (3.4) contains a correction

term, Rnb, requiring the hub height, H, and an empirically found relationship related

to ambient turbulence.

Rnb = max [1.08d, 1.08d+ 21.7d (Ia − 0.05)] (3.6)

where Ia is the ambient turbulence intensity. The wake effect at a downstream point

need only be considered if it is within the area experiencing a wake effect from an

upstream turbine. To evaluate if this is the case for a given point, the wake radius at

the downstream distance must be calculated. Equation (3.7) describes the wake radius
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as a function of the downstream distance x, the thrust coefficient CT , the rotor area Ai

and the wake expansion factor c1.
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) 1
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5 (3.7)

For a given point, n, on a downstream rotor, i, if the distance, r, between the point

and the centre of the wake is less than Rw then the point lies within the wake-affected

region and Equations (3.1)-(3.7) must be evaluated to determine the wind speed as a

result of the wake effect. If r > Rw, then the point lies outside of the wake and no wake

effect needs to be calculated.

3.1.2 Summation of Multiple Wake Effects

For a given point, the summation of multiple wake effects can be achieved through

the root-sum-square (or energy-balance) of the deficit factor, D, a non-dimensional

description of the velocity deficit caused by the wake [23, 29]. The deficit factor can

be calculated for each point, n, on the downstream rotor, i, for each of the wakes of

upstream rotors, j, from the point wind speeds calculated by the Larsen wake model.

Summing these using the energy balance equation [29], the resulting total deficit factor

can be returned to a point wind speed as a fraction of the free-stream wind speed,

u∞, [23].

Dinj = 1− uinj
u∞

(3.8)

The total deficit factor experienced by a point as a result of multiple wakes is:

Din =

√∑
j

(Dinj)
2 (3.9)

This can be returned to a point wind speed, now considering all wake effects,

through:

uin = u∞ (1−Din) (3.10)
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where the point wind speed, uin, is equal to the free stream wind speed, u∞, multiplied

by one minus the total deficit factor, Din, experienced at the point, n.

3.1.3 Rotor Effective Wind Speed

The rotor effective wind speed equation [143] is used to calculate the wind speed ex-

perienced by the rotor from the individual point wind speeds calculated by the Larsen

wake model. As the power coefficient (CP ) varies along the blade, the distribution of

CP must be known and used to weight the influence on power production for each point

wind speed. This captures the effects of tip losses and low power production from the

root of the turbine blades (however some studies suggest a single point measurement

of the hub height wind speed is sufficient [144]). The rotor effective wind speed can

then be used to look up the power and the thrust coefficient of the turbine, through

the known power curve and thrust curve. These are then used to determine the wake

effect of the current turbine on further downstream turbines. Sorting the turbines

into upstream-to-downstream order (for each wind direction) and calculating the wind

speeds as described, allows the model to estimate the aggregate effect of all the wakes

on all of the affected turbines.
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Equation (3.11) integrates the point wind speed values with respect to radial dis-

tance, from the rotor centre (r = 0) to the blade tip (r = R), and with respect to the

azimuth angle (from θ = 0 to θ = 2π).

3.2 Formulation of the Turbine Layout

In this work, the grid for turbine positions is fully described by eight variables inde-

pendent of the size of the site and the number of turbines. Compared to most other

methods that have an (x, y) variable for each turbine, this formulation makes it much

more efficient when scaling to larger, GW-scale wind farms due to the low number of

55



Chapter 3. Turbine Placement Optimisation

variables included in modelling and optimisation. The eight variables are defined as

follows:

1. m1 - Angle of the central row of turbines (radians from north)

2. ∆m1 - Change in angle of two neighbouring rows of turbines (radians)

3. s1- Spacing between the rows of turbines along the central column (m)

4. m2 - Angle of the central column of turbines (radians from north)

5. ∆m2 - Change in angle of two neighbouring columns of turbines (radians)

6. s2 - Spacing between the columns of turbines along the central row (m)

7. x - x-coordinate of the crossing point of the central row and the central column

(m from datum in coordinate system used to define the offshore site)

8. y - y-coordinate of the crossing point of the central row and the central column

(m from datum in coordinate system used to define the offshore site)

Figure 3.1a is a graphical representation of the eight variables with turbines placed

at the intersection of the rows and columns, with the central row and column indicated

by the thicker blue dashed lines. Turbines can be seen marked by the red, filled circles.

Figures 3.1b and 3.1c show two layouts, one with no change in the angles between

rows or columns (∆m1 = 0, ∆m2 = 0) and one with a change in angle between the

columns of turbines (∆m1 = 0, ∆m2 = -0.1) respectively. The grid is automatically

generated with a sufficient number of rows and columns to cover the entire wind farm

site being considered, by finding the largest dimension of the wind farm boundary

and calculating the maximum number of rows possible assuming the closest allowable

spacing of turbines. Each grid point is checked to determine if it falls within the wind

farm area, excluding those grid points within an obstacle (user-defined region(s) where

turbines cannot be built). Only the grid points within the buildable area have turbines

built at that location which are then passed to the wind farm model to be evaluated.

This grid-based formulation allows for addressing of large-scale optimisation prob-

lems with a fixed number of variables. Compared to other studies such as that by
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Figure 3.1: Turbines in a grid layout (a) Illustration of the eight variables describing
the grid layout (b) Layout with ∆m1 = 0, ∆m2 = 0 (c) Layout with ∆m1 = 0, ∆m2
= -0.1

Serrano-Gonzalez et al. (2017) [49] with similar formulations, the set-up proposed here

is suitable for wider wind farm sites and shapes given the inclusion of the two variables

that describe the change in the angles of rows and columns.

In order to calculate the coordinates of individual grid points from the eight vari-

ables, the gradient (m) and y-intercept (c) are calculated for the straight lines represent-

ing each row and column from the eight decision variables. Equations for the straight

lines describing the rows and columns, in the form y = mx + c, can then be solved as

simultaneous equations to yield the x− and y−coordinates of each grid point at the

intersection of row i and column j, through:

xi,j = (cj − ci)/(mi −mj)
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and

yi,j = mi · xi,j + ci

where the gradient of the line, m, can be found through m1±k∗∆m1 (or m2±k∗∆m2)

with k equal to the number of rows (or columns) away from the central row or column

(i.e. for the central row, k = 0, and for 2 rows away from the central row, k = 2). Grid

points along the central row and column are equally spaced by s1 and s2 respectively,

and so these known positions can be used to calculate the y-intercept values (ci and cj)

of the remaining rows and columns.

3.3 Optimisation Methodology

This section provides more detail into the selection and implementation of the chosen

algorithm and other key components in the optimisation process.

3.3.1 Problem Formulation

The decision variables, described previously, are considered in vector form, ϕ, for the

optimisation problem:

ϕ = [m1 ∆m1 s1 m2 ∆m2 s2 x y]T (3.12)

The objective function of the maximisation problem can be written as:

max J(ϕ) (3.13)

where J(ϕ) = Jrev − Cturbines − Pdistance (3.14)

and Jrev is the net present value of the lifetime revenue from wind farm energy capture;

Cturbines is the capital cost of wind turbines; and Pdistance is the penalty cost associated

with turbines built less than a given proximity distance apart. The levelised cost of

energy could also be used as an alternative objective function, and is often used in

similar studies [54, 64, 145]. While LCOE is a valid objective to minimise, additional

cost parameters required to calculate LCOE - such as operation and maintenance cost
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modelling - is beyond the scope of this research. As such, a simplified objective is used

that includes the two key cost components presented in this section, with lifetime rev-

enue being of particular interest to wind farm developers [10]. Later chapters expand

on this to include array cable costs and lifetime electrical losses. The penalty function,

Pdistance, is also included; this term will be equal to zero for all layouts that do not

violate the proximity constraint, described later, Equation (3.16).

The optimisation problem can then be described by the following:

ϕ∗ = arg max J(ϕ) (3.15)

where ϕ∗ is the set of values corresponding to the variables, ϕ, that result in the max-

imisation of the function J(ϕ).

The three terms in Equation (3.13) cannot be directly written as functions of ϕ,

however all are dependent on all eight variables because the eight variables fully de-

scribe the grid of turbine positions. Firstly, Jrev requires the wind farm power from

an evaluation of the wind farm model, the result of which is heavily dependent on the

angles, spacing and location of the grid. This wind farm power result is assumed to

be approximately correct for all years of operation of the wind farm, multiplied by a

defined cost of energy and summed over the lifetime of the project at a given discount

rate. Given that the wind farm lifetime revenue will vary with layout solutions, the

ratio between turbine capital costs and lifetime revenue may not always be the same

and so must be considered in this way. If wake losses were not considered, the term Jrev

would simply be a function of the number of turbines.

Secondly, Cturbines is the capital cost of turbines. This cost is dependent on the

number of grid points that lie within the buildable area and is simply a multiplication

of the number of applicable points by a specified turbine capital cost. Further costs,

such as the cost of turbine transportation and installation could be included in this

term, however have not been considered in this study.

Finally, Pdistance is the penalty cost function. As an alternative to a hard constraint

formulation, the purpose of this penalty function is to disincentivise solutions where

turbines are built too close to each other. During the evaluation of the wind farm
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model, turbine positions are recorded and the distances between the turbines and their

respective nearest neighbours are calculated. If the distance between a pair of turbines

is found to be below a defined minimum spacing (specific to the type of turbines) then

a penalty cost is applied, otherwise Pdistance = £0, Equation (3.16). The penalty cost

applied for a violation of the minimum spacing is a large cost which is a function of the

size of the site and the size of the turbines, however a value of infinity would also suffice.

To avoid values of infinity, this algorithm defines the penalty cost to an arbitrary but

sufficiently high penalty value, equal to the un-discounted annual revenue of a whole

row of turbines.

Pi,j =

N ×RevAEP if dist. between turbines i and j < min. spacing

0 if dist. between turbines i and j ≥ min. spacing
(i, j ∈ T )

(3.16)

where N is the maximum possible number of turbines in a row, for the given wind farm;

RevAEP is the revenue of one turbine operating at rated power continuously for one

year; and i and j are real numbers representing each of the grid points to be considered

in the set of T , where T is the subset of grid points containing turbines in the current

solution. The distance between each turbine i and every other turbine j is measured

for all grid points in the set T . Pdistance is the summation of the individual penalty

costs considered for every pair of built turbines, however one violation of the minimum

turbine spacing should provide an effectively-infinite disincentive.

Pdistance =
∑
i,j∈T

Pi,j (3.17)

The exact value of the penalty cost is not critical providing it is relatively large

compared to the annual revenue of a row of turbines - the number of which will vary

with the site dimensions. Formulating the penalty function in this way ensures that

this will always be the case.

Constraints - or limits - can be applied to the variables being considered in order
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to bound the solution space to create a region of feasible solutions resulting in a con-

strained optimisation problem. A reformulation of the objective function allows for

these complex constraint equations to be considered in the objective function as im-

plicit constraints through the implementation of Lagrange multipliers [52] (similar to

the penalty function term, Pdistance, in Equation (3.13)). In this style of formulation,

the objective function is modified to be negatively infinite, or a very large negative,

when these inequality constraints are violated. The problem can then be solved as an

unconstrained optimisation problem. These penalties can be thought of as a type of

soft-constraint that disincentivises solutions in these regions. In the case of a PSO al-

gorithm, particles may enter this region but will be penalised in the objective function.

As such, the particles are likely to move back towards the areas where good solutions

have previously been found. This method has two major benefits: firstly, it avoids

complex constraint equations and replaces these constraints with a simple evaluation of

the specific solution; and secondly it allows particles to enter a region that is penalised

and re-enter the un-penalised region in a new location that might otherwise have been

difficult or impossible to reach with hard constraints.

This penalty approach is used in the optimisation process instead of hard constraints.

The problem is therefore treated as an unconstrained optimisation problem. The PSO

algorithm is seeded with an un-penalised solution to guarantee that there is a good

quality global best solution for particles to move towards. This ensures that particles,

even if initialised in a penalised region, will not deviate far from the un-penalised region.

The seeding process is described in more detail in Section 3.3.3.

3.3.2 Algorithm Selection & Implementation

The wind farm power found through evaluation of the wind farm model can vary greatly

for a small change in some or all of the eight variables. Non-uniform wind distribution,

irregular wind farm boundaries and obstacles all contribute to the irregular nature of the

objective function values in the solution space. Further, constraints and/or penalties

can create regions in the solution space with a step-change in the objective value, Section

3.3.1. It is impractical to rely upon gradient-based search algorithms that require the
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objective function to be differentiable. An exhaustive search method could be used,

however to achieve a satisfactory level of accuracy would require the evaluation of an

impractically large number of possible solutions.

When hard constraints are used, some optimisation methods are able to take ad-

vantage of these to reduce the number of required searches to find the optimal solution;

either by searching along the vertex edges of the constrained solution space (Simplex

Method), or by systematically applying ‘cuts’ (additional constraints) to the solution

space (Cutting Plane Method) [60]. However, the problem formulation suggests that

an analytical solution is unlikely to exist on a vertex edge when constraints are used to

define the feasible region. For example, if the variables s1 (row spacing) and s2 (column

spacing) have a lower bound constraint applied of some minimum turbine spacing, there

is no guarantee that the optimal solution will exist along that vertex. At these locations

in the solution space, the wind farm power may be greater due to more turbines fitting

into the site, but may be reduced due to greater wake effects. As the row and column

spacing increases, the wind farm power increases due to reduced wake effects, therefore

a better solution may be found at values not equal to the constraint value. Methods

such as the Simplex Method require a bounded linear programme which this problem

formulation is not [52, 60]. For this reason, these algorithms may not be suitable for

this application.

Evolutionary algorithms, such as Genetic Algorithms (GA) or Particle Swarm Op-

timisation (PSO), offer a promising alternative. These algorithms generate a range of

solutions distributed within the solution space and - through different processes depend-

ing on the algorithm - move the initial solutions through the solution space to attempt

to find increasingly better solutions. The GA method selects the best quality solutions

from the population and, considering pairs at a time, ‘breeds’ the solutions by swapping

some of their values (of the 8 variables) to generate new potential solutions for the next

‘generation’. Swapping variables in this way may lead to the generation of grids with

highly acute angles and overly-close positioned turbines. A PSO algorithm is analogous

to a swarm of bees. Each particle - or solution - moves through the solution space

through a combination of vectors: the direction of the individual’s momentum, the di-
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rection to its previous personal best solution, and the direction towards the swarm’s

global best solution [53]. It is found by Balasubramanian et al. [145] that the PSO

algorithm requires simpler implementation and faster convergence than the GA algo-

rithm. This could be due to the cooperative nature of the PSO algorithm whereby

solutions share knowledge of the solution space and iteratively improve all solutions

in the swarm, as opposed to the competitively organised GA [64]. Therefore the PSO

method was chosen for this study.

Algorithm 1 outlines the key processes taking place in the PSO, where ϕ is the set

of independent variables, described in Equation (3.12).

Algorithm 1 Particle swarm optimisation algorithm

Particles randomly distributed in solution space, ϕ ∈ R8

while max(ϕ)−min(ϕ) > ϕthreshold do
for Each particle, i do

Update particle velocity vi = X ∗ vi+Y ∗ (ϕPB −ϕi)+Z ∗ (ϕGB −ϕi), where
{X,Y, Z ∈ R | 0 < X,Y, Z < 1}

Update particle position, ϕi = ϕi + vi
Evaluate J(ϕi)
if J(ϕi) > J(ϕPBi) then

Update personal best solution, ϕPBi = ϕi

end if
if J(ϕi) > J(ϕGB) then

Update global best solution, ϕGB = ϕi

end if
end for

end while
Output ϕGB

3.3.3 Additional Improvements

Several improvements have been made in the implementation of the layout optimisation

in addition to the base PSO algorithm. Firstly, a solution seeding algorithm is used to

provide some valid starting solutions to the PSO algorithm. Secondly, a look-up function

is defined to reduce the time to evaluate solutions within iterations of the PSO algo-

rithm. Finally, a micro-siting function is defined, taking the best solution of the PSO

algorithm and attempting to improve the solution by allowing some deviation from the
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initial grid positions, as desired by some wind farm developers [10].

Seeding the initial population of solutions in a heuristic algorithm is widely con-

ducted in academic literature. Saavedra-Moreno et al. [146] directly compare the solu-

tions of a seeded EA (SEA) versus an unseeded version of the same EA, finding that the

SEA yields better solutions in all instances. Such a seeding process must be conducted

first, before the PSO is run. The look-up function, described in more detail later, enables

the quick assessment of solutions within PSO iterations without the full evaluation of

the wind farm model. The data set itself is compiled ‘on-the-fly’ with full evaluations

of the objective function, but reduces the total number of evaluations used in the PSO

algorithm. The micro-siting function is applied to the final solution from the PSO algo-

rithm, rather than throughout the PSO in every iteration. This is to avoid increasing the

computational complexity of the algorithm which, if evaluating the micro-siting function

at each iteration of the PSO, would result in a greatly increased computational time.

As discussed later, computational times for large wind farms (≥100 turbines) can reach

11 hours or more on a standard desktop PC, so maintaining computational efficiency

(by micro-siting only the final solution) is an important design driver in the algorithm

design.

Seeding of Initial Solutions

In order to initialise at least one particle in a region of the solution space containing

reasonable solutions, a simple search procedure is employed prior to the PSO algorithm.

The search procedure resembles a Pattern Search algorithm [47] and is described in

Algorithm 2.

This simple pattern search is intended only to provide the reasonable seeding of one

or more particles for the PSO algorithm. Given the objective function, Equation 3.13

is heavily influenced by energy capture, maximising the number of turbines in the site

(by setting s1 and s2 to the minimum allowable turbine spacing, distmin) seems to be a

reasonable initial step. The remaining part of the pattern search algorithm simply aims

to find the best combination of angles for the rows and columns of turbines (as assessed

by the objective function, Equation 3.13).
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Algorithm 2 Pattern search algorithm
Fix 6 variables of ϕ (∆m1 = ∆m2 = 0, s1 = s2 = distmin, (x, y) = (xGC , yGC)
Initialise m1 = 0.02π (radians)
while m1 ≤ π do

θ = 0.25π
while θ ≤ 0.75π do
m2 = m1 + θ
Evaluate J(ϕ)
if J(ϕi) > J(ϕGB) then

Update global best solution, ϕGB = ϕi

end if
Step θ by +0.02π

end while
Step m1 by +0.02π

end while
Output ϕGB for seeding particle in PSO

Here, θ is the angle in radians between the central row and central column of the

grid (m2 −m1); distmin is the minimum allowable distance between a pair of turbines;

and (xGC , yGC) are the coordinates of the geometric centre of the wind farm site. In

a classical pattern search algorithm, particles move through the solution space in a

user-defined set of pattern directions. Moves are screened for constraint violations and

if there is no violation the move is accepted, otherwise the step size is reduced and

the process is repeated. In the approach used in this study however, the spacing of

turbines (variables s1 and s2) are fixed so no constraints are required and therefore

there is no change in the step size. In this way, the approach used here could also be

considered an exhaustive search of a discrete set of user-defined points in the solution

space. The globally best solution found in this process is used to seed the position

of the first particle in the PSO algorithm. The remaining particles in the swarm can

be seeded with user-defined values based upon empirical knowledge and experience,

otherwise they are initialised randomly within the following ranges:

1. 0 ≤ m1 ≤ π

2. m1 + 0.45 π ≤ m2 ≤ m1 + 0.55 π (for m1 of the corresponding solution)

3. −0.02π ≤ ∆m1, ∆m2 ≤ 0.02π
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4. 0.75 distmin ≤ s1, s2 ≤ 3 distmin

5. xGC − distmin ≤ x ≤ xGC + distmin

6. yGC − distmin ≤ y ≤ yGC + distmin

Look-Up Data Set

The computational load of a single evaluation of the wind farm model is reasonably low,

however it is a function of the number of wind directions and the square of the number

of turbines. On a standard desktop PC (3.4GHz Intel Core i7-6700, 16GB RAM), an

evaluation of the model with 360 wind directions and 58 turbines takes approximately

19 seconds. The number of evaluations of the model is a function of the number of

iterations and the number of particles (or potential solutions) in the PSO. Although it is

not possible to reduce the number of wind directions or turbines, it is possible to reduce

the number of evaluations of the model to improve the algorithm efficiency. Figure 3.2

presents a decision block in the algorithm that reduces the number of evaluations of the

model to around 5% of the original number of iterations, reducing the computational

load of the model by around 95%. The decision in the block is made probabilistically,

as shown by the “Yes" and “No" conditions in Figure 3.2. The wind farm model is also

evaluated in the condition that the number of turbines is outwith the range of the data

set created up to that point.

Figure 3.2: Decision block to evaluate the full wind farm model or to use an approxi-
mation.

When the wind farm model is evaluated for a given solution, the average wind farm
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power for the site (averaged over one year, for all wind directions and speeds) is recorded

against the number of turbines and appended to the look-up data set. This is repeated

for many solutions, resulting in a relationship such as that shown in Figure 3.3. Since

the orientation of the grid layout of turbines will play an important factor in the av-

erage wind farm power output, different layouts may yield a different average power

(and annual energy yield) than other sites that contain the same number of turbines.

However, it can be seen for this site that this is not the case, Figure 3.3; there is little

variation in average wind farm power for sites containing the same number of turbines.

This is due to considering all wind directions and speeds (and their frequencies of occur-

rence). Little variation in wind farm power, across different turbine layouts, would be

expected for sites with a more uniformly distributed wind rose than those with a more

asymmetric wind rose. Since there may be some variation, the mean of these average

wind farm power values is used for that given number of turbines. For the remaining

iterations, when an approximation is used, this data set is used as a look-up table for

wind farm power. This approximation method allows the algorithm to quickly assess

the wind farm power, including wake effects (specific to the site, turbines, and wind

profile), without evaluating the full wind farm model.

The probability of the full model being evaluated is shown in Figure 3.2 as:

P (Y es) = 1− P (No) = 1−min{1, 5/iter}

where iter is the iteration number. This formulation ensures that the first 5 iterations

are used to sufficiently populate the data set, and that the probability of the full model

being evaluated decreases as the algorithm progresses and the data set is increasingly

well described. Additionally, the full model is evaluated for solutions that are outwith

the existing range of the data set to ensure that the full range of solutions are described

by the look-up curve.
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Figure 3.3: An example of average wind farm power data set created by the optimisation
process during a case study of the Lillgrund Offshore Wind Farm site. (Error bars repre-
sent the maximum and minimum values of average wind farm power for a given number
of turbines.)

Micro-Siting Function

This function allows for up to one rotor radius of micro-siting of turbines away from their

‘designated’ grid-based position. This allows for two major benefits: (1) turbines that

are placed less than one rotor radius outside of the wind farm boundary can be moved

inside the boundary to be built, and (2) the built turbines can be spread apart to reduce

the wake losses and increase energy capture. To reduce the computational complexity

of the micro-siting function, two assumptions are made inline with the above, (1) a

greater number of turbines will increase the wind farm power, and (2) increasing the

distance between turbines will reduce the wake losses. Allowing some small deviation,

linked to the size of the turbines, ensures that layouts do not deviate too far from that
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permitted by navigational guidelines, but also opens up the opportunity of increased

energy capture and reduced wake effects.

The function assesses each of the grid positions of possible turbine locations (in-

cluding those outside of the wind farm area) to determine whether it is within the

micro-siting distance of the buildable area. If it is, then a new possible turbine location

is considered, that is up to one rotor radius away from the initial grid position. Positions

are considered along the vector, from the grid point being considered, in the direction

of the average position of the grid point’s nearest neighbours. If a new position is found

that is within the buildable area, then this position is used to build a turbine. If no

valid position is found then no turbine is built for that grid point and the next grid po-

sition is considered. These movements move turbines just outside of the wind farm (less

than one rotor radius) in to it, to be built. Once all grid positions have been assessed

in this way, turbines are selected randomly, with a uniform probability, to be moved

away from their nearest neighbours by up to the micro-siting distance. Incremental

distances of approximately one tenth of the rotor radius are used at each iteration,

reducing the impact of the order in which turbines are considered. Irrespective of the

order of selection, turbines will be incentivised to ‘spread out’ from the centre of the

wind farm to increase the distance between them, reducing wake effects and increasing

energy capture. This process is repeated for many iterations such that each turbine

is visited an average of five times. This second movement phase increases the spacing

between turbines reducing the wake effect.

3.3.4 Summary of Optimisation Process

Figure 3.4 shows the key processes within the optimisation. Boundaries of the PSO

algorithm and objective function have been outlined to highlight the processes involved

in these sections respectively. The particle seeding method, look-up approximation

method, and micro-siting function have all been included to better demonstrate where

these fit into the whole optimisation process.

An initial particle is seeded in a suitable point in the 8-dimensional solution space

and the remaining solutions are randomly seeded. Velocity vectors of the particles are
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Figure 3.4: Flowchart of the key optimisation processes.

randomly generated and the positions are updated by moving the particles along these

vectors. The grid of turbine positions is created from the variables for each of the

proposed solutions in the swarm, as described in Section 3.2. A decision is made to

evaluate the wind farm model or to look up an approximation, as described previously,

providing a value of the lifetime energy capture of the site. This is summed with the

cost of turbines (negative cost), and the turbine spacing penalty cost (negative cost).

The record of the personal best and the global best solutions of the swarm are updated

where applicable, and the particle velocities are updated. The velocities of the particles

are generated from three components: the particle’s current direction of travel, towards

it’s personal best solution, and towards the swarm’s global best solution. This process

then repeats from updating the particle positions until the particles converge and/or

the velocities have reduced to a sufficiently small value. On the final set of solutions,

the micro-siting function is evaluated to improve energy capture and the best solution

of the swarm is kept.
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3.4 Validation

This section outlines the validation of the proposed wind farm model (the combination

of the Larsen wake model, rotor-effective wind speed, and root-sum-square summation

method) and verification of the implementation of the PSO optimisation process. This

is conducted in three steps, firstly, the wind farm model was given a set of real turbine

positions and the calculated wind farm power was compared against the known, real-

world, power of the wind farm with the objective of matching the real wind farm power.

Secondly, the operation of the PSO algorithm was investigated to determine if it operates

as desired, and producing increasingly good quality solutions over iterations. Finally,

the optimisation process was applied to a case study of a real-world site. The solution

was compared against the actual turbine positions to determine if the optimisation

process can generate solutions close to that used in the real world site.

3.4.1 Wind Farm Model Validation

Prior to evaluating the whole wind farm model, it was important to establish a number

of point wind speeds to calculate per rotor in order to achieve a sufficiently accurate

rotor-effective wind speed. A sensitivity study was carried out by changing the resolu-

tion of the points per rotor and evaluating the rotor-effective wind speed over the range

from 8 to approximately 13700 points per rotor. It was assumed that a greater resolu-

tion of points across the rotor swept area will result in a more accurate rotor-effective

wind speed with the wake model. Indeed, it was found that with an increasing number

of points per rotor, the rotor-effective wind speed approaches the high-resolution result.

However, the quality of solutions with a low number of points was also sufficient. For

one free stream wind speed, the rotor effective wind speed calculated using 8 points per

rotor was 8.438m/s. This increased slightly as the resolution was increased, resulting

in 8.446m/s rotor-effective wind speed with 13700 points per rotor. Since the computa-

tional time is directly proportional to the number of points per rotor to be assessed, and

the error in wind speed between the lower and higher resolution cases was negligible, 8

wind speed points per rotor was chosen as sufficient for the model calculation.
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The input data provided to the proposed wind farm model included the turbine

positions of the real Lillgrund offshore wind farm (measured from the Vattenfall report

"Technical Description Lillgrund Wind Power Plant" [147]) and the wind conditions of

the site (from "Meteorological Conditions at Lillgrund" report [148]). The real turbine

positions at Lillgrund can be seen in the left plot in Figure 3.5. Also indicated, is the

North bearing, and one of the significant wind directions, at 222.7◦, which is parallel to

the angle of the columns of turbines. The proposed wind farm model was evaluated for

the full set of wind directions at the site, and the capacity factor of the wind farm for

each wind direction was recorded for comparison with the true measured values at the

site. The true capacity factor measured at the site is provided as a mean value for the

different power levels and wind directions [147,148], and is the data against which this

validation is conducted.

Focusing on a section of the wind directions, the right-hand plot of Figure 3.5 shows

the average capacity factor of the three highlighted turbines (highlighted in Figure 3.5,

left) for both the model evaluation and the real site SCADA data [149]. The real

world measured data was ‘binned’ into four groups based on the power of the upstream

turbines: 300-600kW, 700-1000kW, 1100-1400kW and 1500-1800kW. The upper and

lower bounds of these binned data were used to create the upper and lower bounds of

the shaded regions in Figure 3.5 (right), using the proposed wind farm model. This was

achieved by back-calculating the wind speeds at which this power would be generated

(for a turbine in free stream wind, i.e. not in a turbine wake) and this wind speed was

then used in the wind farm model to predict the downstream turbines’ mean capacity

factor.

It can be seen in Figure 3.5, that the model was able to estimate wake effects close

to that observed in the real world data, by a reduction in the capacity factor of similar

magnitude. However, there is an offset between the angles of the peak wake effect of

the two data sets of approximately 4◦. In the model, the angle of the wind direction

was defined and the model was evaluated at 1◦ increments and does not consider wake

deviation or any wind direction changes through the site. The wind direction in the

real data was recorded as the median yaw angle of the three upstream turbines (those
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Figure 3.5: (Left) Real Lillgrund turbine positions, three highlight turbines under con-
sideration, and the significant wind direction being considered. (Right) Mean capacity
factor of the three turbines under consideration from the model evaluation and real
Lillgrund SCADA data. Data is grouped into four bins based on the power level of
the upstream turbines, not affected by wakes. The significant wind direction from the
left-hand plot at 222.7◦ is indicated for ease of comparison.

to the South-West of the three highlighted turbines in Figure 3.5, left). The average

errors between the real data set and the model predictions are given in Table 3.1, for

the four power bins. Both capacity factor error and the difference in energy capture in

the segment (190◦ − 240◦) are presented. A range of errors is provided for each power

level bin as the real data gives a single value for each wind direction, while the model

calculates an upper- and lower-bound value.

Table 3.1: Mean absolute error of capacity factor and energy capture between model
evaluation and SCADA data for three turbines. Maximum and minimum values of the
power bin are used by the model for comparison to the single value provided by the
SCADA data; error as a percentage of SCADA values.

Power level
(kW)

Mean error between
capacity factors (%)

Mean error between
energy capture (%)

300-600 25.65-26.15 0.98-3.54
700-1000 31.74-31.82 4.22-4.97
1100-1400 29.79-30.12 4.32-4.89
1500-1800 29.34-29.44 2.77-4.84

As shown in Table 3.1, errors between the model and real data capacity factors
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range from 25.65-31.82%, in large part due to the angle shift mentioned previously. The

difference in energy capture for the two data sets in the 190◦ − 240◦ segment is far

lower, between 0.98-4.97% showing good model prediction of reality. Shifting the real

data by +3.7◦ to remove any possible yaw-measurement inaccuracy reduces the errors

between the model and the real data to 7.12-13.15%. Errors in the capacity factor when

the real data is shifted by +3.7◦, is shown in Table 3.2.

Table 3.2: Mean absolute error of capacity factor between the model evaluation and
SCADA data for three turbines, with original and shifted SCADA data. Maximum and
minimum values of the power bin are used by the model for comparison to the single
value provided by the SCADA data; error as a percentage of SCADA values.

Power level
(kW)

Mean error between
capacity factors (%)

Unshifted Shifted by 3.7◦

300-600 25.65-26.15 7.12-9.29
700-1000 31.74-31.82 13.04-13.15
1100-1400 29.79-30.12 10.06-10.25
1500-1800 29.34-29.44 10.62-11.55

Figure 3.6 shows the capacity factor of the whole Lillgrund wind farm [29] and the

model prediction across the full 360◦ range for below rated wind speed. Including all

turbines in the wind farm and all possible wind directions allows for the effectiveness of

the summation of multiple wake effects to be assessed. Data for the 360◦ efficiency of the

wind farm is also available in Dahlberg (2009) [149], however as seen in Figure 3.5 there

was a misalignment between the capacity factor data and the geometric positions of the

turbines (angle of turbine rows) and so this was not used for comparison. The error

between the capacity factor of the real site and the model, Figure 3.6, was reasonably

small, averaging 5.58% using 15◦ wind direction bins. The error in annual energy capture

was even lower, at 0.72%, showing a close matching of power generation between the

model and the real data.

As mentioned previously, wake models can tolerate large errors (>8% [36]) depending

on the width of the bins used to group wind directions. As such, errors demonstrated by

the combination of the models shown here in the range of 5.58% are certainly acceptable

for use in the optimisation algorithm. Further, the assessment of the fitness of solutions
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Figure 3.6: Wind farm capacity factor across wind directions for the Lillgrund offshore
wind farm. Model evaluation and real Lillgrund SCADA data for below-rated wind
speed.

generated by the optimisation algorithm are measured by the annual energy capture, as

a function of wind farm power output, which showed an error as low as 0.72% compared

to the real wind farm data - more than sufficiently accurate for use in the algorithm.

3.4.2 Implementation of the Algorithm

In order to validate that the PSO algorithm is implemented correctly and finds in-

creasingly good quality solutions for this maximisation problem, an example case is

run, described further in the following section. Figure 3.7 shows the range of objective

function values found by the particles in the swarm, for a case study problem described

in the following section. The maximum, mean and minimum values are shown, from

top to bottom respectively. It can be seen that the performance index values increase

and converge over iterations, which proves the functionality of the PSO algorithm.

For an optimisation problem such as this, with approximately 48-50 turbines, 360 wind

conditions (wind speed and direction combinations), a PSO population size of 20, and up

to 500 iterations, the computational time was approximately 35 minutes on a standard
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desktop PC (3.4GHz Intel Core i7-6700, 16GB RAM).
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Figure 3.7: Minimum, maximum and mean objective function values in the swarm
across iterations.

3.4.3 Real Site Case Study

Having demonstrated the wind farm model and the functionality of the optimisation

algorithm, a final test was considered to examine whether the generated solutions are

useful, practical solutions for a real site design. This was achieved by evaluating the

performance of a real site case study using the objective function proposed in this the-

sis and comparing it to an optimised solution generated by the algorithm, with the

goal of demonstrating a comparable (or better) objective value and similar layout. The

Lillgrund offshore wind farm site was also used for this case study. Figure 3.8 shows

both the real Lillgrund turbine layout (left) and the layout optimisation result (right).

The wind farm boundary is outlined and the obstruction where no turbines may be
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built, in the middle of the wind farm, is shown by the shaded red region. In order to

make a fair comparison, the model was restricted to generate solutions with a minimum

row and column spacing of 3.3 and 4.3 times the rotor diameter respectively, as is seen

in the real site, however it was free to determine the orientation of the rows and columns

(through setting the variables m1 and m2). The real site has 48 turbines and generates

an average wind farm power output of 33.6MW (294,336MWh per year) as assessed by

the wind farm model proposed in this work. The optimised layout has 52 turbines and

generates an average of 36.0MW (315,360MWh per year). Although the losses due to

wake effects increase in the optimised layout due to the presence of 4 more turbines, the

net present value of lifetime energy capture increases by £17.98M and the increase in the

capital cost of turbines increases by £9.2M leading to a net gain of £8.78M (NPV) over

the lifetime of the project (25 years). This demonstrates that the layout optimisation

algorithm is capable of generating solutions of similar quality to real world solutions

and in this case has been shown to out-perform the real site of the case study.
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Figure 3.8: (Left) Turbine positions of the real Lillgrund site of 48 turbines generating
an average of 33.6MW, and (right) optimisation algorithm result containing 52 turbines
generating an average of 36.0MW.
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3.5 Case Studies

3.5.1 Hypothetical Offshore Wind Farm

This section presents an updated hypothetical wind farm test case that is more rep-

resentative of large-scale real-world offshore wind farms, covering the site description,

wind conditions, and turbine description. All data used is publicly available and, where

possible, provided in the appendices.

Site Description

The proposed hypothetical site has an irregular shape including a concave edge, Figure

3.9, and covers a large area sufficient to contain GW-scale projects. Two obstacles are

included of different shapes, sizes and positions, marked by the red shaded regions.

Turbines are restricted from ‘overhanging’ the wind farm boundary and so cannot be

built within one rotor-radius of the wind farm boundary. These aspects are included

in order to provide realistic constraints and complications to the model being tested.

For example, the irregularly shaped wind farm boundary may lead to an irregularly

shaped layout of turbines, as opposed to a ‘complete’ grid of turbines, creating a less

uniform sum wake effect over the wind farm and providing a more challenging optimi-

sation problem. Coordinates for the wind farm region and both obstacles can be found

in the Appendix, Table A.4.

Wind Conditions

The wind conditions used in this work are taken from those described first by Mosetti

et al. (1994) [37]. In their study, the authors propose three sets of wind conditions:

(1) a single-direction, single-wind speed case, (2) multiple-direction, single-wind speed

case, and (3) non-uniform distribution of wind speed and direction. This study used

wind scenario 3, shown in Figure 3.10, as it is the most representative of real wind

conditions. On inspection, it can be seen that this covers 56.36% of wind conditions,

with the remaining 43.64% outside of the wind rose bins presented, representing time

with no wind power generation. This represents a site with an average wind speed of
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Figure 3.9: Proposed hypothetical offshore wind farm site.

6.00ms−1, which is very low for a typical offshore wind farm site. In order to bring

this wind distribution more in-line with modern offshore wind farm conditions, the

probabilities of all wind speed and direction combinations were uniformly increased by

a factor of 100/56.36. The resulting wind rose therefore, characterises 100% of wind

conditions at the site, now with an average wind speed of 10.64ms−1, without impacting

the distribution. As wind turbine capital cost is considered in the objective function,

it is important that a representative wind field is used to ensure that the net present

value of lifetime revenue from a turbine is high enough to offset the capital cost of the

turbine (resulting in a positive objective value). If the mean wind speed is too low, the

optimisation may be incentivised to remove all turbines from the site as they incur a
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cost higher than the net present value of income. While this is subject to parameters

such as turbine cost, price of energy, and discount rate, negative objective values were

found in some preliminary investigations necessitating the scaling of the wind rose in

this study. The modified wind rose data can be found in the Appendix, Table A.5.

Figure 3.10: Non-uniform distribution of wind speed and direction [37]. (North 0/360
degrees, East 90 degrees).

Turbine Description

The turbine used was an 8MW reference wind turbine by Desmond et al. (2016) [150].

Some of the key turbine parameters are: rotor diameter 164m, hub height 110m, CPmax

0.44, minimum spacing of 5 times the rotor diameter, and turbine cost £8M. More

complete data can be found in the referenced study [150] including the power coefficient

curve and thrust coefficient curve used by the wake model.

80



Chapter 3. Turbine Placement Optimisation

3.5.2 Berwick Bank Offshore Wind Farm

The second case study considered SSE’s Berwick Bank offshore wind farm, using rep-

resentative data provided by SSE. This study was conducted as part of a layout design

comparison between this thesis work and the in-house method used commercially at

SSE. The objective of this comparison was to benchmark the model proposed in this

thesis against a commercial tool used in the industry for the design of real offshore

wind farms. Descriptions of the site, the representative wind field, and the reference

wind turbine are presented in the following sections. Several optimisation constraints

were required by SSE that were not considered in the case study described previously.

Therefore, some amendments were made to the pre-processing phase and optimisation

method, detailed later, including (1) changing the objective function to maximise AEY,

(2) restricting rows and columns of turbines to be parallel, and (3) fixing the number

of turbines in the site.

Site Description

The Berwick Bank site is a large offshore wind farm site in the North Sea, in the

outer Firth of Forth, Scotland. Figure 3.11 shows the site boundary in the Cartesian

coordinate system used by the optimisation algorithm. The site boundary presented in

Figure 3.11 is correct as of April 2021, before it was altered to include the neighbouring

Marr Bank site later in 2021. The site was designed for a 2.3GW wind farm (increased

to 4.1GW with the inclusion of the Marr Bank site) and is located approximately 40-

50km offshore. Wind farm boundary coordinates can be found in the Appendix, Table

A.6.

Wind Conditions

The wind conditions of the Berwick Bank site are presented in the wind rose in Figure

3.12. Representative time series data of wind speed and direction were provided for the

site and binned into 5◦ direction bins and 6 wind speed bins. Full data of the wind

conditions used in the case study can be found in the Appendix, Tables A.7 and A.8,

showing direction sectors and bin-centre wind speeds.
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Figure 3.11: SSE’s Berwick Bank offshore wind farm site (correct as of April 2021).

Turbine Description

The turbine used in the case study was a representative 18MW wind turbine provided

by SSE. This turbine has a rotor radius of 125m and a hub height of 170m. The power

curve and thrust curve of the turbine are provided in the Appendix, Table A.9.

Case Study Requirements

The requirements of this case study are different to the previous hypothetical case study.

Most significantly the objective of the optimisation is to maximise annual energy yield.

Equation (3.13), describing the objective function, can be adapted to maximise annual

energy yield by setting the cost of turbines to zero (Cturbines = 0), project lifetime is

one year (LT = 1), the sales price per unit energy is set to unity (kMWh = 1), and
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Figure 3.12: Wind rose for SSE’s Berwick Bank offshore wind farm site (using repre-
sentative data).

the discount rate is zero (d = 0%). Further, the rows and columns of turbines were

restricted to be parallel (∆m1 = ∆m2 = 0), no micro-siting was allowed away from the

turbines’ grid positions, and the number of turbines was fixed at 128. Finally, minimum

turbine spacing could be no less than six rotor radii (s1, s2 ≥ 7× rotor diameter (6+1

as s1 and s2 are measured between rotor centres)).

Fixed Number of Turbines: Since the proposed algorithm used all valid grid

points on which to build turbines, it was necessary to introduce an amendment to select

exactly 128 grid points to build the required number of turbines. A simple algorithm

was used that assesses each grid point starting with the central node (central row and

central column crossing) and, working outwards, would determine if the grid point was

within the buildable area. If the grid point could be built on, a turbine was placed
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there and the next grid point would be considered. This process repeated until 128

turbines had been built. It might be expected that this filling from the centre of the

grid approach could lead to under-utilisation of space near the edges of the wind farm.

However, for a tightly packed grid with large losses due to wake effects, the solution

would be incentivised to spread out to reduce wake effects and increase energy capture.

Grids, or solutions, that make better use of the space will perform better from an energy

capture perspective, driving other solutions towards a more spread out layout.

As the on-the-fly look-up function considers the wind farm power as a function of

the number of turbines, this was not used for the Berwick Bank case study since the

number of turbines was fixed at 128.

Improved Solution Seeding: The original method for seeding solutions described

in Algorithm 2 is similar to an exhaustive search of a discrete set of feasible solutions,

selecting the best performing solution as a seed for the first particle in the PSO. However,

many assessments of the wind farm model leads to a longer computational time than

might not be necessary for seed generation. For the SSE case study, this solution seed-

ing process was adapted to reduce computational time. The new method considers the

weighted average wind speed for each direction without assessment of the wind farm

model, greatly reducing computational complexity. As before, the best combination of

wind directions can be chosen for the angle of the rows and columns of the turbines,

while ensuring that constraints such as turbine proximity and minimum angle between

the rows and columns are obeyed. Algorithm 3 shows this process.

In this solution seeding process, the wind speed, u, of a given direction, θ, (and

opposite direction, θ + 180◦) is summed, weighted by it’s probability of occurrence, P u
θ .

The two directions with the lowest weighted wind speed - that are ≥ 45◦ and ≤ 135◦

apart - are chosen for the angle of the rows and columns of turbine respectively. A

small range of turbine spacings are included to define s1 and s2. This generates nine

particles to seed the PSO, with the remaining population seeded randomly as described

previously in Section 3.3.3.
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Algorithm 3 Improved solution seeding
for θ = 0 : π/180 : π do

Sum relative wind strength, urel,θ =
∑umax

u=0 (P u
θ u+ P u

θ+π u)
end for
Initialise wind strength matrix as all infinite, U(:, :) = inf
for i = 0 : π/180 : π do

for j = 0 : π/180 : π do
if abs(i− j) ≥ π/4 and abs(i− j) ≤ 3π/4 then

U(i, j) = urel,i + urel,j
end if

end for
end for
Find lowest strength wind directions, i, j where U(i, j) = min(U)
Initialise particle index, idx = 0
for n = 1:0.25:1.5 do

for m = 1:0.25:1.5 do
idx = idx+ 1
For particle idx, set variables of ϕidx as: m1 = i, m2 = j, ∆m1 = ∆m2 = 0,
s1 = n · distmin, s2 = m · distmin, (x, y) = (xGC , yGC)

end for
end for
Output ϕ1:idx for seeding the first nine particles in the PSO

3.5.3 Summary of Optimisation Process Amendments

Figure 3.13 shows an updated flowchart summarising the key optimisation processes and

the amendments made for the Berwick Bank case study, from the original optimisation

process, Figure 3.4.

The changes, described in the above sections, can be summarised as follows. (1) An

alternative solution seeding approach is used, Algorithm 3; (2) turbine positions are

determined by selecting those closest to the centre of the grid, rather than using all grid

positions; (3) the look-up function is no longer used as it relies on a variable number

of turbines; (4) the wind farm model is used to evaluate annual energy capture, rather

than NPV lifetime energy yield, and the turbine capital cost is ignored; and (5) no

micro-siting function is used. These changes are made for this case study to enable a

direct comparison with SSE’s turbine layout optimisation approach.
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Figure 3.13: Flowchart of the amended optimisation processes (with changes from the
original proposed algorithm, Figure 3.4, highlighted in green).

3.6 Results & Discussion

3.6.1 Hypothetical Offshore Wind Farm Case Study

Ten intuitively designed layouts were created by manually adjusting the grid variables

to generate good quality layouts, through intuition and engineering experience. This,

rather manual approach, is a common practice in early design phase work of offshore

wind farms and several hours were spent on the generation of these to ensure good

quality solutions were found. No additional micro-siting (deviation from the defined

grid points) was considered for these ten layouts. A further ten layouts were created by

the proposed optimisation algorithm. Figure 3.14 shows the turbine layouts of the best

solution of each of these two sets of solutions, with the best intuitively designed result

in the left plot, and the best model-based optimisation result in the right plot. The

process of generating solutions manually requires appreciation of the trade-offs inherent

in the problem, including but not limited to:
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• achieving an orientation relative to the predominant wind direction beneficial for

energy capture, whilst ensuring net energy capture from other wind directions

isn’t reduced by a greater amount,

• increasing the spacing between turbines to reduce wake effects and increase energy

capture, without ‘pushing’ turbines outside of the wind farm boundary, and

• orienting the grid to optimise the use of the space available (i.e., placing turbines

near the wind farm boundary), without negatively impacting energy capture or

reducing turbine numbers.

Although manually generating turbine layouts can be quicker, these complications

mean that generating good quality solutions can be very difficult and can often be

outperformed by solutions created by the layout optimisation algorithm. This can be

seen in the objective function values of the two sets of solutions in Table 3.3.
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Figure 3.14: Best solutions of the intuitively designed layouts (left) and optimisation
algorithm layouts (right) as assessed by the objective function, Equation (3.13).

Figure 3.15, shows a box plot of the fitness of the two sets of solutions, the manually

generated layouts and the optimisation algorithm layouts, as assessed by the objective

function, Equation (3.13). The intuitively created solutions have an objective function

value, or fitness, in the range of £1,041M - £1,165M and a mean value of £1,117.8M
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(see Table 3.3). The layouts generated by the optimisation algorithm have values of

£1,198M - £1,204M and a mean value of £1,202.3M. It is clear from Figure 3.15 that

the optimisation results not only outperform the intuitively designed solutions in every

instance but are also more consistent. It can be seen in Table 3.3 that the intuitively de-

signed solutions have a range of £123.2m and a standard deviation of £39.9m. Whereas

the optimised solutions all occur within a range of £6.2m and have a standard devia-

tion of £2.0m., which highlights the advantages of layout optimisation considering the

aforementioned trade-offs.

Table 3.3: Objective function value of the 10 intuitively generated solutions and the 10
optimised solutions.

Objective function value (£M)
Solution no. Intuitive solution Optimised solution

1 1126.2 1204.0
2 1144.1 1203.1
3 1072.4 1198.1
4 1066.2 1203.2
5 1140.8 1202.9
6 1127.7 1198.8
7 1041.4 1203.6
8 1146.1 1202.8
9 1148.6 1204.3
10 1164.6 1201.6

Mean 1117.8 1202.3

From Table 3.3 it can be seen that the mean fitness of the optimised solutions is

£1,202.3M relative to the mean of the intuitive solutions at £1,117.8M, which is an

increase of 7.55%. This corresponds to an increase in the net present value of £84.4M

as assessed by the objective function. The optimisation solutions were generated on

a standard desktop PC (3.4GHz Intel Core i7-6700, 16GB RAM) in an average time

of 39,495 seconds (approximately 11 hours). This computational time is considered a

relatively small investment of computational time and resources for an important design

phase study. The proposed algorithm can also be used as a practical design tool for

sensitivity analysis.

As the turbine placement optimisation algorithm comprises two main functions,

the PSO algorithm and the micro-siting function, solutions are also assessed between
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Figure 3.15: Box plot of the fitness of two sets of solutions, generated manually and by
the optimisation algorithm, for the hypothetical offshore wind farm case study.

89



Chapter 3. Turbine Placement Optimisation

these two phases to determine the relative contribution of each. It was found that the

solutions, after the completion of the PSO algorithm, had an average fitness of 6.44%

greater than the average intuitively designed solution (an increase of £72.0m). The

micro-siting function, which took an average of 3484 seconds (approximately 1 hour),

increased this by a further £12.5 (1.11% of the mean intuitively designed solutions).

3.6.2 Berwick Bank Offshore Wind Farm Case Study

A single optimised turbine layout was produced by each of the SSE in-house method

and the model proposed in this work. Figure 3.16 shows the two optimised layouts,

with SSE’s on the left, and the proposed model solution on the right. Distinct similar-

ities can be seen between the two layouts, specifically the orientation of the rows and

columns of turbines. The row and column spacing of the SSE solution have vastly dif-

ferent values, clearly prioritising a larger separation distance in the predominant wind

direction. However, the solution of the proposed optimisation algorithm has row and

column spacings that are not too different from one another, despite being oriented

similarly to the SSE layout.
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Figure 3.16: Optimised turbine layouts of the Berwick Bank offshore wind farm site
generated by SSE (left) and the method proposed in this chapter (right)
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While the inputs to the optimisation were shared, no knowledge or information

about the algorithm or objective function was shared. Therefore an assessment of both

solutions was conducted by both parties independently. Table 3.4 shows the estimated

annual energy yield of both solutions as assessed by each party. The leftmost column

lists the two solutions, one by SSE, one by the algorithm presented in this work, and

the difference between the two. The second column shows the objective value (AEP)

of both layout solutions as assessed by SSE, and the difference between the two values.

The third column shows the objective value (AEP) of both layout solutions as assessed

by the objective value used in this work, and the difference between the two. There are

therefore two layouts, and two methods of assessment, used in this comparison.

Table 3.4: Annual energy yield for the SSE solution and proposed model solution,
as assessed by SSE’s in house method and the proposed objective function, Equation
(3.13).

Solution SSE Assessment
(TWh)

Adapted Objective
Function, Eq. 3.13 (TWh)

SSE Solution 12.2719 11.6722
Proposed Optimisation Solution 12.2290 11.6589
Difference -0.35% -0.11%

It can be seen in Table 3.4 that for both assessments (one by SSE’s model and the

other by the proposed objective function) that the difference between the two layouts

is very small. SSE estimated that the proposed layout optimisation solution produced

an annual energy yield (AEY) 0.35% less than the SSE layout, while this difference

is calculated to be 0.11% less AEY according to the objective function in this work.

The most significant difference in the results can be seen between the AEY values

of the two assessment methods. For the SSE layout, the proposed model estimates

AEY to be 4.89% less than the SSE assessment; and for the proposed optimisation

algorithm solution the difference is 4.66%. With no knowledge of the SSE model it is

impossible to know exactly what is contributing to this difference. It is expected that

the difference is due to different bin widths for the wind speed and direction, differences

in the wind farm modelling method (e.g. wake summation), and the inaccuracies of the

wake models themselves. The resulting layout solutions are very close however, which
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gives confidence that both models are identifying the region in the solution space close

to the optimal layout.

3.7 Summary

A new approach for turbine layout optimisation of GW-scale offshore wind farms has

been proposed using a combination of existing models and methods. The formulation of

the grid-based framework improves on previous grid-based layout studies that often have

many empty grid spaces [66] or do not allow for the rows or columns of turbines to spread

out by changing the angle between them [49]. The addition of two novel components,

an on-the-fly look-up dataset and micro-siting function, provides further benefits in

both computational resource and the quality of solutions. Creating and using the look-

up dataset of average wind farm power output reduces the number of evaluations of

the wind farm model by 95%, reducing the computational time commensurately, but

introduces uncertainty into the optimality of solutions (completeness of the search of

the solution space) and cannot be used in cases with a fixed number of turbines. The

micro-siting function, which further improves the final solutions of the PSO, increased

the quality of solutions by an additional 1.11%. As this function is completed after the

main PSO algorithm, it is benchmarked against the solutions from the PSO phase (im-

mediately prior to the micro-siting function). The second case study, benchmarking the

PSO-phase solutions against SSE’s in-house optimisation tool, provides a high-degree

of confidence in the quality of solutions generated by the proposed PSO algorithm (the

solutions against which the micro-siting function solutions are benchmarked).

A comparison of the wake model against real data from the Lillgrund offshore wind

farm shows that the model can correctly predict the average wake effect of a single

turbine to an error range within 7.12%–13.15% and the energy capture of the downwind

turbine to an error range within 0.98%–4.84%. When considering all turbines in the

Lillgrund wind farm, and therefore the summation of multiple wake effects, the wind

farm model predicted wind farm capacity factor for different wind directions to an error

range within 5.93%–11.63%, with an energy capture error of 0.17%. The optimisation

algorithm, on a case study of the Lillgrund site, has been shown to produce good quality
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solutions increasing the NPV of the site by £8.78 M. This error between the measured

data and the analytical wake model, must be taken into account when discussing the

uncertainty of the optimised solutions. As shown here, the overall energy capture of a

full wind farm is very closely predicted by the wind farm model, however the local effect

of a single wake has a much larger error. Therefore, while there can be a reasonably

good level of confidence in the quality of the overall layout solution, there remains some

uncertainty on the exact performance of an individual wind turbine in a wake, when

using analytical wake models.

A hypothetical GW-scale site was proposed to consider more complicated scenarios,

and a set of 10 intuitively designed solutions were compared against 10 results generated

by the proposed layout optimisation algorithm. Compared to the average fitness of the

intuitively designed results, the optimisation algorithm was able to produce solutions

with an average fitness 7.55% higher. The proposed algorithm showed consistency in

the quality of results (and improved robustness of the approach relative to an intuitive

approach), with all solutions within 0.52% of the mean (mean £1,202.3m, standard

deviation £6.2m), compared to the more variable solutions created intuitively with

a range of 11.02% of the mean value (mean £1,117.8m, standard deviation £39.9m).

The computational resource required for the optimisation algorithm was considered

acceptable for such an important design phase study (approximately 11hr on a standard

desktop PC, which is suitable for running overnight [10]), and so this approach could

be used as a practical design engineering tool.

An additional case study was conducted comparing the solution of the proposed

model to that of SSE’s in-house method on a site being developed by SSE. Theirs is based

on an industry standard tool [10] and while no detailed information of the algorithm

was provided, the layout solutions of the two methods are very similar. By SSE’s

assessment, the difference in annual energy yield between the two layouts was 0.35%,

and using the proposed objective function, Equation (3.13), the difference was 0.11%.

The difference in the predicted AEY for SSE’s layout (using SSE’s assessment and the

objective function proposed in this work) was 4.89%, and for the layout generated with

the proposed optimisation framework was 4.66%. It is expected that this difference in
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the assessments of AEP (objective) could be due to adopting a different wind speed and

direction binning structure, different wind farm models (e.g. wake summation method),

and inaccuracies in the wake models themselves. However, without knowledge of the

SSE in-house tool it is not possible to identify the source of this difference nor the ac-

curacy of the SSE model. While the SSE benchmarking study provides a good level of

confidence in the quality of solutions generated by the proposed PSO-based algorithm,

the comparison was conducted for a single wind farm site. Therefore, some uncertainty

remains in the quality of solutions when applied to other wind farm sites. During the

study, SSE was not able to provide any additional sites for comparison.

Several aspects of the proposed optimisation approach described in this chapter

could be explored further to improve the design process and possibly the quality of

solutions. First, the micro-siting function was only used on the final set of PSO solutions;

however, this could also be evaluated throughout all iterations of the PSO algorithm. If

computational resource and time are not a consideration, this may yield improvements

to the quality of solutions - but at the price of a large increase in computational time.

Second, generating solutions intuitively and evaluating the micro-siting function only,

would likely lead to better solutions with respect to manually generated solutions alone.

Although it is expected that the solutions would not be as good as those generated by

the proposed algorithm, it could provide a method for the quick creation of reasonable

quality solutions. Thirdly, while the look-up function provided computational time

savings for the hypothetical site, it was not possible to use this for the Berwick Bank site

with a fixed-number of turbines. Approximating the objective value within iterations

of an optimisation algorithm introduces uncertainty in the completeness of the search

in the solution space. As such, this aspect will not be considered for further studies in

this thesis but may offer routes for further investigation in other studies interested in

reducing computational time. Finally, additional costs such as the capital expenditure

of the required electrical infrastructure could be considered. The wind farm model

shows diminishing returns for every additional turbine placed in the site (Figure 3.3),

therefore including a more complete set of cost considerations - such as array cable

cost - may lead to solutions with fewer turbines or affect the spacing and positioning of

94



Chapter 3. Turbine Placement Optimisation

turbines.

In conclusion, the turbine layout optimisation approach proposed in this chapter

meets the first objective of the thesis which was to develop a turbine layout optimi-

sation that is capable of considering modern large-scale offshore wind farms (over 100

turbines) using a standard desktop computer. Improvements in computational time and

quality of solutions was found through the employment of two novel components, the

look-up method and micro-siting function. Comparison to SSE’s in-house tool shows this

method is not only applicable to large sites, but also capable of generating solutions on

a standard desktop PC of similar quality to those generated by industry tools.
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Cable Layout Optimisation

This chapter considers the cable routing optimisation problem within offshore wind

farm design. The problem formulation is based on a radial string array allowing for

branched connections and multiple substations, as this was the strong preference of all

industrial interviews when compared to looped string layouts [10]. The computationally

complex constraint for crossing cables is handled in an efficient way and many other

real world constraints are considered, including jointing costs, cable capacity limits,

and bathymetry obstacles. An adapted ant-colony optimisation (ACO) algorithm is

proposed using a decomposition technique and is used for two case studies. The first

case study applies the proposed algorithm to the hypothetical site, proposed in Section

3.5.1, with comparison to a classical ACO algorithm and benchmarking against a mixed-

integer linear programming (MILP) approach. The second case study investigates the

effect of conductor material on the array cable layout of SSE’s Berwick Bank offshore

wind farm to help determine the sensitivity to input parameters such as cable capacity

and cost.

4.1 Formulation of the Cable Layout Problem

As mentioned in Chapter 2, the topology of array cable layouts in offshore wind farms

has not converged to a single configuration. Many wind farm developers choose simple

radial string connections, while others prefer to include redundancy through ‘looped’
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connections.

(a)
Substation

Turbine (b) (c)

Figure 4.1: Examples of different array cable layout typologies including (a) radial
strings, (b) redundant or ‘looped’ connections, and (c) star or ‘branched’ connections.

Figure 4.1 shows the three main categories of array cable layouts, where (a) shows

a radial string layout, (b) shows a ‘looped’ or ring layout with redundant connections,

and (c) shows a ‘star’ layout [72, 103] . The radial string layout is the simplest and

is widely used in offshore wind farms currently. Typically, cable sizes and capacities

increase towards the substation as more power is carried from the turbines in the string

to the substation [71,88] . Ring-based layouts, using redundant connections, are often

further broken down into single sided- and double sided- rings. This differentiation

describes whether the redundant connection is between the end of a string and the

substation, or connects the ends of two strings [103, 105] . Additional complexity can

be introduced for ‘looped’ layouts as the cable selection of the redundant connection is

not trivial. Options include rating all sections of the string to be capable of handling

the rated power of all turbines in the string or using a smaller cable capable of carrying

the power of only some turbines in the string. This decision is inherently linked to the

probability of cable failures, the mean time to repair, and the associated lost revenue

to offset the additional cable cost. Branched or ‘star’ layouts are a set of layouts that

include multiple connections into a single turbine. This increases the complexity of the

joints [85,103] in the turbine being connected to and therefore increasing the jointing

cost, but can offer savings by reducing overall cable length.

From the perspective of optimisation design, the different categories of cable layout
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can require significantly different approaches, most notably the looped layouts whose

performance relies more heavily on the condition of the system. Radial and branched

layouts can account for lost revenue based on cable failure probability and time to repair

losing 100% of the revenue (from turbines beyond the fault) while in the ‘failed’ state.

In looped layouts, this lost revenue is also a function of the composition/cable sizes in

the working section of the string depending on where the fault occurs, resulting in a

more complex assessment of the objective function [83] . In some looped layouts, every

cable section can support the rated power of all turbines in the string in the event of a

fault, others can only support some of the power generated, depending on the selection

of the cable sizes [103] . In discussions with industry, including SSE prior to the layout

comparison study, it was clear that current industry interest lied with radial string

layouts and the possibility of branched connections rather than redundancy and looped

layouts [10] . Further, radial strings and branched connections can be formulated in the

same way within optimisation algorithms. The latter requires a few additional variables

to capture the additional cost of complex jointing within turbines [85] , and if this cost

is prohibitively high will result in non-branched (radial) string solutions. As such a

branched cable routing approach was taking forward for the optimisation development

described in the following sections.

4.2 Optimisation Design Methodology

This section outlines the three optimisation algorithms used in the study, introduced in

Chapter 2. These include a classical ACO algorithm, the adapted ACO-based algorithm

(ACOsp), and the widely used MILP model against which the two former algorithms

will be benchmarked. The following sub-sections detail the common pre-processing phase

including problem formulation, electrical loss calculation, and creation of the available

cable set. Detailed descriptions of the three algorithms are presented including con-

straints, the common objective function, and the procedures in the algorithms.
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4.2.1 Algorithm Selection

Several algorithms are highlighted in the literature review, presented in Chapter 2.

Much is dominated by the mixed-integer linear programming (MILP) approach based

on the work first presented by Fischetti et al. [60]. This MILP method does not scale

well - in terms of both computational time and memory - for larger sites, where func-

tion evaluations can be expensive, and so does not necessarily offer the best solution

for optimising the array cable layout of GW-scale offshore wind farms. However, given

enough computational time and memory, the MILP method is able to determine the

proven optimal solution and so is an appropriate tool for the purposes of benchmarking

the ACO and ACOsp methods. Heuristic methods and/or decomposition techniques

offer an alternative approach that may better cope with these large-scale optimisation

problems with expensive function evaluations [53]. The ACO algorithm is highlighted

as a viable heuristic algorithm that has only been considered in a handful of academic

studies for this application of array cable routing optimisation [40, 100, 101]. While

the MILP algorithm is able to find the mathematically optimal solution, heuristics

cannot guarantee this. For this reason the ACO method is adapted to include a simple

decomposition technique. Problem decomposition essentially relies on breaking a large

problem into a set of smaller problems to solve. These smaller problems could be

generated by randomly selecting a small subset of the decision variables, however in

this application, it is possible to use the formulation of the array cable layout problem

to inform the sub-problem selection (i.e. specifically selecting the variables associated

with two or more of the strings in the incumbent solution. The proposed decomposition

algorithm selects pairs of strings (provided by an initial solution seed) and the turbines

they support, and re-optimises the array cable layout for this subset of turbines. This

process is repeated in a recursive decomposition until the stopping criteria are met.

More detail of the decomposition strategy is provided later in the chapter. In order

to determine the efficacy of the ACO and ACOsp approaches, the MILP algorithm is

employed for comparison and benchmarking.
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4.2.2 Pre-Processing

In order to define the problem for optimisation, the coordinates of the wind farm bound-

ary, obstacles, and turbine positions are required in addition to the available cable

parameters. A description of the wind field and turbine performance curves are also

necessary for the calculation of electrical losses.

For each of the available cable sizes, a subset of cables is created considering different

electrical loading scenarios (different numbers of turbines being supported) in line with

the method proposed by Fischetti et al. in 2017 [77]. The net present value (NPV)

of the electrical losses per unit length is calculated as follows for each of the available

cables, under each of the loading scenarios.

losstn = 8760 I2nR
t kMWh

LT∑
yr=1

1

(1 + d)yr
(4.1)

where losstn is the NPV electrical losses per unit length for a cable of type t supporting

n turbines, In is the current profile in an arc supporting n turbines, Rt is the resistance

per unit length of cable type t, kMWh is the price per MWh, LT is the project lifetime

in years, and d (0 < d < 1) is the discount rate. An example set of cables and their

associated costs are shown in Table 4.1 (representative values generated for the purpose

of demonstration).

In order to reduce the complexity of the design problem and improve performance of

the algorithm, the set of available cables can be reduced, simplifying the cable selection

process. In the algorithms in the following sections, the cable routing and cable sizes

must be determined. Cables will be supporting a given number of turbines for each

connection and it is important that the cheapest overall cable is chosen (whilst obeying

capacity constraints). Table 4.2 shows a reduced subset of cables, keeping only the

cheapest cable (by total cost) for each number of turbines to be supported. For example,

each of the three cable sizes shown in Table 4.1 (95/180/240mm2) is able to support

three turbines, however only the cheapest option will be used in the algorithm solutions.

Therefore, the two more expensive options are removed, keeping only the cheapest

(180mm2) as can be seen in Table 4.2. This process is repeated for cables supporting 1,
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Table 4.1: Example set of cable types (conductor sizes under different electrical loading
scenarios), with the associated costs and net present value (NPV) of electrical losses
per unit length. (Representative values for the purpose of demonstration).

Cable conductor
size (mm2)

No. turbines
supported

Capital cost
(£/m)

Electrical losses
(NPV £/m)

Total cost
(£/m)

95 1 120 20 140
95 2 120 40 160
95 3 120 75 195
180 1 150 10 160
180 2 150 20 170
180 3 150 40 190
180 4 150 80 230
240 1 175 5 180
240 2 175 10 185
240 3 175 20 195
240 4 175 40 215
240 5 175 75 250

2, . . . , up to N (in this example five) turbines with the resulting cable subset shown in

Table 4.2. This reduced set of cables is made available to the algorithms and allows for

the selection of cable rating based solely on the number of turbines being supported.

Maintaining costs in a per-unit-length format ensures the selected cable sizes are of the

lowest cost, regardless of connection length. This approach has been used in academic

literature, becoming a relatively standard method of considering electrical losses [77].

Table 4.2: Example of a reduced set of cables with associated costs, from the larger set
of cables presented in Table 4.1, keeping only one cable per number of turbines to be
supported.

Cable conductor
size (mm2)

No. turbines
supported

Capital cost
(£/m)

Electrical losses
(NPV £/m)

Total cost
(£/m)

95 1 120 20 140
95 2 120 40 160
180 3 150 40 190
240 4 175 40 215
240 5 175 75 250

In order to further simplify the optimisation design, the number of possible con-

nections - or arcs - are limited. Figure 4.2 shows an example containing 12 turbines

and one substation, with Figure 4.2(a) containing all possible arcs and Figure 4.2(b)
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containing only the arcs from every turbine to its closest four turbines and the sub-

station (four chosen here for demonstration purposes only). As each arc represents a

variable to be optimised by the optimisation algorithm, this method can greatly reduce

the problem complexity, and for regular grid-based turbine layouts removing the longest

arcs is highly unlikely to affect the optimal solution. Ensuring each turbine has an arc

connecting it to a substation (regardless of the arc length) reduces the probability of

infeasible solutions being generated and the risk of the optimal solution being affected

or removed.

Before the longest arcs are removed, each arc route is checked to determine if it

crosses the boundary of the wind farm, or an obstacle. If the arc does cross either of

these, the length of that arc is artificially increased by a factor of ten to penalise it.

These arcs are then highly likely to be removed during the reduction of the arc variables

described previously.

(a)

Turbine

Substation

(b)

Figure 4.2: Example case of 12 turbines and one substation, with (a) all possible cable
connections and (b) cable connections limited from each turbine to the nearest four
turbines and the substation.

Additionally, a simple Steiner node (‘empty’ node) generation method is used to al-

low for the navigation of cables around obstacles. During pre-processing, Steiner nodes

are included at each of the concave vertices of the wind farm boundary and any ob-

stacles in the site. These nodes are then used in the optimisation algorithms, described

further later, enabling cables to navigate around an obstacle if the straight line con-
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nection between two nodes passes through the wind farm boundary or an obstacle. An

example of Steiner node placement can be seen in Figure 4.5.

Once all nodes and routes are defined, the cost variables, c (discussed further later),

can be calculated by considering the route length, cable type (and cost per unit length),

and loading scenario (for electrical losses) for the associated variable. These costs can

then be used as coefficients for some of the decision variables discussed in the following

section.

4.2.3 Mixed-Integer Linear Programming (MILP)

The MILP method used in this study is based upon the methods proposed in [71]

and [85]. In this method, binary variables are used to indicate whether a specific cable

type on a specific arc is present (=1) in the layout solution or not (=0), and other

non-binary variables are included describing the power flow and branching costs. The

following provides a description of the decision variables used in the optimisation, with

the following sections describing the objective function and constraints.

• xt,ni,j - Binary variable, coupling power flow and cable type, describing whether a

specific cable type/size, t, supporting the power flow of n turbines, using the route

from node i to node j is built or not (1/0).

• yi,j - Binary variable describing if any cable type/size, supporting any number of

turbines, is built on the route from node i to node j or not (1/0).

• pi,j - Continuous non-negative variable describing the power flow in the cable (if

built) on the route from node i to node j.

• wh
j - Binary variable describing if the cost of h connections into a turbine node,

γh, must be included or not (1/0).

where (i, j) is a route in the set of routes, A, connecting node i to node j. The x variables

couple the cable route (i, j), cable type (t), and power flow in the cable (n) resulting in

a large number of combinations, i, j × t× n, and therefore a large number of variables.

Similarly, y and p variables exist for each of the routes, i, j, describing if any cable type
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is built and the power flow in the route respectively. Finally, w variables are created for

each of the turbine nodes and possible number of connections, describing if turbine j

has h cable connections connecting into it. This allows the algorithm to attribute the

appropriate jointing cost to the objective value.

Interestingly, it appears that both the y and p variables may be redundant in this

formulation. The information stored in the y variables describes if any cable supporting

any number of turbines is built on the route i, j. This information is already stored in

the x variables (yi,j =
∑

t∈T
∑

n∈1:kmax
xt,ni,j ) and so may be increasing the variable count

unnecessarily. Similarly, the information stored in the p variables describes the power

flow in a given route, i, j. While not explicitly stored in the x variables, information

on the number of turbines, n, being supported by a cable connection is stored in the x

variables and so information on the power flow could easily be derived. While there is

no mention of this in the studies from which the model is taken [71, 85], it is assumed

that these variables are included to aid the creation of the constraint equations, de-

scribed further later. However, the constraint equations considering y variables, could

easily be replaced with the corresponding x variables if desired, reducing the variable

count of the optimisation and improving computational efficiency. Constraint equations

considering the power flow variables, p, require some minor reworking, but could be re-

placed with corresponding x variables by using a coefficient representing the peak power

produced by n turbines, say Ψ, thus considering variables in the form Ψnx
t,n
i,j (where

pi,j =
∑

n∈1:kmax
Ψn
∑

t∈T xt,ni,j ). Although this formulation could be amended, it - and

similar formulations - are widely accepted as a robust tool for cable layout optimisation

studies in the literature [75,78,92,99,108,109], and so is replicated here for the purposes

of benchmarking and comparison to the ACO and ACOsp methods.

The optimisation problem was solved using Matlab R2018b and the built-in intlin-

prog function. The key processes used by the solver include: reducing the problem size

with linear programming (LP) pre-processing; solving an initial relaxed (non-integer)

problem with LP; tightening the LP relaxation with mixed-integer pre-processing; cut

generation; heuristic methods to find an integer-feasible solution; and a branch-and-

bound algorithm to solve the restricted formulation of the LP relaxation. The following
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sections outline the mathematical formulation of the objective function and the con-

straint equations.

Objective Function

The objective function, Equation (4.2), aims to minimise the total lifetime cost of the

installed network for all arcs (connections between nodes i and nodes j) in the set of

possible connections or arcs, (i, j) ∈ A, with the set of available cables, T . Denoting

the cost as F , the optimisation problem is written as:

min F = min
∑

(i,j)∈A

∑
t∈T

∑
n∈{1:kmax}

ct,ni,j xt,ni,j (4.2)

where ct,ni,j is the cost of using a cable type t, with the associated losses from supporting

n turbines, in the arc connecting nodes i and j (where cable type refers to cable cross-

sectional area), and xt,ni,j is a binary variable describing if cable type t is used, to support

n turbines, using the arc connection i, j. An arc connection i, j represents a cable

connection, with power flow from node i to node j.

Constraints

No reverse power flow: In order to facilitate constraints, the power flow in each arc

must be calculated. An additional decision variable, pi,j , describes the power flow in the

arc (i, j) for all arcs in the set of arcs, A, whose value is determined for each intermediate

solution by the intlinprog solver concurrently with the remaining decision variables.

Equation (4.3) applies a constraint to ensure that the power flow in a given cable

section is greater than or equal to zero (implying directionality of connections). While,

in reality, power may flow in either direction along a cable, the formulation presented

in this study treats cables as having a ‘direction’. This means that a cable connecting

turbine WT1 to turbine WT2 will be considered separately to a cable connecting turbine

WT2 to turbine WT1, even though practically they are the same cable.

pi,j ≥ 0, {i, j} ∈ A (4.3)
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Kirchhoff’s Current Law: A constraint must be applied in line with Kirchhoff’s

current law, stating that the current flowing into a node i must equal the current leaving

the node, for all nodes in the set of nodes, V. This is implemented as seen in Equation

(4.4), which states the power entering a node, pk,i (from all other nodes, k), plus the

power generated at the node, pgeni , must equal the power leaving the node, pi,j (going

to all other nodes, j).

∑
k∈V

pk,i + pgeni −
∑
j∈V

pi,j = 0, i ∈ V (4.4)

Cable rating: In order to prevent the overloading of cables, the rated capacity of a

cable of type t, kt, multiplied by the binary variable xt,ni,j must be greater than or equal

to the power flow in the arc, pi,j , for all cable types in the set of cable types, t ∈ T .

∑
t∈T

kt x
t,n
i,j ≥ pi,j , {i, j} ∈ A (4.5)

Up to one cable can be used per route: Equation (4.6) introduces a new binary

decision variable, y, that describes if a route is used by any cable type (y = 1) or remains

unused (y = 0). By stipulating that y is equal to the sum of x variables associated with

the same route, this constraint restricts the maximum number of cables types that can

be used to one per route:

∑
t∈T

xt,ni,j = yi,j , y ∈ {0, 1}, {i, j} ∈ A (4.6)

No cables can leave and re-enter the same node: For simplicity, any arcs

(straight-line connections) that leave and re-enter the same node (xt,ni,j where i = j) are

removed in pre-processing to avoid zero-length arcs being used and to reduce the num-

ber of constraint equations.

Exactly one cable must leave a turbine: As the power leaving a turbine node

cannot be split, and to ensure the power from a turbine is connected to a substation,

Equation (4.7) stipulates that exactly one arc leaving a turbine must be used, for all
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turbine nodes, i ∈ VT :

∑
j∈V :i ̸=j

yi,j = 1, i ∈ VT (4.7)

No cables may leave a substation: As this optimisation is not considering ex-

port cable routing, a constraint may be applied to avoid any cables leaving a substation

node, in a similar form to Equation (4.7). However, to reduce the number of constraint

equations and redundant variables, any arcs leaving a substation node can be removed

during pre-processing.

Up to one cable may leave/enter a Steiner node: For any ‘empty’ (Steiner)

nodes that are used to navigate around obstacles, it is important that only up to one

cable is allowed to enter and leave the node. This is to avoid branched connections

being employed at an effectively empty node rather than at a turbine node - resulting

in unrealistic layouts, since developers typically aim to joint cables at a turbine or sub-

station rather than an arbitrary location on the seabed [88]. Equations (4.8) and (4.9)

limit the number of connections entering and leaving Steiner nodes respectively, to less

than or equal to one. In conjunction with Equation (4.4), if a cable enters a Steiner

node, exactly one cable must leave the node. This is applied to all Steiner nodes in the

set of Steiner nodes, V0.

∑
i∈V :i ̸=j

yi,j ≤ 1, j ∈ V0 (4.8)

∑
i∈V :j ̸=i

yj,i ≤ 1, j ∈ V0 (4.9)

Limit connections into turbines/substation(s): Equations (4.10) and (4.11)

limit the number of connections into substations and turbines to C and H respectively,

where C and H are user-defined constants describing the maximum number of allowed

connections (in addition to cables leaving the turbine, Equation 4.7). These constraints

are useful to restrict solutions to use a realistic number of connections into a turbine,
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or avoid branched layouts altogether. Equations (4.10) and (4.11) are applied to all

nodes in the set of substation nodes, VSS , and all nodes in the set of turbine nodes, VT ,

respectively.

∑
i∈V :i ̸=j

yi,j ≤ C, j ∈ VSS (4.10)

∑
i∈V :i ̸=j

yi,j ≤ H, j ∈ VT (4.11)

Cost of branched connections: As the connection of multiple strings into a single

turbine requires more complex switch-gear and cable jointing, it is useful to be able to

capture these costs in the optimisation process. Equation (4.12) introduces a binary

variable, wh
j , that describes whether h (h ∈ Z+) connections are connected into turbine

j, (where wh
j = 1 if this condition is true, i.e. at turbine j, there are h cable connec-

tions, for j ∈ VT and h ∈ H). By including a cost coefficient, γh, for h connections, this

branching cost can be accounted for in the optimisation.

wh
j ∈ {0, 1} (4.12)

An additional constraint equation is required to ensure the correct cost for the

number of connections is attributed to the objective value, based on the formulation

presented by Fischetti et al. [85]. Equation (4.13) shows the sum of cables entering (i.e.

power ‘into’ the turbine, since there is directionality) a turbine node must be equal to the

sum of the binary jointing variable multiplied by the associated number of connections.

∑
i∈V :i ̸=j

yi,j −
H∑

h=1

h wh
j = 0, j ∈ VT (4.13)

Updating the Objective Function

In the previous section, several decision variables were included for use in constraint

equations, including: yi,j to describe if any cable is used in a given arc or connection, pi,j

to describe the power flow in a given arc, wh
j to describe if h connections enter turbine
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j, and γh to account for the cost of h connections into a turbine. As such, the objective

function must be updated to include these terms. The cost of branched connections

must be included, as shown in Equation (4.14), by summing the cost of h connections

in the range of H (the limit of the number of connections) across all turbines in the set

of turbines, VT .

min F̄ = min

[ ∑
(i,j)∈A

∑
t∈T

∑
n∈{1:kmax}

ct,ni,j x
t,n
i,j +

∑
h∈H

γh
∑
j∈VT

wh
j

]
(4.14)

4.2.4 Classical Ant Colony Optimisation (ACO)

The ant colony optimisation (ACO) algorithm mimics a colony of ants as they walk

between their nest and a food source, as first described in the works by Dorigo et

al. [100]. Many different paths are taken by the ants as they search for food, depositing

pheromones as they walk which can be detected by other ants. For destinations close

to the nest, it will take less time for the ants to walk between the two sites and so the

pheromone deposits are added more regularly, leading to a stronger concentration of

the pheromone on that path. For an ant about to leave the nest, the probability that it

will take a given path is proportional to the strength of the pheromone scent. Since the

pheromones evaporate over time, the longer paths (on which pheromones are deposited

less frequently) will be a less favourable option for other ants to take, resulting in a

convergence to the most efficient path.

The ACO algorithm is used to solve optimisation problems that can be formulated

as a topological graph, which makes it well-suited to an array cable layout optimisation

problem. In this study, based on the work by Dorigo et al. and it’s applications in the

academic literature [100, 101], an ‘ant’ starts from the (unconnected) turbine that is

furthest from a substation and undertakes a pseudo ‘random walk’ until it reaches a

substation node. Another ant then starts at the unconnected turbine next-furthest from

a substation, and undertakes a walk until it reaches a substation node or a turbine on

an existing string. This is repeated until there are no turbines left unconnected. The

available paths for the ants to take are constrained to reduce the number of decision
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variables in the optimisation. At each node, ants are able to walk (in a straight line)

to the nearest eight nodes (although another number of nodes may be chosen), or

directly to any substation node. The paths directly linked to substations are included

to avoid an ant having no available path left to walk on - which may otherwise happen

if all neighbouring turbines have been connected using a cable that has no remaining

capacity to support an additional turbine.
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Figure 4.3: Example of a path taken by an ‘ant’ during an iteration of an ACO algo-
rithm, from the start point (blue circle), via nodes (black circles), to the end point (red
square). Path lengths and pheromone concentration are labelled for each path as the
top and bottom numbers respectively, with (a) initial conditions, (b) the path taken in
bold, and (c) updated pheromone concentrations.

An illustrative example of one iteration in a classical ACO algorithm is shown in

Figure 4.3 to demonstrate the underlying processes of the ACO algorithm (a simple small

graph is used for clarity, rather than a more complex graph as would be present in the

described cable layout problem). Here the starting point (blue circle) can be considered

a turbine node, the end point (red square) can be considered a substation node, and

the remaining connecting nodes (black circles) can be considered ‘empty’/Steiner nodes.

Figure 4.3(a) shows the initial conditions of the topological graph, with path lengths

(or costs) and pheromone concentrations labelled for each path as the top and bottom

number respectively. For an ant standing on node i, the probability of it walking to a

connecting node j, via the path (or arc) xi,j is given by:

110



Chapter 4. Cable Layout Optimisation

Pi,j =
pheri,j · weighti,j∑

j∈J
(pheri,j · weighti,j)

(4.15)

where pheri,j is the pheromone concentration of the path (x) between nodes i and j,

weighti,j is equal to the reciprocal of the cost of path xi,j , and J is the set of nodes

available to walk to from node i. At each node, a random number is generated and

used in conjunction with the probabilities of connected nodes (Pi,j) for Roulette-wheel

selection of the next node [48]. The ant steps to the chosen next node and the process is

repeated. Figure 4.3(b) shows an example completed path from the start node to the end

node, with the paths that were used shown in bold. Once a completed graph (connecting

all turbines to a substation) has been generated, the pheromone concentrations must be

updated. The pheromones on all paths are updated proportionally after each iteration

(k).

pheri,j(k + 1) = evap× pheri,j(k) (4.16)

where evap is the evaporation constant (90% is used for Figure 4.3). The objective

value is then calculated and used to determine the pheromone deposit. In the example

in Figure 4.3(b) the objective value (total cost of the route in this example) is equal to

12*(3+2+1+6). The pheromone deposited on the used routes, ∆pher, is equal to the

reciprocal of the objective value, approximately 0.08.

∆pher =
1

F̄ (x)
(4.17)

Figure 4.3(c) shows the updated pheromone concentrations after the evaporation

and deposit processes have taken place and the route has been cleared to begin the next

iteration.

To adapt the algorithm to the optimisation problem under consideration and to

improve convergence behaviour, two adaptive parameters are introduced into Equation

(4.15) yielding Equation (4.18) [100] :
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Pi,j =
pherαi,j · weight

β
i,j∑

j∈J
(pherαi,j · weight

β
i,j)

(4.18)

where α and β are exponents (both real non-negative numbers) describing the pheromone

constant and exploratory constant respectively. These two parameters weight the rela-

tive importance of the cost and pheromone strength of the paths and can be adjusted

in the algorithm to reduce the time to convergence or increase the probability of new

routes being explored [100]. The overall ACO algorithm is summarised in Algorithm

4, where Tu is the set of unconnected turbines; disttu,SS is the distance between an

unconnected turbine, tu, and the closest substation, SS; locant is the location of the

ant; Nv is the set of nodes that have been visited by an ant in the current iteration; J

is the set of nodes available to walk to from the current location, i; i, j are two nodes

connected by a path (or arc) xi,j in the set of usable arcs A; Aused is the subset of arcs

that were used in a given iteration; F̄ (x) is the updated objective function, Equation

(4.14); and avgF is the average of the objective function over m iterations and used to

define the stopping criteria.

The values of the key parameters used in the ACO algorithm were initialised as:

1.00 for the pheromone concentration on all paths, pheri,j ; 0.50 for the pheromone

exponent, α; and 1.50 for the exploratory exponent, β. An evaporation constant of 0.99

was used. Initialising uniform pheromone concentrations avoids premature convergence

on a non-optimal solution, while the ratio of exponents is found initially by Dorigo et

al. [100] and adjusted for the specific test case to reduce the exploratory component

slightly and reduce computational time. Tuning of parameters may be useful for appli-

cation to different optimisation problems. The optimisation algorithm is directly coded,

as described here, and solved in MATLAB R2018b.

4.2.5 ACO with Decomposition into Sub-Problems (ACOsp)

Since the ACO algorithm creates an entirely new cable layout solution on each iteration,

it is possible that improvements in one string, or area of the wind farm, go unnoticed due

to a poor quality section of the solution in other strings. This becomes increasingly true
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Algorithm 4 Ant colony optimisation algorithm
Initialise stopping criteria, STOP = 0, n = 0, m = length(nodes)
while STOP == 0 do

n = n+1
while length(Tu) > 0 do

Initialise ant at locant = tu, where disttu,SS = max(dist), tu ∈ Tu

while not(locant ∈ Nv) do
Calculate Pi,j for j ∈ J
Roulette wheel selection to determine destination node, j ∈ J
Update ant location, xi,j = 1, Nv ∪ {locant}, locant = j

end while
end while
Evaporate pheromone, pheri,j = pheri,j ∗ evap, for {i, j} ∈ A
Evaluate F̄ (x)
Calculate pheromone deposit, ∆pher = 1/

∑
x∈A

xi,j

Deposit pheromone, pheri,j = pheri,j +∆pher, for {i, j} ∈ Aused

Clear all routes, xi,j = 0 for xi,j ∈ A
if n > m then

avgF̄n = mean(F̄ (x)n−m : F̄ (x)n)
if n > 100m and avgF̄n−10m ≤ 1.01 ∗ avgF̄n−m then

STOP = 1
end if

end if
end while
Return best layout, min(F̄ )

for larger problems where each string represents a smaller contribution to the total cost

and therefore less influence on the pheromone to be deposited. The pheromone deposit

is calculated from the total cost of the solution (objective value) and deposited equally

on all of the paths used in an iteration. Therefore, the incentive (pheromone deposit) to

use sections that have improved will be increased by the same amount as for those that

have been made worse. To address this potential limitation in the ACO method, this

section proposes an improved ACO algorithm, ACOsp, that considers small sub-prob-

lems of the larger optimisation problem, in a similar approach to simple decomposition

techniques. In doing so, the algorithm is better able to notice improvements and apply

more specific incentives (pheromones) for those routes to be used again.

To create smaller sections of the full optimisation problem, a subset of the optimisa-

tion variables must be selected for consideration as a sub-problem. Some decomposition
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methods conduct a similar process by randomly selecting a subset of decision variables.

However, with knowledge of an incumbent solution, this thesis proposes that the se-

lection of variables can be done in a more intelligent and useful way. The arcs used to

connect turbines in a string, are related in the fact that they currently connect tur-

bines; in a reasonable solution these turbines will be relatively close to each other (not

connecting from opposite ends of the wind farm). Selecting the decision variables asso-

ciated with the selected arcs (those that are related to the incumbent string), creates a

sub-problem to be solved. Selecting related variables is expected to provide more flex-

ibility for the optimisation than selecting random variables, which could, for example,

result in the selection of one arc from each string in the incumbent solution, creating

a very disparate set of options for re-routing the cable connections. However, selecting

the variables associated with a single string (for consideration as a sub-problem) could

still somewhat limit the algorithm’s ability to search the solution space for improved

routes/solutions. As such, it is not only the variables associated with one incumbent

string that are selected to form the sub-problem. Firstly, variables connecting the se-

lected string to other strings (variables associated with routes that connect one of the

turbines in the selected string to turbines not in the selected string) are included in

the subset of variables forming the sub-problem to allow turbines to connect to an-

other string if that yields an improved solution. Secondly, two strings are selected to

form the sub-problem to allow the algorithm to explore improved routes/solutions. In

a later phase of the algorithm, sub-problems are created using the variables from three

strings. This again provides greater flexibility in the routes that can be explored by the

algorithm, but does increase computational time. This second phase (considering three

strings within a sub-problem) reduces the risk that the algorithm has got ‘stuck’ in a

local optima, improving confidence in the solutions. Extending this to it’s limit, one

could imagine increasing number of cables until all cables are considered in a sub-prob-

lem, and the algorithm is left with the full solution space to search. For this work, a

limit of two strings is chosen in the first phase to generate quicker results to smaller

sub-problems, with a later phase of three strings adding confidence that the algorithm

is avoiding getting stuck in local optima.
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(a) (b) (c)

Figure 4.4: Example of a sub-problem in the improved ACOsp algorithm, with (a) two
strings selected to be considered as a sub-problem of the cable layout, (b) two original
strings removed and the possible paths for the ACO algorithm shown by dotted lines
(omitting connections to substation for clarity), and (c) the new solution comprising a
single string and several turbines joining existing neighboring strings.

Figure 4.4 shows how sub-problems are considered in this method. A section of

a cable layout solution is shown, with turbine nodes (blue circles) and a substation

node (red square) marked. Figure 4.4(a) contains an incumbent solution generated by

a previous iteration, where two strings have been selected for consideration as a sub-

problem, highlighted by the green region. The cable layout for turbines contained in the

sub-problem is solved using Algorithm 4. The layout as a whole is considered in the ob-

jective function, Equation (4.14), however cables outside of the sub-problem region are

fixed, and therefore the decision variables are limited to only those connections within

the sub-problem region. Figure 4.4(b) shows the incumbent solution with the cables in

the sub-problem removed and all the possible connections to be considered, shown by

the dotted lines, where the probability of a given path being selected is described in

Equation (4.18). Connections are also present between the unconnected turbines and

the substation, but have been omitted from the figure for clarity. It is important to note

that the subset of decision variables to be considered in the sub-problem contains routes

from the turbines in the sub-problem to all of their available connections, including other

turbines outwith the sub-problem. Therefore, connections to neighbouring strings are

also allowed to ensure turbines do not get stuck in one sub-problem region and that

coupling between sub-problems is properly captured. Randomly selecting strings to cre-

ate different sub-problems also helps to facilitate this improved search process. Figure

4.4(c) shows the best result found by the algorithm after the sub-problem has been
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optimised. It can be seen that several turbines have been connected to neighbouring

strings outside of the sub-problem region and that one branched string connects the

remaining turbines.

A new iteration begins by selecting random strings to form a sub-problem. The first

string is selected randomly, then the remaining string(s) have a probability of being

selected inversely proportional to their distance to the first string. This reduces the

number of less-useful iterations where two strings at opposite ends of the wind farm

are considered together as a sub-problem. String positions are defined as the average

coordinate position of the turbines supported in that string, (xs,ys). The probability

that a string, s2, will be selected, following the random selection of the first string, s1

is given by,

Ps2 =
1/dist(s1, s2)∑

n∈S(1/dist(s1, sn))
(4.19)

The algorithm is repeated twice, with the first loop selecting string pairs to create a

sub-problem, and the second loop selecting string triplets to create sub-problems. This

method is proposed to avoid premature convergence and ensure greater exploration of

the solutions space. Selecting larger three-string sub-problems enables the algorithm to

explore more routing options, while the initial two-string sub-problems facilitates the

algoritm in finding reasonable quality solutions more quickly.

The overall optimisation algorithm is summarised in Algorithm 5, where Srand is

the set of randomly selected string numbers used to create the sub-problem (and is

a subset of the set of all strings S); Trand is the set of turbine numbers in the sub-

problem; s is a string number in the set Srand; and Su is the set of binary values for

all strings describing if a string has been ‘unimproved’ (Su(s) = 1) or improved/not-

yet-considered (Su(s) = 0) by a sub-problem. Similarly to the ACO algorithm, this

optimisation algorithm is coded and solved in MATLAB R2018b.
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Algorithm 5 Ant colony optimisation algorithm with decomposition strategy
Initialise stopping criteria, STOP = 0
while length(Tu) > 0 do

Initialise ant at locant = tu, where disttu,SS = max(dist), tu ∈ Tu

while not(locant ∈ Nv) do
Calculate Pxi,j for j ∈ J
Roulette wheel selection to determine destination node, j ∈ J
Update ant location, xi,j = 1, Nv ∪ {locant}, locant = j

end while
end while
for n = 2:3 do

while STOP = 0 do
Randomly select n strings, Srand, (connecting turbines, Trand)
Clear cables in the selected strings, xi,j = 0 for i ∈ Trand

Run Algorithm 4 (considering all T , but clearing only xi,j for i ∈ Trand)
Record best layout to date, min(F̄ )
for S ∈ Srand do

if String S is unimproved, cost(S) > min(cost(S)) then
Su(S) = 1

end if
end for
if
∑

Su = length(Su) then
STOP = 1

end if
end while
Su = 0
STOP = 0

end for
Return best layout, min(F̄ )

4.3 Case Studies

This section details the case studies used for the comparison of the three optimisation

algorithms described in Section 4.2. Details of the large, hypothetical offshore wind farm

site is provided and the six cases studies based on the site are defined. Cost components

used in the three optimisation approaches are presented including cable unit costs and

additional key parameters necessary for the three algorithms.
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4.3.1 Hypothetical Offshore Wind Farm

The offshore wind farm site under consideration is a large hypothetical site, proposed

in Section 3.5.1 where full details of the wind farm boundary, obstacles and turbines

can be found. Figure 4.5 shows the hypothetical site, including the wind farm bound-

ary, obstacles to be avoided by cables, and turbine and substation positions. The site

contains 122 turbines to be connected through the array cable network. Full details of

the turbine coordinates can be found the the Appendix, Table A.10.

The proposed site contains several aspects designed to be challenging for the cable

layout optimisation algorithms. Firstly, the wind farm boundary is an irregular shape

including concave edges for cables to navigate around, which incurs a penalty cost if

crossed by cables. Secondly, obstacles are included in the site (Figure 4.5 red shaded

regions), which also incur a penalty cost if cables cross any obstacle boundary. Steiner

nodes are included at some of the convex vertices of the obstacles to allow cables to

navigate around them (Figure 4.5 green circles). Thirdly, two substations are employed

(Figure 4.5 red squares) due to the large number of turbines which adds complexity

to the cable network calculation. Finally, one substation is placed very close to the

eastmost obstacle, resulting in a difficult connection to turbines on the opposite side

of the obstacle. The Easting-Northing coordinates of the two substations are (2000m,

5000m) and (7000m, 6000m).
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Figure 4.5: The hypothetical GW-scale offshore wind farm test case.

4.3.2 Definition of the Six Case Studies

Six test cases are created from the hypothetical site, containing 10, 15, 25, 40, 61, and

122 turbines respectively. Figure 4.6 shows the turbine positions used for these six test

cases. Including case studies on various numbers of turbines allows for the assessment

of the algorithms’ performance and how this scales with problem complexity. Although

the cases with fewer turbines may appear simple, and possibly unrealistic, beginning

with those in the north-east section requires the algorithm to consider the wind farm

boundary, obstacles, and Steiner nodes for all problem cases. Using randomly or evenly

distributed turbine positions in the site may not necessarily involve all the aspects of the

site, such as the wind farm boundary and obstacles, and result in an unfair comparison

for the different scales of test case. Both substations are kept for all cases.
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Figure 4.6: Test cases of the hypothetical offshore wind farm site, with (a) 10 turbines,
(b) 15 turbines, (c) 25 turbines, (d) 40 turbines, (e) 61 turbines, (f) 122 turbines. Steiner
nodes omitted for clarity.
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4.3.3 Cost Components & Parameters

Table 4.3 contains the key parameters of the three cables that are available for the

optimisation algorithm to use, with costs calculated in line with the work by Dicorato

et al. [79] and representative resistance values. Cable power capacity is used to limit

the number of turbines supported by a cable and is a restating of the current carrying

capacity. The capacity, unit cost, and resistance per unit length of each cable are

representative values used for this hypothetical wind farm study and are not taken from

specific real cables.

Table 4.3: Key cable parameters.

Cable
number

Cable power
capacity (MW)

Unit cost
(£/m)

Resistance
(Ω/m)

1 60 1400 0.00120
2 90 1750 0.00056
3 100 1870 0.00044

Table 4.4 contains further parameters for the optimisation algorithm. Similarly to

cable cost information in Table 4.3, the values described in Table 4.4 are also represen-

tative values used for this study. The crossing penalty represents an increase in cost due

to cables crossing other cables and is discussed further in the following section. A joint-

ing cost is included for multiple connections into turbines. While one connection into

turbines incurs zero additional cost, every additional connection increases the network

cost by £13.8k [85]. Although this cost function is linear, it can be easily expanded

to include a more realistic non-linear cost function in future studies. The price of en-

ergy, discount rate, and project lifetime are used to calculate the electrical losses in the

pre-computation phase, described in Section 4.2.2. Additionally, in the pre-processing

phase, the set of arcs is reduced by considering only connections between the nearest N

neighbouring turbines. For this study the connections between the closest eight neigh-

bours were kept in the set of possible connections. In addition, all connections directly

to substations were also retained in the set of arcs.
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Table 4.4: Key parameters and values used in the comparison of the cable layout opti-
misation algorithms.

Parameter Value
Array voltage 66kV
Crossing penalty £1m
Jointing cost (turbines) £13.8k
Price of energy £50/MWh
Discount rate 10%
Project lifetime 25 years
Nearest N nodes of allowable connections 8

4.3.4 Berwick Bank Offshore Wind Farm

Following the SSE design comparison study of the turbine layout optimisation in Chap-

ter 3, it was planned that a similar comparison could be conducted for the cable routing

optimisation. Unfortunately, due to SSE’s work commitments at the time and the very

manual nature of their cable routing design process, it was not possible for SSE to

provide a cable layout for comparison. As such, this section describes a case study of

the Berwick Bank site, considering different cable conductor materials. Three cases are

considered using different conductor materials; aluminium, copper, and both aluminium

and copper together.

Figure 4.7 shows the Berwick Bank site with the turbine and substation positions

used in the cable routing study. The site contains 128 turbines and a single substation

with Easting-Northing coordinates of (593119m, 6238992m). Full details of the turbine

coordinates can be found in the Appendix, Table A.11.
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Figure 4.7: The Berwick Bank site with turbine and substation positions.

Representative data was provided by SSE for the case study, including cable param-

eters for aluminium and copper conductors. Table 4.5 shows the conductor material,

size, cost, and electrical properties of the set of available cables. For the first case,

the aluminium cables were made available to the model. For the second case, only the

copper cables were available for the model to use. In the final case, all cables in Table

4.5 were available to use.

Table 4.6 contains the remaining necessary parameters for the optimisation algo-

rithm. These parameters are similar to the previous case study parameters presented in

123



Chapter 4. Cable Layout Optimisation

Table 4.5: Representative key cable parameters provided by SSE [10].

Conductor
material

Cross-sectional
area

(mm2)

Unit cost
(3 phase)
(£/m)

Resistance
(1 phase @ 90◦C)

(Ω/km)

Capacity
(1 phase)

(A)
Al 100 17.7 0.392 266.8
Al 125 18.6 0.313 299.5
Al 150 19.5 0.261 329.2
Al 175 20.4 0.224 356.6
Al 200 21.3 0.196 382.1
Al 500 32.1 0.078 614.6
Al 1000 50.2 0.039 880.5
Al 1500 68.2 0.026 1086.5
Cu 100 30.4 0.226 340.6
Cu 125 34.8 0.181 381.4
Cu 150 39.2 0.151 418.2
Cu 175 43.7 0.129 452.2
Cu 200 48.1 0.113 483.8
Cu 500 101.3 0.045 769.4
Cu 1000 190.0 0.023 1092.9
Cu 1500 278.7 0.015 1341.9

Table 4.4. Following initial consultation with SSE, many of the values were updated to

be more representative for modern offshore wind farm developments. Notably missing

from this case study is the cost of additional joints into turbines and substations. In-line

with the originally proposed cable layout comparison with SSE, this case study was to

focus only on solutions of radial strings with no branching connections.

Table 4.6: Key parameters and values used in the Berwick Bank cable layout case study
(representative values generated between the author and SSE [10]).

Parameter Value
Array voltage 66kV
Crossing penalty £100k
Price of energy £40/MWh
Discount rate 7%
Project lifetime 30 years
Nearest N nodes of allowable connections 8
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4.4 Results & Discussion

This section presents the results of the case studies described in Section 4.3. The

first part presents the results of the the three optimisation algorithms applied to the

hypothetical offshore wind farm with comparison of the solutions and computational

time. Consideration of crossing cables is presented for one site with a crossing cable in

the optimal solution before the penalty cost and/or constraint is applied. The second

part considers the Berwick Bank site comparing the solutions of the two different cable

conductor materials, aluminium and copper.

4.4.1 Hypothetical Offshore Wind Farm

Comparison of the Three Algorithms

The three optimisation algorithms were run on a standard desktop computer (3.4GHz

Intel Core i7-6700, 16GB RAM) and ten simulations were conducted for each of the six

case studies with different numbers of turbines. Table 4.7 contains the averaged results

of each algorithm for each of the six case studies. Objective values are presented with

the optimality ratio (which is a ratio between the objective value of a solution and the

optimal objective value) and the average computational time is shown for each case.

The optimal solution for comparison is obtained through the MILP algorithm with the

final ‘branch & bound’ section of the algorithm running until optimality is reached.

This is not reached for the case of 122 turbines but the obtained value at the end of the

calculation is assumed to be optimal, discussed further later. A complete set of results

can be found in the Appendix, Table A.12 and Table A.13.

It can be seen in Table 4.7 that the MILP algorithm finds the mathematically optimal

solution (optimality ratio equal to 1) for almost all cases. However the computational

time increases significantly as the number of turbines (and therefore number of possible

cable connections) increases. For the largest case study, containing 122 turbines, the

MILP algorithm is unable to prove the optimality of the solution due to the large

memory requirements of the branch-and-bound solver. Large memory is required be-

cause, during the branch-and-bound solver, all ‘relaxed’ solutions (those with some
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integer variables not yet constrained to integer values) must be stored. Only when a

solution explicitly violates one of the active constraints, as they are incrementally ac-

tivated, can it be discarded. The total memory available to hold data on the standard

desktop computer was 37101MB. This was sufficient to record all intermediate solutions

for the case of 61 turbines, but not for the case of 122 turbines. The relative gap for all

ten simulations of this largest case was 2.32%. It is therefore assumed that the MILP

solution had indeed found the optimal solution for this case.

Table 4.7: Average results of the three optimisation methods for the six hypothetical
test cases. (Results in italics indicate an unfinished result).

No.
turbines

Objective value (£)
and Optimality ratio

Computational
time (s)

MILP ACO ACOsp MILP ACO ACOsp

10 22,064,833 22,667,188 22,068,446 3 5 53(1.000) (1.027) (1.000)

15 30,945,049 31,075,301 30,945,049 9 8 46(1.000) (1.004) (1.000)

25 50,235,935 51,473,967 50,750,255 31 18 133(1.000) (1.025) (1.010)

40 68,683,109 69,693,934 69,678,545 204 51 489(1.000) (1.015) (1.014)

61 103,255,681 110,766,917 104,651,892 951 164 1517(1.000) (1.073) (1.014)

122 197,401,005 212,339,986 199,301,590 13717 833 9991(1.000) (1.076) (1.010)

The results from the classical ACO algorithm are between 0.4% and 7.6% more

expensive than the optimal solution as assessed by the objective function, averaging

3.7% greater cost than the optimal solutions across the six case studies. The proposed

ACOsp solutions are between 0.0% and 1.4% more expensive than the optimal solutions

and 0.8% greater cost than the optimal solutions on average across the six case studies.

There is some indication that as the problem complexity increases, the average optimal-

ity ratios of the ACO and ACOsp solutions increase. This can be seen most significantly

in the classical ACO solutions, suggesting that the proposed ACOsp method is better

at handling larger problems than the classical ACO method.

The computational time for the ACO and ACOsp methods increases less quickly
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than the MILP algorithm as the number of turbines increases. For all six cases, except

for the smallest (ten turbines), the classical ACO method is the quickest to converge

to a solution. However, since all the computational times are reasonably low (of the

order of a few hours), the ACOsp algorithm is considered to be an appropriate method

for solving large scale problems using standard desktop computing. Clearly for smaller

problems, the MILP algorithm performs the best - yielding optimal solutions in rea-

sonable computational time. For design phase studies, computational time is not the

most important factor. However, while these solutions may be run once to design the

cable layout for a given site, developers may often run the studies multiple times to

investigate the impact of variables such as discount rate or possibly substation location

on the final layout solution. It is therefore somewhat important to have a reasonable

computational time as decided by the developer/engineer using the tool [10].

Figure 4.8 shows the cable routing solutions of the three methods, for the case

containing all 122 turbines. Some similarities can be seen between the three layouts,

however they are largely different. This is due to the regular spacing of the turbines

resulting in very different layouts with near-optimal total cost, and algorithms reaching

a local-minimum before the stopping criteria are met. Information on the cable types

used in the layout are omitted from Figure 4.8 for clarity. All three algorithms shared

a common pre-optimisation computing phase and cable selection process. As such,

cable ratings for sections supporting the same number of turbines are the same across

solutions.

Table 4.7 shows that the major limitation of the MILP method is the large increase

in computational time and memory with increasing number of turbines. Both ACO

approaches offer a quicker alternative to this MILP approach. However, the average

optimality of all ACO solutions is 1.037, meaning solutions are 3.7% more expensive

than the optimal solutions on average. This compromise for quicker computational time

is still present in the ACOsp algorithm, however it has an average optimality across all

solutions of 1.008, which translates to an increase in cost of 0.8% relative to the optimal

solutions. Therefore, the simulation results show the proposed ACOsp algorithm is a

promising tool for solving large cable layout optimisation problems in a reasonable time
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Figure 4.8: Optimised cable layouts from (a) the MILP algorithm, (b) the classical
ACO algorithm, and (c) the ACO algorithm with sub-problems (ACOsp). All MILP
layouts were identical, while some variation in layouts was present in the set of ACO
and ACOsp layout solutions.

Initially, only the arcs crossing the wind farm boundary and/or an obstacle are

penalised as described previously in the pre-processing phase. Cables crossing other

cables are handled differently as they may or may not be present in a given solution.

Figure 4.9 shows the optimal cable routing for the case of 25 turbines when cable

crossings are not considered, with Figure 4.9(a) showing the whole solution and Figure

4.9(b) showing a zoomed-in section to identify the crossing connections. Cables cross-

ing other cables are to be avoided as the relative motion of subsea cables against one

another can lead to increased wear-and-tear and/or damage to the cable armouring and

result in an increased likilhood of cable failure [10, 75]. In order to avoid such crossing

sections, constraints must be applied to the solution space containing the set of all

possible solutions.

Considering Crossing Cables

Since there are many possible arcs that can be used in the cable routing solution, there

are a large number of possible crossing arc pairs to be avoided (of the order A2). This

means that applying constraints for each combination in the pre-processing phase is

impractical. As such, constraints are applied on-the-fly and are considered differently

for the MILP algorithm and the ACO-based algorithms.
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Figure 4.9: Optimal cable layout for 25 turbines (a) full cable layout, and (b) a zoomed
section of the layout to show the crossing cables.

For the MILP algorithm, a solution is generated as described in Section 4.2. The

solution is then checked for crossing cables by solving simultaneous equations of the two

straight-line connections to determine if the intercept lies within the region covered by

the two cables. This is only conducted for the cables that are used/built in the solution

and not for all possible arcs. If a pair of crossing cables is present in the solution, a

constraint equation is created limiting the solution to contain up to one of the pair of

cables. An additional constraint equation is included for every pair of crossing cables

present in the solution. This is a standard approach used in the academic literature

to reduce the number of required constraint equations, with the formulation presented

here based upon that by Fischetti et al. [75]. Equation (4.20) describes the constraint

equation used in the MILP algorithm.

yi,j + yj,i + yk,l + yl,k ≤ 1, ({i, j}, {k, l}) ∈ B (4.20)

where yi,j and yj,i are the two arcs between nodes i and j, yk,l and yl,k are the two arcs

between nodes k and l, and B is the set of crossing arc pairs. The sum of the number

of connections used for a given pair of crossing arcs, considered in both directions, must

be less than or equal to one, for all arc pairs within the set of crossing arc pairs. Once

all required constraint equations are included, the MILP algorithm is re-run to generate
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a solution that obeys the new constraint equation(s).

The two ACO-based algorithms also describe a set of crossing arcs, B, which is

initialised as an all-zero matrix. There is a complementary matrix of the same size,

Bidx, that describes whether pairs of arcs have been assessed to determine if they

cross, all values of which are also initialised to be zero. For every iteration of both

algorithms, the quality of the solution is assessed as outlined in Section 4.2. During

this assessment, all arcs are checked for crossing cables and marked in the index matrix,

Bidx, to record that they have been checked (cell value = 1). If the pair of cables

that are being checked do cross, then the penalty cost is recorded in the corresponding

cell in the matrix of crossing arcs, B, and the penalty cost is added to the cost of the

solution. Since the objective of this penalty cost is to avoid crossing cable connections,

it is given an arbitrary but relatively high value of £1M, Table 4.4. This is repeated

for all cable pairs in the current solution. For future iterations, if a cable pair have

previously been checked, any penalty cost can be found in the matrix B. This avoids

repeating the calculations required to check if pairs of cables cross, avoiding unnecessary

computational expense. The objective values and computational time of the solutions

from the three algorithms - with and without the cable crossing constraint/penalty - is

shown in Table 4.8. A complete set of results is provided in the Appendix, Table A.14.

Table 4.8: Average results of the three optimisation methods for the hypothetical test
case of 25 turbines, (a) without the cable crossing constraint, (b) with the cable crossing
constraint.

No.
turbines

Objective value (£)
(Optimality ratio)

Comp.
time (s)

MILP ACO ACOsp MILP ACO ACOsp

25 (a) 50,235,935 51,473,967 50,750,255 31 18 133(1.000) (1.025) (1.010)

25 (b) 50,268,994 51,307,620 50,826,954 78 31 243(1.000) (1.021) (1.011)

Including the crossing cables constraint increased the computational time of the

MILP algorithm by a factor of more than 2. This increase shows that, upon including

the constraint to avoid the crossing pair of cables, the optimal solution in the newly

constrained case did not contain any further crossing cables. This is a site specific result
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and it is possible for other cases that further crossing cables would be present and require

additional constraint equations. The optimal solution of the constrained case increased

costs by £33,059 compared to that with no cable crossing constraint. Both ACO-

based algorithms demonstrated an increase in computational time, with the crossing

constraint considered. The optimality ratios of both ACO-based methods also remain

relatively unchanged when the crossing constraint is applied, providing confidence in

the handling of the crossing cables and the effectiveness of the penalty function. The

ACOsp algorithm remained the lowest cost solution of the two ACO-based approaches,

being 1.1% higher cost than the cost of the optimal cable routing.

4.4.2 Berwick Bank Offshore Wind Farm

Three cases were run for the Berwick Bank offshore wind farm with a set of aluminium

cables, copper cables, and both aluminium and copper cables. Both types of cable had

the same set of conductor cross-sectional areas available but with different electrical

properties, capacities, and costs, Table 4.5. Figure 4.10 shows the optimised cable

layout solutions using only aluminium cables (left) and only copper cables (right). The

aluminium solution uses the full set of cable sizes in the layout, with the exception

of the 175mm2 cable. The copper layout uses only four sizes of cables in its solution

(100mm2, 125mm2, 200mm2, and 500mm2), with most connections using the smallest

two of these. This is due, in part, to the higher rating of copper cables relative to

an equivalently sized aluminium cable; the largest copper cable (although unused in

this solution) can support up to 16 turbines, whereas the largest aluminium cable can

support up to 14.

In the copper cable solution, Figure 4.10 (right), there is a pair of crossing cables

which incurs an additional cost of £100k, as described in Section 4.3.4. Since the

method is a heuristic algorithm, there remains some uncertainty in the optimality of

these solutions (since heuristics cannot guarantee optimality) and therefore some un-

certainty in whether the crossing section would be present in the optimal solution or

not. The total costs of the aluminium and copper cable layouts were £14,884,863 and

£23,417,652 respectively, Table 4.9, which includes capital costs and electrical losses.

131



Chapter 4. Cable Layout Optimisation

5.75 5.85 5.95 6.05 6.15

Easting (m) 10
5

6.21

6.22

6.23

6.24

6.25

6.26

6.27

N
o
rt

h
in

g
 (

m
)

10
6

100mm
2
 Al.

125mm
2
 Al.

150mm
2
 Al.

175mm
2
 Al.

200mm
2
 Al.

500mm
2
 Al.

1000mm
2
 Al.

1500mm
2
 Al.

5.75 5.85 5.95 6.05 6.15

Easting (m) 10
5

6.21

6.22

6.23

6.24

6.25

6.26

6.27

N
o
rt

h
in

g
 (

m
)

10
6

100mm
2
 Cu.

125mm
2
 Cu.

150mm
2
 Cu.

175mm
2
 Cu.

200mm
2
 Cu.

500mm
2
 Cu.

1000mm
2
 Cu.

1500mm
2
 Cu.

Figure 4.10: Optimised cable routing for Berwick Bank using (left) aluminium conductor
cables and (right) copper conductor cables.

The copper cable layout has many more strings, 31 in total, relative to the aluminium

layout containing 23. This equates to an average number of turbines per string of 5.57

and 4.13 for the aluminium and copper cables respectively (affecting electrical losses

and the total cost). Additionally, the longest strings for each can be seen to support

11 and 8 turbines, with the copper case containing the lower. This is likely due to the

increased capacity of the copper cables and is of course linked to the cable unit price

and electrical performance and losses.

Table 4.9: Results of the three cases using different cable conductor materials for the
Berwick Bank site.

Conductor
material

Total cost
(£)

No.
strings

Avg. turbines
per string

No. turbine in
longest string

Aluminium 14,884,863 23 5.57 11
Copper 23,417,652 31 4.13 8
Aluminium & Copper 14,816,440 20 6.40 11

For the case with both aluminium and copper cables available to use, the resulting
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solution can be seen in Figure 4.11, with the left plot showing cable size and the right

plot showing conductor material. All sections in this layout use aluminium conductors

as these are the cheapest cables by total cost (unit cost and electrical losses) for every

electrical loading scenario up to 14 turbines, the maximum for the aluminium set. If

strings of 15 or 16 turbines were to be used, some copper cable sections would be

necessary, although this was not the case for the optimised layout. Since this layout

used exclusively aluminium cables, there are similarities to the aluminium-only case,

however the heuristic nature of the algorithm results in some differences in layout.

The total cost of the new layout was £14,816,440, approximately 0.46% lower than

the aluminium-only case, showing a closer-to-optimal solution was found. This may be

caused by the grid-based turbine layout having many cables of similar length and cost,

resulting in many different cable layout solutions being close to optimal. This makes

the case study a challenging optimisation problem for the optimisation algorithms being

tested. A similar number of stings is used, 20 down from 23 in the aluminium-only case,

and the longest string was of the same length containing 11 turbines. It is important

to note, that while the cable routing shows some small differences between the two

layouts using aluminium cables, the cable selection algorithm simply chooses the best

cable for the loading scenario, specific to the section being considered. As such, it is

clear that the aluminium cable set is by far the better conductor material to use for this

site when cable unit cost and electrical losses are taken into account, producing layouts

that reduce the total cost by approximately 37% relative to the copper cable layout.

Other studies in the literature have conducted similar comparisons between copper and

aluminium conductors, discussing the cost benefit of aluminium versus the improved

performance of copper [151]. Ultimately, this trade-off between price and performance

is site specific and subject to parameters such as raw material cost and discount rate,

which can vary across projects, time, and geographies.

4.5 Summary

With modern wind farms increasing in size (in terms of both wind farm rated power

and number of turbines), the complexity of the cable routing optimisation problem is
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Figure 4.11: Optimised cable routing for Berwick Bank using both aluminium and
copper conductor cables showing (left) conductor size and (right) conductor material.

also increasing. A new heuristic optimisation algorithm, ACOsp, is proposed based

on combined techniques in ACO and decomposition of a large network, to tackle the

large-scale cable layout optimisation design problem for offshore wind farms. This pro-

posed algorithm is compared with the MILP algorithm and a standard ACO algorithm.

Through the comparison of the three algorithms, the MILP method was shown to reach

the optimal solution in most case study scenarios. However, as the number of turbines

and possible arc connections increases, the computational time and memory require-

ments of the MILP algorithm increase dramatically until it is no longer possible to

solve completely on a standard desktop PC using non-specialist (MATLAB) software.

In the cases presented for the largest case study, 122 turbines, the MILP algorithm ran

for an average of 13,717 seconds (approximately 3.8 hours), before using all of the 37,101

MB of computational memory and causing the optimisation to stop prematurely before

its search of the solution space was complete. The classical ACO algorithm has shown

to be a useful alternative, not suffering from the same memory and time constraints as

the MILP algorithm. The classical ACO algorithm generated solutions between 0.4%
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and 7.6% more expensive than the optimal solution and was the quickest of the three

algorithms in all cases except for the smallest one (ten turbines). The proposed ACOsp

algorithm demonstrated increased performance in the quality of solutions, with solu-

tions between 0.0% and 1.4% more expensive than the MILP optimal solution. While

the improved solutions from the ACOsp algorithm did take a longer time to run, the

algorithm completed all case studies within a few hours and so the computational time

appears to be a reasonable trade-off for the marked increase in the quality of the solu-

tions. In this regard, the ACOsp algorithm should be a good alternative for very large

wind farms when only standard computing facilities are available.

The case study of the Berwick Bank offshore wind farm using different conductor

materials revealed that aluminium cables greatly outperformed the copper cables, with

a layout that was approximately 37% more cost effective. The heuristic approach means

there is some uncertainty remaining in the level of cost reduction from copper to alu-

minium cables (since optimal solutions are not guaranteed), so additional simulations

would help to improve confidence in this number. The electrical losses, string lengths,

and associated costs are a function of the site boundary shape, the local wind conditions,

and the turbine performance curves and so considering different conductor materials

may still be necessary for other sites. However, as was shown in the comparison of

optimisation algorithms, the variability in the solutions of the ACOsp algorithm was

reasonably small, giving confidence to the cost savings of the aluminium cable set.

The approach to cable layout optimisation outlined in this chapter contained several

assumptions and simplifications that may be of interest to future studies in this area of

research. Firstly, arcs were limited to straight-line connections, which for offshore wind

farms is a reasonable simplification. However, including a path-finding algorithm to

define arc routes before the optimisation (during pre-processing) would allow for more

detailed bathymetry and obstacles to be included. This may also help to avoid crossing

cables as was seen in the original solution of the case with 25 turbines. Secondly,

crossing cables were not accepted in the solutions through the use of constraints or

penalty functions. Applying a penalty function that is indicative of the actual costs

associated with crossing cables would allow the algorithms to determine if the increase
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in costs due to added protection at the crossing is offset by the reduction in length

and capital cost. Thirdly, all turbines were assumed to generate the same electrical

power regardless of their position in the array. Including a simple aerodynamic wind

farm model would allow a more accurate representation of the power carried by the

cables and therefore more accurate electrical losses to be determined. This would,

however, increase the computational complexity of the algorithm, as the power flow

and electrical losses would need to be re-calculated for each layout/iteration rather

than in a pre-computation phase described earlier in this chapter. Finally, the impact of

different sub-problem construction and the effect on the optimality of solutions would be

a valuable future study. In this study, the decomposition was informed by the problem

formulation (i.e. selecting a subset of decision variables by selecting strings of turbines

to form a sub-problem). However, other methods of selecting decision variables could

affect solutions, such as random selection of a given percentage of decision variables.

The key novelty introduced by the work in this chapter is the newly proposed ACOsp

algorithm, including a decomposition technique informed by the incumbent solution to

facilitate the algorithm in reaching optimal solutions quickly. Additionally, a hypothet-

ical large-scale offshore wind farm site is proposed which can act as a benchmark case

for future cable layout optimisation studies.

The cost associated with the array cable layouts of offshore wind farms is clearly

not trivial, especially when the net present value of the lifetime electrical losses are

considered. However, the layout is heavily constrained by the position of the turbines

and substations that are fixed by the time detailed layout design is considered for array

cables. It is possible that, by considering the cable routing earlier on in the design

process, it may affect the positions of turbine and substations (and therefore also the

energy capture) resulting in improved overall wind farm designs. This investigation is

the focus of the following chapter.

In conclusion, the second objective of this thesis is met by this chapter; an array ca-

ble layout optimisation is developed, capable of considering large-scale problems of the

same size as the turbine layout optimisation in a computationally efficient manner. The

proposed ACOsp method provides improved solutions, relative to the ACO solutions,
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and reduces computational complexity, relative to the MILP approach. In doing so, it is

demonstrated that ACOsp is an appropriate method for the optimisation of large-scale

offshore wind farm sites.
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Chapter 5

Integrated Turbine & Cable Layout

Optimisation

This chapter integrates the turbine placement optimisation design from Chapter 3 and

the cable layout optimisation from Chapter 4, such that better overall solutions may be

found to the wind farm layout optimisation problem. Detail of the integration of the

two models is provided and a comparison is carried out between the integrated (con-

currently optimised) approach and a sequential optimisation (where turbine positions

are optimised followed by a separate optimisation of the cable routing). The objective

of this chapter is to isolate the impact of using a sequential versus integrated approach,

addressing Research Question 1 as shown in Figure 1.3. The case study of the sequential

versus integrated optimisation uses the large hypothetical site proposed in Section 3.5.1

and the wind conditions provided by SSE, as outlined in Chapter 3.

5.1 Integration of Turbine & Cable Layout Optimisation

The turbine layout optimisation algorithm proposed in Chapter 3 can be considered

as containing three key phases; (1) solution seeding, (2) particle swarm optimisation

(PSO) to optimise the grid-based positions of turbines, and (3) a micro-siting function

to fine-tune individual placement of turbines from grid positions. The cable routing

optimisation algorithm proposed in Chapter 4 uses an ant-colony optimisation (ACO)
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algorithm and recursive decomposition to solve a set of smaller sub-problems. The for-

mulation of the three-part PSO algorithm allows for easy integration of the relevant

cable layout optimisation code.

Since the cable routing optimisation requires turbine positions (and the turbine lay-

out optimisation does not require a cable routing), it follows that the cable routing

optimisation is integrated into iterations of the turbine layout optimisation as a sub-

ordinate nested algorithm. From here it may be called as a function and provide cost

and route information about cables in order to influence the turbine positions. This

approach is similar to that taken by Perez-Rua et al. [109], where a gradient-free tur-

bine layout optimisation is used with a nested heuristic cable layout optimisation. This

heuristic cable layout optimisation is called within each iteration of the turbine layout

optimisation, providing a fast cost estimation of the array cable network. In later itera-

tions, this heuristic is replaced with a classical MILP method to provide more accurate

cost information to the turbine layout optimisation. The following subsections detail

how the cable routing optimisation is integrated into the turbine layout optimisation

framework.

5.1.1 Integration into Solution Seeding for the PSO

For the optimisation of the grid of turbine positions, eight variables are optimised that

fully describe the grid. The PSO algorithm initialises many particles - or solutions -

randomly in the solution space, with at least one good-quality solution (in terms of

turbine layout) guaranteed by the solution seeding algorithm, proposed in Chapter 3.

These initial solutions do not consider the approximated cable routing cost. This is to

ensure that the PSO population contains a good quality solution, in terms of turbine

layout, which is the most significant contributor to the overall objective value. As seen

from the previous chapters in the studies of the hypothetical offshore wind farm site,

the objective value of the turbine layout section is in the order of £1b, Table 3.3, while

the objective value of the cable layout section is in the order of £100m, Table 4.7.
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5.1.2 Integration into the PSO Algorithm Phase

Within the iterations of the PSO algorithm, particles are moved through the solution

space and the quality of the solutions they find influences the next set of movements. It

is here that the first influence of cable layout may be noticed. However, as the cost of

cables will only affect the eight variables describing the whole grid, it is not necessary

to have knowledge of the optimal cable routing exactly. An approximation of the cable

cost can be used that will incentivise a denser grid, to reduce cable lengths and costs,

and effect the variables such as reducing s1 and s2 that describe row and column spacing

respectively.

It is proposed that the total cable network cost is proportional to the number of

turbines, the spacing of the rows and columns of turbines, and the cost of cables. Inves-

tigating the true cable network costs (using a full evaluation of the ACOsp algorithm)

for a range of different numbers of turbines and/or row and column spacing, it is possi-

ble to determine an approximate relationship between these parameters and the cable

network cost. Figure 5.1.

Equation (5.1) shows the approximated cable network cost, used to generate the

linear fit in Figure 5.1. It should be noted that this is a case specific approximation,

that will be different if a different set of cables are used.

Ccable approx = 1.2 nt

(s1 + s2
2

)( 1

ncab

ncab∑
i=1

Ccabi

)
(5.1)

where Ccable approx is the approximated cost of the cable network, nt is the number of

turbines, ncab is the number of cables in the available set, and Ccabi is the unit cost

of the ith cable in the available set. This provides a direct cost incentive to reduce

row and column spacing and may offset some of the lost revenue due to increased wake

interactions. While a more complex and accurate approximation of the cable network

cost could be implemented here, a simple approach such as this was assumed to be

sufficient for optimising initial grid positions of turbines. Exact cable costs and routes

are required when individual turbine positions are considered (as in the following subsec-

tion), rather than when optimising the eight parameters of the grid of possible turbine

140



Chapter 5. Integrated Turbine & Cable Layout Optimisation

0 0.5 1 1.5 2 2.5 3

No. turbines x mean spacing (m) x

mean cable unit cost (£/m)

10
8

0

0.5

1

1.5

2

2.5

3

3.5

C
ab

le
 n

et
w

o
rk

 c
o
st

 (
£
)

10
8

True cost

Approximated cost

Figure 5.1: Total cable network lifetime costs (of layouts optimised by a full evaluation
of the ACOsp algorithm) for a range of turbine spacings and numbers, with fitted linear
approximation.

positions. This cost approximation can then be included to amend the original objective

function, Equation (3.13), presented in Chapter 3. Equation (5.2) shows the amended

objective function of the PSO algorithm for the integrated optimisation case.

J1(ϕ) = Jrev − Cturbines − Pdistance − Ccable approx (5.2)

where Jrev is the net present value of the lifetime revenue from wind farm energy capture;

Cturbines is the capital cost of wind turbines; Pdistance is the penalty cost associated

with turbines built less than a given proximity distance apart; and Ccable approx is the

approximated cost of the cable network.

5.1.3 Integration into the Micro-siting Phase

For the micro-siting phase, it is necessary to include a specific, optimised cable routing

in order to determine the influence of turbine positions locally. From Chapter 3, the

micro-siting phase contains two further sub-phases within it: firstly turbines outside of
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the wind farm boundary (but close to it) are moved into the wind farm, and secondly

all turbines are spaced out to reduce overall losses from wake effects. Figure 5.2 shows a

flowchart of the integration of the cable layout optimisation into this micro-siting phase

of the turbine layout optimisation.

Figure 5.2: Flowchart of the integration of the cable layout optimisation into the micro-
siting phase of the turbine layout optimisation.

Upon completion of the PSO phase of the turbine layout optimisation, discussed in

the previous section, a grid-based set of turbine positions are provided for the micro-

siting phase. Substation positions can then be initialised, discussed further later. The

first micro-siting phase is unchanged in the integrated optimisation method, while the

second - locally adjusting built turbines’ positions - does consider cable routing costs.

Therefore, the full cable layout optimisation algorithm (ACOsp, as presented in Chapter

4) is run, using the initial turbine and substation positions, to provide an initial layout

solution. As solutions are incrementally changed, in the second micro-siting phase, they

are assessed against the objective function, now with a specific cable network cost being
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used rather than an approximation, as shown in Equation (5.3).

J2(ϕ) = Jrev − Cturbines − Pdistance − Ccable (5.3)

In the first stage of the micro-siting function, turbines outside of the wind farm

boundary are moved inside where possible and so, from this point onward, the number

of turbines will no longer change. Therefore, the capital cost of the turbines, Cturbines,

will be fixed and the objective function need not consider it further. Additionally, tur-

bines are limited to move to only valid locations, such as those that do not violate the

proximity constraint. Therefore, assuming that the starting grid of turbine positions

does not violate the proximity constraint (which should be the case given the seeding

of at least one good solution), it is impossible for the proximity constraint penalty cost

to be applied (to be non-zero). Therefore, the objective function can avoid considering

the term Pdistance further and now be considered as a function of only the NPV wind

farm revenue and the total cable network cost, Equation (5.4).

J2(ϕ) = f(Jrev, Ccable) (5.4)

As highlighted in Figure 5.2, one turbine is considered individually in each iteration,

for possible micro-siting moves away from the original grid position. To determine where

a turbine should be positioned locally, it is necessary to first evaluate the effect of a

potential individual turbine move on the energy capture of the whole wind farm. This is

achieved by evaluating the wind farm model at a discrete set of proposed new locations

for a given turbine (with all other turbines remaining unmoved). These assessments of

the wind farm energy capture (resulting from moving a turbine to one of a discrete set

of new locations), are used to construct a cost function describing the change in wind

farm energy capture over a continuous range of new possible positions (for the turbine

under consideration).

For each iteration, a turbine is selected (turbine selection discussed further later) and

four new possible locations for that turbine are assessed at the step-size distance (≈ ro-

tor radius/5) away from the turbine’s current location (in the North-East, North-West,
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South-East, and South-West of the current grid point). For each of these four possible

moves, the wind farm model is evaluated to determine the NPV of the lifetime energy

capture of the whole wind farm. Considered with the turbine’s current location, giving

a total of five points, a cost function of the change in NPV of lifetime energy capture

can be created, Figure 5.3. An approximation such as this is used to avoid many calls

for the evaluation of the wind farm model which, for a good resolution of the movable

space, could result in a vastly increased computational time when multiplied by the

number of micro-siting iterations. While computational time isn’t the most important

factor it still must be considered. It is important to note that this cost function must

describe the change in the NPV of the energy capture for the whole wind farm, not just

each individual turbine, due to the interactions between the wakes of all other turbines

and the turbine being considered.

Verification of the wind farm model is covered in Chapter 3, with benchmarking

against SSE’s in-house wind farm planning tool. As discussed above, the wind farm

model presented in this work is used to assess the wind farm energy capture for five

possible locations of the turbine being considered. From these five points, the method

used to create the cost surface in Figure 5.3 is Matlab’s griddata function, using cubic

interpolation. To investigate the effectiveness and validity of this method, a full wind

farm model evaluation is completed on many more locations in the range covered by

the cost surface. Figure 5.4 shows the cost surface approximation (using the five points

and griddata surface approximation), and the actual values calculated by evaluation

of the full wind farm model (black dots), for 256 possible turbine moves. It can be

seen that the cost surface approximation and the true calculated values show good

agreement, suggesting that the cost surface generation/approximation method could be

appropriate. Different methods of interpolation were investigated to generate the cost

surface, and the root-mean-squared (RMS) error recorded. This revealed RMS errors

of NPV£2.91× 104 for linear interpolation, NPV£4.57× 104 for the ‘nearest’ method,

NPV£3.02× 104 for the ‘natural’ method, NPV£2.66× 104 for the ‘v4’ method, and

NPV£1.11× 104 for the cubic method. The cubic method was therefore chosen as the

method of interpolation due to the low RMS error. While this method is shown to be
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Figure 5.3: Approximated cost surface for the change in the NPV lifetime energy cap-
ture of the wind farm, for turbine locations away from the original grid position. Surface
created from the evaluation of the wind farm model at five points (four corners, and
the central/current location).

appropriate for the site in question, a similar comparison should be conducted if applied

to other sites, to ensure confidence in the cost surface interpolation method. However,

given that the underlying data (from which the cost surface is generated) is of wind

farm model assessments with site-specific conditions, it is expected that this generation

method for the cost surface should be applicable across sites.

Similar to the energy capture cost function, a cost function can be created for the ca-

ble network cost considering the potential moves of the selected turbine in the iteration,

Figure 5.5. This function may be created from identifying the cables entering/leaving

the turbine and their direction relative to the turbine. The cable(s) length, and there-

fore cost, will increase or decrease depending on where the turbine is moved to. The

cost must be a total cost, combining cable unit cost, installation cost per unit length,
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Figure 5.4: Cost surface approximation and true values for the change in the NPV
lifetime energy capture of the wind farm, for turbine locations away from the original
grid position.

and the NPV of lifetime electrical losses, in line with the objective function.

Having calculated these two cost functions (in common units, NPV currency) for the

selected turbine, they may be combined into a single cost function, Figure 5.6, through

simple summation. The resulting surface plot, shown in Figure 5.6 (left), shows the

change in the objective value as a result of the possible turbine movement. As seen in

the objective function, Equation (5.4), this new cost surface is created by taking the

NPV energy capture cost function minus the change in the cable network cost. This

subtraction explains the difference in what might be expected from the orientation of

the cable network cost function, Figure 5.5. Allowing smaller incremental steps than the

discrete five points tested, can lead to improved solutions in the combined optimisation

considering both turbine and cable cost components. It can be seen in Figure 5.6, that
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Figure 5.5: Cost surface for the change in cable costs and NPV lifetime electrical losses,
for turbine locations away from the original grid position.

the best move for the turbine would be a small distance (approximately 50m) towards

the south edge of the cost surface, not one of the five points tested.

With the objective function cost surface defined, it is necessary to limit turbines to

valid locations only. This means restricting possible moves to only those that are within

the buildable area (within the wind farm and not within an obstacle region), and to

positions that are greater than the minimum turbine spacing away from neighbouring

turbines. Considering the example cost surface in Figure 5.6, the corresponding con-

strained valid region is shown in Figure 5.7. The turbine may then be moved to the

best performing region/valid position in the constrained cost surface, increasing the ob-

jective value, which may or may not be the current turbine location. In the case where

no position exists with a net gain in objective value, the turbine is unmoved resulting

in no change to the objective value.
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Figure 5.6: Cost surface for the combined change in NPV energy capture and cable
costs (inc. NPV lifetime electrical losses), for turbine locations away from the original
grid position.

Figure 5.7: Cost surface for the combined change in NPV energy capture and cable
costs (inc. NPV lifetime electrical losses), for only valid turbine locations away from
the original grid position.

5.1.4 Updating the Cable Routing

If a turbine is moved, the optimal cable layout may have also changed. In order to

capture this change in the optimal solution, if it occurs, the string connecting the

moved turbine is selected - along with a random neighbouring string - to be reassessed

by the ACOsp algorithm, presented in Chapter 4. The probability of the selection of the

second cable is proportional to the reciprocal of the distance between it and the primary

string (supporting the moved turbine). The sub-problem created by the selected pair
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of strings is solved using the ACO algorithm, Algorithm 4, while continuing to consider

the cost implications of all other strings. Clearly, this is analogous to the decomposition

into sub-problems described in Chapter 4 and so can be thought of as a cable layout

optimisation sub-problem being solved within the turbine layout micro-siting iterations.

5.1.5 Substation Positioning

It is not only turbines that may have their positions influenced by the layout of the

collector network. Substation positions are also affected, and indeed play an important

role in the solution and performance of the array cable network. In Chapter 4, substa-

tions were positioned within the wind farm in strategic locations to test aspects of the

cable routing algorithm, such as obstacle avoidance. In the case study presented in this

chapter, substation positions are no-longer fixed and are initialised using a k-means clus-

tering algorithm [98, 152], Figure 5.2. Other approaches could be used, however, such

as density- or distribution-based clustering, but the widely used k-means clustering was

assumed to be sufficient for initialisation of substation positions, given that these po-

sitions will evolve over the iterations of the micro-siting algorithm. Initial substation

positions are calculated upon completion of the PSO algorithm, when it is necessary to

have an optimised cable routing to influence turbine positions.

Algorithm 6 shows the k-means clustering algorithm. Substation positions are ran-

domly initialised in the wind farm site and turbines are each assigned to their nearest

substation. Taking an average of the turbine positions for each group provides a new

location, which the corresponding substation for that group is moved to. The turbines

are then re-assigned to their nearest substation and the process is repeated until no

further changes are made.

As shown in Figure 5.2, in each iteration of the micro-siting phase, after the turbine

move is considered and the string’s layout has been reassessed, the substation (con-

necting the string of the moved turbine) is considered for possible moves. While the

substation(s) is initialised in a good position by the k-means clustering algorithm, ad-

ditional moves to improve it’s position are possible. Further improved positions may be

found if turbines are moved that result in an altered cable layout, incentivising substa-
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Algorithm 6 k-means clustering algorithm for initial substation positions
Create incumbent solution, (x0, y0) = (0, 0)
Initialise substation position(s) randomly in wind farm, (x1, y1), where x1, y1 > 0
while (x0, y0) ̸= (x1, y1) do

Update incumbent solution, (x0, y0) = (x1, y1)
Assign turbines, T , to their closest substation, S
Calculate average position of each group of turbines, (xT , yT )
Move each substation to the average positions of turbines in the corresponding
group, (x1, y1) = (xT , yT )

end while
Output substation coordinates, (x0, y0)

tions to move towards their new/moved cable connections (moving towards the turbines

directly connected to them). In the same process as described for the turbine moves,

possible substation moves are assessed using the cable network cost surface only; since

the energy capture cost surface is not applicable for substations. The cost surface is

generated for the same range as the turbines (≈ rotor radius/5) and the substation is

moved to the best (lowest cable network cost) valid position within that cost surface.

5.1.6 Extending the Model

This formulation of creating cost functions over the allowable range of movement may

be easily adapted to include further considerations, provided they can be expressed

in the same units (here NPV currency). Other such cost surfaces and/or constraint

regions may include bathymetry effects such as different installation costs in different

soil types, limits on the steepness of seabed gradients for installation, and water depth

variation and its impact on substructure (e.g. monopile) costs. These additional cost

considerations were considered beyond the scope of the investigation.

5.1.7 The Integrated Optimisation Algorithm

The above description of the integrated optimisation algorithm highlights that the res-

olution of the cable network cost is incrementally increased as the algorithm progresses,

which can be summarised as follows:

1. Turbine grid seeding: No cable costs considered
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2. Turbine grid optimisation (PSO): Approximated cable network cost

3. Turbine micro-siting from grid: Exact cable network cost and routing

Algorithm 7 elaborates on the exact processes taking place in the integrated opti-

misation algorithm, with the above Phases 1-3 highlighted for clarity.

Algorithm 7 Integrated turbine and cable layout optimisation algorithm
Phase 1: Turbine layout solution seeding
Algorithm 2: Solution Seeding, max(J(ϕ)), Equation (3.13)

Phase 2: PSO turbine layout with approximated cable costs
Algorithm 1: PSO, max(J1(ϕ)), Equation (5.2)

Phase 3: Micro-siting phase with exact cable costs
Move outside turbines into wind farm, where possible
Algorithm 6: Initial substation positioning (k-means clustering)
Algorithm 5: ACO with decomposition (ACOsp), min(F ) Equation (4.14)
itermicro = 0
while Micro-siting (itermicro < 5Nt) do

Phase 3a: Micro-site turbine position
Select random turbine, t
Generate energy capture cost function, Jrev
Generate cable cost function, Ccable

Combine cost functions, J2(ϕ), Equation (5.3)
Update turbine position, (xt, yt) = (xmax(J2), ymax(J2))
Phase 3b: Reassess layout of string
Select strings, Srand (containing turbine t and a random neighbouring string)
Algorithm 4: ACO (considering all turbines, T , but only clearing routes for selected
strings, Srand)
Phase 3c: Update substation position
Select substation supporting turbine t
Generate cable cost function, Ccable

Update substation position, (xSS , ySS) = (xmax(Ccable), ymax(Ccable))
Re-evaluate J2(ϕ), Equation (5.3)
itermicro = itermicro + 1

end while
Output J2(ϕ)

As can be seen in Algorithm 7, Phases 1 & 2 are described by Algorithms 2 & 1

respectively, from Chapter 3. These cover, firstly, the seeding of solutions for the turbine

layout and, secondly, the PSO algorithm. Important to note is the slight alteration to
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the objective function used in Algorithm 1 which is updated to Equation (5.2) in order

to take account of the approximated cable network cost.

Phase 3 describes the micro-siting phase which encompasses the main integration of

cable layout considerations. As previously described in Chapter 3, the algorithm begins

by shifting turbines that are slightly outside of the wind farm boundary, into the wind

farm. Next, Algorithm 6 is employed to generate initial substation positions, required

for the cable layout. Algorithm 5 is then evaluated to provide an initial cable layout

solution for the site, required for micro-siting turbines.

The micro-siting loop (evaluated five times the number of turbines, Nt) can be

considered in three further sub-phases. Firstly, turbine micro-siting is considered by

generating cost surfaces for the change in energy capture and change in cable network

cost and moving turbines to the best overall position in the valid range. Moves are only

made if they improve the objective value; if no moves provide an improvement, no move

is made and the change to the objective value is zero. Secondly, the string containing

the moved turbine and a neighbouring string are re-considered by the cable layout

algorithm as a sub-problem to capture any changes to the optimal cable routing as a

result of the turbine move. Finally, the substation positions are updated by generating

a cost function from their cable connections and moving to the best position in the valid

range. Upon completion of the micro-siting loop, the algorithm returns the optimised

turbine positions, substation positions, and cable routing.

5.1.8 Turbine Selection Probability

As turbines are selected randomly in each iteration of the micro-siting function, it is

possible that a turbine is selected with no move that improves the objective function.

This is most likely to occur for turbines in the centre of the wind farm, where moves

are limited on all sides by the proximity of neighbouring turbines.

To reduce the probability of ‘no-moves’ in the micro-siting loop, two additional

elements were included into the algorithm. Firstly, a probability density function was

created based on the position of turbines in the wind farm site, Equation (5.5) and,

secondly, when a turbine is selected, the probability of it being selected in the next
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iteration is artificially set to zero.

The proposed selection probability is presented in Equation (5.5), using the itera-

tion number to adapt the probability of the turbine being selected. Turbines further

from the centre are more likely to be picked at the start, whereas towards the end of

the algorithm turbine selection probability moves towards a more uniform distribution.

Figure 5.8 shows the turbine selection probability at the first and last iteration of the

algorithm (left and right respectively).

Figure 5.8: Probability density function of a turbine being selected for the micro-siting
iteration for a given position in the wind farm, at (a) the first iteration and (b) the last
iteration.

The probability of a turbine being selected, Pt, is given by,

Pt =
1 + distt,t̃/(40 iter)∑

t∈T
(
1 + distt,t̃/(40 iter))

(5.5)

where distt,t̃ is the distance between the turbine, t, and the average position (average

Easting and Northing position) of all turbines, t̃; and iter is the iteration number. The

denominator coefficient, 40, used for the iteration number, iter, increases the relative

difference in probability between inner and outer turbines being selected. However, this

is site specific term and a value appropriate for the site under consideration must be

chosen when applied to other wind farms. This value was selected for this site in order to

provide a large difference between probabilities in the first iteration, and little difference

in the final iterations. For this site, in the first iteration, the maximum probability was
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0.0113 and the minimum probability was 5.0928e-04 (a ratio of 22:1). In the last itera-

tion, the maximum and minimum probabilities becomes 0.0068 and 0.0054 respectively

(a ratio of 1.3:1). As mentioned above, for the turbine selected in the previous iteration,

the probability of selection is set to zero (note: this only applies for the most recently

selected turbine, which moved to its best position in the previous iteration and therefore

will not find an improvement if considered immediately in consecutive iterations; in the

following iterations, its probability of being selected returns to the non-zero probability

calculated by Equation 5.5). Without this addition, should a turbine be selected twice

consecutively, the second iteration would be guaranteed to result in a ‘no-move’ and no

improvement to the objective function.

Since the micro-siting algorithm is a randomised heuristic process, there is no guar-

antee of reaching optimality and therefore there is potential to get stuck in a local

maxima (as this is a maximisation problem). However, it is believed that this selection

approach will limit this possibility by favouring the outer turbines which have more

scope to move. Additionally, all iterations of the micro-siting loop result in a net im-

provement, or no change, to the objective function. This is because turbine moves are

only made when they increase the objective value; if no improvement is found across

the possible moves for a given turbine (i.e. the current turbine position is the best),

then no move will be made resulting in no change to the objective value. Therefore,

it was expected that the solution would tend towards the optimal solution, producing

improved solutions compared to the sequentially optimised layouts.

5.2 Comparison of Sequential & Integrated Optimisations

A comparison of the sequential and integrated optimisation approaches was conducted

on the hypothetical site proposed in Chapter 3. The case study used the wind condi-

tions provided by SSE for the Berwick Bank site, as in Section 3.5.2, to provide a more

representative description of the wind field in an offshore wind farm.

The turbines used in the case study were the same as in the previous two chapters.

More detailed parameters of the 8 MW reference turbine can be found in the previously
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referenced study by Desmond et al. (2016) [150]. The set of cables available to the

model was also the same as that used previously, Table 4.3. Remaining miscellaneous

parameters for the case study are shown in Table 5.1, and were used in both sequential

and integrated optimisation approaches.

Table 5.1: Key parameters and values used in the comparison of the sequential and
integrated optimisations.

Parameter Value
Array voltage 66kV
Crossing penalty £1m
Jointing cost (turbines) £13.8k
Jointing cost (sub-station) £90.7k
Price of energy £50/MWh
Discount rate 10%
Project lifetime 25 years
Nearest N nodes of allowable connections 8

The objective function of the optimisation case study was as shown in Equation

(5.3). This objective aims to maximise the NPV of the energy capture of the lifetime of

the wind farm, minus the cost of turbines, minus the cost of the cable network (including

the NPV of the electrical losses accrued over the life of the wind farm). The penalty cost

function, Pdistance can also be seen in the objective function, Equation (5.3), penalising

solutions that place turbines too closely together. As mentioned previously, this should

only be a factor within the first phase of the turbine layout optimisation, after which

the penalty cost term will be equal to zero.

5.2.1 Sequential Optimisation Algorithm

The sequential algorithm is, as the name suggests, the turbine layout and cable layout

optimisation algorithms treated separately and sequentially. Algorithm 8 shows the key

processes in the sequential optimisation algorithm, with the first phase considering the

turbine layout and the second phase considering the cable routing.

Similar to the integrated optimisation algorithm, Phase 1 begins by employing Al-

gorithm 2 to provide a good quality seed solution for the PSO algorithm, Algorithm 1,

which immediately follows. Upon completion of the PSO algorithm, turbines that can
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be moved into the wind farm (those that are outside the wind farm area by only a small

distance; this study used the rotor radius) are moved into the buildable area. Turbines

are then randomly selected with the same selection probability as that presented in Sec-

tion 5.1.8 and micro-sited to their best local position. While the integrated optimisation

algorithm determines the best position for the turbines by assessing the impact on both

wind farm energy capture and cable network cost, the sequential algorithm considers

only the change to wind farm energy capture in Phase 1.

Following the completion of the micro-siting process, the turbine positions are fixed

and provided as inputs to Phase 2 of the algorithm. Substation positions are calcu-

lated using the optimised turbine positions and Algorithm 6. The cable layout is then

optimised using Algorithm 5 with no changes being made to either turbine positions

or substation positions. The optimised solution (considering both turbine and cable

layouts) is finally evaluated against the combined objective function, Equation (5.3).

Algorithm 8 Sequential turbine and cable layout optimisation algorithm
Phase 1: Turbine layout optimisation
Algorithm 2: Solution Seeding, max(J(ϕ)), Equation (3.13)
Algorithm 1: PSO, max(J1(ϕ)), Equation (5.2)
Move outside turbines into wind farm, where possible
while Micro-siting do

Select random turbine, t
Generate energy capture cost function, Jrev
Update turbine position, (xt, yt) = (xmax(Jrev), ymax(Jrev))

end while

Phase 2: Cable layout optimisation
Algorithm 6: Initial substation positioning (k-means clustering)
Algorithm 5: ACO with decomposition (ACOsp), min(F ) Equation (4.14)
Evaluate combined objective function, J2(ϕ), Equation (5.3)
Output J2(ϕ)

5.3 Results & Discussion

A set of ten optimised solutions were generated for each algorithm, sequential and

integrated (Algorithms 8 & 7 respectively), for the hypothetical site case study. The
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objective values of the solutions created by each approach can be seen in Table 5.2,

along with the number of turbines present in each of the solutions.

Table 5.2: Full results for the sequential vs integrated optimisation methods, using
representative wind data provided by SSE.

Sequential Integrated
No.

turbines
Objective
value (£)

No.
turbines

Objective
value (£)

164 1,128,461,489 164 1,134,932,405
164 1,129,670,889 164 1,135,131,015
165 1,135,944,345 164 1,134,478,045
164 1,129,670,889 164 1,133,935,487
164 1,129,670,889 164 1,133,801,651
164 1,129,670,889 165 1,140,878,840
164 1,129,670,889 164 1,136,765,774
164 1,129,670,889 164 1,133,466,310
164 1,129,670,889 164 1,135,888,867
164 1,129,670,889 164 1,133,174,388

Figure 5.9 shows a box plot of the objective values presented in Table 5.2. The box

plot indicates the median values for each set of results, the 25th and 75th percentile,

and the extreme data points in the set. Outliers are indicated with a ‘+’ symbol.

It can be seen in Figure 5.9, that the median objective value of the sequential

optimisation results is £1.1297b, and the median objective value of the integrated op-

timisation results is £1.1347b, equating to a 0.45% increase. A Shapiro-Wilk test [153],

used for testing the normality of data (particularly for small data sets), indicates that

the two sets of data are non-normally distributed, with both being positively skewed

and leptokurtic (long-heavy tails). Therefore, to determine if the two data sets are sta-

tistically significantly different, the common statistical significance ‘t-test’ (for normally

distributed data) cannot be used, and the Mann-Whitney U Test must be used instead.

This test indicates that the difference between the two data sets is significant enough

to reject the null hypothesis - that the integrated optimisation had no impact on the

quality of the solutions. The resulting p value, 0.001191, means that the chance of type

1 error (rejecting a correct null hypothesis) is small, 0.001191 (0.12%), and that there

can be confidence that the integrated optimisation produces statistically different solu-

tions to a sequentially optimised approach. The small sample size in this data set may

157



Chapter 5. Integrated Turbine & Cable Layout Optimisation

Sequential Integrated
1.128

1.13

1.132

1.134

1.136

1.138

1.14

1.142

O
b
je

ct
iv

e 
v
al

u
e 

(£
)

10
9

Figure 5.9: Objective values for the two sets of optimised layouts using sequential and
integrated methods, with outliers marked by a red ‘+’.

introduce some uncertainty in the validity of the Mann-Whitney U test, however, it is

designed for small sample sizes and non-normally distributed data and so should be

appropriate for this analysis.

Since it was expected, in the alternative hypothesis, that the integrated approach

improve solutions (rather than just change them), a one-tailed Mann-Whitney U test

may be more appropriate. For the same data sets, a one-tailed Mann-Whitney U test

indicates that the null hypothesis may be rejected, and that the integrated optimisa-

tion solutions are statistically significantly higher than the set of sequentially optimised

solutions. The resulting p value of 0.0005953, means that there is a 0.060% chance of

rejecting a correct null hypothesis.

To investigate the improvement in the integrated optimisation solutions further,

the number of turbines is recorded for each solution in both data sets for comparison.
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Figure 5.10 shows the objective values of the solutions plotted against the number of

turbines in the solutions. Both the sequentially optimised solutions and the integrated

optimisation solutions reliably produce turbine layouts containing 164 turbines, with

both sets containing only one solution each that was able to site 165 turbines. This

small variation is likely due to the heuristic nature of the optimisation frameworks, but

shows that it is generally a reliable method. The two solutions containing 165 turbines

(one sequential solution and one integrated solution), both have higher objective values

than the remainder of their respective set that all contain 164 turbines. It is also clear

that the integrated optimisation solutions always outperform the sequentially optimised

solutions when comparing solutions with the same number of turbines.
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Figure 5.10: Objective values for optimised layouts using sequential and integrated
optimisations with objective value against number of turbines.

In the two cases containing 165 turbines, the integrated optimisation solution has

an objective value that is £4.9m higher than the sequential optimisation solution, rep-
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resenting an increase of 0.43%. Taking a mean of the solutions containing 164 turbines,

for each set, the integrated optimisation solutions increase the objective value by £5.1m

(0.45%) relative to the sequential optimisation solutions. While these increases in ob-

jective value are found through employing the integrated optimisation approach relative

to the sequential approach, increases are also seen in the solutions that simply contain

more turbines relative to those with fewer. For the integrated optimisation solutions

set (taking the mean objective value of solutions containing 164 turbines), the average

increase between the cases of 164 and 165 turbines is £6.3m (0.55%). For the sequential

optimisation solutions, the increase in objective value from solutions containing 164

turbines to the solution containing 165 turbines is £6.4m (0.57%). Therefore, while the

increases are modest and still contain some amount of uncertainty in the accuracy of

the true performance of the site, it could be said that increasing the number of turbines

in the site by one, is more impactful on the objective value than integrating the cable

layout optimisation into the earlier design phases (turbine layout optimisation phase)

of this large scale offshore wind farm case. The best performing solution of both opti-

misation approaches is that which contains the most number of turbines (165) and also

employs an integrated optimisation approach, such that the cable routing may influence

turbine positions.
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Figure 5.11: Layout solutions of the sites containing 165 turbines, using the (a) sequen-
tial optimisation approach, and (b) the integrated optimisation approach.
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Figure 5.11 shows the layout solutions of the two cases containing 165 turbines, using

(a) the sequential optimisation, and (b) the integrated optimisation. Both solutions ap-

pear to produce sensible layouts connecting all 165 turbines with a network of branched

strings. The sequential solution is connected with a set of eight strings (81 turbines)

into the north substation and 10 strings (84 turbines) into the south substation, while

the integrated solution uses nine strings into each of its substations (84 turbines con-

nected to the north substation and 81 turbines connected to the south substation). The

substations are in very similar positions in both solutions, differing by only 19m and

221m, suggesting that the integrated approach does not result in significant movements

in substation position within micro-siting iterations.

In both solutions, it can be seen that the cables connecting turbines near the western-

most obstacle deviate to route through a Steiner node next to the obstacle, even though

this is not required and a straight line connection would suffice. This highlights a lim-

itation of the heuristic ACO approach used within the optimisation algorithms. While

the overall solutions appear to be of good quality, connecting neighbouring turbines in

efficient straight-line connections, small deviations such as those near the obstacle can

still occur. Adapting the tuning of the algorithm may help to re-route this non-optimal

section, however, the remainder of the connector network suggests that the tuning of

parameters is already reasonable and generates good quality solutions for this site.

The integration of the turbine and cable layout optimisations resulted in a much

more demanding algorithm in terms of computational memory and time. As such, addi-

tional computational resource was obtained through the ARCHIE WeSt supercomputer

facility hosted by the University of Strathclyde. However, with limited budget allocated

to running the optimisations on the supercomputer resource, priority was given to the

integrated optimisation cases that were too demanding for standard desktop PCs to

run. Sequential optimisations were run on standard desktop PCs. Therefore, an accu-

rate comparison of the computational time and memory requirements is not possible.

However, the inability for the integrated case to run on a standard desktop PC, presents

a significant limitation of the approach. Future development focused code optimisation

and utilising different solvers may be able to rectify this issue, but this was beyond the
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scope of the current work.

5.4 Summary

This chapter proposes a method for the integration of the cable layout optimisation with

a turbine layout optimisation approach. A novel staged integration is employed, incre-

mentally increasing the accuracy of the cable network cost contribution to the objective

value, in an to attempt to balance accuracy with computational efficiency. Description

of this integration into the three phases covers (1) solution seeding phase, (2) the parti-

cle swarm optimisation phase, and (3) the micro-siting phase, with justification of the

fidelity of the cable network contribution. During the third phase (micro-siting), a cost

surface approach is taken. This considers the change to energy yield and cable costs

and losses, and is easily adapted to account for additional cost considerations, if desired

in future studies. Suggested additional cost surfaces that may be considered include

substructure cost with water depth, seabed conditions, or bathymetry gradients.

A comparison of sequentially optimised solutions and integrated optimisation solu-

tions was carried out on the hypothetical site proposed in Chapter 3, combining the

algorithms outlined in Chapters 3 & 4. A set of ten solutions was generated for each

approach, with both sets of solutions reliably producing layouts containing 164-165 tur-

bines. On average the integrated optimisation solutions had a higher objective value

by 0.45%, which was demonstrated to be a statistically significant difference through a

Mann-Whitney U Test. While the integrated approach did increase the objective value

in this maximisation problem, both approaches showed a larger increase between their

solutions containing 165 and those containing 164 turbines (0.55% and 0.57%). The best

performing solution of both approaches was that which contained 165 turbines and also

adopted the integrated optimisation approach.

Some limitations were demonstrated in the ACOsp component used for the cable

routing optimisation. While solutions were overall of good quality, some unnecessary

small deviations to Steiner nodes remained, highlighting that the optimal solution was

not found. While these are minor additional costs, it is possible that a non-heuristic
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method would produce a better overall solution. Integrating an exact method in the

same way should be possible, although may potentially lead to an increase in compu-

tational complexity, as outlined in the comparison in Chapter 4.

In conclusion, the third objective of this thesis - to isolate the impact of an integrated

optimisation, compared to a sequential optimisation of turbine positions followed by

cable routing - was met, showing a statistically significant increase in the objective value

when an integrated approach is adopted. Increasing the number of the turbines in the

site remains paramount in maximising the objective value, but also using an integrated

approach as outlined in this chapter can provide further increase to the objective value.

The level of improvement over sequentially optimised solutions will be site-specific.

Since the case study presented in this work is limited to only one site (due to computa-

tional resource constraints), some uncertainty remains in the magnitude of the benefit

found in the integrated approach relative to the sequential approach. However, since

the micro-siting function only adjusts the solution if improvements can be found, it

is known that this phase of the integrated optimisation will result in an improved so-

lution when applied to any site, relative to a sequential optimisation. The quality of

the solution is, of course, subject to the quality of the incumbent solution provided

by the preceding phase of the algorithm, which considers an estimated cable network

cost and does not necessarily guarantee an improved solution relative to a sequential

optimisation. Overall, the approach can be used on a wide range of sites/problems and

is expected to provide good quality solutions compared to sequentially optimised solu-

tions. However, future research may want to consider additional sites for comparison,

using the sequential and integrated approaches, to increase confidence in the robustness

of the optimisation methodology.
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Advanced Cable Layout

Optimisation

The comparison between cable layout optimisations in Chapter 4 provided insight into

the performance of the ACO and proposed ACOsp methods, benchmarked against the

MILP approach which is used widely in academic literature. The results of the com-

parison demonstrated both the utility of incorporating a decomposition method with

the heuristic ACO approach, and the reliability of the MILP method. While the MILP

method provides the optimal solution (provided there is sufficient computational re-

source), it has challenges relating to scaling up to solve larger problems. As such, the

ACOsp method was used in the integrated optimisation, nested within the turbine lay-

out optimisation, in Chapter 5, since it was targeted at large offshore wind farm sites.

The integrated optimisation considered the cable layout with increasing fidelity, with

the last phase of the algorithm requiring exact cable routings to influence turbine posi-

tions. The reliability of these late-stage cable layout results is therefore very important.

These considerations of the previous two chapters helped to influence an aligned

project by the author, aiming to find improved methods for large scale cable layout

optimisation. An alternative method was identified to expand the work of Chapter 4,

aiming to combine the benefits of the decomposition technique with the reliability of

the MILP method. Figure 6.1 shows the gap identified in the comparison of cable layout
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optimisations. This chapter proposes a new method, MILPsp, using a classical MILP

approach with a decomposition method. Constraints and additional considerations are

presented with a case study of the algorithm, and comparison and benchmarking to the

classical MILP method. Results of the case study are discussed to determine the effi-

cacy of the algorithm and its limitations, and further model development is mentioned

to inform future works.

6.1 Methodology

Three cable layout optimisation methods were presented in Chapter 4 including a MILP

algorithm, ACO algorithm, and the proposed ACOsp algorithm. While the ACOsp

algorithm was shown to provide a good compromise between computational time and

effectiveness of solutions, a gap was identified that may provide further benefits in both

the optimality of solutions and required computational resource.

Figure 6.1: Identifying the gap in optimisation approaches at the intersection of classical
methods and decomposition strategies.

Figure 6.1 shows the three algorithms used previously, highlighting the categories

that each belongs to. These categories cover classical optimisation methods and heuris-

tic approaches and, in the other axis, the standard algorithms and those with a decom-

position strategy introduced. Following the review of the previous two chapters and

scoping potential cable layout algorithms for an aligned project, a gap was identified
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combining the previously investigated cable layout optimisation algorithms. It is clear

in Figure 6.1 that there is an opportunity to explore the classical methods from Chap-

ter 4, paired with the decomposition strategies used, in order to try and maintain the

accuracy of the MILP solutions while improving computational efficiency.

This section describes the proposed algorithm to fill the identified gap, a MILP model

decomposed into sub-problems (MILPsp). This dedicated cable layout optimisation

method (rather than one integrated within a turbine layout optimisation framework)

has several improvements over the methods described in Chapter 4. Key improvements

include: a route finding algorithm for advanced obstacle avoidance; comprehensive elec-

trical loss calculation (based on BS IEC 60287-3-2-2012 and BS IEC 60228 [154]); in-

clusion of substation connection costs; differentiation of the cable crossing constraint

into three categories of obstacle type; inclusion of a jack-up vessel operating zone for

cables to avoid; a limit to the number of cable types allowed in a solution; and an alter-

native sub-problem selection strategy. The following sub-sections detail the additional

improvements and present the final algorithm.

6.1.1 The Original MILP Model

As presented in Chapter 4, the MILP model comprises both binary and continuous

variables to describe a cable layout solution. The objective function is the sum of the

costs associated with the cables (including electrical losses), given in Equation (4.14),

and constraint equations of the previous MILP formulation can be found in Section

4.2.3.

6.1.2 Route Finding Algorithm

The previous model, Chapter 4, used Steiner nodes (‘empty’ nodes) placed on obstacle

boundary vertices to enable cables to navigate around the obstacles. These could only

be used by one cable and required additional constraint equations to ensure that if

a cable entered the node, exactly one cable must leave the node (which would still

constitute the same cable connection/route between turbines, but considered in two or

more sections). The new method removes the Steiner nodes from the problem-solving
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phase - reducing the number of nodes, decision variables, and constraint equations in the

problem - by considering a more advanced route-finding algorithm in the pre-processing

phase.

Steiner Node Generation

As cables have limitations in the paths they can take (such as having a minimum bend

radius) and will likely need to navigate around obstacles with some spacing/gap toler-

ance rather than following an obstacle boundary exactly, the Steiner node generation

was changed from the previous model presented in Chapter 4.

A square grid of a given spacing (here the grid resolution is equal to the turbine

rotor radius) is created over the whole wind farm site. Any points in the grid that are

within the wind farm, not in an obstacle, and a distance between 10m and the rotor

radius plus 10m (10 < x < rotor radius+10) from an obstacle vertex are kept, and the

remaining grid points are removed. This results in a grid of nodes around the obstacle

vertices (including the wind farm boundary) allowing for realistic routes to be found

around obstacles while maintaining some small distance from obstacle edges, here 10m.

These nodes are made available to a route finding algorithm, called A*, that finds the

shortest route for each connection between two nodes. For sites with small obstacles,

an appropriate grid resolution must be chosen to ensure they can be effectively avoided.

Figure 6.2 shows how the Steiner node generation strategy is completed. A grid of

nodes is visible, covering the whole region (except for that covered by an obstacle).

Any nodes falling within the defined range from an obstacle node are kept and used as

Steiner nodes.

A* Route Finding Algorithm

The route finding algorithm that is employed is the computationally simple and effi-

cient A* route finding algorithm [155] . It is similar to the ‘Dijkstra’s Shortest Path’

algorithm [156] but includes an additional heuristic to influence the search. The Di-

jkstra’s Shortest Path algorithm starts at the start node and recursively ‘steps’ to the

next closest of the set of available connected nodes, recording the total distance taken
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Figure 6.2: Generation of Steiner nodes for obstacle avoidance.
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to reach the node in a sorted list along with the previous node from which each were

connected. For the shortest total path found to date, the algorithm then expands from

that node visiting each of the connected nodes and recording the total path distance

(and updating the shortest path if a better route is found for an already-visited node).

This continues until the node to be expanded is the end/destination node, and therefore

there can be no shorter path yet to be found. The A* algorithm progresses in a similar

way, however the next node to be expanded from is determined by the total path length

(so far) plus the heuristic estimate of how far is left to go to the end node from the

set of next possible nodes. In this formulation, the heuristic distance is the Euclidean

distance between a given node and the end node. This method helps to prioritise the

more promising nodes to expand first, resulting in fewer nodes being checked and the

shortest path being found more quickly. Algorithm 9 presents the key steps of the A*

route finding algorithm.

Algorithm 9 A* route finding algorithm
Initialise f(n), g(n), h(n) = inf , state(n) = 0, and last(n) = [ ], for n ∈ V
Calculate heuristic estimate, h(n), for all nodes, n ∈ V
Initialise algorithm at start node, ncurrent = ns, state(ncurrent) = 1, g(ncurrent) = 0,
f(ncurrent) = g(ncurrent) + h(ncurrent)
while not(ncurrent == ne) do

for nnext ∈ Vnext do
if g(nnext) >= g(ncurrent) + distcurrent,next then
g(nnext) = g(ncurrent) + distcurrent,next
f(nnext) = g(nnext) + h(nnext)
state(nnext) = 1
last(nnext) = ncurrent

end if
end for
state(ncurrent) = 0
ncurrent = ni where f(ni) == min(f(state(n) == 1)), for n ∈ V

end while
Record the route from the end node, ne, through the preceding nodes, last(n), to the
start node, ns

Output shortest total route length, g(ne)

At the start of the route finding algorithm, Algorithm 9, the distance to each node,

g(n), the heuristic distance to the end from each node, h(n), and the combined distance
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estimate, f(n), are all initialised as infinite, for all nodes. The states of all nodes,

state(n), are initialised at 0 and previous nodes from which each are connected, last(n),

are initialised as empty. The heuristic distances from each node are then calculated,

which in this formulation is the Euclidean distance from a node to the end node. The

search begins at the start node by setting the ‘current’ node to the start node, the state

of the current/start node, ncurrent, to 1, and the distance travelled to the current node

(from the start), g(ncurrent), to 0. The total estimated distance using the current node,

f(ncurrent), is calculated by summing the distance travelled and heuristic estimate to the

end. While the ‘current’ node under consideration is not the end node the algorithm will

continue to search for the shortest path. Within each iteration, the algorithm considers

each possible node, nnext, in the set of nodes connected to the current node, Vnext. For

each, it will check if the total distance estimate of the node is greater than or equal to

the current distance travelled plus the distance between the current and next node. If

the new distance is shorter, a new shortest route has been found to the next node. The

distance information of the node under consideration is updated along with the record

of the previous node to which it is connected, last(nnext), and its state is set to active

(statenext = 1). When all nodes in the set of next possible nodes have been checked,

the state of the current node is set to 0, to mark that the routes from that node have

been searched. From the set of all nodes whose state is equal to 1, the node with the

minimum total distance estimate, min(f(n)), is chosen as the next node to search from

- if this node is the end node the stopping criteria have been met and the algorithm will

finish. Once complete, the shortest path is found by back-tracking the route from the

end node, through each previous node (last(n)), to the start node, with the shortest

path length equal to the recorded distance to reach the end node, g(ne).

In the classical A* approach, Algorithm 9, the full graph of connections and edge

lengths are assumed to be available before running the algorithm. In the formulation

used in this study, not all of the information is pre-processed, in order to reduce com-

putational time. Here, the algorithm initialises with all the connections between all

Steiner nodes, and the start and the end nodes (turbines and/or substations), but with

no edge length information. When a node is expanded to search its connections for the
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next node, the distance information, distcurrent,next, is required and calculated, and the

straight-line edge is checked for crossing any obstacles. If an edge crosses an obstacle,

the length of the edge is set to infinite and will not be used in the shortest path. If the

distance to the (next possible) node is improved (decreased), the heuristic estimate will

be required and is computed. The information for the network of Steiner nodes is saved

for future function calls of the route finding algorithm - which is necessary for each of

the turbine connections to be made - in order to avoid re-computing the distances and

checking for crossings. Conducting these checks and calculating the distances in this

way greatly reduces the number of graph edges that are checked to only the necessary

subset, rather than all possible edges.

6.1.3 Electrical Losses

The model, in Chapter 4, assumed a power factor of one (no reactive power) and

considered only Joule losses, which account for the majority of the electrical losses in

the cables [157] . However, to provide a more comprehensive analysis of the electrical

losses, the model was amended for this chapter to include a power factor adjustment,

consideration of other sources of electrical losses, and the effect of steady-state operating

temperature on cable resistance.

The active power of the turbine is taken from the wind turbine power curve, de-

scribing the output power against wind speed. The apparent power, Papparent is found

by dividing the active power, Pactive, by the power factor, Pfac.

Papparent = Pactive/Pfac (6.1)

The electric losses of the cables are calculated in line with the British Standards for

the calculation of current rating for electrical cables, BS IEC 60287 [157]. The major

component of the losses is the Joule losses, Equation (6.2). Annual lost energy can be

found by including terms to describe the cable length, distribution of the wind speed,

and the number of hours in a year.
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LossJ =

Umax∑
u=0

NTurb I
2(u) RL(u) L Wu 8760 (6.2)

where NTurb is the number of turbines being supported by the cable, I is the current in

a single phase of the cable (which is a function of wind speed, u), RL is the resistance

per unit length of the cable (which is temperature dependent and therefore a function of

the current and, by extension, wind speed), L is the cable length, W is the probability

density function of wind speed (u), and 8760 represents the number of hours in a year.

In order to calculate the charging current losses, the charging current per unit length,

IC , must first be calculated.

IC = 2 π 50 C
V√
3

(6.3)

where C is the cable capacitance and V is the array cable voltage. The charging current

may then be used to calculate the associated charging current losses, LossCC , through

Equation (6.4), summing across all wind conditions at the site.

LossCC =

Umax∑
u=0

1

3
I2C L3 RL(u) Wu 8760 (6.4)

Di-electric losses, LossDE , are the third main component contributing to cable losses

and can be calculated as follows:

LossDE =

Umax∑
u=0

2 π 50 C

(
V√
3

)2

tand L Wu 8760 (6.5)

where tand is the loss factor of the cable insulation.

Summing the three main contributors to electrical losses yields the total electrical

loss experienced by a single phase and so the total loss of the 3-phase cable is found as

follows:

LossT = 3 (LossJ + LossCC + LossDE) (6.6)

This lost energy may be converted into a monetary value by multiplying by the cost

of energy, kMWh. To consider the cost over the lifetime of the project in net present
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value terms, another factor may be included, fNPV . This term is the summation over

the lifetime of the project of the effect of the discount rate on a factor of one, i.e.

fNPV =
∑LT

yr=0
1

(1+d)yr , where d is the discount rate.

LossV al = LossT kMWh fNPV (6.7)

Additionally, it is noted that the cable temperature changes with the loading experi-

enced by a cable at a given moment. Since the energy production of the wind farm will

fluctuate with wind speed, capturing the changes in resistance at different cable tem-

peratures will increase the accuracy of the electrical loss estimation of the array cable

layout. Rather than using a fixed value of resistance as in the previous methodology,

Chapter 4, a temperature dependant resistance is used, in line with the British Stan-

dards for electrical cables (BS IEC 60287) [157], capturing some of the critical influences

on cable temperature. The standards consider four thermal resistances to calculate the

temperature increase in buried cables. These are: T1, the thermal resistance between

the conductor and sheath; T2, the thermal resistance between the sheath and the ar-

mour; T3, the thermal resistance of the outer covering; and T4, the external thermal

resistance. Equation (6.8) describes the thermal resistance between the conductor and

sheath (across the cable insulation), T1.

T1 =
pT1

2 π
log

(
1 + 2

t1
dc

)
(6.8)

where pT1 is the thermal resistivity of the cable insulation (K.m/W), t1 is the thickness

of the insulation (mm), and dc is the diameter of the conductor (mm). As mentioned

previously, several other thermal resistances are sometimes calculated for the inner

sheath, outer sheath, and soil temperature. These factors have been omitted due to the

scarcity of the specific cable and material properties required for the calculations and

because - before the layout optimisation has provided a result - limited information is

available on the cable paths and therefore the soil types in which they will be buried.

The resistance of the cable at the maximum operating temperature (here 90◦C),

R90, can be found through Equation (6.9).
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R90 = R0(1 + α20(θm − 20)) (6.9)

where R0 is the resistance of the conductor (at 20◦C), α20 is the temperature coefficient

of resistance of the conductor material, and θm is the maximum operating temperature

of the cable conductor.

Taking into account the heat dissipation through the insulation, the temperature

increase of the cable conductor, αθ, may be found through Equation (6.10). Note the

di-electric losses per unit length, Equation (6.5) are required.

αθ = T1 (0.5 I2 R90 LossDE) (6.10)

The resultant temperature dependent resistance, RL, can now be calculated for the

given electrical loading, Equation (6.11), and be used for the calculation of Joule losses

and charging current losses.

RL = R0 (1 + α20 αθ) (6.11)

Calculating the resistance and electrical losses in this way assumes a steady state

temperature for a given electrical loading scenario and will miss the dynamics of the

cable temperature experienced by an offshore wind farm array cable. A more complete

model would also require information about the soil and burial conditions, proximity to

other cables, and orientation (flat or trefoil formation). However, the method of elec-

trical loss calculation presented here provides a much more comprehensive estimation

of the true losses compared to considering only Joule losses (as in the previous model,

Chapter 4).

6.1.4 Substation Connection Costs

Another important addition to the considered costs is the branching or jointing costs

associated with cable connections into the substation(s). This cost - different to that

of the turbine jointing costs - is included into the model in exactly the same way as

the turbine connection costs, presented previously in Equation (4.12) and the objective
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function, Equation (4.14). Here, an additional binary variable, zcj , is included that

describes whether c connections are made to the substation j, (zcj = 1 if this is true).

Coefficients, γc, representing the costs of {1 : c} connections are included into the

objective function so the correct branching cost can be accounted for in the optimisation,

with the maximum possible substation connections denoted by C.

zcj ∈ {0, 1} (6.12)

As with turbine jointing costs, an additional constraint equation is required to ensure

the correct cost for the number of connections to a substation is attributed to the

objective value. This states, the sum of cables entering a substation node must be

equal to the sum of the binary jointing variable zcj multiplied by the associated number

of connections c.

∑
i∈V :i ̸=j

yi,j −
C∑
c=1

c zcj = 0, j ∈ VSS (6.13)

6.1.5 Cable Crossing Constraint

In the problem formulation presented in Chapter 4, cables crossing obstacles were re-

moved during pre-processing (noting that Steiner nodes were present in the problem

to allow for navigation around them). Also, additional constraint equations were em-

ployed to prevent array cables crossing other array cables in the solution. Here, three

categories of cable crossing have been employed to account for a wider range of cable

crossing scenarios: obstacles, other array cables, and existing site features such as pipes

or telecommunication lines that can (or must) be crossed.

Site Obstacles

Site obstacles are classified as fixed features that cannot be crossed by a cable. No

additional constraints are required beyond the route finding algorithm, Algorithm 9,

mentioned previously. This checks cables for crossings of obstacle boundaries and the

wind farm boundary, and if necessary generates a route to avoid these through the use
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of additional Steiner nodes.

Array Cables

Array cables crossing other array cables is a complex constraint that depends on what

other cables are present in a given solution. To avoid adding a constraint equation for

every possible pair of crossing cables, this constraint is handled in the same way as

presented in Chapter 4. The optimisation algorithm is run to generate a solution and,

if any crossing cable pairs are present, a constraint equation is added to prevent the

two specific cables from crossing in future intermediate solutions. The optimisation is

then repeated to search the newly constrained solution space.

The additional constraint that must be added to prevent crossing cables is shown

in Equation (4.20).

Existing Cables/Pipes/Telecommunications-Lines

The third possibility for crossing cables to occur is in the presence of existing pipes,

cables, or telecommunications lines in the wind farm site. These are handled as site

features that can be crossed by the array cables but incur an additional cost in doing

so; accounting for the added protection (and its installation) between the cable and the

feature. The formulation of the constraint is similar to the additional branching cost at

turbines and substations in that a penalty cost is applied rather than a ‘hard constraint’

being generated to prevent it from occurring.

An additional set of variables is required, bq, with one variable for each of the

existing features in the site, q ∈ Q. These variables are constrained to non-negative

integer values, representing the number of cables that cross a given feature, bq ∈ Z0+.

In order to capture the additional cost of a crossing in the objective function, these

new b variables are assigned cost coefficients, γq, which are equal to the cost of crossing

the feature. Different costs may therefore be used for crossing each different feature

of the site by assigning different cost coefficients. An additional constraint equation is

required, for each feature q, to ensure that the value of bq represents the true number

of cables which cross it. Equation (6.14) shows that the number of routes, yi,j , that
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are used (and that are present in the set of cables crossing the existing site feature,

({i, j}, q) ∈ Bex), minus the value of the b variable for the feature q, must be equal to

zero. This must be true for all features, q, in the set of site features, Q.

∑
({i,j},q)∈Bex

yi,j − bq = 0, q ∈ Q (6.14)

6.1.6 Jack-up Vessel Exclusion Zone

One failure mechanism of subsea array cables is being compressed and damaged by the

legs of jack-up vessels. To avoid this, many offshore wind farm sites stipulate that cables

must enter and leave turbines at a specific set of allowable angles and travel a certain

distance before being allowed to deviate from the prescribed angle and continue on the

desired route. This enables jack-up vessels to operate on the sides of the turbines that

are known to not have cables entering or leaving the turbine and so minimise the risk

of damaging a cable. Tidal currents and a shifting seabed can move the cables over the

project lifetime but this method helps to mitigate that risk to a certain extent. This

approach requires a change in the cable routes close to the turbines, which was not

considered in Chapter 4.

Effectively, there are a new set of obstacles around the turbines in the regions where

the jack-up vessels are required to operate. As such, it could be possible to include this

constraint by expanding the set of obstacle regions, and employing the route finding

algorithm to avoid them. However, rather than including more obstacle regions (and

therefore generate more Steiner nodes within the route finding algorithm), the constraint

is included separately to minimise the number of obstacle edges and Steiner nodes in

the site. A single additional Steiner node is introduced at the end of each cable corridor

(from each turbine). The route finding algorithm is adjusted such that any connections

to/from a turbine, must first connect to one of its associated Steiner nodes at the end

of one of its cable corridors. Figure 6.3 shows an example cable routing connecting a

turbine in a string with (left) no cable angle restriction and (right) the effect of the

additional constraint of a cable corridor to avoid jack-up vessel operations.

While this is an efficient strategy relative to directly including the jack-up vessel
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Figure 6.3: An example cable routing connecting a turbine node with (left) no re-
strictions on the angle of cable connections and (right) the additional cable corridor
constraint to avoid jack-up vessel operations.

operating regions as obstacles, it can result in more than one cable sharing the same

path through a Steiner node into a turbine node. This is also the case in the route

finding algorithm used to navigate around obstacles. Electrical cables such as those

used in the array cable network require a minimum spacing in order to avoid heating

neighbouring cables and exceeding their thermal limit. As such, the routes generated

by this approach may not be exactly suitable and some post-processing of the solution

may be required to separate the real cable route to include this minimum separation

distance, however this level of route detail is outside the scope of this study.

6.1.7 Limiting the Number of Cable Sizes

The model formulation is able to consider any number of cable sizes that may be pro-

vided, however, developers may wish to limit the number of cable sizes used in the array

cable network to only a few in order to limit the number of cable laying vessels and

number of vessel trips to/from the site.

One possible way of including this constraint, would be to introduce a new set

of binary variables, τ , one for each cable size/type that describes if cable type t is

used anywhere in the cable layout solution (τt = 1) or not (τt = 0). A constraint
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could then be added to stipulate that the sum of these binary variables must be less

than or equal to the given number,
∑

t∈T τt ≤ N . In order to ensure that the new

binary variables are assigned the correct value ({0, 1}), additional constraint equations

are included in the form of xt,ni,j ≤ τt for all routes (i, j) ∈ A and for each cable type

t ∈ T . For context, a site containing 100 turbines, two substations, five cables sizes, and

where turbines are allowed to connect to their eight nearest neighbours, would result

in an additional 5001 constraint equations by using this formulation of the constraint

(100 turbines × (8 + 2 connections) × 5 cable sizes + 1 no.-of -cable-sizes constraint).

For the same site, there are approximately 2000 constraints, so this additional constraint

would represent a 250% increase in model complexity.

To avoid the potential increase in the number of constraint equations required, an

alternative work-around solution is proposed. Here, the optimisation is run with all

available cables and no restriction on the number of different cable sizes is employed.

When the optimisation is completed and has provided an optimised layout solution, a

different decomposition technique is used to find the best cable sizes out of a reduced

set, for the given layout. All y variables, describing which routes have or have not been

used by a cable, are fixed and the set of available cables is reduced. Only variables

associated with the reduced set of cables are included in the optimisation. Therefore,

for each combination of the reduced set of variables, the optimisation is unable to change

the cable routing but rather optimises the cable size/type being employed in each section

that is built. For an original set of five cables, the number of cable combinations to be

tested is equal to 5CN + 5C(N − 1) + ...+ 5C1 (where C, in this instance, represents

the mathematical ‘combination’ operator), since N or fewer cables may be used. For a

constraint limiting the site to use up to two cables, this represents 15 cable combinations.

Since the cable layout is fixed, it is possible that some of the cable combinations will

not contain a cable size large enough to be used on the sections of the layout with

a high power flow (i.e. sections closest to the substation). If this is the case, the

optimisation is not run and the specific cable combination is recorded as not having

sufficient capacity. Once all cable combinations have been tested, the combination

with the lowest cost (that has sufficient capacity) is kept for future use and all other
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combinations are discarded. Following the cable selection decomposition phase, the full

problem (including the cable routing) is optimised using only the selected subset of

cables identified in the previous step. The layout optimisation repeats the process of

recursive decomposition, considering sub-problems until an optimised layout is found

under the newly restricted cable set. More detail of the optimisation process is provided

in the following sections.

6.1.8 Updating the Objective Function

The objective function in Chapter 4 considered the capital cost the array cable network

and the additional cost of jointing branched connections into turbine nodes. This new

formulation adds two key elements to the objective function, which are the additional

cost of jointing branched connections at substation nodes and the additional cost of

cable protection for crossing existing site features such as telecommunication lines.

Equation (6.15) shows the objective function, including the additional cost elements.

Jointing costs at substation nodes, γc, are included for the corresponding number of

substation joints, zcj , for each substation, j ∈ VSS . The cost of crossing existing site

features, γq, is multiplied by the number of crossings of a given feature, bq, for all

existing site features, q ∈ Q. The objective function aims to minimise overall cost,

considering cable unit costs, electrical losses (included in ct,ni,j terms), turbine jointing

costs, substation jointing costs, and protection costs for crossing existing site features.

min F = min

[ ∑
(i,j)∈A

∑
t∈T

∑
n∈{1:kmax}

ct,ni,j x
t,n
i,j +

∑
h∈H

γh
∑
j∈VT

wh
j+

∑
c∈C

γc
∑

j∈VSS

zcj +
∑
q∈Q

γq bq

] (6.15)

6.1.9 The MILPsp Algorithm

The MILPsp algorithm has been split into four key phases for clarity: (1) creating a

seed solution, (2) recursive decomposition, (3) cable selection, and (4) recursive decom-

position with a reduced cable set. Pre- and post-processing are also included at the
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start and end of the algorithm respectively. Figure 6.4 shows a flowchart representation

of the four phases of the algorithm.

Figure 6.4: Flowchart showing the four phases of the MILPsp algorithm.

The MILPsp algorithm is logically split into the four phases out of necessity. Re-

cursive decomposition (the MILP algorithm with decomposition strategy) is the main

part of the algorithm, described in Phase 2. The cable constraint, introduced previously

in Section 6.1.7, is applied in a following phase, Phase 3, to avoid a large increase in

the number of constraint equations to be handled by the algorithm. Once the cable

constraint has been applied, and the optimal cable sizes are selected, the recursive de-

composition is repeated, Phase 4, to find the optimal cable layout solution using the

reduce set of selected cable sizes. The algorithm is also provided with seed solutions,

Phase 1, to ensure good quality solutions are available as a starting point for the re-

cursive decomposition. This phase is split for clarity but is much the same as Phase

2, in that sub-problems are solved to generate a solution. However, with no incum-

bent solution for Phase 1, a k-means clustering algorithm is used to select turbines for

sub-problems (rather than selecting strings from an incumbent solution).

MILPsp: Phase 1

Phase 1 begins with the pre-processing phase, creating all of the variables for the cable

layout design problem including the route finding algorithm, Algorithm 9, for route

lengths. Next, a k-means clustering algorithm is used to group turbines based on their

angle from the wind farm geometric centre, θt. These groups of turbines form the initial

sub-problems groups, Vcut, which when solved and combined, form a seed solution used

to seed the MILPsp algorithm. For each sub-problem, the variables corresponding to

that sub-problem are identified as a reduced set (or cut set) of the full set of variables. A
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classical MILP model is built, including constraint equations, for the subset of variables

in the given sub-problem. The cut set of variables is optimised and the solution recorded.

Once all sub-problems have been optimised, the solutions are combined into a seed

solution of the full problem, Fincumbent. This is analogous to the approach proposed in

Chapter 4 for seeding the ACOsp method, where the site is broken up into a set of initial

sub-problems to be solved. Figure 6.5 summarises this process in flowchart format, and

Algorithm 10 provides additional detail in algorithmic format.

Figure 6.5: Flowchart of the key processes in Phase 1 of the MILPsp algorithm.

Algorithm 10 MILPsp Phase 1: Creating a seed solution
Pre-processing, including Algorithm 9
Create incumbent solution, θ0 = 0 rad
Initialise turbine group centres, θ1 0 < θ1 < 2pi
while θ0 ̸= θ1 do

Update incumbent solution, θ0 = θ1
Assign turbines, t ∈ T , to their closest group centre, θ
Calculate the average angle of each group of turbines, θt
Move each group centre to the average angle of the turbines in the group, θ1 = θt

end while
Output groups of turbines as initial sub-problems, Vcut

for Each sub-problem, Vcut do
Select subset, xt,ni,j , yi,j , pi,j , wj , zj , bq, i, j ∈ Vcut, t ∈ T , n ∈ Nturb, q ∈ Q
Build MILP model, Sections 6.1.1 -6.1.8
Find min F , Equation (6.15)

end for
Combine solutions, F , from all sub-problems, Vcut, to create Fincumbent
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MILPsp: Phase 2

Phase 2 forms the recursive decomposition section of the algorithm, solving a new

set of sub-problems and using the incumbent solution to seed an initial solution for

the sub-problem. An all-zero square matrix, with dimensions equal to the number of

strings in the incumbent solution, is created. While there are still cells in the matrix

whose value is equal to zero, the algorithm will continue. A pair of strings, which

have not yet been considered together, are selected to form a new sub-problem and

the subset of variables required are isolated for optimisation. Only those variables

with both of their corresponding turbines (i.e. start and end nodes) are kept in the

sub-problem. This is a slightly different - and more constrained - version of the sub-

problem creation described in Chapter 4 and therefore turbines in the sub-problem

may not connect to other turbines outwith the sub-problem. This method is chosen as

including variables to allow the connection to nodes outside of the sub-problem greatly

increases the complexity of the formulation when using a MILP-based algorithm (as all

variables would be required by the solver, with additional constraints to fix the non-

sub-problem variables). Upon solving the optimisation problem for the sub-problem for

the first time, a check is carried out for the presence of crossing cables in the whole site

(not just the sub-problem). If crossing cables have been added, the algorithm builds

a constraint equation to prevent both arcs in the crossing pair from being built and

the problem is re-solved under the newly constrained condition. If no improvement

Figure 6.6: Flowchart of the key processes in Phase 2 of the MILPsp algorithm.
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could be found over the incumbent solution, the string pair are recorded accordingly

in the improvement matrix (improvement(str1, str2) = 1). However, if the solution

has improved, the incumbent solution is updated to the newly improved solution, and

strings are renumbered if the number of strings has changed (for example, if two strings

merge into a single string). When improvements cease to be found, the incumbent

solution can be carried forward to the third section of the algorithm. Figure 6.6 and

Algorithm 11 show the key processes of Phase 2 in flowchart format and algorithmic

format respectively.

Algorithm 11 MILPsp Phase 2: Recursive decomposition
Initialise string-pair improvement, I = zeros(Nstr, Nstr)
while

∑
I ̸= N2

str do
Select string pairs not yet considered, str1, str2
Select subset xt,ni,j , yi,j , pi,j , wj , zj , bq, i, j ∈ Vstr1,str2, t ∈ T , n ∈ Nturb, q ∈ Q
Initialise crossing = 1
while There are crossing cables, crossing = 1 do

Build MILP model, Sections 6.1.1 -6.1.8
Find min F , Equation (6.15)
if The sub-problem solution has improved, F < Fincumbent then

I(str1, :) = I(:, str1) = I(str2, :) = I(:, str2) = 0
Update incumbent solution, Fincumbent = F

else
I(str1, str2) = 1, I(str2, str1) = 1

end if
end while

end while

MILPsp: Phase 3

Phase 3 of the MILPsp algorithm considers a different formulation of the problem

decomposition in order to optimise the sizes of cables to be used in the incumbent

solution. This section of the algorithm is only required if a limit is applied to the

number of cable sizes allowed in the final solution, which is less than the set of cables

provided to the model. If a cable limit is provided, all combinations of N cables will

be generated, to create the new sub-problems groups (here grouping cable sizes rather

than turbines). For each combination of cables, the algorithm isolates the variables

associated with the cable sizes in the subset and removes those that are associated with
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other cable sizes or routes that are not used in the incumbent solution. The solver

optimises the subset of variables and records the objective values. If a cable subset does

not contain sufficient capacity for the layout in the incumbent solution, this cable subset

will not be carried forward. The valid cable combination with the lowest objective value

is chosen for the final phase of the algorithm. Figure 6.7 and Algorithm 12 show the

key processes of Phase 3 in flowchart and algorithmic format respectively.

Figure 6.7: Flowchart of the key processes in Phase 3 of the MILPsp algorithm.

Algorithm 12 MILPsp Phase 3: Cable selection
Generate cable combinations, Tcut

for Each combination of cables, Tcut do
Select subset xt,ni,j , yi,j , pi,j , wj , zj , bq, (i, j) ∈ Abuilt, t ∈ Tcut, n ∈ Nturb, q ∈ Q
Build MILP model, Sections 6.1.1 -6.1.8
Find min F , Equation (6.15)

end for
Output cable subset to use, Tcut

MILPsp: Phase 4

Having selected the optimal cable type for the incumbent solution, it may be possible

that the optimal layout using only the chosen cable subset is slightly different to the

previous incumbent solution. As such, Phase 4 considers the recursive decomposition,

as in phase 2 (Algorithm 11), to search for improvements in the solution. This phase is

a repeat of Phase 2 with the subset of variables reduced further, to include only cables

in the chosen subset, Tcut. Figure 6.8 shows a flowchart of the processes in Phase 4,

185



Chapter 6. Advanced Cable Layout Optimisation

which can be seen to be similar to Phase 2 in Figure 6.6. Additional detail is provided

in Algorithm 13.

Figure 6.8: Flowchart of the key processes in Phase 4 of the MILPsp algorithm.

Algorithm 13 MILPsp Phase 4: Recursive decomposition with reduced cable set
Initialise string-pair improvement, I = zeros(Nstr, Nstr)
while

∑
I ̸= N2

str do
Select string pairs not yet considered, str1, str2
Select subset xt,ni,j , yi,j , pi,j , wj , zj , bq, i, j ∈ Vstr1,str2, t ∈ Tcut, n ∈ Nturb, q ∈ Q
Initialise crossing = 1
while There are crossing cables, crossing = 1 do

Build MILP model, Sections 6.1.1 -6.1.8
Find min F , Equation (6.15)
if The sub-problem solution has improved, F < Fincumbent then

I(str1, :) = I(:, str1) = I(str2, :) = I(:, str2) = 0
Update incumbent solution, Fincumbent = F

else
I(str1, str2) = 1, I(str2, str1) = 1

end if
end while

end while
Output best solution, min F
Post-processing
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6.2 Case Studies

Two case studies are conducted covering (1) the hypothetical site previously presented

in Section 4.3.1, and (2) an expanded case study based on the same hypothetical site

with the addition of features that the MILPsp is able to consider above and beyond

those considered by the three cable layout optimisation algorithms from Chapter 4. To

enable a comparison to the previous optimisation methods presented in Chapter 4, the

same hypothetical offshore wind farm site is used for the first case study, with the full

set of 122 turbines, and any additional parameters used by the MILPsp method set to

zero (or values to nullify their impact), even if unrealistic. The second, extended version

of the site is used to test the additional functionality of the MILPsp method presented

in this chapter, and considers the additional parameters of the MILPsp algorithm with

realistic non-zero values.

6.2.1 Hypothetical Offshore Wind Farm

While the first case study is the same as that presented in Section 4.3.1, the proposed

MILPsp design algorithm requires some additional input parameters. These additional

parameters have been set to minimise the impact on this case study to allow for a close

comparison with the MILP method presented in Section 4.2.3, however some unavoid-

able differences will remain (such as the different method of Steiner node generation).

In order to minimise the impact of the additional parameters included in the MILPsp

model, many are set equal to zero which can be an unrealistic value for the given pa-

rameter, but is necessary to enable comparison with the three algorithms presented in

Chapter 4. The site contains 122 turbines, with a complete set of coordinates provided

in the Appendix, Table A.10.

The additional input parameters (present in the MILPsp method and not in the

MILP method) and their corresponding values (which are chosen to minimise their

impact) are: cable corridor angles, θJU , in line with the rows of turbines at 48◦ and 228◦;

cable corridor length, distJU , of 0.001m; maximum number of substation connections,

C, equal to the number of turbines in the site (122); substation jointing costs, γSS , of
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£0 per connection; maximum number of cable sizes allowed in a solution, Nmax, set to

3 (of three available cables, therefore effectively no limitation); Steiner grid resolution,

ResSt, equal to the turbine rotor diameter (164m); cable length threshold, distthresh, of

infinity (m); cable length multiplier, Lcab, of 1; power factor, Pfac, of 1; cable insulation

loss factors, tand, of 0 for all cable sizes; temperature coefficient of resistivity of the

conductor, α20, equal to 0 K−1 for all cable sizes; cable insulation thermal resistivity,

pT1, equal to 0 K.m/W for all cable sizes; cable insulation thickness, t1, of 0 mm for

all cable sizes; maximum operating temperature, θm, of 90◦C for all cable sizes; and the

cost of crossing any existing site features, γq, equal to £0.

Additional cable specific values must also be included in the MILPsp model. These

are summarised in Table 6.1, where cable capacity, unit cost, and resistance are set

to the same values as those used in Chapter 4, and all remaining values set equal to

zero to nullify their impact as they were not included in the MILP method presented

in Chapter 4.2.3. (Note: These input parameters are set to representative, non-zero,

values in the expanded case study presented in the following section).

Table 6.1: Representative cable parameters for hypothetical site

Capacity
(MW)

Unit
cost

(£/m)

Capacitance
per core per
unit length
(µF/km)

AC resistance
per unit
length
(Ω/m)

Sheath
loss

factor
(-)

Armour
loss

factor
(-)

60 1400 0 0.00120 0 0
90 1750 0 0.00056 0 0
100 1870 0 0.00044 0 0

6.2.2 Expanding the Hypothetical Offshore Wind Farm Case

The expanded hypothetical offshore wind farm site considers the additional function-

ality of the MILPsp method over those presented in Chapter 4. Figure 6.9 shows the

hypothetical site, which is largely unchanged except for the addition of two existing site

features which may be pipelines, existing cables, or telecommunication lines and which

incur an additional cost if crossed by array cables. Details of the coordinates of these

features is provided in the Appendix, Table A.15.
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Figure 6.9: The updated hypothetical GW-scale offshore wind farm test case, including
existing site features (Steiner nodes omitted for clarity).

The additional parameters for the expanded hypothetical site case study are as

follows: cable corridor angles, θJU , in line with the rows of turbines at 48◦ and 228◦;

cable corridor length, distJU , of 123m (1.5 times the rotor radius); maximum number

of substation connections, CSS , equal to 6; substation jointing costs, γSS , of £90.7k

per connection [79]; maximum number of cable sizes allowed in a solution, Nmax, set to

5 (from a set of nine provided, discussed further later); Steiner grid resolution, ResSt,

equal to the turbine rotor diameter (164m); cable length threshold, distthresh, of 15km;

cable length multiplier, Lcab, of 1.05; power factor, Pfac, of 0.9; cable insulation loss

factors, tand, of 0.001 for all cable sizes; temperature coefficient of resistivity of the

conductor, α20, equal to 0.00393 K−1 and 0.00403 K−1 for all cable sizes of copper and

aluminium conductors respectively (discussed further later); cable insulation thermal

resistivity, pT1, equal to 3.5 K.m/W for all cable sizes; cable insulation thickness, t1,
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of 11 mm for all cable sizes; maximum operating temperature, θm, of 90◦C for all cable

sizes; and the cost of crossing any existing site features, γq, equal to £250k for both

features.

The additional cable specific values required by the model, provided by Scottish

Power Renewables (SPR), can be seen in Tables 6.2 & 6.3. Representative values were

provided for a set of nine copper conductor cables and nine aluminium conductor cables.

In addition to cable capacities, costs, and resistances, values for the capacitance and

sheath and armour loss factors were also included to provide a more accurate analysis

of the electrical losses. Two case studies were completed for the expanded hypothetical

offshore wind farm site, one with the set of copper cables and one with the set of

aluminium cables.

Table 6.2: Representative copper cable parameters.

No.
Conductor

area
(mm2)

Capacity
(MW)

Unit
cost

(£/m)

Capacitance
per core per
unit length
(µF/km)

AC resistance
per unit
length
(Ω/km)

Sheath
loss

factor
(-)

Armour
loss

factor
(-)

Cu1 150 44.6 447 0.1757 0.1343 0.075 0.102
Cu2 185 49.6 460 0.1866 0.1077 0.092 0.128
Cu3 240 56.3 481 0.2040 0.0824 0.117 0.169
Cu4 300 62.3 504 0.2213 0.0663 0.143 0.212
Cu5 400 69.1 542 0.2434 0.0527 0.176 0.270
Cu6 500 75.8 580 0.2619 0.0421 0.217 0.339
Cu7 630 82.8 629 0.2931 0.0340 0.262 0.421
Cu8 800 89.1 694 0.3207 0.0282 0.310 0.508
Cu9 1000 94.4 770 0.3482 0.0242 0.355 0.590

6.3 Results & Discussion

This section outlines the results of the two case studies, (1) the hypothetical site with

comparison to the case study in Section 4.3.1, and (2) an extended version of the same

problem with the set of copper cables and with the set of aluminium cables.
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Table 6.3: Representative aluminium cable parameters.

No.
Conductor

area
(mm2)

Capacity
(MW)

Unit
cost

(£/m)

Capacitance
per core per
unit length
(µF/km)

AC resistance
per unit
length
(Ω/km)

Sheath
loss

factor
(-)

Armour
loss

factor
(-)

Al1 150 35.3 407 0.1742 0.2229 0.045 0.061
Al2 185 39.7 411 0.1866 0.1776 0.056 0.077
Al3 240 45.4 418 0.2040 0.1357 0.071 0.102
Al4 300 50.6 425 0.2191 0.1089 0.087 0.129
Al5 400 56.9 436 0.2384 0.0853 0.109 0.166
Al6 500 63.5 448 0.2584 0.0670 0.136 0.212
Al7 630 70.6 462 0.2847 0.0529 0.169 0.270
Al8 800 77.5 482 0.3143 0.0426 0.206 0.335
Al9 1000 84.0 505 0.3468 0.0352 0.244 0.403

6.3.1 Hypothetical Offshore Wind Farm

Similarly to Chapter 4, the MILPsp algorithm was run on a range of number of turbines

(from ten to the full site of 122) to explore how effectively the method performs for dif-

ferent size problems and to enable better comparison with the previous three methods,

Section 4.2. A set of ten simulations was completed for each of the six problem sizes

to explore the consistency of solutions. A full set of results of the MILPsp algorithm is

provided in the Appendix, Table A.16, where it can be seen that all ten solutions were

identical across all six problem sizes considered, while Table 6.4 provides a summary

of the MILPsp objective values for each of the six problem sizes. Producing identical

solutions was not something that the ACO and ACOsp algorithms were always able to

achieve in the earlier investigation due to their heuristic nature. The MILPsp algorithm

also includes heuristic components within the problem decomposition, however by in-

forming the decomposition technique with the specific problem formulation (the string

layouts in the incumbent solution), it appears that the heuristic components are not

reducing the reliability of solutions.

Table 6.4 shows the results of the three optimisation algorithms presented previously

(MILP, ACO, and ACOsp) and the newly proposed MILPsp algorithm. As mentioned

previously, the optimisation problem is not identical due to some small changes to the

problem formulation and so a direct comparison of the objective values between the
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previous three algorithms and the new MILPsp algorithm cannot be made. In order to

allow for a more direct comparison between the approaches, the optimality ratios can

be considered, also presented in Table 6.4.

In order to determine the optimal solutions to the new formulation of the hypo-

thetical site case study (for finding the optimality ratio of the MILPsp solutions), an

adapted MILP code is used whereby an exhaustive list of constraint equations is applied

to the full optimisation problem (no decomposition into sub-problems). This method

is described as a potential alternative approach in Section 6.1.7 and was not used in

the MILPsp algorithm due to the vast number of additional constraint equations re-

quired. The approach, while computationally inefficient, is able to determine the optimal

solution for the cases smaller than 122 turbines, enabling the optimality ratio to be cal-

culated for the MILPsp solutions. In the full case of 122 turbines, 3,161 constraint

equations were required to describe the problem fully, and with the additional limit to

the number of cables, this was increased to 40,572 constraint equations - an increase of

37,411 (1,184%). It is worth noting, that the optimal solution for the largest case of 122

turbines could not be found before the computational memory of the desktop PC was

exceeded and the search stopped prematurely. The relative gap (the relative difference

between the upper and lower bounds between which the optimal solution is known to

be) at the end of the search was 1.363%, with the MILPsp solution’s objective value

equal to that of the upper bound. Therefore it is possible that the MILPsp solution has

an optimality ratio of up to 1.014 (1.4% more expensive than the optimal solution) in

the worst case scenario. All other sizes of case study can be seen in Table 6.4 to have

an optimality ratio of 1.000, the optimal solution.

Figure 6.10 shows the solutions of the MILP algorithm (left) and the MILPsp algo-

rithm (right) for the 122 turbine case. It can be seen in the figure that both solutions

are largely similar in layout and cable selection, with the most similarities exhibited in

strings towards the outer edges of the site. This is perhaps due to the reduced options

for alternative cable routings at the edges of the site given the wind farm boundary,

and because there are fewer close neighbouring strings for turbines to connect to. In

the centre of the wind farm, there is slightly more variability between the two solutions,
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Table 6.4: Objective values and optimality ratio of the MILPsp algorithm with com-
parison to the three algorithms presented in Chapter 4. (Results in italics indicate an
unfinished result).

No.
turbines

Objective value (£)
and Optimality ratio

Chapter 4 approaches Chapter 6
MILP ACO ACOsp MILPsp

10 22,064,833
(1.000)

22,667,188
(1.027)

22,068,446
(1.000)

22,375,329
(1.000)

15 30,945,049
(1.000)

31,075,301
(1.004)

30,945,049
(1.000)

31,535,171
(1.000)

25 50,235,935
(1.000)

51,473,967
(1.025)

50,750,255
(1.010)

50,599,172
(1.000)

40 68,683,109
(1.000)

69,693,934
(1.015)

69,678,545
(1.014)

69,241,766
(1.000)

61 103,255,681
(1.000)

110,766,917
(1.073)

104,651,892
(1.014)

103,943,119
(1.000)

122 197,401,005
(1.000)

212,339,986
(1.076)

199,301,590
(1.010)

198,199,811
(1.000 - 1.014)

possibly as there are many more neighbouring strings offering reasonable alternative

connections (of very similar length and cost) to turbines in this area. This will particu-

larly be the case in wind farms that are arranged in a regular grid-like layout, since the

distance between turbines is likely to be similar, if not exactly the same. If distances

between rows and columns of turbines are identical, then there will be several different

optimal cable layout solutions that all share the same objective value. Towards the

outer edges of the wind farm, there are fewer neighbouring turbines/strings and irregu-

lar features such as the wind farm boundary itself, which reduces the likelihood of there

being multiple optimal solutions for these sections of the wind farm. Differences in the

solutions, therefore, may be due to the presence of multiple solutions sharing an optimal

objective value. As mentioned previously, some uncertainty remains in the optimality of

the solutions to the 122 turbines case, both in the MILP solution and MILPsp solution.

This variation between layouts may also therefore be due to the solutions both being

close to optimal but terminating at different, near-optimal solutions.

Considering computational time, Table 6.5 shows the time for each of the four

algorithms across the range of case study sizes. For the three largest cases (40, 61,
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Figure 6.10: Solutions of the MILP algorithm from Chapter 4 (left) and the MILPsp
algorithm (right).

and 122 turbines) the MILPsp algorithm has the second quickest computational time,

beaten only by the classical ACO algorithm. Indeed, it is able to produce solutions to

the largest case study in approximately 1 hour 42 minutes. These low computational

times, combined with the better (lower objective value) solutions compared to the ACO-

based algorithms, demonstrates that the MILPsp algorithm is a very effective tool for

solving large-scale array cable layout optimisation problems on a standard desktop PC.

Table 6.5: Computational time of the MILPsp algorithm with comparison to the three
algorithms presented in Chapter 4. (Results in italics indicate an unfinished result).

No.
turbines

Computational time (s)
MILP ACO ACOsp MILPsp

10 3 5 53 11
15 9 8 46 20
25 31 18 133 42
40 204 51 489 129
61 951 164 1517 606
122 13717 833 9991 6133

Overall, this case study demonstrates that the MILPsp method preserves the good

quality of the MILP solutions but at a lower computational cost. With the computa-

tional time being non-linear with respect to the number of variables in the optimisation,

decomposing the problem into many smaller sub-problems takes advantage of this scal-
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ing relationship; i.e., the sum of the computational time and resource required to solve

many smaller sub-problems is less than that required to solve a single large (full) optimi-

sation problem. The formulation of the decomposition strategy - selecting sub-problems

based on information of the incumbent solution (rather than a random subset of vari-

ables) - maximises the possibility of the algorithm finding improvements to the solution

in each sub-problem and approaching the optimal objective value.

6.3.2 Expanded Hypothetical Offshore Wind Farm Case

A set of different optimisation simulations were conducted on the expanded hypothetical

offshore wind farm site, similar to the hypothetical site case study, Section 6.3.1. These

covered a range in the number of turbines from ten turbines to the full site of 122

turbines. The optimisation was also conducted first with a set of copper cables and

again with a set of aluminium cables, with all other inputs remaining the same. The

optimal solution was again found through an alternative MILP approach outlined in

Section 6.1.7. Some of the cases, typically 40 turbines or more, struggled to reach a

proven optimal solution and so some uncertainty remains on the efficacy of the tool

solutions.

Copper Conductors

Table 6.6 shows the solutions of the MILPsp tool on the case using copper cables.

When an optimal solution was not provable given the computational limitations, this

uncertainty manifests as a ‘relative gap’ between the possible upper and lower bounds,

where the upper bound is a known solution and the lower bound is the lowest possible

solution in the set yet to be investigated. It can be seen in Table 6.6 that all the cases

between 10-40 turbines reached the optimal solution, while the case of 61 turbines was

0.4% more expensive than the optimal solution to the problem. The optimal solution

to the case of 122 turbines was not provable, leaving a relative gap between the upper

and lower bound estimates, and therefore a range of optimality ratios is provided for

the tool solution. Interestingly, the tool solution to the case of 122 turbines contains a

large penalty cost (£1B) from violating the ‘soft constraint’ on the number of substation
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connections. Despite the large incentive to avoid violating the constraint, it appears that

the tool was unable to avoid this additional penalty cost. The layout solution, discussed

further later, was unable to reduce the number of substation connections through the

use of two-string sub-problems, despite it being technically possible to connect all 122

turbines using six connections at each substation (as the largest cable could support up

to 11.8 turbines numerically). It therefore suggests that a slightly different approach

to sub-problem formulation may be necessary in certain circumstances such as this

where the substation connection constraint is close to the optimal solution. A possible

modification may be to expand the sub-problem creation to consider the turbines of

three strings rather than two when this constraint remains violated in the would-be

final solution. This would increase the solution space explored by the algorithm and

increase the probability of finding an improved solution that reduces the number of

substation connections to within the constraint limits.

Table 6.6: Objective values of the MILPsp algorithm on the copper cable case study,
for a range of number of turbines with comparison to optimal solution estimates.

No.
turb.

Optimal objective
value (£) MILPsp

objective
value (£)

Optimality
ratio
range

Comp.
time (s)Upper

bound
Lower
bound

10 8,312,632 8,312,632 8,312,632 1.000 1.000 148
15 11,421,551 11,421,551 11,421,551 1.000 1.000 197
25 17,900,268 17,900,268 17,900,268 1.000 1.000 272
40 25,244,439 25,244,439 25,244,439 1.000 1.000 783
61 37,682,971 37,682,971 37,846,855 1.004 1.004 2,867
122 1,070,336,475 68,538,995 1,070,336,475 1.000 15.616 39,005

70,336,475 1.000 1.026

The last row in Table 6.6 shows the optimality ratio of the solution to the 122

turbine case if the penalty cost was not applied. Since the solution cannot have a lower

cost than the optimal solution, the optimality ratio ranges from 1.000 to the worst

case scenario of 1.026 (2.6% more expensive than the optimal solution). This shows

that the poor (very high) optimality ratio of the penalised solution is not as bad as it

might appear upon first inspection. However, if the penalty cost was avoided in the

solution, the layout (and therefore cost/objective value) may be quite different from
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the solution the tool produced and so this optimality ratio range must be considered to

be only indicative of the tool performance. Combined with a simple visual inspection

of the solution, it does appear that the tool generates good quality solutions, despite

struggling with the substation connection limit.

Unlike the first case study considering the original hypothetical site, this expanded

case study included a limit to the number of cable sizes allowed in the final solution (in

addition to new site features and additional parameters considered by the MILPsp ap-

proach, presented in Section 6.2.2). One significant impact of this constraint is that an

additional section of the algorithm is employed to determine the optimal cable subset

selection (Section 6.1.9, Phase 3 of the MILPsp algorithm). Part of the impact of

employing this section of the algorithm is that the computational times increase signif-

icantly with the problem size, Table 6.6. While this second case study isn’t identical to

the first case study, presented in the previous section, it can be seen that the computa-

tional times of the MILPsp algorithm are much larger when the cable limiting section

(Phase 3) of the algorithm is employed, Table 6.6, compared to when it is not, Table

6.5, for each equivalent number of turbines. Despite this larger computational time, the

largest case of 122 turbines is completed in under 11 hours, which is considered to be

acceptable for such a fundamental design phase of an offshore wind farm.

Aluminium Conductors

Table 6.7 shows the results of the expanded hypothetical offshore wind farm site using

the aluminium cable set. Similarly to the study using copper cables, the tool solutions

largely reach the optimal solution, with the exception of the 40 turbines case that costs

0.1% more than the optimal solution. The case of 122 turbines was again penalised

for violating the constraint on the number of substation connections. However, when

trying to determine the optimal solution for comparison, the adapted MILP solver for

doing so seemed to suggest that the optimal solution to this problem also contained the

same penalty. In theory, the largest aluminium cable could support up to 10.5 turbines

and so if each substation had six connections to avoid the penalty, only 120 turbines

could be connected. There is therefore no valid solution to this problem that avoids
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the penalty cost. Considering this fact, the tool was still able to generate a solution

that was, at worst, only 0.2% (or 3.6% if the penalty cost component is ignored) more

expensive than the optimal solution. No better solution was found, however, and so the

tool may indeed have found the optimal solution for this problem.

Table 6.7: Objective values of the MILPsp algorithm on the aluminium cable case study,
for a range of number of turbines with comparison to optimal solution estimates.

No.
turb.

Optimal objective
value (£) MILPsp

objective
value (£)

Optimality
ratio
range

Comp.
time (s)Upper

bound
Lower
bound

10 7,507,294 7,507,294 7,507,294 1.000 1.000 74
15 10,403,701 10,403,701 10,403,701 1.000 1.000 111
25 16,189,889 16,189,889 16,189,889 1.000 1.000 204
40 22,877,121 22,877,121 22,890,725 1.001 1.001 798
61 34,471,540 34,471,540 34,471,540 1.000 1.000 2,191
122 1,063,923,966 1,061,611,560 1,063,923,966 1.000 1.002 18,559

63,923,966 1.000 1.036

The computational times for the aluminium cable cases are very similar to the cop-

per cable cases, which would be expected as for both problems the number of cables

was limited to five out of the available nine. This meant there was the same 129 pos-

sible cable combinations for the algorithm to consider. However, the largest case of

122 turbines took approximately half as long when using aluminium cables compared

to copper cables. This suggests that the algorithm, upon selecting the best cable com-

bination to use, found further improvements in the copper cables case and therefore

repeated much of the recursive decomposition with the chosen cable subset, increasing

the computational time. The aluminium cables case, however, appears to have not

found any improvements over the intermediate solution created by the initial recursive

decomposition and cable selection phases. Therefore, the second recursive decomposi-

tion phase was computationally quick, simply confirming the already largely optimised

routes and avoiding reconsidering further sub-problems.
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Comparison of Layout Solutions

Figure 6.11 shows the solutions to the full site containing all 122 turbines, with the

copper cables solution on the left and the aluminium cables solution on the right. It

can be seen that both layouts have the westernmost substation connecting seven strings

resulting in the penalty cost. Strings on the eastern side of the site seem to be largely

similar between solutions with more differences being present in the middle and west

of the site. Some avoidance of the existing feature can be seen in both sites, as the

strings often end close to the feature without crossing it. However, there are still four

cables crossing the central existing feature in both layouts, suggesting that either this

crossing penalty cost was a necessary cost in producing a good quality layout and/or

the additional cost of cable protection was not a significant cost increase relative to

other possible cable routes.
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Figure 6.11: MILPsp solutions to the expanded hypothetical offshore wind farm site
using (left) copper cables and (right) aluminium cables.

Overall, the copper layout uses fewer large cables but has a higher objective value

(total cost), demonstrating that the aluminium cables offer a better solution to this

problem. However, if the limit to the number of substation connections (6 strings per

substation) is a ‘hard constraint’ that must not be violated, the copper cables must

be used. This is because the largest aluminium cable has a maximum capacity equal
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to 10.5 turbines and therefore, if all 122 turbines are to be connected, this would re-

quire 13 strings, with one substation receiving seven strings, violating the constraint

(and/or incurring the penalty cost). Further work would be required to reduce the

number of connections into substations in the aluminium cables case. The current

solutions generally appear to be approaching optimality in the smaller problems (10-61

turbines) and visual inspection of this largest case, Figure 6.11, suggests good quality

cable layout solutions are being found with the possible exception of the substation

connection penalty cost.

6.4 Summary

Following the comparison of three cable layout optimisation approaches presented in

Chapter 4, a gap was identified combining classical optimisation methods with a de-

composition strategy. This chapter proposed a new algorithm, MILPsp, based on the

combination of the classical MILP method with a decomposition strategy. In the devel-

opment of the method, additional functionality was included relative to the algorithms

presented in Chapter 4, including a more comprehensive set of cable crossing consider-

ations.

The hypothetical offshore wind farm case study, used previously in Chapter 4 to

assess the efficacy of the MILP, ACO, and ACOsp algorithms, was used again with

comparison made between the new algorithm and the previous three. Since the problem

formulation was slightly different (through a different Steiner node generation method),

a direct comparison cannot be made between the three previous algorithms and the

newly proposed MILPsp algorithm. The optimal values of the new slightly different site

were found through an adapted MILP solver, MATLAB’s intlinprog solver. Comparison

of the optimality ratios between the four algorithms showed that the MILPsp algorithm

found the optimal solution in all cases, with the exception of the 122 turbine case. In

the case of 122 turbines, the optimal objective value could not be proven and therefore

some uncertainty of the optimality ratio remained, such that the MILPsp solution could

be up to 1.4% more expensive than the theoretical optimum result (in the worst case

200



Chapter 6. Advanced Cable Layout Optimisation

scenario). Comparing the computational time of the four algorithms, it was shown

that the MILPsp algorithm was the second fastest, beaten only by the classical ACO

algorithm. Producing optimal values in a relatively quick computational time, it is

clear that the MILPsp algorithm is a superior approach to cable layout optimisation

than the MILP, ACO, and ACOsp methods. The MILPsp method maintains the good

quality solutions of the MILP approach but with reduced computational expense. It

achieves this by circumventing the non-linear scaling relationship between the number

of optimisation variables and computational time, where the sum of the computational

time for many smaller sub-problems is less than that of a single large (full) optimisa-

tion problem. The decomposition strategy that is informed by the incumbent solution

helps to maximise the possibility of improving the solution during each sub-problem

and approach the optimal value. Optimising the hypothetical site for a range of number

of turbines helps to demonstrate the robustness of this approach, however, additional

case studies with more significant differences would help to improve confidence in the

proposed algorithm.

Two further cases were considered on the hypothetical site with additional site fea-

tures and considerations, using copper and aluminium cables. The MILPsp algorithm

performed well on the expanded cases finding solutions within 1% of the optimal solution

in all but the largest case of 122 turbines. In the largest aluminium cables problem, it

was not possible to avoid the penalty cost function (as the problem was over-constrained)

and the algorithm found a solution within 0.2% of the optimal.

In the copper cables case, the algorithm was unable to avoid the penalty cost for too

many substation connections, despite it being theoretically feasible to do so. This may

be a result of operating a more constrained sub-problem creation method, as turbines

were not able to connect to neighbouring strings outside of the sub-problem. Future

works, may benefit from using the more complex method of sub-problem creation, that

considers more variables and constraint equations, but allows for connection to neigh-

bouring strings. This would help to avoid a situation as this, where the number of

substation connections in the final solution was still greater than the defined limit.

As in Chapter 4, for the largest problems with 122 turbines, it can be difficult to
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prove what the optimal solution to a problem really is, even with adapted code and

allowing long computational times. As such, some uncertainty remained for some of

the larger solutions and therefore a range of optimality ratios were provided for the tool

solutions. Despite this, no solution was found to any problem that out-performed (i.e.

had a lower objective value than) the solutions found by the MILPsp algorithm. This

provides a high degree of confidence in the solutions reaching optimal, or very close to

optimal, objective values.

One limitation of the proposed method, is that the optimal cable selection method

is based on the optimal cable layout when all cable sizes may be used. Therefore, this

may not result in the overall best cable combination. For example, a cable that is large

enough to connect the largest section of an intermediate solution will definitely be picked

in the optimal cable subset, regardless of if this should be used in the optimal solution

when the number of cable sizes are limited. However, it appears that the correct cable

sizes have been chosen in almost all - if not all - cases as the optimal solution was often

found.

A second limitation to the proposed method is that the decomposition into sub-

problems was not as robust as that previously presented in Chapter 4 for the ACOsp

method. Since the formulation of the problem limited turbines to connect to nodes

only within the sub-problem, the MILPsp algorithm struggles to reduce the number

of strings (and therefore substation connections) in some of the larger problems where

the optimal solution exists close to the constraint boundary. This is because each sub-

problem (created by the selection of two strings) must result in a valid solution, and

if there are too many turbines to be supported by a single string, even by one, the

solution to that sub-problem must necessarily be made of two strings and therefore no

reduction in the overall number of strings. In the previous formulation, used by ACOsp,

if there was one too many turbines for a single string, this turbine could be connected

to another string outwith the sub-problem if there was capacity for it. Expanding this

in future works to allow connections to nodes outside of the sub-problem (as in ACOsp)

would almost certainly aid the reduction in the number of strings, however with the

MILP algorithm as a base this is not as straightforward as with the ACO-based method.
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Despite this, the tool seems to generate good quality solutions in a relatively short time

frame.

In conclusion, an effective tool for cable layout optimisation is proposed in this chap-

ter, MILPsp, that is able to maintain the good quality solutions of a MILP approach

while reducing the computational complexity.
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Chapter 7

Influence of Energy Storage

Systems

This chapter takes the MILPsp cable layout optimisation method from Chapter 6, build-

ing in capability of considering energy storage systems, to answer the second research

question:

"What is the potential impact of using energy storage at the wind farm

level to reduce the cable rating and lifetime losses in offshore wind farm

array cable networks?"

The chapter explores what the effect might be, if any, of including energy storage sys-

tems (ESS) as a decision variable in the cable routing optimisation algorithm, MILPsp,

presented in Chapter 6. Previously, the cable ratings of sections in the array cable

layout have been selected based on the peak current, ensuring an appropriate cable is

chosen for each connection. As wind energy is a variable resource, peak current (expe-

rienced at above-rated wind speeds) is only experienced by a given cable for a fraction

of the total lifetime of the asset [15] . Therefore, for the remaining operating time,

the cable may be considered to be in an overrated state. Energy storage may be able

to ameliorate this by reducing the peak power and therefore the required cable rating.

This is achieved by placing ESS in the turbines and operating them in a ‘peak-shaving’

capacity, where the ESS is charged at times of high power output (high wind speeds)
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Figure 7.1: Example of ‘peak-shaving’ power using energy storage.

and discharged at times of low power output (low winds speeds). An example of this

can be seen in Figure 7.1.

The formulation of the problem and the methodology of including an energy stor-

age component into the tool are presented in the following section. This optimisation

method is applied in a case study to the same hypothetical offshore wind farm site used

to investigate the efficacy of the MILPsp algorithm in Chapter 6. Firstly, energy storage

is allowed in all turbines at zero cost considering a range of power and energy capacities

to determine the scale at which this may become a useful asset to an offshore wind farm,

discussed further later. Also investigated is the charging strategy for each combination

of power and energy capacity, by utilising a range of charging and discharging levels.

A second study investigates if energy storage is used by the algorithm over a range of

costs, enabling an analysis of what cost ESSs must be in order to be economically vi-

able for the purpose of peak-shaving power. Finally, the hypothetical site is considered

by the algorithm to determine the cable layout and selection and the optimal size and
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location of ESS in the turbines. This final study allows for the investigation of the

ESS placement distribution between turbines in the strings and how this may affect the

overall layout.

The results of the case studies are presented and discussed to allow for an assessment

of the additional functionality of ESS and whether or not it is a valuable addition to

cable layout optimisation for large offshore wind farms. Future investigations in this

research space are proposed in order to help guide future works.

7.1 Methodology

The following sections outline the changes to the decision variables, objective function,

constraint equations, and algorithm that are necessary to include an ESS component

into the MILPsp algorithm presented in Chapter 6. Another change is required in the

pre-processing of the variables’ costs, which is the change from a Weibull distribution

description of the wind field to a time-series-based approach. This is necessary due

to the time-displacement of energy through the use of ESS. Representative time series

wind speeds for an offshore site were provided by SSE containing ten-minute mean wind

speeds over the period of one year.

To effectively simplify the problem, three key assumptions are made: (1) all turbines

experience the same wind speed regardless of their position in the site (wake effects

are ignored), (2) all ESS uses the same charging strategy (charging and discharging

levels), and (3) ESS is considered in a discrete set of incremental units where turbines

may house 0 to Emax units. This means that all ESS across the wind farm site will

be operating synchronously - in their charging and discharging activity - allowing for

the location-agnostic consideration of ESS at each cable connection. For example, a

cable supporting two turbines would see the exact same power profile (time series) if

both turbines contained one unit of ESS, or if one turbine contained two units of ESS.

Therefore, for each cable, only the total amount of ‘upstream’ ESS is considered in order

to calculate the power flow time series, electrical losses, and peak power experienced

by the cable. Here, ‘upstream’ of a given cable, means any ESS whose stored energy

will be carried by the cable i.e. any ESS that is further away from the substation than
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the cable in question. Quantities of upstream ESS and power time series experienced

by a cable are calculated by a simple traversing of the network from the point/cable

being considered. From a given cable section, the upstream turbine is identified, any

cables entering this turbine are identified, the turbines upstream of these cables are

identified, and the process repeats until the ends of all strings/branches are found. The

ESS present in the selected turbines can be summed along with the power time series

of the selected turbines.

7.1.1 Adapting the MILP Model

Decision Variables

The decision variables listed below are largely the same as those used previously to build

the model for the MILPsp algorithm. Some changes are made to the x and p variables

and two new variables are introduced, e1 and e2, to enable the use of ESS in the cable

layout optimisation method. The y, w, z, and b variables remain unchanged from the

formulation presented in Chapter 6.

• xt,n,mi,j - Binary variable describing whether a specific cable type/size, t, supporting

n turbines, with m upstream ESS units, using the route between nodes i and j is

built or not (1/0).

• pi,j - Integer non-negative variable describing the number of turbines supported

by the cable (if built) on the route between nodes i and j.

• e1i,j - Integer non-negative variable describing the number of ESS units built

upstream of the cable (if built) on the route between nodes i and j.

• e2mi - Binary variable describing if the cost, γm, of m units of ESS built at a

turbine node i must be included or not (1/0).

The set of x variables that describe if a cable, t, is used on a route, (i, j), under

a particular loading scenario, supporting n turbines, must be extended to consider

the amount of upstream ESS as this will affect the electrical losses and peak power
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experienced by the cable. A particular number of upstream ESS units, m, is therefore

added to define x. The costs associated with the x variables are included as before in

the c terms, shown in Equation 7.1. The time-varying cost components, such as electri-

cal losses, must be calculated slightly differently to the previous MILPsp model. This

is described further in Section 7.1.2.

The set of variables p was previously used to describe the power flow in a given

cable connection. Since the power flow will be altered by the presence of ESS, the

constraint equations for cable selection can no longer rely on using the p variables in

the same way as previously. These variables are now altered to simply describe the

number of turbines being supported on a route, rather than the power experienced by

a cable on the given route. The peak power flow in the string is calculated by using

the time series wind speed to calculate a time series sum power output of the turbines

further upstream of a given cable section. The p variable, now describing the number

of upstream turbines, enables constraint equations (discussed further later) to ensure

the correct loading scenario is applied, i.e., supporting n turbines in the presence of m

units of ESS.

The new e1 variable describes the number of ESS units upstream of a cable and is

an integer non-negative variable. Since there is no cost associated with these variables,

they have a coefficient of zero in the objective function. The e1 variables are very similar

in formulation to the p variables with a variable created for each route, (i, j), in the set

of possible routes.

The new e2 variable describes whether the corresponding cost, γm, of m units of

ESS is to be added in a given turbine and is a binary variable. Several e2 variables are

created for each turbine with each one describing the cost, γm, of a certain quantity of

ESS, m, in the discrete set of ESS sizes available.

Objective Function

Equation (7.1) presents the updated objective function to be minimised using the up-

dated set of decision variables.
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min F = min

[ ∑
(i,j)∈A

∑
t∈T

∑
n∈{1:kmax}

∑
m∈E

ct,n,mi,j xt,n,mi,j +
∑
h∈H

γh
∑
j∈VT

wh
j+

∑
c∈C

γc
∑

j∈VSS

zcj +
∑
q∈Q

γq bq +
∑
m∈E

γm
∑
j∈VT

e2mj

] (7.1)

where the x variables, xt,n,mi,j , multiplied by their associated costs, ct,n,mi,j , are now also

summed across all values of ESS size, m, in the set of available ESS sizes, E; no change

is made to the terms surrounding the w, z, and b terms; and the cost of ESS is taken

into account by summing the cost of m units of ESS, γm, multiplied by the binary

variable e2mi , for all turbines, i ∈ VT , and for all sizes of ESS, m ∈ E.

Constraints

This section details the necessary changes to the constraint equations presented in Chap-

ters 4 and 6 and the addition of several new constraint equations focusing on the ESS

variables. The majority of constraint equations remain unchanged and so for clarity are

not restated here.

Kirchhoff’s Current Law/Number of Supported Turbines: The new formu-

lation, Equation (7.2), is very similar to the original but with the generated power equal

to one in all cases (pgeni = 1). This now states that the number of turbines (rather

than power) supported by the cable entering the node i, pk,i, plus the turbine node

itself, pgeni , must equal the number of turbines being supported by the cable leaving

the node, pi,j ; for all nodes in the set of nodes, i ∈ V . (Note: This constraint now

simply ensures the correct number of turbines/loading scenario is applied for a given

cable. Since the peak power is now calculated separately, this does not directly impact

the cable selection and any possible de-rating.)

∑
k∈V

pk,i + pgeni −
∑
j∈V

pi,j = 0, pgeni = 1 (7.2)

Cable rating: This constraint previously used the power flow variables, p, to ensure
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that the cable size, t, selected for the connection had a higher power rating than the

power flow experienced by the cable, Equation (4.5). This equation is amended to state

that the loading scenario, n, (number of turbines being supported), multiplied by the

binary variable xt,n,mi,j , must be equal to the true number of turbines being supported,

p, for the range of number of turbines that may be supported by a given cable type,

n ∈ {1 : kmax}. This constraint is applied to all routes, (i, j) ∈ A, and all cable sizes,

t ∈ T .

∑
n∈{1:kmax}

n xt,n,mi,j = pi,j (7.3)

(Note: any combinations (x variables) where the cable type, t, has a rating that

is too low to support n turbines in the presence of m units of ESS peak-shaving, is

removed during the creation of the variables in the pre-processing).

Number of Upstream ESS Units: Several new constraint equations are included

to correctly describe the number of ESS units upstream of a cable. Firstly, the e1 vari-

able describing the ESS upstream of a given cable is restricted to be a non-negative

integer variable, e1i,j ∈ Z0+.

The variable e2, describing the number of ESS units in a given turbine node, is

constrained to be a binary value. In order to ensure only one size of ESS, m, is built

in a turbine node, the sum of all e2 variables associated with a turbine node i must be

equal to one, for all sizes of ESS in the set of possible sizes, m ∈ E. This constraint is

applied to all turbine nodes, i ∈ VT . Note: an ESS size of zero is included in the set of

possible ESS sizes, m ∈ E, to ensure it is possible for no ESS to be built at a turbine

node.

∑
m∈E

e2mi = 1, e2mi ∈ {0, 1} (7.4)

Both e1 and e2 variables are required for the constraint regarding the number of

upstream ESS units, Equation (7.5). This constraint states that the sum of the number
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of ESS units upstream of all cables entering a turbine node i, e1k,i, plus any ESS units

present in the turbine node, m e2mi , must be equal to the number of ESS units upstream

of the cable leaving the turbine node, e1i,j .

∑
k∈V

e1k,i +
∑
m∈E

m e2mi −
∑
j∈V

e1i,j = 0 (7.5)

ESS Scenario Equal to ESS Built: An additional constraint is required to ensure

that the number of upstream ESS units, m, is equal to the ESS scenario for each x

variable. Equation (7.6) states that the loading scenario with m upstream units of ESS,

multiplied by the binary variable xt,n,mi,j , must be equal to the true number of upstream

ESS units, e1i,j , for all quantities of ESS, m ∈ E, applied to all routes, (i, j) ∈ A.

∑
m∈E

m xt,n,mi,j = e1i,j (7.6)

7.1.2 Adapting the MILPsp Algorithm

Power Time Series Generation: Algorithm 14 presents the charging and discharging

algorithm used to generate a new power time series for each cable and loading scenario

in the presence of ESS and to find the resulting peak power experienced by the cable.

This location-agnostic consideration of ESS is completed for all combinations of loading

scenario (n turbines), cable size (t), and ESS (m). The power profile (time series) of

these combinations is used to determine peak power and costs such as electrical losses in

the different combinations. Determination of location and sizing of ESS in the solution

is then determined concurrently with cable routing/sizing in the optimisation process.

Algorithm 14 begins by initialising the state-of-charge of the ESS, SOC, at 50% of

the available energy capacity. The power time series, PTS , is initialised as the single-

turbine power time series, Pts, multiplied by the number of turbines, n, being supported

by the cable. For each time step in the series, the power at time ts, PTS(ts), is checked

against the charging and discharging level, ESSch_lim and ESSdis_lim respectively. If

the power is greater than the charging level, the ESS will charge, or if the power is less

than the discharging level, the ESS will discharge. In both scenarios it is necessary to
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Algorithm 14 ESS (dis)charging strategy
Initialise SOC = 0.5m and PTS = nPts

for each time step, ts, in the time series, PTS do
if PTS(ts) > ESSch_lim then

Pcharge = min{ESSP , (ESSC − SOC)/(1/6), PTS(ts)− ESSch_lim}
PTS(ts) = PTS(ts)− Pcharge

SOC = SOC + Pcharge/6
else if PTS(ts) < ESSdis_lim then
Pdischarge = min{ESSP , SOC/(1/6), ESSdis_lim − PTS(ts)}
PTS(ts) = PTS(ts) + Pdischarge

SOC = SOC − Pdischarge/6
end if

end for
Record PTS for loss calculation
Record 99th percentile peak power of PTS

calculate how much energy can be charged or discharged. The charging power is the

lesser of three terms: the power rating of the ESS, ESSP ; the energy capacity of the

ESS, ESSC , minus the SOC, divided by the time step (10 minutes, or 1/6 hours); and

the difference between the power and the charging level. The power flow for the cable

under consideration may be updated by negating the charging power, Pcharge, and the

SOC may be updated by the addition of the charging power multiplied by the time step.

Similarly, the discharging power is the lesser of three terms: the power rating of the

ESS; the SOC divided by the time step; and the difference between the discharging level

and the power at time ts. The power flow for the cable is updated by the addition of any

discharged power, Pdischarge, and the SOC may be updated by negating the discharging

power multiplied by the time step. When the charging strategy has considered the full

time series, the power time series is saved to be used for electrical loss calculation and

the 99th percentile peak power for the cable is recorded. Rather than recording the

highest value of peak power, the 99th percentile value is used to allow for some limited

over-rating of the cables and to provide a slightly ‘relaxed’ formulation of the problem

to help increase the probability of ESS being used.

Electrical Loss Calculation: The electrical losses are calculated as described pre-

viously in Chapter 6, but using each value in the power time series rather than a set of
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power values with probabilities defined by the Weibull distribution. The wind speeds

over the year of provided data adhered to the Weibull distribution and so no other

changes were required to the electrical loss calculation method.

Pre-processing Phase: With the presence of ESS in some of the cable options (x

variables), it is possible that a given cable may be able to support more or fewer turbines

depending on how much upstream ESS is built. Therefore, when the variables are

created in pre-processing with all cable/ESS/number-of-turbine combinations possible,

only those that are valid may be kept, based on the peak power found for that specific

combination using the charging-discharging algorithm, Algorithm 14. To clarify, any x

variables whose cable size, t, has a power rating below the peak power found for the

loading scenario (of n turbines and m ESS units), is removed and not used in the model.

Further, in the previous optimisation methods (ACO, ACOsp, MILP, and MILPsp)

in Chapters 4 and 6, the pre-processing phase reduced the number of variables by keep-

ing only the lowest cost cable for a given loading scenario (number of turbines) for each

of the possible routes. A similar process is adopted in this formulation through a slightly

adapted approach that also considers the ESS component. For every possible cable con-

nection route, for a given number of turbines to be supported, and for a given number of

upstream ESS units, only the cheapest cable option is kept for the optimisation to con-

sider; more expensive options are ‘discarded’ as they will not be selected in the solution.

Settings of the intlinprog Solver: Initial development of the updated algorithm

indicated that the solver may struggle to find a valid solution with the addition of many

more variables (due to the larger set of x variables). This was caused primarily by the

pre-processing phases of the built-in MATLAB solver, which was removing (cutting)

valid solutions prematurely, or simply not considering regions of the solution space.

Disabling these pre-processing phases, can increase the time taken to find a solution,

but increases the chance of optimal solutions being found. The linear programming

pre-processing phase (‘LPPreprocess’) of the intlinprog solver and cut generation (‘Cut-

Generation’) were disabled, and the maximum number of nodes explored in the branch-
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and-bound process (‘MaxNodes’) and maximum allowable time (‘MaxTime’) were both

set to infinite.

7.2 Case Study

The turbine, wind farm, cables, and all associated inputs are taken from the GW-scale

hypothetical offshore wind farm site proposed and used in the previous chapters. The

wind conditions are different however, as the use of energy storage necessitates a time

series approach to the power output and therefore wind speed. A representative time

series of wind speed was provided by SSE which contains ten minute mean wind speeds

over the period of one year. Wind speeds are converted to power through the use of the

turbine power curve.

This study does not use a specific type, size, or cost of ESS. Instead, the goal is

to determine what capacity ESS would be required to provide a useful level of peak-

shaving for this hypothetical site, and at what cost. Once determined, the location and

distribution of ESS throughout the wind farm can be investigated. For this reason, the

case study is broken down into the three following sections.

7.2.1 ESS Sizing & Charging/Discharging Strategy

The first investigation into sizing the ESSs considers only one cable supporting a single

turbine in the hypothetical site. A range of ESS power and energy capacities are

considered as well as a range of charging and discharging levels. For each combination

of ESS power capacity, energy capacity, charging level, and discharging level, the 99th

percentile peak power is found (where power refers to the power experienced by the ca-

ble, supporting the single turbine, over the duration of the time series). This is to allow

for some limited over-rating of the cables and to provide a slightly ‘relaxed’ formulation

of the problem to help increase the probability of ESS being used. The power and

energy capacities of the ESS range between 0-16MW and 0-160MWh respectively, and

the charging and discharging levels both range between 0-8MW. Where the charging

level is less than the discharging level, the ESS would clearly receive conflicting messages,
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in that it would be asked to simultaneously charge and discharge when power output is

between the two levels. As such, the peak power for these cases is not calculated and

remains at 8MW, the rated power of the turbine. This investigation aims to determine

what the best ESS size is, both in terms of power and energy capacity, and what the

charging strategy should be - with this specific turbine and the provided site-specific

wind conditions.

7.2.2 ESS Costing

Using the charging strategy and ESS size (power rating and energy capacity) identified

in Section 7.2.1, this study explores the implication of the cost of the ESS. A string

of 12 turbines (the maximum that can be supported by the largest cable) is used with

the cable routes fixed in a single linear string such that the algorithm will optimise the

cable selection and ESS sizing and location only.

The investigation of ESS cost is conducted in three phases. Firstly, the ESS is

manually set to have a cost of £0 to determine if any ESS is used as expected, and if

this leads to any reduction in cable rating/sizing. Secondly, an optimisation is then run

applying a fixed cost (when any size of ESS is used), equal to that of the turbine jointing

cost (£13,800), to take consideration of the increase in complexity of the electrical

system and jointing in the presence of ESS built in the turbine. Thirdly, a further set of

optimisations are run with a range of variable costs (cost per MWh), applied in addition

to the fixed cost, to determine the break-even cost per MWh at which ESS becomes

uneconomical.

While the power rating and energy capacity of the ESS are determined by the

previous study, Section 7.2.1, turbines are allowed to build ESS in smaller incremental

units. Incremental units of one quarter of the chosen power and energy capacity will be

used, with turbines hosting between zero and eight units (between zero to two times the

chosen power and energy). Incremental units of one quarter of the chosen power and

energy capacity are chosen here to maintain a computationally efficient model, however

greater resolution could be used for following studies. The limit of two times the power

and energy capacity will allow the algorithm to select more ESS than might be expected
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(to further reduce electrical losses for example) if it is economical to do so.

7.2.3 ESS Placement

The final case study uses the ESS sizing and costing solutions from the previous case

studies, Sections 7.2.1 and 7.2.2, and applies these to the hypothetical offshore wind

farm site used in the previous chapters. Cable routing, ESS sizing, and ESS location

are optimised concurrently to explore the placement and function of the ESS within the

offshore wind farm and how this affects the cable routing and cable selection. Similar

to previous chapters, the study is first carried out using only the first ten turbines in

the site, then 15, 25, 40, 60, and 122 turbines, in order to explore how the solutions

change and also how the model complexity and computational time increase with the

number of turbines.

7.3 Results & Discussion

This section presents the results of the three-part case study. Firstly, a sizing study

is conducted to determine the required capacity for peak-shaving and an appropriate

simple charging strategy. Secondly, the cost benefit of the ESS is investigated to find at

what price ESS becomes an economically feasible option when used for peak-shaving.

Finally, the location and distribution of ESS throughout the wind farm is investigated.

7.3.1 ESS Sizing

Algorithm 14 (ESS (dis)charging strategy) was evaluated across a range for each of the

four main parameters. These parameters are (1) ESS power capacity, (2) ESS energy

capacity, (3) charging level, and (4) discharging level. The algorithm simulates a peak-

shaving function for the ESS across the time series provided by SSE, determining the

resulting peak power in the system. Depending on the values used for each of the four

parameters, this peak power value may be reduced as a result of the peak-shaving func-

tion. The investigation yielded a four-dimensional matrix containing the resulting peak

power for each combination of the four parameters. The range of ESS parameters used
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were: power ratings of 0-16MW in 1MW increments, energy capacities of 0-160MWh

in 8MWh increments, charging levels of 0-8MW in 0.2MW increments, and discharging

levels of 0-8MW in 0.2MW increments. A large range of values was chosen to ensure

that the chosen ranges did not limit the results of the algorithm. Figure 7.2 shows the

peak power experienced by a cable section supporting one 8MW turbine (for the full

time-series duration) over a range of charging and discharging levels for the largest

possible ESS of 16MW/160MWh.
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Figure 7.2: The peak power output of a turbine with 16MW/160MWh ESS over a range
of charging and discharging levels.

It can be seen that very few charging strategies (charging-discharging level combi-

nations) actually result in a reduction in the peak power below the rated power of the

wind turbine, 8MW. It is important to note that the lower-right half of the plot - where

the charging level is less than the discharging level - will always show no reduction in

peak power. Higher charging limits are successful in peak-shaving more often than lower

charging limits, Figure 7.2, in that they are more often able to provide some level of

peak-shaving relative to lower charging limits. These lower charging limits potentially
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offer a greater level of peak-shaving, but are only able to achieve this when high dis-

charging limits are also used (this is shown by the peak power reducing as the charging

limit is lowered from 8MW towards 6.8MW, but is only achieved at higher discharging

limits no lower than 6.8MW). However, if the charging and discharging levels are too

different from one-another, too much energy is required to be stored and the strategy is

less likely to be successful in peak-shaving. The maximum reduction in peak power was

1.2MW, which was achieved with a charging level of 6.8MW and a discharging level of

6.8MW.

With a minority of charging strategies resulting in any peak-shaving, it suggests

that large quantities of ESS are necessary to achieve any level of peak-shaving and cable

size reduction. Therefore, it may be valuable to better understand what the smallest

necessary size of ESS is for any reduction in cable sizes. The cable power ratings for

the case study are 60MW, 90MW, and 100MW which translates to a maximum of 7,

11, and 12 supported turbines respectively. The smallest cable may not be reduced in

size, since there is no smaller cable available. However, the middle and largest cables

may be reduced in size if sufficient ESS is present. If the middle cable supports eight

turbines in a section of the layout solution, 4MW of peak-shaving would be necessary

to reduce this to the smallest cable size ((8 turbines x 8MW) - 60MW). This would

require a minimum of 0.5MW of peak-shaving in each of the turbines upstream of the

cable section being considered (4MW/8 turbines). Performing the same analysis on the

largest cable also results in a minimum of 0.5MW of peak-shaving necessary in each of

the turbines upstream. Peak-shaving of at least 0.5MW is possible for several charging

strategies, as seen in Figure 7.2, suggesting cable size reduction is possible (albeit with

very large ESS). To minimise the required size of the ESS, a charging level of 7.4MW

is chosen to meet the 0.5MW peak-shaving requirement, Figure 7.2, and a discharging

level of 7.4MW is chosen to minimise the difference between charging and discharging

levels and therefore minimising the required ESS energy capacity.

Figure 7.3 shows the peak power of a range of ESS power ratings and energy capac-

ities when using the chosen charging strategy of 7.4MW/7.4MW described above.

It can be seen in Figure 7.3 that the necessary peak-shaving of at least 0.5MW is

218



Chapter 7. Influence of Energy Storage Systems

0 20 40 60 80 100 120 140 160

Energy Capacity (MWh)

0

2

4

6

8

10

12

14

16

P
o
w

er
 R

at
in

g
 (

M
W

)

7.4

7.5

7.6

7.7

7.8

7.9

8

P
ea

k
 P

o
w

er
 (

M
W

)

Figure 7.3: The peak power output of a turbine with a range of ESS power and energy
capacities when operated with charging/discharging levels of 7.4MW/7.4MW.

achieved at many power and energy combinations between 1-16MW and 64-160MWh.

Taking the minimum necessary ESS energy capacity to achieve the desired peak-shaving,

results in an ESS size of 3MW/64MWh. Therefore, for this specific combination of

turbine power, cable ratings, and wind conditions, an ESS of 3MW/64MWh operating

with a charging strategy of 7.4MW/7.4MW will be carried forward in the case study.

7.3.2 ESS Costing

A small case study containing a single string of 12 turbines was created with approxi-

mately the same spacing (∼ 5D) as seen in the hypothetical site. While the chosen ESS

size was 3MW/64MWh operating with a charging strategy of 7.4MW/7.4MW, turbines

were allowed to build between 0-8 smaller incremental units of 0.75MW/16MWh each

(therefore, four of the possible eight units represents the chosen ESS size). Allowing

more units of ESS than are necessary to achieve the desired 0.5MW peak reduction

(eight rather than four), ensured that the limit would not become prohibitive for the

optimisation in this investigation. With no additional cost for building ESS, Figure 7.4
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shows the optimised solution - where the number and bar plot above each turbine rep-

resents the number of ESS units built at the turbine and the number below each cable

section represents the total number of ESS units upstream of the cable.
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Figure 7.4: Optimised cable selection and ESS sizing and location for an ESS cost of
£0. (Numbers in brackets and green bars above the turbines represent the number of
ESS units built at each turbine node, numbers below each cable connection represent
the number of ESS units upstream of that cable section.)

It can be seen in Figure 7.4, that at least three units of ESS (2.25MW/48MWh)

were built in each turbine, with three turbines containing four units (3MW/64MWh)

of ESS. The ESS appears to be relatively evenly distributed throughout the string of

turbines, with the final cable section connecting to the substation showing that there

is a total of 39 units (29.25MW/624MWh) of ESS in total in the string. It might be

expected that, since peak-shaving will reduce the peak currents (and electrical losses

are proportional to the square of the current), that the maximum amount of ESS would

be used throughout the string when the ESS cost is zero.

Upon closer inspection, it can be seen that the electrical losses did not continue to

reduce in the presence of an increasing amount of ESS due to the chosen charging strat-

egy. Figure 7.5 shows the electrical losses of the smallest cable size supporting a single

turbine with a varying number of ESS units present in the turbine it is supporting.

Increasing the number of ESS units to peak-shave the power output of the tur-

bine does indeed decrease the electrical losses for the first three units of ESS (up to
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Figure 7.5: NPV lifetime electrical losses in the smallest cable size (100mm2) supporting
one turbine, in the presence of varying numbers of ESS units in the turbine.

2.25MW/48MWh). After this, any additional increase in the number of ESS units ac-

tually increases the electrical losses. This is because the larger sizes of ESS (both in

terms of power rating and energy capacity) are able to discharge more energy more

quickly when the power output of the turbine drops just below the discharging level.

Smaller ESS discharges similarly, however, with a lower power rating it is slower to

discharge and still has energy to discharge as the turbine power output drops lower.

Discharging the stored energy at lower power levels results in less electrical losses than

discharging the energy when the turbine power output is higher (but still below the dis-

charge threshold). This could be a potential limitation of the simple two-level charging

strategy and perhaps an alternative charging strategy using proportional charging may

be more suitable - where the rate of (dis)charging depends on the relative difference

between the charging limit and turbine power output.

A fixed-cost of using ESS in a turbine node is applied that takes into account the

additional complexity of the electrical system when ESS is built in a turbine. The cost

that is applied is equal to the turbine jointing cost of £13,800 as a representative value

and is applied when any amount of ESS is built in a turbine. Figure 7.6 shows the

optimised solution in the presence of this additional fixed cost of installing ESS.
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Figure 7.6: Optimised cable selection and ESS sizing and location for a fixed cost
of ESS jointing of £13,800. (Numbers in brackets and green bars above the turbines
represent the number of ESS units built at each turbine node, numbers below each cable
connection represent the number of ESS units upstream of that cable section.)

As can be seen in Figure 7.6, ESS that was previously distributed throughout the

string is aggregated into only three turbines, each containing the maximum eight units of

ESS (6MW/128MWh). This is clearly to minimise the number of additional cost terms

associated with including the ESS system in a turbine; here the fixed cost of £13,800

is included three times (once for each turbine containing ESS). In total, the string now

only contains 24 units of ESS, down from 39 previously included at zero cost. The

associated increase in the objective value (which includes cable costs, electrical losses,

and ESS cost) can be seen in Table 7.1, where the addition of the fixed cost term

increases the objective value by £48,359 (0.20%).

Table 7.1 shows the objective values of the single-string case study for a range of

variable costs of ESS (cost per MWh), from £200/MWh to £2,000/MWh. The fixed

cost remains the same for all cases except the initial zero cost case.

The objective value for the single-string case study, when the ESS has no cost

(fixed or variable) is £24,241,721, whereas the objective value when no ESS is used is

£24,560,859, an increase of £319,138 (1.32%). This decrease, as a result of including

zero-cost ESS, is due to the reduction in electrical losses in the cable sections, discussed

further later. Table 7.1 shows the objective value for a range of variable costs. It can be
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Table 7.1: Objective values of the cable and ESS selection over a range of variable costs
per MWh.

Fixed cost
(£)

Variable cost
(£/MWh)

Objective Value
(£, NPV)

0 0 24,241,721
13800 0 24,290,080
13800 200 24,353,574
13800 400 24,404,774
13800 600 24,445,595
13800 800 24,471,195
13800 1000 24,496,795
13800 1200 24,519,145
13800 1400 24,537,342
13800 1600 24,551,677
13800 1700 24,557,552
13800 1750 24,559,952
13800 1800 24,560,859
13800 2000 24,560,859

seen that no ESS is used when the variable cost is greater than or equal to £1,800/MWh

(as the objective value remains unchanged for costs greater than £1,800/MWh), with

the ‘break-even’ point for any ESS being used between £1,750/MWh and £1,800/MWh.

As the ESS cost increases from zero, a decreasing amount of ESS is built in the string

until it is prohibitively expensive. Figure 7.7 shows the solutions for a range of ESS

costs, £200/MWh, £800/MWh, £1,400/MWh, and £1,800/MWh.
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Figure 7.7: Optimised cable selection with fixed cost of ESS of £13,800 and a vari-
able cost of (a) £200/MWh, (b) £800/MWh, (c) £1,400/MWh, and (d) £1,800/MWh.
(Numbers in brackets and bars above the turbines represent the number of ESS units
built at each turbine node, numbers below each cable connection represent the number
of ESS units upstream of that cable section.)
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With the addition of a variable cost of £200/MWh (to the fixed cost of £13,800), the

total ESS built is reduced from 24 units in three turbines to 16 units in two turbines,

Figure 7.7 (a). Increasing the cost further, to £800/MWh and £1,400/MWh, reduces

the amount of ESS built to eight and five units respectively. Any ESS that was built in

turbines in the middle of the string is removed first as the cost increases, with ESS in

the end turbine (furthest from the substation) being preferred by the algorithm. This

is because the ESS towards the end of the string provides peak-shaving - and therefore

electrical loss reduction - for more of the string. As the cost reaches £1,800/MWh or

greater, the additional cost outweighs the benefit provided by the ESS and none is built,

Figure 7.7 (d).

Interestingly, the cable selection for all solutions over the range of ESS costs does

not change, including the zero cost case. The smallest cable size (100mm2) is used to

support up to four turbines, the middle cable size (125mm2) is used to support five

turbines, and the largest cable size (150mm2) is used to support six to 12 turbines,

irrespective of how much ESS is built in the string. As discussed previously, 0.5MW of

peak-shaving is required in each upstream turbine in order to reduce the cable size of

a given section of the string. Also discussed was the impact on the electrical losses of

increasing amounts of ESS. Increasing the ESS present in the string provides a more

rapid discharge at power levels near the discharge level, which when maximised results

in slightly increasing electrical losses. This suggests that all the benefit of the ESS is

observed through electrical loss reduction rather than a reduction in cable size (with

the wind distribution of the site and cable sizes being instrumental in this result).

It is expected that for the layout study of the full site, all three cable sizes will be

used, however in the presence of branching connections it is possible that there may

be different distributions of ESS further upstream in the string that may lead to a

reduction in cable size.

With the introduction of an ESS cost, the limit of eight units of ESS per turbine

seems to have become prohibitive to the optimisation. While the number of ESS units

that can be used could be increased (which would also increase the number of decision

variables), it is chosen in this initial investigation not to do so. This is to maintain
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reasonable limits to the size and weights of ESS being used in solutions. Table A.2, in

the Appendix, shows the energy density and power density of different types of ESS.

Considering the highest energy density ESS by weight (hydrogen, up to 10,000Wh/kg),

eight units of ESS (128MWh) equates to approximately 13 tonnes. On first inspection,

this seems feasible for a large turbine. However, considering energy density per volume,

this equates to approximately 42,667 litres. Other forms of energy storage that are less

energy dense result in larger weights (for the eight units of ESS or 128MWh), such as

compressed-air energy storage (CAES) at 4,267 tonnes. Increasing the eight-unit limit

then, while academically interesting, is impractical for ESS co-located at a turbine. An

area of interest for future studies may be to quantify the weight and volume restrictions

for a given turbine model, to better define the constraints for the ESS optimisation,

however that is beyond the scope of this investigation.

Since the range of ESS costs are all significantly below the lowest real cost shown

in the literature review (with the lowest cost at $2-50/kWh for compressed-air energy

storage), an assumption is made to enable the following sections of the case study to be

conducted. Without the following assumption, applying a real cost of any type of ESS

as presented in the literature review would mean using values higher than £1,800/MWh

and therefore having no ESS present in the solutions (as demonstrated by the above

costing study). The assumption is that an additional ‘stacked’ revenue stream can offset

the capital cost of the ESS, and that the peak-shaving service investigated in this work

is an additional benefit of ESS present in the wind farm. Therefore, a variable cost

of £0/MWh is chosen with a fixed cost of £13,800. This cost structure is to ensure

ESS is used in the following layout study, enabling an assessment of the impact of

ESS on the cable layout. While this might seem unrealistic, it is proposed that for

future developments, ESS may use ‘stacked’ revenue streams [130,131] - such as black

start provision - which may offset the cost of the ESS in the wind farm but allow for

concurrent charging operations to provide secondary benefits. Detail of the revenue

streams for such ancillary service provisions is provided in the Appendix in Table A.1.

In such a context, it may be reasonable to suggest the cost of the storage need not

be taken into account and as such a cost of £0/MWh may be used. However, a fixed
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cost of £13,800 is still used to account for the cost of the additional electrical system

complexity when ESS is built in a turbine.

7.3.3 ESS Placement

Optimising the hypothetical site’s cable layout - allowing ESS to be built - concurrently

optimises the cable routing, cable selection, ESS sizing, and ESS location. Not only

does this allow for the investigation of ESS placement, but also its effect on the cable

selection and routing. Similar to previous chapters, a range of case study sizes are

considered by taking a subset of the turbines in the hypothetical site for cable layout

optimisation. Firstly, the first ten turbines of the hypothetical site are considered,

before cases considering the first 15, 25, 40, 60, and 122 turbines respectively. The

layout solutions of the proposed algorithm (including ESS components) are compared

to solutions of the MILPsp algorithm, presented in Chapter 6. Table 7.2 shows the

objective values of the two approaches (without and with ESS) for each of the six case

studies.

Table 7.2: Objective values of the cable layout solutions using the MILPsp algorithm
and the amended MILPsp algorithm including ESS.

No.
turbines

Objective value (£) Difference
(%)MILPsp MILPsp

inc. ESS
10 23,931,903 23,847,741 -0.35
15 33,410,675 33,335,180 -0.23
25 53,555,201 52,565,747 -1.85
40 73,725,624 73,495,434 -0.31
60 109,438,341 108,511,815 -0.85
122 209,696,645 209,231,196 -0.22

It can be seen that the cases including ESS all reduce the objective value of solutions

by 0.22-1.85%, which includes the capital cost of cables, electrical losses over the lifetime

of the project, and the additional cost of integrating ESS into turbines. Investigating

the layout solutions more closely provides a deeper insight into the method by which

the cases with ESS reduce the objective value.
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Ten-Turbine Site

Figure 7.8 shows the layout solutions for the case containing ten turbines, with the

MILPsp solution on the left and the solution allowing ESS on the right.
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Figure 7.8: Cable layout solutions for the hypothetical site with 10 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

It can be seen in Figure 7.8 that the cable routing and cable sizes have not changed

between the two solutions. Despite this, there is ESS included in three of the ten

turbines, which is providing some benefit/reduction to the objective function through

the mechanism of peak-shaving. The additional cost of the ESS in the turbines is

£41,400 (3×£13,800), however, the objective value is £84,162 less in the case with the

ESS present (Table 7.2). Therefore, the ESS is providing £125,562 of cost reduction in

the form of electrical loss reduction over the lifetime of the project (in net present value),

since all cable sizes and routes have remained the same. All three instances of ESS are

positioned at the ends of the string branches, furthest from the substation so as to

provide the peak-shaving service to all turbines in the string. Turbines containing ESS

have all maximised the number of ESS units they are able to accommodate individually,

likely to minimise the number of fixed costs of integrating ESS into a turbine. Here,

eight units (6MW/128MWh) are present in each of the three turbines, resulting in the
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cable entering the substation having 24 units of upstream ESS (18MW/384MWh).

15-Turbine Site
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Figure 7.9: Cable layout solutions for the hypothetical site with 15 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

The cases containing 15 turbines, presented in Figure 7.9, do exhibit some differences

when ESS is and is not included, both in terms of the cable layout and cable selection.

The MILPsp solution, Figure 7.9 (left), contains two branched strings supporting six

and nine turbines and using only the largest (150mm2) and smallest (100mm2) cable

sections. The adapted MILPsp solution that includes ESS, Figure 7.9 (right), also

comprises two branched cables, although with a different layout such that five and ten

turbines are supported by the two strings. All three cable sizes are utilised in the

solution and only one cable section is built using the largest cable size, down from

three sections in the MILPsp solution. ESS is present in four of the 15 turbines, with

all maximising their individual capacity of eight ESS units. Interestingly, three of the

turbines containing ESS are at the ends of the string branches, but one is in the middle

of a string.

It might be expected, that since ESS at the end of a string provides electrical loss
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reduction to every cable section in the string, that all ESS would be positioned towards

the end of the string, not in the middle of a string as in Figure 7.9. To better understand

why ESS was built in the middle of the string, Figure 7.10 considers each of the six

cable sections of the branched string (that contains ESS in the middle of the string) in

the 15 turbine solution in Figure 7.9 (right). Figure 7.10 (a) corresponds to the first

cable section going from the eastmost terminal turbine (containing eight units of ESS),

supporting one turbine, and Figures 7.10 (b-f) consider the ‘downstream’ cable sections,

with Figure 7.10 (f) corresponding to the cable section entering the substation. Each

plot in Figure 7.10 shows what the electrical losses of the cable would be in the pres-

ence of different numbers of upstream ESS (solid blue line), the maximum number of

upstream ESS units possible (dotted orange line), and the actual number of ESS units

built upstream of each cable section (dashed black line).
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Figure 7.10: Electrical losses for a varying number of upstream ESS units, for the subset
of cable sections present in the 15 turbine case study with two turbines containing eight
units of ESS. Cable sections support (a) one turbine, (b) two turbines, (c) three turbines,
(d) four turbines, (e) five turbines, and (f) ten turbines.
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In the solution, Figure 7.9 (right), eight units of ESS are built in the end turbine

under consideration, thus Figure 7.10 (a) shows eight units of upstream ESS as indi-

cated by the vertical dashed black line. It can be seen in Figure 7.10 (a) that this does

not minimise the electrical losses in the first section of the cable, which occurs at three

units of ESS (the lowest point on the solid blue line). With no additional ESS built in

the second turbine, the second section of cable, Figure 7.10 (b) still shows eight units of

upstream ESS, while the maximum possible is 16. The same is true of the third section

of cable, represented by Figure 7.10 (c), since no ESS is present in the third turbine in

the string. Here the upstream ESS is eight units (black dashed line) and the maximum

possible is 24 units (dotted orange line). In the fourth turbine in the string, eight addi-

tional units of ESS is built, meaning that the fourth cable section in the string, Figure

7.10 (d), shows 16 units of upstream ESS out of a possible 32 units. With no ESS in

the fifth turbine, the fifth cable section, Figure 7.10 (e), shows 16 units of upstream

ESS out of a possible 40 units. Finally, the sixth and final cable section, Figure 7.10

(f), shows 24 units of upstream ESS of a possible 80 units (since there are a total of ten

upstream turbines on both sections of the branched string with 16 units of ESS from

the above sections and and additional eight units from the other branch of the string).

The ESS is distributed in the turbines such that it minimises the sum total electrical

losses in the whole string, not just the immediate next cable. This is because the ESS

not only affects the losses in the next section of cable, but also all further downstream

cable sections in the string. If all three of the ESSs were positioned in the three turbines

at the end of the string as hypothesised, the electrical losses of sections 2-3 (Figure 7.10

(b)-(c)) would be higher than in the current positions.

25-Turbine Site

Figure 7.11 presents the solutions to the 25 turbine cases, with the MILPsp algorithm

(left) and the adapted optimisation including ESS (right). This case study shows a

significant change in the cable layout, most notably by reducing the number of strings

from three to two. The MILPsp solution contains strings supporting eight, seven, and

ten turbines, whereas including ESS as a decision variable has allowed the strings to
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support 13 and 12 turbines. Since the largest cable is able to support up to 12 turbines,

it is clear that the ESS has allowed for more turbines to be connected. Similar to

the previous case studies, the ESS is all located in the end turbines and all host the

maximum eight units of ESS.
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Figure 7.11: Cable layout solutions for the hypothetical site with 25 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

40-Turbine Site

The two solutions, with and without ESS, for the case of 40 turbines shows no change

to the cable layout or selection unlike the previous two cases. A total of 80 units

(60MW/1,280MWh) of ESS is built however, across ten turbines, which all operate to

reduce the electrical losses in the array. Eight of the turbines containing ESS are built

at the ends of the strings with two located in the middle of the string, at the fourth

turbine from the end. This is in line with what was described in Figure 7.10, where ESS

was not necessarily all built close to the end of the string. Despite the lack of change in

the layout and cable selection, the ESS in this solution was able to reduce the objective

value by £230,190 (0.31%).
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Figure 7.12: Cable layout solutions for the hypothetical site with 40 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

60-Turbine Site

Upon increasing the size of the case study site to 60 turbines, the layout between the

two cases with and without ESS showed changes again. Only small differences exist

between the two layouts, shown in Figure 7.13, in the southernmost strings between

the two substations. Despite this, a total of 15 turbines contain ESS, all hosting the

maximum possible eight units (6MW/128MWh) providing an overall objective value

reduction of £926,526. Of the 15 turbines containing ESS, 13 are placed at the ends of

string branches and two are in the middle of strings. The total number of strings has

been affected by the small layout change, reducing from a total of eight (without ESS)

to seven (with ESS), which reduces the substation connection cost. Also reduced, is the

number of sections using the largest cable size (150mm2), which has changed from 17

to 16 with the addition of the ESS.

122-Turbine Site

Although computational time is not a focus of this ESS integration study, computational

complexity increases significantly with the increase in the number of turbines (more so
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Figure 7.13: Cable layout solutions for the hypothetical site with 60 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

than in the cable layout optimisation without ESS). As such, the optimisation of case

study sites containing 25, 40, 60, and 122 turbines was conducted on a desktop PC

with higher specifications (3.5GHz Intel Core i9-10920X, 192GB RAM). Additionally,

for the case of 60 and 122 turbines, the pre-processing phases were conducted in parts

running in parallel on the ARCHIE WeSt supercomputer hosted by the University of

Strathclyde. This greatly reduced the pre-processing time of the two solutions but

means accurate computational times of the total algorithm are not possible to obtain.

While the pre-processing phase may be run in parallel, MATLAB’s intlinprog solver is

not compatible with parallel processing and so no benefit would be gained by running

on the ARCHIE WeSt supercomputer, which was instead run on the high-specification

desktop PC mentioned previously. With the 60 turbine case taking approximately 5 days

to run (excluding the pre-processing phase), it was clear that the case of 122 turbines

would not be possible to run in a reasonable time period, given the exponential increase

in computational time with number of turbines. However, with all previous solutions

resulting in turbines containing either zero or eight units of ESS, a compromise was

found in reducing the ESS set from {0:1:8} to {0, 8} which greatly reduces the number
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of variables and therefore computational complexity. Solutions reaching the maximum

of eight units of ESS in all solutions may represent a limitation of the optimisation

study. Earlier phases of the investigation justified the sizing of ESS available, however

the introduction of a fixed cost incentivised ESS to be grouped into fewer and fewer

turbines until the limit was reached. Future studies, that consider a specific type of

ESS, may benefit from determining the true maximum ESS capacity of a given offshore

turbine to influence the maximum allowable sizing, however that was beyond the scope

of this ESS-agnostic investigation. It is not unlikely (at a maximum of 6MW/128MWh

of ESS) that the limit used is this work is already beyond the practical hosting capacity

of even a large offshore turbine.
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Figure 7.14: Cable layout solutions for the hypothetical site with 122 turbines, using
(left) the MILPsp algorithm with no ESS and (right) the adapted MILPsp algorithm
including ESS. (Numbers immediately above turbines indicate the number of ESS units
built at the turbine.)

The solution to the 122 turbine case, with the reduced set of number of ESS units, is

shown in Figure 7.14. The two cables layouts, (left) without ESS and (right) with ESS,

are very similar with only three strings in the centre of the wind farm having changed

between cases. A total of 27 turbines each contain eight units of ESS, which represents

162MW/3,456MWh in total in the site and provides £465,449 of reduction (0.22%) in

the objective value. As per the previous cases, the ESS is largely placed in the turbines
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at the ends of strings, however two turbines in the middle of strings also contain ESS,

in the Northern half of the site. One cable section, entering the eastern substation,

has reduced from the largest size (150mm2) to the medium sized cable (125mm2) but

all other sections have remained the same. It is clear then, that the majority of the

objective value reduction is a result of reduced electrical losses, rather than substantial

changes to the layout or cable selection.

7.3.4 Limitations

As a novel investigation into using co-located ESS within offshore wind turbines for the

purposes of peak-shaving power, it was not possible to exhaust all areas of the study.

This section discusses some of the limitations of the work, with the aim of guiding future

research.

When calculating the peak power in cables in the presence of ESS, Algorithm 14,

peak power over the full time series was recorded. With the Weibull distribution of

wind speeds, long periods of high wind speed do not occur very regularly (to varying

degrees based on the wind profile at the site). As such, the algorithm may report a high

peak power but says nothing about how often this occurs. It could therefore be the case

that the large quantities of ESS required to provide meaningful peak-shaving could be

reduced by considering curtailing the wind farm for short periods of time. Curtailing

the wind farm in this way, introduces further considerations, such as lost revenue, that

were beyond the scope of this study but may enable smaller capacities of ESS to be

used for peak-shaving. Additional costs, such as the ESS degradation, should also be

considered in future studies, once a type of ESS has been selected (not possible in the

ESS-agnostic study presented in this work).

As discussed previously, ESS capacities and the constraints in the optimisation would

benefit from more detailed investigation. Many of the solutions presented in this work

contain the maximum of eight units of ESS and it is possible that solutions would differ

from this if more ESS was allowed to be co-located within turbines. While this may

be interesting academically, determining the available capacity within a specific turbine

model (with a specific type of ESS) would be useful in determining a realistic constraint
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to ESS sizes. Given the very large quantities of ESS already used in this study (up to

6MW/128MWh of ESS per 8MW turbine), the author expects a likely limit to be much

lower, depending on the turbine model used.

The results presented in this work show that including ESS for the purposes of peak-

shaving power is able to provide improved objective values (considering the connection

cost of ESS, but not capital cost). This is determined based on a single site case study,

but replicated across different sizes of wind farm, from 10-122 turbines. With limitations

to time and computational resource, future studies should look to replicate this result

on other sites, using different wind profiles, to improve confidence in the use of ESS for

this peak-shaving function.

7.4 Summary

This chapter aimed to investigate the potential benefits and implications of including

ESS as an additional set of decision variables in the cable routing optimisation algorithm.

The MILPsp model from Chapter 6 was adapted to include the additional variables

describing the ESS built in turbine nodes and additional constraint equations were

introduced. The chapter considered three distinct investigations regarding the ESS,

which were the sizing and charging strategy, the cost, and the implications to the overall

layout and cable selection.

To determine the ESS sizes to use, both in terms of power rating and energy capacity,

and to determine the most appropriate charging strategy, the first study simulated a

range of power ratings, energy capacities, charging limits, and discharging limits. The

resulting peak-shaving capability of each combination was explored showing that a large

energy capacity was required to provide any meaningful peak power reduction. While

the peak power reduction is very site specific, it was found that for the combination of

turbine, wind profile, and cable set presented in this chapter, an ESS of 3MW/64MWh

operating a two-level charging strategy of 7.4MW/7.4MW would provide the necessary

peak-shaving to allow for cable size reduction if determined economically feasible to do

so by the algorithm.
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A string of 12 turbines connected in a single non-branching line was used for the

costing study. Turbines were allowed to contain between zero and eight units of ESS,

with the individual ESS unit size equal to 0.75MW/16MWh (one quarter of the size

determined in the previous study). This allowed turbines to contain a range of ESS sizes

in the string between zero and twice that determined in the previous study, allowing for

over-sizing if the algorithm found benefit in electrical loss reduction, for example. With

zero cost associated with building the ESS units, it was found that turbines contained

between three and four units of ESS each, not the expected eight. Because of the

simple two-level charging strategy (or one-level charging strategy since the charging

and discharging levels were the same), the electrical losses actually increased for higher

power ESS in turbines as more energy was discharged closer to the discharge level at

higher powers, increasing electrical losses. With a fixed cost of ESS, the ESS in the

string was aggregated into three turbines each containing eight units, minimising the

number of turbines with the additional fixed cost. In addition to the fixed cost, a range

of variable costs (cost per MWh) were included, showing that no ESS was built in the

string when the cost was £1,800 or higher. For lower costs, ESS tended to be built

towards the end of the string (furthest from the substation) where the peak-shaving

benefits could be utilised for the downstream cable sections. Interestingly, no cable

size reduction was seen at any cost; ESS peak-shaving was used only to reduce the

electrical losses. A fixed cost of £13,800 and a variable cost of £0/MWh was chosen for

the following layout study. This was chosen as the break-even cost (cost per MWh) for

using ESS was too low compared to real ESS costs identified in the literature review. An

additional cost is still required, however, in order to account for the complexity of placing

ESS in a turbine rather than grouping it all centrally in the substation for example.

This assumes that the cost of the ESS (£/MWh) is accounted for by another concurrent

revenue stream such as black-start provision and any peak-shaving benefits are only an

additional stacked revenue stream for the operator. However, no consideration was given

to the additional cost of repairs and replacements or the additional capacity required

to account for degradation over the life of the ESS.

Optimising the cable layout for the hypothetical site with the ESS components
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included, showed that improved solutions were found and that the benefit was largely

from electrical loss reduction. However, several of the case studies also exhibited altered

layouts and cable selections when ESS was included for peak-shaving. Most solutions

placed ESS at the ends of the strings, however some of the solutions also included ESS

in the middle of strings when non-branching sections of strings became long enough to

justify it. In some cases the number of substation connections were reduced, reducing the

substation connections costs. No cable sizes were directly de-rated in the same layout,

but changes to the layout did allow for fewer of the larger cables to be used overall, and in

one instance the largest cable that can support up to 12 turbines when no ESS is present,

was actually able to support 13 turbines - which can be considered to be effectively de-

rating the connection. The objective value of all instances of the hypothetical site case

study were reduced by 0.22-1.85%, however, there were limitations to the approach. As

the number of turbines increases, so too does the computational complexity although

an exact computational time was difficult to record. This meant that the larger sites

were very difficult to solve with a standard or higher specification desktop PC and the

formulation was not suitable for parallel processing using a supercomputer. Reducing

the set of possible ESS sizes resulted in an optimised solution for the largest case study

of 122 turbines in a reasonable computational time but in a more constrained solution

space than the smaller cases. Future adaptations to the proposed model may wish to

optimise the computational efficiency. One possible improvement, is removing the e1i,j

variables, to be replaced with m · xt,n,mi,j variables. This change would not affect the

results of the optimisation, but in removing a small number of variables, may provide

an incremental improvement in computational efficiency.

With the costing study assuming other stacked revenues, not taking into account

additional cost components such as ESS degradation, and the large ESS sizes required

to provide any meaningful peak-shaving, there is further work required in both the

modelling and real-world development of energy storage before this may be a practical

application for offshore wind farm developers and operators. Further work includes the

detailed analysis of the ESS sizing especially in relation to the available space within a

given turbine. Considering the charging activity and the SOC profile will allow the con-
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sideration of not only the degradation but also what additional stacked revenue streams

may be able to operate concurrently with the peak-shaving functionality. A more so-

phisticated charging strategy may also reduce ESS degradation relative to the simple

two-level strategy proposed in this initial work. Finally, allowing ESS in the substation

nodes may alter the positioning of the ESSs within the site if the cost components are

favourable for siting at the substation.

In conclusion, the objective of this chapter was to integrate energy storage as a de-

cision variable into the cable routing optimisation to determine to what extent energy

storage may be able to change (or ‘loosen’) constraints and provide more cost-effective

cable routing solutions. The methodology proposed in this chapter met this objective by

adding additional decision variables into the MILPsp method proposed in Chapter 6. It

was found that very few charging strategies were able to deliver meaningful peak-shaving

to the power in the array cables and those that did, required a very large ESS capacity

to do so. While this is a site-specific result, it is unlikely that variations between sites

will be enough to substantially change the results shown in this work. As an initial study

in this field, future works should look to build upon this, considering not only other sites

and wind profiles, but also expanding the quantities of ESS available and constraining

ESS capacity based on real turbine weight and volume limitations. Further, the cost of

the co-located ESS was prohibitively high compared to real ESS prices at the time of

writing. Ignoring cost restrictions, using ESS within the cable layout optimisation was

able to reduce cable network costs by 0.22-1.85% for this specific site.
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Conclusions

This section provides a summary of the work presented in the thesis, with key con-

clusions and possible avenues of future research. Reference is made to the aims and

objectives posed at the start of the thesis to ascertain to what extent these have been

met and what the resulting findings are for the research questions.

8.1 Thesis Summary

In order to address the research questions posed at the start of the thesis, several

objectives were identified and a chapter of work was produced to address each one.

The following provides a summary of the work conducted within each chapter and the

associated key findings.

8.1.1 Turbine Placement Optimisation

Although there is clearly not yet a convergence on the best method for turbine layout

optimisation, several areas of interest are highlighted by the literature including: the

need for developing an efficient optimisation approach for larger, more complex sites;

the use of more accurate wake models; and a standard benchmark wind farm with data

on the wind profile, turbines, and realistic boundary shape. Many optimisation methods

are also explored by works in the academic literature with heuristics offering a promis-

ing approach to large-scale optimisation problems with complex objective functions.
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As such, the objective of Chapter 3 was to utilise a PSO-based approach, as identified

in the literature review, to develop a turbine layout optimisation method for large-

scale offshore wind farms. A new approach was proposed, built from a combination of

existing models and methods as well as two novel components: the on-the-fly lookup

and the micro-siting function which were able to reduce computational time by around

95% and increase the objective value by 1.11%, respectively. A comparison of the

wind farm model with real data from the Lillgrund offshore wind farm showed very

good correlation, matching energy capture of the site to within 0.17%, and a GW-

scale hypothetical site was proposed to compare turbine layout solutions to intuitively

designed solutions. The tool was able to outperform all intuitively designed solutions

and maintain a more consistent set of solutions despite utilising heuristic methods.

An additional case study was carried out on the Berwick Bank offshore wind farm

site (before it was joined with the Marr Bank site) being developed by SSE. Here, the

solutions of the proposed method were compared to those produced by SSE and its in-

house tool. The quality of the solutions, as assessed by annual energy yield, were very

similar (with the proposed tool solution between 0.11-0.35% lower energy capture than

the SSE solution). The results of the case studies, in terms of closely matching annual

energy yield and the ability to consider large sites, gave a high degree of confidence that

the proposed tool was sufficiently good and that the objective had been met. The tool

was therefore acceptable for the integration of a cable layout optimisation module into

this - typically much earlier - design phase.

8.1.2 Cable Layout Optimisation

The objective of Chapter 4 was to develop an offshore wind farm array cable layout

optimisation method, capable of considering large-scale problems in a computationally

efficient manner. As the MILP method, dominant in the academic literature, faces

challenges with scaling up to larger problems, a comparison was conducted between the

MILP approach, a heuristic ACO method, and a novel approach combining an ACO

with a decomposition strategy, ACOsp. The new method, ACOsp, was compared to a

classical MILP method and an unedited ACO algorithm. The MILP algorithm yielded
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the best solutions but scales very poorly with increasing numbers of turbines to connect,

such that for large sites with many turbines it is not possible to solve using standard

desktop computing facilities. The ACO algorithm generates solutions very quickly,

however being a heuristic algorithm can produce different results from each simulation

and not necessarily reach the optimal solution. (Note, care must be taken when tuning

the optimisation parameters to ensure robust results from heuristic approaches such as

ACO, which are likely to be problem specific). Solutions of the ACO algorithm were

between 0.4% and 7.6% higher total cost (as determined by the objective function) than

the optimal solution. The ACOsp algorithm produced solutions more slowly than the

ACO algorithm but still within a couple of hours and its solutions were only between

0.0% and 1.4% more expensive than the optimal solution, showing that it is a good

method for large scale sites when standard desktop computing power is available.

The ACOsp approach was therefore determined, through the above case studies, to

be a suitable tool moving forwards for integration with the turbine layout optimisation

approach from Chapter 3.

8.1.3 Integrated Turbine & Cable Layout Optimisation

The objective of Chapter 5 was to integrate the turbine and cable layout optimisation

approaches from the two preceding chapters into a single optimisation framework to de-

termine and quantify the impact of considering array cable network costs during early

design phases of offshore wind farms. The cable layout optimisation algorithm was

integrated in stages throughout the turbine layout optimisation to limit computational

complexity. A set of ten simulations were carried out for the sequential optimisation and

a set of ten for the integrated approach on the large-scale hypothetical site proposed in

the earlier chapters. This facilitated a comparison of sequential and integrated solutions

to isolate the impact of the integration of approaches.

Both sets of solutions, sequential and integrated, reliably produced layouts con-

taining 164-165 turbines, however, the integrated optimisation solutions had a higher

objective value by 0.45% on average. An appropriate statistical test, the Mann-Whitney

U Test, was conducted, which determined that the objective value difference in the sets
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of solutions was statistically significant. While the integrated approach did increase the

objective value in this maximisation problem, both approaches showed a larger increase

between their solutions containing 165 and those containing 164 turbines (0.55% and

0.57%). This demonstrates that, for this site, it is more impactful to include another

turbine in the site, than to integrate the optimisation approaches. However, the best

performing solution of both approaches was that which contained 165 turbines and also

adopted the integrated optimisation approach.

8.1.4 Advanced Cable Layout Optimisation

Following the development of the ACOsp cable layout optimisation algorithm and its

integration into the turbine layout optimisation process, it became clear that there may

be a need and opportunity to develop a more robust array cable layout optimisation

tool through the use of classical optimisation approaches and decomposition strategies.

This aimed to maintain the benefits of robust and accurate solutions of the classical

MILP approach combined with the computational efficiency and speed of the decompo-

sition proposed in the ACOsp methodology. Chapter 6 presents the methodology and

development of such a method, the MILPsp algorithm.

While a direct comparison could not be made between the MILPsp algorithm and

the previous methods used in Chapter 4 because of the change in the problem formula-

tion, the MILPsp algorithm did appear to generate better quality solutions in a faster

computational time. Optimal solutions were found in almost all test cases, with the

worst case solution only 1.4% more expensive than the optimal. The change in problem

formulation from the ACOsp method resulted in the MILPsp algorithm struggling to

find good quality solutions for some problems however. Reducing the number of strings

to within the substation connection limit proved difficult as sub-problems were solved

in isolation with no option to join to neighbouring strings, unlike in the ACOsp method.

Overall the proposed MILPsp algorithm was very effective and the problem formula-

tion allowed for easier integration of an energy storage component into the MILP-based

model; this was therefore selected for the following chapter of work.
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8.1.5 Influence of Energy Storage Systems

The objective of Chapter 7 was to integrate energy storage as a decision variable into

the cable routing optimisation to determine to what extent energy storage may be

able to change (or ‘loosen’) constraints and provide more cost-effective cable routing

solutions. A set of energy storage variables were included into an extended version of

the MILPsp algorithm which described the quantity of energy storage in each turbine

and the amount electrically ‘upstream’ of each cable section.

The first part of the three-part study investigated the required power and energy

capacity of ESS to provide a peak-shaving service to the particular hypothetical case

study problem. The solutions showed that very large amounts of ESS (3MW/64MWh)

were required for any meaningful peak-shaving capability that might allow for cable

de-rating. A simple two-level charging strategy was also determined for the range of

ESS sizes which, in order to minimise the energy capacity, was ‘collapsed’ to a one-

level charging strategy by setting the charging and discharging levels to the same value

(7.4MW/7.4MW).

The second part of the study considered a discrete range of ESS sizes based on the

sizing study and optimised the cable selection for a single linear string of 12 turbines. A

fixed cost was first applied to account for the increased complexity of fitting ESS within

turbines followed by the addition of a range of variable costs (£/MWh). The solutions

showed that the break-even price for using any ESS fell well below that of the real ESS

prices identified in the literature review. As such, it was necessary to assume that the

cost of the ESS may be accounted for by another stacked revenue stream but the fixed

cost would be kept to account for the increase in complexity when placed in a turbine.

The third part of the study considered the cable layout of the hypothetical offshore

wind farm case study over a range of numbers of turbines. The solutions including ESS

all reduced the objective value (NPV total lifetime costs), relative to solutions without

ESS, by 0.22-1.85%. The ESS was typically built at the ends of the strings as this helps

to peak-shaving the power over the whole string, however, not all of the sites changed

the cable layout in the presence of ESS. Indeed, it was the case that most of the cost

reduction provided by the ESS was through reducing the electrical losses in the cables
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and only a small amount from changing the layout and/or cable selection in some cases.

8.2 Conclusions

Having summarised the content of the thesis with consideration of each objective, this

section aims to provide a conclusion to the thesis with respect to the initial research

questions.

8.2.1 Research Question 1

In Chapters 3 and 4, the turbine layout and cable layout optimisation tools developed

in this thesis have been shown to be effective tools, even when compared to industry

standard methods such as SSE’s in-house turbine layout optimisation tool. For large

scale offshore wind farms, good layout solutions can save large amounts of money for

relatively small incremental improvements and so tools generating solutions approaching

optimality can be very valuable for the industry.

Chapter 5 aimed to directly answer the research question by integrating the two

optimisations into a single optimisation framework and isolate the effect relative to

sequentially optimising the turbine layout followed by the cable layout. For the hypo-

thetical site on which the case study was run, a statistically significant result was found

that demonstrated a benefit of using an integrated/concurrent optimisation approach.

The increase in objective value, however, was less than the increase found by adding

another turbine to the site, so the benefit of this approach may be modest. The best

solutions were those that had the most turbines and also used the integrated optimi-

sation approach. The overall impact on project costs (value of energy capture minus

turbine and cable capital costs) was a 0.45% increase/benefit when integrating cable

layout optimisation into the earlier turbine layout optimisation phase.

A limitation of the study was the limited resources required to run the optimisa-

tions for comparison and the largely increased computational time required. Running

the comparison on only one site limits the extent to which a benefit can be claimed.

While nothing in the proposed approach should be a site-specific benefit, it is possible
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that less (or more) benefit would be found at a different wind farm site. Further, while

the number of optimisations run was a large enough sample size to detect a statistically

significant result, an increased number of runs for the case study would help to increase

confidence in this.

Research Question 1: What is the potential impact, in terms of project costs, of

considering array cable network costs during early turbine layout design optimisation

phases of GW-scale offshore wind farms?

Answer: The overall impact on project costs (value of energy capture minus turbine

and cable capital costs) was a 0.45% increase/benefit when integrating cable layout

optimisation into the earlier turbine layout optimisation phase. While nothing in the

proposed approach should be a site-specific benefit, it is possible that less (or more)

benefit would be found at a different wind farm site.

8.2.2 Research Question 2

The cable layout optimisation that was used to address this research question was the

MILPsp algorithm proposed in Chapter 6. The MILPsp algorithm was developed fol-

lowing the integrated optimisation study to provide a reliable cable layout optimisation

code that was able to consider large sites using a standard desktop PC.

An energy storage component can be easily integrated into the MILPsp algorithm

which enabled a three-part study of the impacts of ESS relative to cable layout solutions

with no ESS present. The first part revealed that large amounts of ESS are required to

provide any meaningful peak shaving service and a charging strategy must be adopted

to minimise the total size, which in turn impacts the number of charging cycles and

degradation. Though it will be site specific, the ESS parameters required for the hy-

pothetical site case study were a power rating of 3MW, an energy capacity of 64MWh,

a charging level of 7.4MW, and a discharging level of 7.4MW. This means that, at all

times, the ESS will either be charging or discharging (unless the SOC means there is

no further energy capacity for charging/discharging). As the ESS degradation was not

considered, the effect of this charging strategy is unknown, however, the constant oper-
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ation is likely to lead to high cycling and degradation and so is unlikely to be a valid

approach to the ESS charging strategy.

A costing study using the above ESS parameters as a base, showed that the price of

the ESS would need to be on the very lowest end of current prices of ESS (of any type);

< £1,800/MWh required with a minimum available cost of $2,000/MWh using CAES .

With a fixed cost of integrating ESS into a turbine equal to that of the cable jointing cost

(£13,800), the price per MWh at which ESS became too expensive was approximately

£1,800, much lower than most of the prices shown in the review of the state of the

art. This low price is required only when the costs associated with the ESS must be

offset by the benefit provided in the peak-shaving function investigated in this work.

Therefore, an assumption was made that, by stacking revenue streams such as black

start provision, the cost of the ESS may be accounted for by another service. Making

this assumption allowed for the investigation of the impacts to the cable ratings and

lifetime costs as posed in the research question. However, since other ancillary services

such as black start may not require the ESS to be distributed throughout the turbines,

it was important to keep the fixed cost of installing ESS in a turbine to account for that

cost in this study.

The third part of the study concurrently optimised the cable layout, cable selection,

ESS sizes, and ESS location. Using the sizes and costs of ESS identified previously,

it was found that the ESS was able to reduce the objective value of the solutions by

0.22-1.85% when the full cable layout optimisation was considered. The ESS that was

built was typically at the ends of the strings, as this helps to peak-shave the power

throughout the whole string, however, not all of the sites changed the cable layout in

the presence of ESS. Indeed, it was the case that most of the cost reduction provided by

the ESS was through reducing the electrical losses in the cables and only a small amount

from changing the layout and/or cable selection in some cases. While it is clear that

most of the saving came from the reduction in electrical losses, it is hard to quantify as

it is very site specific and in some cases some changes to the layout were made which

in turn affected the cable selection and electrical losses of other cable sections in the

network.
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Overall, it was shown that while the integration of ESS into the cable layout opti-

misation can reduce the lifetime costs of offshore wind farms, the high energy capacity

and low cost required are prohibitively high and low respectively, such that it is not

yet a practical application for offshore wind farm projects. The complex study required

assumptions to be made that may limit the extent to which results can be said to be

reliable. Separating the study into three distinct sections, while necessary to enable to

study, assumes that a one-at-a-time sensitivity analysis of the parameters (capacity,

cost, and location) is sufficiently similar to considering all variables in a single opti-

misation. While justified by enabling the case study to happen at all, this approach

inevitably introduces some uncertainty into the result. Another assumption used to en-

able to latter part of the study is that a secondary revenue stream may be used to

account for the capital cost of ESS. Further, with the study being agnostic to the type

of ESS, degradation of the storage was beyond the scope of the project. Given that the

study, with the enabling assumptions present, demonstrated that co-located ESS would

not be a practical application for large offshore wind farms, it is unlikely that including

the costs associated with degradation would change this result.

Research Question 2: What is the potential impact of using energy storage at the

wind farm level to reduce the cable rating and lifetime losses in offshore wind farm array

cable networks?

Answer: Co-located ESS can lower the lifetime costs of the array cable network, primar-

ily through reducing the electrical losses in cables (rather than de-rating cable sections).

However, the high energy capacity and low ESS cost required to deliver this benefit are

prohibitively high and low respectively and therefore does not currently make this a

practical application for large offshore wind farms.

8.3 Future Research

Throughout the work presented in the previous chapters, several areas have been high-

lighted for potential future research focuses. The below details the areas for future

research in each of the main components of this thesis covering turbine layout optimi-
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sation, cable layout optimisation, integrated turbine and cable layout optimisation, and

integrated energy storage and cable layout optimisation.

While the turbine layout optimisation presented in Chapter 3 was shown to be a

good optimisation method, some opportunities for future research were identified. The

proposed micro-siting function was only used on the final solution, rather than em-

ployed throughout on the incumbent solutions generated during the PSO algorithm.

Applying the micro-siting function at each step/iteration in the PSO algorithm may

yield improved results. However, this would lead to a very large increase in computa-

tional time (of several orders of magnitude), so would need additional work to develop

a much quicker, but equally robust, approach to micro-siting. The proposed method

used an objective function considering the lifetime costs of the wind farm (NPV life-

time energy capture, minus the capital cost of turbines). This objective was appropriate

for the consideration of lifetime costs, as per the research question, and the integration

with a cable layout optimisation in the following chapters. However, future works may

wish to investigate how the proposed methodology performs with alternative objective

functions such as the maximisation of energy yield and/or the minimisation of wake

interactions.

In the area of cable layout optimisation, this thesis used cable routes that were

predominantly defined by straight line connections, sometimes in conjunction with a

path routing algorithm to route around obstacles (always using straight line sections to

form the routes). Including a more accurate model of the cables and their bending re-

strictions could provide a more accurate assessment of the route lengths and limitations

on tight bends. For all instances of cable layout optimisation, it was assumed that all

turbines generate the same electrical power regardless of their position in the site. This

necessary assumption greatly reduced the complexity of what could develop into an im-

practical level of detail. Finding an efficient methodology to include this aspect would

again increase the accuracy of the cable models and associated electrical losses. A third

area of potential future cable layout research was mentioned in Chapter 6, outlining

the problem with the MILPsp algorithm in its current form; turbines are not allowed

to connect to neighbouring strings outside of the sub-problem. Adjusting the problem
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formulation to allow turbines to connect to other strings outside of the sub-problem

will most likely remove the issue of some solutions containing too many strings, as was

shown in the ACOsp approach. This would require a reasonably comprehensive change

to the recursive decomposition but would help to mitigate the current limitation.

While the integrated turbine and cable layout optimisation did appear to show some

initial improvements, the data set was too small for these to be statistically significant.

Therefore, a much larger data set may be able to determine what level of improvement

can be made by this approach compared to a sequentially optimised site. To generate

such a set of results, a large computational resource is required (which limited the

size of the data set in this study). An alternative area of future research regarding

an integrated optimisation framework, is to investigate alternatives to the heuristic

elements of the algorithm, ideally that can take advantage of high-performance parallel

computing facilities (unlike the MILP based solvers used in this study) such as the

ARCHIE WeSt supercomputer at the University of Strathclyde. This may help to

reduce the spread in the objective values of the solutions and make it easier to determine

any statistical significance using a reasonably small data set.

While the integrated turbine and cable layout optimisation did show some initial

improvements, the increase in objective value was modest (0.45%). The approach used

a single objective function in each phase of the algorithm, evaluating all parts of the

solutions based on NPV currency. Future studies may wish to consider different objec-

tive functions for the different aspects of solutions in a multi-objective approach. For

example, turbine layouts may be assessed based on annual energy yield and cables may

be assessed on capital cost. The objective values may then be weighted and combined

to assess the overall integrated solution. This approach may change the level to which

the cable routings effect the turbine positions and give a solution more in line with the

focus of a given developer (if that is different from NPV currency). Future works may

also wish to expand the cost components considered, such as substructure costs based

on the bathymetry of the site. These may be easily integrated into the current approach,

as described in Chapter 5.

Regarding the integration of ESS into cable layout optimisation, several areas could
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be investigated to build on the work presented in this thesis. Firstly, for different

types of ESS, an analysis of the housing capacity of a given turbine would provide

a valuable constraint to the sizing section of the study. Secondly, a more advanced

charging strategy may be used as opposed to the two-level charging strategy proposed

in this work. Including consideration of the ESS degradation (specific to the type of

ESS used) would also be valuable in determining what level of charging activity is

acceptable and what the additional cost is for repairs and replacements. Within a

possible future charging strategy study, another useful constraint to determine is what

additional services the ESS is required to do to offset the cost, and how these impact

the charging activity. For example, if black start provision is also provided, what level

of ESS SOC must be maintained to meet the requirements of providing this service.

Finally, future works could look to allow differentiated charging activity at each ESS,

even if a uniform charging strategy is adopted but in the presence of differentiated

power output (through consideration of wake effects for example). This is a much more

complex optimisation problem and would require more in-depth modelling than the

location agnostic consideration of ESS presented in this study.

8.4 Application for Industry

This section aims to provide a summary of the key information for - and recommenda-

tions for implementation of - each of the sections of this thesis, for use within industry.

8.4.1 Turbine Layout Optimisation

The turbine layout optimisation algorithm presented in Chapter 3 generated good qual-

ity solutions for grid-based layouts in offshore wind farms even in sites that contained

irregular boundaries, obstacles, and large numbers of turbines. For a full description,

see Equations (3.1 - 3.17) and Algorithms 1 and 2.

Two additional sections were included in the algorithm: an on-the-fly lookup heuris-

tic and a micro-siting function. It is recommended that the on-the-fly lookup function is

not used as this only provided benefits in reducing the computational time to determine

253



Chapter 8. Conclusions

the optimal number of turbines to use in the site, which was later made redundant when

assigning a fixed number of turbines for the SSE comparison study. The micro-siting

function can be used if turbines are allowed to deviate from their grid-based positions

and small improvements in AEY may be found using this function.

Overall, the tool was able to generate solutions that very closely matched the solu-

tions of the SSE in-house tool (≤ 0.35% difference in AEY).

8.4.2 Cable Layout Optimisation

Several cable layout optimisation tools are presented in this thesis. It is recommended

that the MILPsp tool, presented in Chapter 6, is used as this offered the best compromise

between the quality of solutions and computational time - largely reaching the optimal

solution using a standard desktop PC.

Some limitations were found in the algorithm and problem formulation. Unlike the

ACO and ACOsp algorithms, presented in Chapter 4, the MILPsp algorithm does not

allow turbines within a sub-problem to connect to turbines outwith the sub-problem.

This can lead to the number of strings remaining higher than the substation connection

constraint in the final solution. A small addition to the start of the recursive decompo-

sition phase may alleviate this limitation, whereby a small group of strings (more than

two) may be solved together in a sub-problem to reduce the number of strings to within

the substation connection limit.

For a full description of the model and optimisation equations, see Sections 4.2.3

and 6.1 and Algorithms 9 - 13.

8.4.3 Integrated Turbine & Cable Layout Optimisation

Integrating the turbine layout and cable layout optimisations into a single optimisation

framework found improvements in solutions relative to considering them as separate

sequential design phases. The proposed algorithm in Chapter 5 demonstrated a 0.45%

improvement in project costs (NPV energy capture, minus capital costs of turbine and

cables, minus electrical losses) for a large hypothetical offshore wind farm site. Exact lev-

els of cost benefit are likely to be site specific, but it is recommended that this approach
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be employed as presented in Chapter 5 for the generation of good quality solutions for

large offshore wind farm layouts.

8.4.4 Integrating Energy Storage

Integrating a set of energy storage variables into the cable layout optimisation did show

that ESS was able to affect the solutions largely through electrical loss reduction but

also in some cases through the layout and cable selection. However, it was shown

that the size (both in terms of power and energy capacity) of the ESS required was

very large to be placed within an offshore turbine. Further, the cost study suggests

that a prohibitively low cost would be required in order to justify the use of ESS unless

accounted for by another concurrent revenue stream. This low cost also did not consider

the effect of degradation of the storage device or the cost of repairs and replacements

and so further work is needed before this study could be used in industry applications.
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Appendix A: Industry Engagement

In order to guide the work in this thesis and ensure relevance for industry, engagement

with industry was sought and a variety of topics and questions were discussed [10]. The

format was generally an open discussion, with somewhat of a focus on the work that

was being conducted in the thesis at the time of the discussion. Outcomes of the dis-

cussion were collated and summarised and used to guide the thesis work. This section

highlights some of the key findings from these discussions without providing the specific

responses/viewpoints of companies.

Discussions conducted by: Peter Taylor

Dates of discussions: Apr-May 2020, Feb-Apr 2021

Companies: Atkins, Fraser Nash, K2 Management, SSE, Orsted, and UL Openwind.

A.1: Turbine Layout Optimisation

Formulations

• Irregular vs grid-based layouts

– Maritime & Coast Guard Agency (MCA) recommend grid-based structure

therefore it is best to keep a gridded layout, however some deviation is ok.

– It is good to have some flexibility in the positions of turbines.

– Projects are always designed to be MCA compliant.

– Regulations vary around the world.

• Some sites use a ‘perimeter and grid’ layout.
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• A site can probably remove a lot of turbines from the initial grid and still be a

reasonably acceptable layout.

• Single line of orientation may be worth looking into.

• ‘Overplanting’ turbines may be a benefit when co-located ESS is present.

• Curved rows/columns of turbines may be of interest.

• For onshore, a ‘greedy turbine’ approach is often used (individual turbines aim to

maximise own power output with no consideration of downstream wake effects).

Objectives

• Onshore wind farms tend to optimise for maximising energy capture.

• Lifetime costs/benefits are important to include with CAPEX.

• It is good to focus on lifetime costs/revenue.

• Can be useful to consider O&M costs.

• Unscheduled O&M is not a large cost driver.

• Reducing wake interaction with turbines will help to reduce turbine fatigue loads.

Constraints & Considerations

• Bathymetry constraints should be included.

• Avoiding ‘oversail’ (blades overhanging the seabed lease area) is important to

include.

• Export capacity is what typically limits the number of turbines.

• Large turbine spacings are required to increase wake recovery (typically 5x3 or

8x6 rotor diameters).

• Set back distance from existing wind farms (typically 1 km) is a constraint to

include, if more than one wind farm is present.

279



• Developers are starting to have an increased appetite for risk.

• Sea depths will impact substructure costs.

• Larger sites may need to consider wind variation across the site.

• Developers are constrained by what is ‘buildable’ in reality.

• Jensen model does not consider upstream effects (no blockage effect).

• Ideally a turbine layout design tool will run on standard desktop computing. De-

velopers don’t always want to invest or pay for high-powered computing facilities

if it can be avoided.

• Tools need to be useful for an engineer; wouldn’t want to be waiting hours for

a solution, running things overnight would probably be ok but is not desired as

simulations will be run many times using varying input parameters.

A.2: Cable Layout Optimisation

Formulations

• Looped cable layouts may be able to improve reliability, but are not of interest due

to the higher costs. Radial (including branched) layouts are more than sufficient

and are what is intended to be used for current/future layout designs.

• Could investigate ‘double cables’ rather than looped layouts to increase reliability.

• Very large (GW-scale) sites are increasingly targeted to be developed.

• Important to be capable of handling multiple substations.

• There are projects looking into using the turbine power output to directly power

hydrogen generation.

• Typically requires fixed turbine and substation positions as inputs.
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• Proposed A* algorithm (or similar simple route-finding algorithm) is a reasonable

method for finding possible paths.

• An approximate cost of the cable network may be sufficient when used as part of an

integrated concurrent optimisation with turbine positions. A more detailed cost

approximation could be found by running the cable layout optimisation algorithm

a few times in the macro turbine layout optimisation.

• Peak shaving could come from ‘spilling’ power, in order to enable cable size and/or

electrical loss reduction.

Objectives

• It is good to focus on lifetime costs/losses as well as cable CAPEX.

• Existing in-house tools are being developed that are looking to include electrical

losses, bathymetry constraints, and O&M in the future.

• There is interest in the effect of reducing/changing load profiles in the cable as a

result of curtailment and/or co-located ESS.

Constraints & Considerations

• The impact of fixed vs floating wind would be an interesting future development

for the tool.

• Bathymetry may be important e.g. cables ‘slipping’ downhill on the seabed.

• Thickness of the cables may need to be considered for things like bend radius –

more important for floating offshore wind farms.

• Seabed movement could be considered.

• Consider what stage(s) the tool is intended to be used for - is a detailed cable

layout needed at all stages, from wind farm layout concept to detailed design?

• Typically considered after the turbine layout design phase.
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• Cable failure rates may be of interest.

• Effect of co-located ESS on cable constraints would be interesting.

• As turbine layout optimisation tools; computational resource is standard desktop

computing and computational time should be reduced where possible to allow the

simulation of many cases by a design engineer.
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Appendix B: ESS & Ancillary

Services
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Revenue
Stream Description Suitable

Storage
Approx. Value

UK (£/MW/yr)

Enhanced Freq
Response (EFR)

Fastest freq. response
- Avoid 1% deviation
from nominal freq.

Li-Ion Battery
Flow Battery

Flywheel
Capacitor

60k-105k

Firm Freq
Response (FFR)

Static - responds with specified
power at set freq. deviation
Dynamic - power response
proportional to deviation

Li-Ion Battery
Flow Battery

Flywheel
Capacitor

Pumped-Hydro

50k-145k

Fast Reserve
Protects security of supply
from increase in demand/

loss of generation

Flow Battery
Pumped-Hydro 50k-70k

Short Term Operating
Reserve (STOR)

Similar to ‘Fast Reserve’ with
a significantly slower

response time (≥2hr duration)

Flow Battery
Pumped-Hydro
CAES/LAES

20k-35k

Capacity Market (CM) Ensures sufficient generation
capacity during system stress

Li-Ion Battery
Flow Battery
CAES/LAES

22.5k

Triad Avoidance

Section of annual transmission
costs that generators/users of

elec. pay for generating/importing
during peak demand

Li-Ion Battery
Pumped-Hydro
CAES/LAES

Region dependent
∼30k (S. Scotland)

Capacity Split
Energy

Storing energy when the grid
export capacity reached, exporting

when capacity is available

Li-Ion Battery
Flow Battery

Flywheel
Capacitor

CAES/LAES

Site dependent

Managing
Imbalance Risk

Avoiding disparity between
contractual generation/

consumption and actual gen/con

Li-Ion Battery
Flow Battery 7k-30k

Wholesale Price
Abitrage

Exploits wholesale price change
(buy cheap, sell expensive)

Li-Ion Battery
Flow Battery

LAES
20k

Black Start Aids recovery of transmission
system in total/partial shutdown

Pumped-Hydro
CAES/LAES Undisclosed

Peak-Shaving ‘Smoothing’ power output to use
(cheaper) cables of lower rating - -

Table A.1: Revenue streams for energy storage projects in the UK [131]
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System Rating & Response Energy & Power Density Capital Cost Ref.Power Rating
(kW)

Discharge
Time Wh/kg W/kg Wh/l W/l $/kW $/kWh ¢/kWh/cycle

Capacitor 0-50 ms-60 min 0.05-5 ∼100,000 2-10 100,000+ 200-400 500-1,000 - [111]
Super-Capacitor 0-300 ms-60 min 2.5-15 500-5,000 10-30 100,000+ 100-300 300-2,000 2-20 [111]

SMES 100-10,000 ms-8 s 0.5-5 500-2,000 0.2-2.5 1,000-4,000 200-300 1,000-10,000 - [111,135]
Li-Ion Bat. 0-100 s-4.5hrs 75-200 150-315 200-500 - 1,200-4,000 600-2,500 15-100 [111,131,135]
Ni-Cad Bat. 0-40,000 s-hr 50-75 150-300 60-150 - 500-1,500 800-1,500 20-100 [111]

Lead-Acid Bat. 0-20,000 s-hr 30-50 75-300 50-80 10-400 300-600 200-400 20-100 [111]
Na-S Bat. 50-8,000 s-hr 150-240 150-230 150-250 - 1,000-3,000 300-500 8-20 [111]
ZEBRA 0-300 s-hr 100-120 150-200 150-180 220-300 150-300 100-200 5-10 [111]
VRFB 30-3,000 ms-10 hr 10-30 - 16-33 - 600-1,500 150-1,000 5-80 [111,158–160]

Zn-Br Bat. 50-2,000 s-10 hr 30-50 - 30-60 - 700-2,500 150-1,000 5-80 [111]
Zn-Air Bat. 0-10 s-24+ hr 150-3,000 - 500-10,000 - 100-250 10-60 - [111]

PSB 1,000-15,000 s-10 hr - - - - 700-2,500 150-1,000 5-80 [111]

Hydrogen 0-50,000 s-24+ hr 800-10,000 500+ 500-3,000 500+ 10,000+ - 6,000-
20,000 [111]

Pumped-Hydro 100-5,000
(MW) 1-24+ hr 0.5-1.5 - 0.5-1.5 - 600-2,000 5-100 0.1-1.4 [111,135]

Hydraulic - - - - - - - - - [161,162]

CAES 5-300
(MW) 1-24+ hr 30-60 - 3-6 0.5-2 400-8000 2-50 2-4 [111,135]

Flywheel 0-250 ms-15 min 10-30 400-1,500 20-80 1,000-2,000 250-350 1,000-5,000 3-25 [111]
LAES 100-300,000 1-8 hr 150-250 10-30 120-200 - 200-300 3-30 2-4 [111,136–138]

Table A.2: Comparison of ESSs - Rating & Response, Energy & Power Density and Capital Costs
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System Storage Duration Life Time Environmental
Impact Ref.Self Discharge

per Day (%)
Suitable Storage

Duration
Life Time

(yrs)
Cycle Life
(cycles)

Capacitor 40 s-hr ∼5 50,000+ Little amount of remains [111]
Super-Capacitor 20-40 s-hr 20+ 100,000+ Little amount of remains [111]

SMES 10-15 min-hr 20+ 100,000+ Strong mag fields [111]
Li-Ion Bat. 0.1-0.3 min-day 5-15 1,000-10,000+ - [111,158]
Ni-Cad Bat. 0.2-0.6 min-day 10-20 2,000-2,500 - [111,135]

Lead-Acid Bat. 0.1-0.3 min-day 5-15 500-1,000 Toxic remains [111]
Na-S Bat. ∼20 s-hr 10-15 2,500 - [111]
ZEBRA ∼15 s-hr 10-14 2,500+ - [111]
VRFB Small hr-mnth 5-20+ 12,000-14,000+ Toxic remains [111,158–160]

Zn-Br Bat. Small hr-mnth 5-10 2,000+ - [111]
Zn-Air Bat. V. Small hr-mnth - 100-300 Little amount of remains [111]

PSB Small hr-mnth 10-15 - - [111]
Hydrogen ∼0 hr-mnth 5-15 1,000+ Little amount of remains [111]

Pumped-Hydro V. Small hr-mnth 40-60 - Large areas flooded [111]
Hydraulic - - - - - [161,162]

CAES Small hr-yr 20-40 - - [111,135]
Flywheel 100 s-min ∼15+ 20,000+ Almost none [111]

LAES 0.5-1 min-day 20-40 - Removes contaminates from
air during charging [111,136–138]

Table A.3: Comparison of ESSs - Storage Duration, Life Time and Environmental Impact
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Appendix C: Turbine Layout

Optimisation Case Studies

Information for the two turbine layout optimisation case studies in Chapter 3, a large

hypothetical offshore wind farm and representative data for the Berwick Bank offshore

wind farm.

C.1 Case Study 1: Hypothetical Wind Farm

Table A.4: Coordinates for the hypothetical wind farm boundary and obstacles

Wind farm boundary Obstacle 1 Obstacle 2
Easting

(m)
Northing

(m)
Easting

(m)
Northing

(m)
Easting

(m)
Northing

(m)
1 1217 7100 8400 2250 8000

61 8649 7500 5625 3200 7600
2309 11049 7750 5800 3300 7200
6573 10313 7300 8000 2400 6700

11021 8000 2000 6400
7500 5500 1750 7300
8000 533
2221 1
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Table A.5: Non-uniform distribution of wind speed and direction probabilities, from
wind scenario 3 by [37] (probability values given in %)

Wind direction (deg) 8 ms−1 12 ms−1 17 ms−1

0<deg≤10 1.49 1.05 0.25
10<deg≤20 1.49 1.56 0.25
20<deg≤30 1.49 2.09 0.25
30<deg≤40 1.49 2.04 2.56
40<deg≤50 1.49 3.16 2.50
50<deg≤60 1.49 2.04 2.56
60<deg≤70 1.49 2.09 0.25
70<deg≤80 1.49 1.56 0.25
80<deg≤90 1.49 1.05 0.25
90<deg≤100 1.49 0.51 0.25

... 1.49 0.51 0.25
10 deg increments 1.49 0.51 0.25

... 1.49 0.51 0.25
350<deg≤360 1.49 0.51 0.25
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C.2 Case Study 2: Berwick Bank Offshore Wind Farm

Table A.6: Coordinates for the Berwick Bank offshore wind farm boundary

Wind farm boundary
Easting (m) Northing (m)

605970 6221440
600172 6214137
599791 6223958
587874 6223704
584231 6222134
580665 6243990
582808 6246355
581328 6252545
580699 6255179
581778 6255835
582985 6256597
583556 6257001
584212 6257465
584951 6257991
584975 6258008
585461 6258354
586922 6259497
586999 6259556
588340 6260597
589569 6260796
592835 6261322
594774 6261635
595656 6259381
595691 6259291
596637 6256872
601287 6244949
602218 6242562
608977 6225228
606201 6221731
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Table A.7: Representative wind speed and direction probabilities for the Berwick Bank
offshore wind farm site (probability values given in %) (Part 1: 0 deg - 205 deg)

Wind direction (deg) 1.5ms−1 5ms−1 9ms−1 13ms−1 17ms−1 22ms−1

0<deg≤5 0.071 0.245 0.352 0.249 0.109 0.020
5<deg≤10 0.084 0.280 0.352 0.234 0.068 0.017
10<deg≤15 0.090 0.279 0.353 0.216 0.059 0.016
15<deg≤20 0.083 0.317 0.346 0.202 0.067 0.021
20<deg≤25 0.085 0.321 0.337 0.183 0.058 0.014
25<deg≤30 0.079 0.308 0.267 0.139 0.041 0.005
30<deg≤35 0.081 0.263 0.230 0.138 0.039 0.004
35<deg≤40 0.086 0.243 0.261 0.111 0.034 0.008
40<deg≤45 0.093 0.262 0.233 0.132 0.021 0.011
45<deg≤50 0.093 0.256 0.217 0.118 0.025 0.011
50<deg≤55 0.094 0.248 0.191 0.109 0.027 0.005
55<deg≤60 0.101 0.253 0.174 0.091 0.025 0.007
60<deg≤65 0.084 0.236 0.165 0.116 0.023 0.008
65<deg≤70 0.095 0.246 0.214 0.104 0.019 0.003
70<deg≤75 0.098 0.236 0.207 0.102 0.030 0.003
75<deg≤80 0.093 0.230 0.197 0.088 0.023 0.006
80<deg≤85 0.096 0.222 0.180 0.097 0.048 0.002
85<deg≤90 0.097 0.219 0.205 0.133 0.052 0.008
90<deg≤95 0.084 0.219 0.228 0.137 0.037 0.006
95<deg≤100 0.085 0.224 0.257 0.137 0.048 0.011
100<deg≤105 0.090 0.227 0.265 0.130 0.056 0.013
105<deg≤110 0.091 0.228 0.261 0.129 0.095 0.010
110<deg≤115 0.096 0.236 0.270 0.154 0.082 0.029
115<deg≤120 0.096 0.244 0.242 0.182 0.079 0.032
120<deg≤125 0.091 0.279 0.285 0.211 0.091 0.025
125<deg≤130 0.091 0.286 0.289 0.232 0.115 0.027
130<deg≤135 0.098 0.292 0.296 0.273 0.150 0.027
135<deg≤140 0.098 0.335 0.309 0.284 0.170 0.033
140<deg≤145 0.087 0.322 0.363 0.310 0.181 0.038
145<deg≤150 0.091 0.332 0.389 0.324 0.190 0.048
150<deg≤155 0.085 0.354 0.427 0.375 0.226 0.087
155<deg≤160 0.084 0.359 0.428 0.369 0.277 0.127
160<deg≤165 0.079 0.360 0.459 0.450 0.301 0.134
165<deg≤170 0.079 0.389 0.503 0.502 0.327 0.145
170<deg≤175 0.089 0.335 0.518 0.516 0.368 0.134
175<deg≤180 0.086 0.374 0.480 0.470 0.361 0.140
180<deg≤185 0.082 0.352 0.472 0.530 0.332 0.121
185<deg≤190 0.095 0.348 0.462 0.546 0.293 0.094
190<deg≤195 0.089 0.315 0.466 0.472 0.241 0.075
195<deg≤200 0.088 0.317 0.477 0.422 0.200 0.071
200<deg≤205 0.097 0.305 0.504 0.479 0.236 0.084
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Table A.8: Representative wind speed and direction probabilities for the Berwick Bank
offshore wind farm site (probability values given in %) (Part 2: 205 deg - 360 deg)

Wind direction (deg) 1.5ms−1 5ms−1 9ms−1 13ms−1 17ms−1 22ms−1

205<deg≤210 0.099 0.314 0.476 0.545 0.300 0.125
210<deg≤215 0.098 0.316 0.501 0.620 0.311 0.164
215<deg≤220 0.090 0.338 0.481 0.598 0.339 0.166
220<deg≤225 0.087 0.341 0.480 0.583 0.355 0.148
225<deg≤230 0.089 0.340 0.506 0.575 0.344 0.147
230<deg≤235 0.079 0.358 0.552 0.566 0.347 0.148
235<deg≤240 0.082 0.357 0.584 0.656 0.436 0.169
240<deg≤245 0.085 0.381 0.656 0.750 0.509 0.234
245<deg≤250 0.085 0.413 0.695 0.892 0.624 0.261
250<deg≤255 0.085 0.407 0.747 1.066 0.725 0.276
255<deg≤260 0.083 0.378 0.717 0.989 0.655 0.248
260<deg≤265 0.068 0.339 0.677 0.930 0.619 0.204
265<deg≤270 0.077 0.353 0.655 0.888 0.496 0.206
270<deg≤275 0.084 0.340 0.604 0.773 0.389 0.164
275<deg≤280 0.073 0.314 0.624 0.723 0.305 0.095
280<deg≤285 0.071 0.299 0.587 0.646 0.226 0.059
285<deg≤290 0.078 0.278 0.470 0.440 0.127 0.025
290<deg≤295 0.065 0.248 0.384 0.334 0.086 0.015
295<deg≤300 0.073 0.256 0.346 0.239 0.060 0.008
300<deg≤305 0.070 0.260 0.325 0.187 0.047 0.016
305<deg≤310 0.080 0.257 0.293 0.169 0.055 0.013
310<deg≤315 0.080 0.250 0.287 0.208 0.047 0.011
315<deg≤320 0.079 0.233 0.281 0.215 0.058 0.013
320<deg≤325 0.084 0.216 0.280 0.217 0.070 0.015
325<deg≤330 0.079 0.208 0.305 0.213 0.100 0.024
330<deg≤335 0.076 0.224 0.337 0.267 0.122 0.033
335<deg≤340 0.080 0.249 0.340 0.293 0.132 0.034
340<deg≤345 0.083 0.245 0.391 0.338 0.162 0.026
345<deg≤350 0.073 0.247 0.398 0.317 0.161 0.043
350<deg≤355 0.087 0.276 0.385 0.304 0.153 0.035
355<deg≤360 0.066 0.284 0.368 0.320 0.124 0.039
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Table A.9: Electrical power output and thrust coefficients of the representative turbine,
provided by SSE.

Wind speed
(ms−1)

Power
(kW)

Thrust
coefficient

1 0 0.00
2 0 0.00
3 0 0.00
4 620 0.92
5 1580 0.80
6 2920 0.80
7 4740 0.80
8 7090 0.80
9 10020 0.80
10 13290 0.80
11 15920 0.75
12 17310 0.57
13 17810 0.45
14 17950 0.36
15 17990 0.29
16 18000 0.24
17 18000 0.20
18 18000 0.17
19 18000 0.14
20 18000 0.12
21 18000 0.11
22 18000 0.09
23 18000 0.08
24 18000 0.07
25 18000 0.06
26 0 0.00
27 0 0.00
28 0 0.00
29 0 0.00
30 0 0.00
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Appendix D: Cable Layout

Optimisation Comparison

This section contains turbine positions for the hypothetical offshore wind farm case

study and Berwick Bank site study. The full set of results for the cable routing optimi-

sation study are also included.

D.1 Hypothetical Wind Farm Turbine Positions

Turbine positions and full set of results for the cable layout optimisation algorithm

comparison in Chapter 4.
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Table A.10: Turbine positions for cable layout optimisation comparison.

No. x-coord.
(m)

y-coord.
(m) No. x-coord.

(m)
y-coord.

(m) No. x-coord.
(m)

y-coord.
(m)

1 9162 8866 42 1459 9672 83 3089 4428
2 9751 8360 43 2027 9056 84 3682 3842
3 10366 7749 44 2612 8415 85 4283 3277
4 6840 10077 45 3158 7863 86 4834 2665
5 7417 9560 46 3749 7313 87 5427 2092
6 8012 8956 47 4352 6739 88 6015 1465
7 8549 8369 48 4923 6144 89 6586 852
8 9120 7715 49 5499 5556 90 140 6202
9 9714 7172 50 6108 4973 91 739 5644

10 5644 10171 51 6713 4370 92 1345 5068
11 6231 9584 52 7299 3769 93 1892 4464
12 6802 8979 53 839 9096 94 2477 3872
13 7384 8375 54 1441 8473 95 3059 3281
14 7906 7756 55 2041 7854 96 3652 2705
15 8539 7139 56 3146 6743 97 4232 2112
16 3881 10694 57 3747 6164 98 4823 1494
17 4491 10176 58 4324 5577 99 5426 883
18 5061 9596 59 4886 4963 100 119 5049
19 5628 8986 60 5506 4412 101 703 4491
20 6227 8389 61 6068 3808 102 1287 3895
21 6810 7777 62 6679 3231 103 1857 3300
22 7967 6607 63 7255 2641 104 2465 2733
23 2690 10802 64 7765 1997 105 3051 2124
24 3273 10211 65 216 8521 106 3635 1534
25 3835 9600 66 785 7934 107 4188 900
26 4412 9018 67 1450 7307 108 4797 321
27 4990 8445 68 2565 6193 109 107 3894
28 5594 7867 69 3159 5605 110 680 3330
29 6190 7270 70 3736 4985 111 1290 2700
30 6767 6682 71 4296 4380 112 1866 2119
31 7362 6066 72 4908 3838 113 2447 1519
32 2073 10234 73 5467 3212 114 3009 939
33 2662 9622 74 6072 2641 115 3588 335
34 3229 9004 75 6622 2048 116 96 2739
35 3813 8406 76 7229 1426 117 635 2178
36 4417 7840 77 7807 841 118 1239 1529
37 5006 7271 78 172 7353 119 1800 951
38 5592 6669 79 772 6782 120 2402 350
39 6172 6075 80 1399 6205 121 87 1589
40 6735 5527 81 1979 5627 122 644 992
41 7313 4914 82 2531 5025
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D.2 Berwick Bank Offshore Wind Farm Turbine Positions
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Table A.11: Turbine positions for the Berwick Bank cable layout study.

No. x-coord.
(m)

y-coord.
(m) No. x-coord.

(m)
y-coord.

(m) No. x-coord.
(m)

y-coord.
(m)

1 581491 6255492 44 586137 6237392 87 592464 6230121
2 584700 6257694 45 584518 6234346 88 590844 6227075
3 583080 6254647 46 582898 6231300 89 589225 6224029
4 587909 6259895 47 595825 6251778 90 600532 6241461
5 586289 6256848 48 594205 6248732 91 598912 6238414
6 584669 6253802 49 592586 6245686 92 597293 6235368
7 583050 6250756 50 590966 6242640 93 595673 6232322
8 589498 6259050 51 589346 6239593 94 594053 6229276
9 587878 6256003 52 587727 6236547 95 592434 6226230

10 586259 6252957 53 586107 6233501 96 602121 6240616
11 584639 6249911 54 584487 6230455 97 600502 6237569
12 583019 6246865 55 597414 6250933 98 598882 6234523
13 581400 6243819 56 595795 6247887 99 597262 6231477
14 592707 6261251 57 594175 6244841 100 595643 6228431
15 591087 6258205 58 592555 6241795 101 594023 6225385
16 589468 6255158 59 590936 6238748 102 602091 6236724
17 587848 6252112 60 589316 6235702 103 600471 6233678
18 586228 6249066 61 587696 6232656 104 598852 6230632
19 584609 6246020 62 586076 6229610 105 597232 6227586
20 582989 6242974 63 584457 6226564 106 595612 6224540
21 581369 6239928 64 599004 6250088 107 603680 6235879
22 594296 6260406 65 597384 6247042 108 602061 6232833
23 592677 6257359 66 595764 6243996 109 600441 6229787
24 591057 6254313 67 594144 6240950 110 598821 6226741
25 589437 6251267 68 592525 6237903 111 603650 6231988
26 587818 6248221 69 590905 6234857 112 602030 6228942
27 586198 6245175 70 589285 6231811 113 600411 6225896
28 584578 6242129 71 587666 6228765 114 605239 6231143
29 582959 6239082 72 586046 6225719 115 603620 6228097
30 594266 6256514 73 584426 6222673 116 602000 6225051
31 592646 6253468 74 598973 6246197 117 600380 6222004
32 591027 6250422 75 597353 6243151 118 606829 6230298
33 589407 6247376 76 595734 6240105 119 605209 6227252
34 587787 6244330 77 594114 6237058 120 603589 6224206
35 586168 6241284 78 592494 6234012 121 601970 6221159
36 584548 6238237 79 590875 6230966 122 600350 6218113
37 582928 6235191 80 589255 6227920 123 606798 6226407
38 595855 6255669 81 587635 6224874 124 605179 6223361
39 594236 6252623 82 600562 6245352 125 603559 6220314
40 592616 6249577 83 598943 6242306 126 601939 6217268
41 590996 6246531 84 597323 6239259 127 608387 6225562
42 589377 6243485 85 595703 6236213 128 606768 6222516
43 587757 6240439 86 594084 6233167



D.3 Full Set of Results
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Table A.12: Full results of the 3 cable layout optimisation methods for the hypothetical
test cases of 10, 15, and 25 turbines.

No.
turbines

Objective value (£)
(Optimality ratio)

Comp.
time (s)

MILP ACO ACOsp MILP ACO ACOsp
10 22,064,833 22,408,394 22,064,833 2 5 56
10 22,064,833 22,218,796 22,064,833 3 5 62
10 22,064,833 22,818,266 22,064,833 3 5 43
10 22,064,833 23,390,878 22,064,833 2 5 56
10 22,064,833 22,082,901 22,082,901 3 5 59
10 22,064,833 23,065,385 22,064,833 3 5 52
10 22,064,833 22,064,833 22,064,833 3 5 44
10 22,064,833 23,688,668 22,064,833 3 5 34
10 22,064,833 22,850,863 22,082,901 3 5 59
10 22,064,833 22,082,901 22,064,833 3 5 65
15 30,945,049 30,945,049 30,945,049 9 8 46
15 30,945,049 30,962,130 30,945,049 9 8 42
15 30,945,049 30,945,049 30,945,049 9 8 48
15 30,945,049 30,945,049 30,945,049 9 8 44
15 30,945,049 30,945,049 30,945,049 9 8 37
15 30,945,049 30,945,049 30,945,049 9 8 36
15 30,945,049 30,981,350 30,945,049 9 8 42
15 30,945,049 31,473244 30,945,049 9 8 84
15 30,945,049 31,318,610 30,945,049 9 8 33
15 30,945,049 31,292,432 30,945,049 9 8 46
25 50,235,935 51,400,208 50,726,894 32 18 184
25 50,235,935 51,082,109 50,517,433 31 18 184
25 50,235,935 51,435,071 50,906,992 32 19 117
25 50,235,935 50,726,894 50,638,853 30 19 130
25 50,235,935 50,986,235 51,120,941 31 19 84
25 50,235,935 52,211,013 50,863,738 31 19 153
25 50,235,935 52,834,868 50,638,853 31 19 152
25 50,235,935 51,298,347 51,002,778 31 18 114
25 50,235,935 50,986,235 50,254,400 31 19 96
25 50,235,935 51,778,689 50,831,666 31 18 118
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Table A.13: Full results of the 3 cable layout optimisation methods for the hypothetical
test cases of 40, 61, and 122 turbines. (Results in italics indicate an unfinished result).

No.
turbines

Objective value (£)
(Optimality ratio)

Comp.
time (s)

MILP ACO ACOsp MILP ACO ACOsp
40 68,683,109 69,616,813 68,773,414 211 55 533
40 68,683,109 69,438,084 68,683,109 203 49 461
40 68,683,109 69,840,373 68,780,011 202 53 504
40 68,683,109 69,727,906 68,860,675 202 53 503
40 68,683,109 68,792,808 69,588,458 203 45 374
40 68,683,109 69,935,585 69,099,361 202 45 641
40 68,683,109 69,621,046 68,683,109 205 54 733
40 68,683,109 69,817,395 73,987,050 204 54 261
40 68,683,109 69,686,863 68,938,338 205 54 508
40 68,683,109 70,462,463 71,391,926 204 45 371
61 103,255,681 108,888,532 104,495,408 1001 166 918
61 103,255,681 109,304,565 105,255,466 946 168 1531
61 103,255,681 107,852,746 104,171,024 948 169 1454
61 103,255,681 109,067,619 104,156,885 949 169 2056
61 103,255,681 108,366,035 104,939,532 950 166 1264
61 103,255,681 107,900,829 105,021,094 943 148 1379
61 103,255,681 111,998,888 105,113,423 943 156 773
61 103,255,681 111,298,981 104,874,937 948 173 1660
61 103,255,681 125,194,485 104,634,856 942 158 1909
61 103,255,681 107,796,489 103,856,300 941 164 2226
122 197,401,005 211,786,176 198,257,682 16850 843 12024
122 197,401,005 211,201,872 198,321,383 12280 849 11400
122 197,401,005 211,399,235 200,539,889 12249 865 10012
122 197,401,005 212,635,115 200,543,388 12319 773 7077
122 197,401,005 209,805,860 198,410,360 12391 846 11103
122 197,401,005 222,826,513 201,505,632 14781 822 9261
122 197,401,005 210,545,252 198,037,874 13303 826 9856
122 197,401,005 211,575,736 198,195,071 13159 865 12906
122 197,401,005 209,910,343 199,846,143 13201 833 9126
122 197,401,005 211,713,753 199,358,479 16639 804 7149
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Table A.14: Full results of the 3 optimisation methods for the hypothetical test case of
25 turbines, including the cable crossing constraint.

No.
turbines

Objective value (£)
(Optimality ratio)

Comp.
time (s)

MILP ACO ACOsp MILP ACO ACOsp
25 50,268,994 52,871,395 50,358,286 79 31 232
25 50,268,994 51,476,879 50,664,055 79 32 169
25 50,268,994 51,444,607 52,079,903 78 31 202
25 50,268,994 51,194,029 50,664,055 78 31 306
25 50,268,994 51,287,461 50,662,610 78 30 180
25 50,268,994 50,638,853 52,128,744 78 30 286
25 50,268,994 51,082,109 50,638,853 78 30 465
25 50,268,994 50,760,320 50,319,503 78 30 163
25 50,268,994 50,664,055 50,465,140 79 30 212
25 50,268,994 51,656,498 50,288,389 79 30 219
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Appendix E: Advanced Cable

Layout Optimisation

Expanded Hypothetical Offshore Wind Farm Site

Table A.15: Coordinates for the existing features in the expanded hypothetical offshore
wind farm site.

Existing feature 1 Existing feature 2
Easting (m) Northing (m) Easting (m) Northing (m)

7250 8000 1000 9500
7100 9000 2250 8100
6750 9500 3300 7600
6500 10750 3400 7200

4500 6000
4600 4500
4250 4000
4000 3000
5500 1750
6000 100
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Table A.16: Full set of results for the MILPsp cable layout optimisation of the hypo-
thetical offshore wind farm site.

No.
turbines

Objective
value (£)

Comp.
time (s)

No.
turbines

Objective
value (£)

Comp.
time (s)

10 22,375,329 11 40 69,241,766 129
10 22,375,329 9 40 69,241,766 111
10 22,375,329 10 40 69,241,766 112
10 22,375,329 8 40 69,241,766 113
10 22,375,329 7 40 69,241,766 112
10 22,375,329 7 40 69,241,766 111
10 22,375,329 7 40 69,241,766 111
10 22,375,329 7 40 69,241,766 112
10 22,375,329 7 40 69,241,766 111
10 22,375,329 7 40 69,241,766 111
15 31,535,171 20 61 103,943,119 606
15 31,535,171 18 61 103,943,119 539
15 31,535,171 18 61 103,943,119 537
15 31,535,171 18 61 103,943,119 539
15 31,535,171 18 61 103,943,119 533
15 31,535,171 19 61 103,943,119 532
15 31,535,171 19 61 103,943,119 530
15 31,535,171 19 61 103,943,119 537
15 31,535,171 19 61 103,943,119 533
15 31,535,171 19 61 103,943,119 625
25 50,599,172 42 122 198,199,811 6133
25 50,599,172 40 122 198,199,811 5948
25 50,599,172 41 122 198,199,811 5907
25 50,599,172 40 122 198,199,811 5897
25 50,599,172 39 122 198,199,811 5882
25 50,599,172 39 122 198,199,811 6001
25 50,599,172 39 122 198,199,811 6340
25 50,599,172 39 122 198,199,811 6228
25 50,599,172 41 122 198,199,811 6766
25 50,599,172 40 122 198,199,811 6823
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