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Abstract 

The developability of therapeutic monoclonal antibodies (mAbs) is a growing field of 

research poised to increase the probability of successful clinical translation for early-

phase mAb candidates. Developability assessments typically entail high-throughput, 

low volume biophysical assays with parallel in silico sequence and structure based 

predictions to scope manufacturing, safety and efficacy risks.  These include colloidal 

and conformational stability, and solution viscosity, which impact formulation shelf-

life, immunogenicity, and manufacturability risks. High viscosity presents challenges 

with increased filtration pressure and reduced recovery during processing steps, with 

implications for vial filling during manufacture, and injection failure during 

administration. The latter is a growing concern with the move to patient self-

administration using subcutaneous devices for improved patient autonomy and 

adherence. The dose volume limitations in autoinjector device design and high dosing 

requirements for mAb potency further complicates viscosity associated risks in mAb 

solutions.  

In this thesis, the impact of single-point mutations introduced in IgG1 variable regions, 

and different mAb subclasses on viscosity and other biophysical developability 

properties was investigated.  

Chapter 2 investigated the use of computational molecular descriptors derived from 

homology constructs to engineer mutants and the role of solvent accessible surface 

potential in promoting mAb self-interactions was assessed. Mutations with significant 

reductions in hydrophobicity resulted in lower solution viscosity, and a lack of 

correlation with in silico descriptors demonstrate the need for case-by-case 

evaluation of mAbs.  

Whilst many studies explore the design of mutants to enhance viscosity, few 

demonstrate the impacts of these mutations on manufacturing process and critical 

quality attributes. Chapter 3 explored the manufacturability of the single-point Fv 

mutants, assessing upstream and downstream process observations as well as 

phase behaviour and process-related impurities. Significant modifications on mAb 

expression, required chromatography conditions, phase stability and post-

translational modifications were observed and were mutation site-specific.  
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Chapter 4 presented an insight into the reduced developability of an IgG3 relative to 

IgG1, with comparisons to in silico descriptors.  This chapter targeted the knowledge 

gap in understanding the biophysical behaviour of the IgG3 subclass which holds 

unique therapeutic potential. The results in this chapter also demonstrate the impact 

of the constant domain sequence and structure on interactions governing viscosity. 

Overall IgG3 showed reduced developability, with increased viscosity, compared to 

the Fv-matched IgG1 ortholog assessed.  

Finally, the use of viscosity models in fitting and predicting formulation behaviour was 

evaluated in chapter 5. This chapter expanded upon interpretation limits of viscosity 

with regards to model-fit equation used and the concentration-dependence of 

viscosity, highlighting changes in contributing underlying mechanisms with increased 

molecular crowding. While low-concentration hydrodynamic parameters provided 

insights into such mechanisms, they poorly correlated with ultra-high concentration 

viscosity. Furthermore, the lack of generalisability of predictive models explored in 

this chapter highlights the necessity for machine-learning modelling to incorporate 

larger, diverse datasets for robust and accurate viscosity predictions of high 

concentration mAb formulations.  

Overall, this thesis has provided a framework for the combined computational and 

experimental assessment of the biophysical behaviour of mAbs in high concentration 

formulations. Mutants designed from targeting computed surface patches were 

ineffective in reducing viscosity in the dose relevant concentration regime, so future 

works include combining mutations, exploring mechanistic contributions to viscosity 

further and use of machine-learning models for directed mutagenesis.  
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1. Introduction 

1.1. The growth of therapeutic monoclonal antibodies (mAbs)  

Therapeutic monoclonal antibodies (mAbs) have consistently dominated the 

biopharmaceutical market for > 30 years1, with 165 mAbs approved or under 

regulatory evaluation in 2024.2 The benefits of increased specificity to key biological 

targets in chronic diseases- such as cancer and respiratory conditions- combined with 

reduced adverse effects in comparison to small molecule therapies, has propelled the 

development of novel mAbs. Furthermore, the urgency for safe and effective immune-

targeting treatments during the COVID-19 pandemic, further accelerated 

development timelines from DNA transfection to Investigational New Drug (IND) 

filing.3 Technologies enabling accelerated process development have spanned early-

phase discovery with molecular design, lead optimisation and high-throughput 

‘developability’ screening, through to pre-clinical development with cell line, upstream 

and downstream process improvements. 

1.2. Discovery and development pipelines for therapeutic mAbs 

1.2.1 Early-phase discovery 

The discovery pipeline for mAbs has evolved considerably over the past 50 years 

(Figure 1.1).  
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Figure 1.1 In vitro antibody discovery platform historical timeline.  

Created in BioRender.com  

Traditional techniques include immunising mice with target antigens to produce B 

cells, which are then extracted and fused with immortal myeloma cells to create 

antibody-producing hybridoma cells. Due to the human anti-mouse (HAMA) 

responses, chimeric mAbs were developed, whereby the variable region of the 

mouse antibody is combined with the constant region of a human antibody. This 

recombinant technology was expanded with humanised antibodies by transplanting 

the mouse Complementarity-Determining Regions (CDRs) into human framework 

variable regions, with affinity-preserving mutations. Subsequently, transgenic mice 

emerged as an approach to produce partially or fully human antibodies with the 

benefits of in vivo somatic hypermutation and antigen selection in the germinal centre 

(affinity maturation) and no requirement for humanisation.4  

Phage display technology was also developed where synthetic human antibody 

variable region genes were extracted from human B cells, amplified, and incorporated 

into a filamentous bacteriophage that displays the expressed single chain variable 

fragment (scFv). These are amplified in E. coli and the bacteriophages are screened 

for their affinity to a target antigen, ranking the effect of their phenotypic differences. 

Large libraries of bacteriophages are screened in iterative antigen selection cycles 

(biopanning) to identify antibodies with a strong affinity for the target and potential 

biological activity (Figure 1.2).5 
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Figure 1.2 Generic affinity screening cycle in phage display.  

Single strand DNA phagemids are transformed into bacterial cells, amplified, and helper 

bacteriophages are introduced.  

Unlike bacteriophage libraries, yeast display systems offer the advantage of 

expressing proteins with post-translational modifications (PTMs) such as 

glycosylation, deamidation and oxidation, which are more representative of in vivo 

antibody expression, impacting antibody stability and function.6 Variant triaging  is 

performed with magnetic-activated cell sorting, or staining yeast cells with 

fluorescent-labelled antigen for fluorescence-activated cell sorting (FACS) based on 

relative binding affinity.7 This expression platform has been used in directed evolution 

to achieve femtomolar affinity.7 

Finally, single B cell cloning has become a popular mAb discovery platform (Figure 

1.3). This involves sorting of B cells from peripheral blood mononuclear cell (PBMC) 

human samples using flow cytometry or microfluidics-based techniques.8 B cell 

mRNA is extracted, amplified and sequenced via gene-specific single cell Polymerase 

Chain Reaction (PCR). The sequence is then inserted into a vector, expressed, and 

assessed for functional activity.9 This technique eliminates HAMA response risks that 

are still observed even with humanized antibodies10, and has the advantage of in vivo 

affinity maturation with increased target specificity and reduced off-target binding to 

host cell proteins.8  
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Figure 1.3 Summary illustration for single B-cell cloning techniques.  

Created with Biorender.com 

Surface-displayed antibodies commonly undergo directed evolution (guided affinity 

maturation), with the goal of increasing affinity, avidity and fragment crystallizable 

region (Fc) functionality.11 The increased diversity of variants resulting from guided 

affinity maturation (up to 1014 clones compared with a maximum of 1011 clones from 

natural maturation)12 add to synthetic genetic libraries, to maximise the probability of 

identifying enhanced antibody sequences with desired selectivity, potency and with 

unique paratopes against novel epitopes. However, the deviation in sequence 

homology from such guided maturation to the native sequence has resulted in a 

developability gap, necessitating the conservation of residues that are critical to 

structural integrity and physicochemical stability.13 This has driven research into next-

generation sequencing, epitope mapping and in silico mutagenesis with affinity and 

developability predictions.13–15 
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1.2.2 Early-phase upstream development 

For manufacturing purposes, recombinant mAbs are typically expressed by 

transfecting mammalian cell lines, such as human embryonic kidney 293T (HEK-

293T) or Chinese hamster ovary (CHO) cells, with antibody genes from naïve or 

synthetic libraries, and a selection marker (Figure 1.4).16 Post-translational 

processing in the mammalian platform result in natively glycosylated antibodies with 

reduced misfolding risks.17 Successfully transfected polyclonal cells are monitored for 

their titre, growth rate and resultant cell lines are sorted to ensure monoclonality. 

Monoclonal cells are scaled up and transferred to upstream process development. 

The generational stability of these cell lines and product quality are evaluated, with 

promising cultures inoculated for production processes in either shake flasks or 

bioreactors.18,19 Various parameters such as basal media, amino acid feed content 

and regimen, temperature, pH and dissolved oxygen, mixing and shear stress are 

monitored to understand their impact on antibody product quality, and process 

efficiency. 



25 

 

Figure 1.4 Early-phase upstream process workflow from DNA transfection to 

bioreactor production process.  

Created with Biorender.com 

1.2.3 Early-phase downstream development  

Antibodies are harvested from culture expression medium and transferred for 

subsequent downstream process development. Here, the aim is to develop a robust 

and scalable purification process for clinical manufacturing.20 Typically, antibodies are 

captured with an affinity chromatography technique21, which is followed by virus 

inactivation22 and polishing chromatography.23,24 The purified mAb is nanofiltered,21,25 

concentrated and dialysed into formulation buffer via tangential flow filtration (TFF) or 

ultrafiltration/diafiltration (UF/DF).24,26   

Analytical techniques such as small-scale size exclusion chromatography (SEC),27,28 

enzyme-linked immunosorbent assay (ELISA),29,30 capillary isoelectric focussing 

(cIEF)31, mass spectrometry (MS),32 and surface plasmon resonance (SPR)33 are 

used to assess purity, host cell protein content, charge heterogeneity, N-glycan 

profiles, and antigen affinity, respectively. Product-specific method development and 
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complementary analytics are used to elucidate specific impurities to direct removal 

techniques (Figure 1.5). 

 

Figure 1.5 Downstream process workflow in early phase development for mAb drug 

substances.  

Created with Biorender.com 

1.2.4 Developability of mAbs 

The term ‘developability’ refers to the probability of successful progression of a mAb 

from early-phase development through to clinical use.34,35 This involves assessing 

intrinsically linked critical quality attributes (CQAs) such as conformational and 

colloidal stability, post-translational modification/ chemical liabilities, immunogenicity, 

biological activity/functionality and manufacturability (Figure 1.6). Various analytics 

and in silico tools are used to aid mAb quality, safety and efficacy predictions.  

This thesis focusses primarily on viscosity as one developability parameter, which is 

inherently related to other CQAs which are described briefly in this chapter. 
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Figure 1.6 Critical Quality Attributes screened to profile mAb developability.  

Red dotted arrows represent correlations and dependencies between CQAs. Created with 

Biorender.com 

 

Antibody structure and function 

Developability characterisation of mAbs relies on knowledge of sequence, structure 

and function to understand inherent molecular properties and the influence of 

manufacturing process on the integrity of mAbs. Antibodies are large (150 kDa) 

glycosylated macromolecules produced in the adaptive immune response by B-cells 

upon activation by T-helper cells in response to an antigen.36,37 They are typically 

described as ‘Y-shaped’ molecules with the variable fragment region (Fv) on the head 

of the antibody, which recognises and binds a specific antigen epitope. This binding 

can invoke an immunomodulatory response depending on the target antigen (e.g. 

inhibition of downstream signalling by targeting against cytokines for autoimmune 

conditions, or binding and inhibiting immune checkpoints that are upregulated in 

cancers to increase T-cell activation to tumours).  The fragment crystallisable region, 
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or constant region, (Fc) on the tail of the antibody interacts with Fc receptors and 

other proteins to perform effector functions, such as antibody-dependent cellular 

cytotoxicity (ADCC), antibody-dependent cellular phagocytosis (ADCP) and 

complement-dependent cytotoxicity (CDC) (Figure 1.7).38,39   

There are five antibody isotypes; IgM, IgE, IgD, IgA and IgG in descending order of 

molecular weight (IgM forms a pentamer ~970 kDa),40 which have different effector 

functions. Furthermore, IgG antibodies, the most abundant isotype in serum,41 are 

further categorised by subclass and allotype with IgG1, IgG2, IgG3 and IgG4 

commonly used as therapeutic mAb scaffolds, possessing either kappa and lambda 

light chains. Despite 90% sequence homology, IgG subclasses have diversity in their 

structure and function, and in vivo stability.42 The choice of IgG subclass as well as 

molecular format for therapeutic mAb development depends on the clinical indication 

(pro-inflammatory or anti-inflammatory), target accessibility, desired plasma half-life 

and delivery strategy.42,43  

 

Figure 1.7 Three-dimensional structure of IgG1 (PDB ID 1IGY).  

Constant region (teal), variable heavy chain (dark green) variable light chain (light green), 

heavy chain CDRs (red/orange) and light chain CDRs (purple). Structure visualised and 
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exported from Molecular Operating Environment software version 2020.0901 (Chemical 

Computing Group, Montreal, Canada). 

 

Conformational stability 

Unfolding propensity and structural stability of IgGs can be characterised by 

differential scanning calorimetry (DSC) and differential scanning fluorimetry (DSF) 

where unfolding temperatures from thermal denaturation are determined.44 DSC 

provides apparent enthalpies for each unfolding temperature allowing for domain 

assignment in accordance with the energy required for the unfolding event to occur 

(endothermic process). For example, Fab unfolding results in the largest unfolding 

energy peak in comparison to constant heavy chain 2 and 3 (CH2 and CH3) domain 

unfolding.45 Alternatively, DSF can use intrinsic fluorescence from tryptophan, 

tyrosine and phenylalanine amino acid residues. As with DSC, a thermal profile is 

acquired, highlighting temperatures at which unfolding events occur. However, the 

emergence of capillary based nano-DSF meets high-throughput requirements in 

early-phase discovery campaigns.46 Alternatively, SYPRO Orange dye can also be 

used with DSF to mark hydrophobic regions, which are exposed during unfolding 

events.47 Both DSF and DSC can assess reversibility of unfolding, providing 

mechanistic insights into phase behaviour/particulate formation or aggregation 

kinetics.48,49   

Opalescence from particulate formation and liquid-liquid phase separation (LLPS) are 

correlated with unfolding propensity with mAb aggregation.50 Dynamic light-scattering 

(DLS), nephelometry and particle tracking analysis are often used for particle 

quantitation and sizing.51–53  

Hydrogen/deuterium exchange mass spectrometry (HDX-MS) is another technique 

used to define the dynamic higher-order structure of mAbs, with amide hydrogens 

being substituted with deuterium atoms. HDX-MS is used for identifying different 

protein states54, epitope mapping55 and is commonly paired with static but full-

atomistic resolution techniques such as X-ray crystallography, cryo-transmission 

electron microscopy,56 and nuclear magnetic resonance (NMR)57. The apparent 

trade-off between the high structural resolution of these techniques versus the low 

throughput nature with protein-dependent method development requirements and 

cost is prohibitive to their routine use in early-phase mAb development.58  
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Forced degradation studies are performed to assess the formation of high-molecular 

weight species (HMwS) amongst different mAb formulation compositions and 

temperature hold conditions. Analytical size-exclusion chromatography (aSEC) is 

used to quantify soluble aggregation and there are various modelling efforts to predict 

long term stability for shelf-life approximation.59–61  

Furthermore, in silico structural modelling has garnered attention with the emergence 

of molecular dynamics simulations on assumed homology antibody structures to 

decipher conformational flexibility, self-association and solute interactions. Different 

scales have been explored with either all-atom simulation or a coarse-grained 

modelling, where beads are assigned to antibody domains to reduce complexity and 

computational expense. 62–66  

Molecular drivers for loss of higher order protein structure are often interrelated with 

hydrodynamic and colloidal properties of the molecule, such as self-association 

propensity and surface charge and hydrophobicity anisotropy.  

Colloidal stability 

For decades proteins have been modelled based on colloidal assumptions; i.e., as 

charged-hard spheres that are heterogenous in solution,  and exhibiting the Tyndall 

effect (light scattering from particles) and Brownian motion (random diffusion of 

particles in suspension).67 The Derjaguin-Landau-Verwey-Overbeek (DLVO) theory 

describes the colloidal stability between charged particles, which is expressed as the 

sum of attractive van der Waals plus the electrostatic repulsion from the electric 

double layer (EDL).68 The EDL consists of  two layers of counterions surrounding the 

charged particle; the Stern layer (the more condensed inner layer of ordered ions) 

and the diffuse layer (the larger and less ordered layer of ions).69  

The charge present at the ‘slipping plane’, the interface between the Stern and diffuse 

layers, is the zeta potential (ζ) and is frequently characterised to understand local 

surface charge of molecules via electrophoretic light scattering (ELS).70  A more 

positive ζ is hypothesised to indicate more inter-particle repulsion and therefore 

increased colloidal stability.71,72 Furthermore, the isoelectric point (pI) of a mAb can 

be derived from screening the sample across a pH range of the dispersant buffer to 

identify where electrophoretic mobility is zero in the presence of an applied electrical 

field.73 Discrepancies in pI characterised by ELS and alternative characterisation 

methods, such as capillary isoelectric focussing (cIEF) and cation exchange 
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chromatography (CEX), have been previously observed due to hypothesised 

preferential anion binding to the protein surface in ζ measurements.74 

ζ (V) is given by the Henry equation: 75 

𝜻 =
𝟑𝜼𝝁𝒑

𝟐𝜺𝒇(𝒌𝒂)
 

1.1 

Where 𝜂 is dynamic viscosity of the solvent (Pa-s), 𝜇𝑝  electrophoretic mobility 

(μm.cm/V.s) measured from the frequency or Doppler shifts of the laser beam in 

accordance with changes in particle velocities, ε dielectric constant of dispersant 

(F/m), f(ka) Henry’s function which accounts for the impact of the EDL on flow towards 

electrodes (approximately 1.1 for mAbs74).  

Static light scattering (SLS) and dynamic light scattering (DLS) techniques can 

elucidate hydrodynamic properties such as molecular size, shape and sample 

polydispersity. Average hydrodynamic diameters (z-average values) are typically 10 

nm76 and systems are categorised as monodisperse if the polydispersity index (PDI) 

is <0.2.77 Presence of HMwS such as multimers can be detected with an increase in 

the cumulant z-average and PDI.78 Use of DLS to characterise absolute molecular 

size of mAbs is not recommended if the sample is not monodisperse as z-average 

values are skewed with intensity-weighted distributions.79  

Frequently, the second osmotic virial coefficient, B22, and the self-interaction 

parameter, kD, are used as surrogate measures of protein-protein interactions, with 

B22 indicating deviation form thermodynamic ideality, and kD indicative of 

hydrodynamic contributions with the inclusion of frictional drag of the particle 

(Equation 1.2). Negative values for B22 and values of less than -15mL/g for kD suggest 

attractive forces, with positive values indicating repulsive forces between particles.80 

These are calculated from the linear regression in Debye plots or diffusion coefficients 

over concentration range tested for B22 and kD respectively, with recommendations of 

a maximum 20 mg/mL concentration.81,82 At higher mAb concentrations and in the 

presence of macromolecular crowding, higher order interactions occur, resulting in 

non-linear plots.83  

Whilst B22 and kD are routinely correlated with self-association propensity84–87 weak 

correlations have been observed at high mAb concentrations and in the final drug 

product formulation.88–90  
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The relationship between kD (mL/g) and B22 (mol mL/g2) can be represented as: 91 

𝒌𝑫 = 𝟐𝑴𝒘𝑩𝟐𝟐 − 𝒌𝒇 − 𝒗 

1.2 

Where Mw is the protein molecular weight (g/mol), kf is the first-order concentration 

coefficient from the virial expansion of the frictional coefficient, v the partial specific 

volume of the solute (cm3/g). kf can be interchanged with ks, the sedimentation 

coefficient (S), which can be derived from analytical ultra-centrifugation (AUC).92 

kD and ζ have been used as complementary analytics to conformational stability 

studies, which have previously shown correlations to aggregation propensity.93,94 

However, the reliance on these theoretical models with colloidal model assumptions 

of shape and charge has raised criticism of their isolated use in the biophysical 

characterisation of mAbs. Light scattering techniques do not account for mAb 

heterogenous charge distributions, which means the degree of frequency shifts 

detected is dependent on the orientation of the molecules in solution.  

There is a general consensus that aggregation arises from both conformational and 

colloidal instability and kD and ζ are insufficient to comprehensively probe stability, 

particularly when exceeding ionic or concentration limits.74,95 Increasing molecular 

crowding at high concentrations, beyond thermodynamic idealities, can promote 

higher order interactions (self-association, aggregation or clustering) which in turn 

can affect both the calculated surface charge and diffusivity.96  

The use of orthogonal colloidal techniques such as sedimentation velocity analytical 

ultracentrifugation87, affinity chromatography self-interaction nano-spectroscopy (AC-

SINS)97, charge stabilised nano-spectroscopy (CS-SINS)98, and in silico predictions 

from molecular structure size and predicted charge99 are commonplace in the 

developability screening of mAbs to increase model predictive power.   

Post-translational modifications and process-related impurities  

The choice of mAb expression platform has a significant impact on the number and 

type of post-translational modifications (PTMs). Eukaryotic hosts can generate PTMs 

that naturally occur in human cells, resulting in mAb micro-heterogeneity (> 400 

variants).100,101 Native Fc-glycosylation is seen to not only be a necessity for 

conformational stability102 but also plays a crucial role in ADCP and CDC mAb 

potency103 and in vivo half-life104. Truncated glycoforms at the asparagine 297 in the 
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CH2 domain have more closed conformations resulting in reduced Fc gamma 

receptor (FcγR) binding form which would otherwise activate effector functions.105 

Furthermore, glycoforms with increased mannose content (yeast post-translational 

processing) are correlated with a reduction in plasma half-life.104 Some specific 

glycoforms have also been correlated to immunogenicity risks.106 Glycan and PTM 

heterogeneity can arise from both enzymatic (e.g. proteases like glycosidase and 

sialidase secreted from CHO cells) and chemical degradation (e.g. oxidation, 

deamidation and isomerisation). 107  

Experimental analysis of PTMs primarily hinges on mass spectrometry (MS) 

techniques which have high specificity and sensitivity.108 However, lack of throughput 

and requirement for specialised expertise with MS has expedited the development of 

computational tools to predict sequence motifs derived from PTM databases.100 

These predictive tools primarily use machine-learning methods to score liabilities from 

either or both sequence and structure based information. Many tools have aimed to 

incorporate data on all PTMs to get a holistic PTM risk profile for mAb developability 

for example, PTMProber,109 PTMScape,110 MIND-S,111 MusiteDeep,112 and LAP.113  

Beyond PTMs, host cell proteins (HCPs), resulting from co-purification with the mAb 

during downstream processing induce enzymatic degradation, are also correlated 

with increased aggregation and immunogenicity (e.g. phospholipase B-like 2, annexin 

A5 and pyruvate kinase).114,115 Immunogenicity is characterised with in vitro immune 

cell assays (e.g. MHC associated peptide proteomics), or more immune-relevant 

animal models.116,117 Assessment of such process-related impurities and 

immunogenicity is beyond the scope of this thesis, but is important to highlight as 

developability CQAs.  

Manufacturability 

The feasibility of manufacturing a mAb at scale is intrinsically linked with 

developability parameters such as phase behaviour and thermal stability, which 

require rigorous assessment under industrially relevant conditions. pH and 

temperature hold conditions between unit operations, materials used, molecular 

interfacial stability, and shear stress from filtration and chromatography can define the 

manufacturability of a mAb. Furthermore, there are ongoing efforts to maximise 

upstream and downstream process efficiency in early phase development, focussing 

on improving viable cell densities, mAb expression titres, yield and product quality. 
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118–121 The optimised processes are then transferred for toxicology studies for late 

phase development before first-in-human trials.  

Conformational and chemical stability assessment of process intermediates from 

unprocessed bulk culture to affinity eluate through to final drug substance enable 

thresholds to be set for in-process hold times.122  

Moreover, non-specific interfacial adsorption of mAb molecules onto process 

materials (e.g., silicone oil- prefilled syringes) or at the air/water interface (resulting in 

high surface tension) have been extensively studied with molecular dynamics 

simulations.123–126 Addition of surfactants (e.g., polysorbate 80)124,125 or salts to disrupt 

electrostatic interactions50 are used as mitigation strategies. 

Mechanical shear stress during processing and shipping induces aggregation. 

Notably, this is observed with high agitation rates in bioreactors127, and during 

tangential flow filtration (TFF)128 (both frequently expose mAbs to air interfaces, 

encouraging adsorption).  

mAb manufacturability also hinges on its viscosity, which can lead to high 

transmembrane pressures, reduction in flux and reduced recoveries during filtration 

processes.129,130 

Viscosity 

Viscosity is the resistance of a fluid to flow or hydrodynamic forces, and 

mathematically with Newton’s law of viscosity:131–133 

𝜂 =
𝜏

�̇�
 

1.3 

Where τ the shear stress (Pa) and �̇� the shear rate (s-1).  

The shear stress is defined as shear force over the shear area it is applied: 

𝜏 =
𝐹

𝐴
 

1.4 

Where F is the shear force (N) and A the shear area (m2) 

The shear rate is the velocity over the distance travelled: 
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�̇� =
𝑣

ℎ
 

1.5 

Where v is the velocity (m/s) and h is the shear gap (m). 

Modelling viscosity 

An understanding of mAb solution viscosity propagated from colloidal principles. 

Stokes’ law (Equation 1.6) expresses how dynamic viscosity relates to frictional or 

drag force of a homogenous solution of spherical particles under laminar flow, when 

the Reynolds number is low (Equation 1.7).134 

𝐹𝐷 = 6𝜋𝜂𝑅𝜈 

1.6 

Where FD is the force of drag (N), R the sphere radius (m),  and 𝜈the velocity (m-s). 

𝑅𝑒 =   𝜌
𝜈𝑙

𝜂
 

1.7 

Where Re is the Reynolds number (dimensionless), ρ the density of the fluid (kg/m3),  

𝑙 the length along which the fluid is flowing (m).  

Stokes’ law was subsequently combined with the Einstein equation for Brownian 

motion (Equation 1.8) to result in the Generalised Stokes-Einstein (GSE) equation 

(Figure 1.8).  

𝐷0 = 𝑘𝑇/𝑓 

1.8 

Where D0
 is the diffusion coefficient (m/s), k the Boltzmann constant, T the absolute 

temperature (K) and f the frictional coefficient of the particle which is replaced by the 

Stokes equation for drag force. 
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Figure 1.8 Depiction of principles of the Stokes-Einstein equation describing the 

forces present on a colloidal hard sphere under laminar flow. 
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Einstein also defined the volume fraction occupied by a hard sphere in dilute colloidal 

suspensions (Equation 1.9)135: 

𝜂 = 𝜂0   { 1 +
5𝑣

2𝑉
+ 𝑂 (

𝑣

𝑉
)

2

} 

1.9 

Where η0 the apparent viscosity of the solution (buffer only) (cP), O the terms of the 

order (v/V)n, v the volume occupied by hard spheres in volume, V, of suspension 

(nm3).  

Jeffrey et al.136 further developed this colloidal model to describe ellipsoids, rotating 

in a viscous liquid (Equation 1.10) : 

𝜂

𝜂0
− 1 = 𝑓

𝑣

𝑉
 

1.10 

Where f is the frictional coefficient dependent on the ellipsoid dimensions, v is the 

volume occupied by ellipsoids in volume, V, of suspension (nm3).  

The addition of zeta potential (ζ) into viscosity models, where the mobility or velocity 

of the colloid is impacted by the charge of the colloid and the electric double-layer 

that surrounds it, was first explained by Smoluchowski et al.137 (Equation 1.11).138  

𝜂 = 𝜂0 [1 +
5𝑣

2𝑉
{1 +

1

𝜎𝜂0𝑟2
(

𝜁𝜀

2𝜋
)

2

}] 

1.11 

Where σ is electrolyte conductivity, r the particle radius and ε the dielectric constant 

of the dispersion medium.  

The impact of the EDL on viscosity is described later with reference to mechanistic 

contributions to viscosity.  

The crowding effect of particles with increasing concentration was a concept used to 

explain viscosity, which was first introduced by Mooney139 (Equation 1.12):140 

𝜂𝑟 = 𝑒𝑥𝑝 (2.5𝜙/(1 − 𝑘𝜙)) 

1.12 

Where k is the self-crowding factor and ϕ the volume fraction of suspended spheres. 
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The subsequent Krieger-Dougherty model141 described more concentrated solutions 

with the addition of ϕm as the maximum solid fraction suspended whilst under flow, or 

packing factor (Equation 1.13):74 

𝜂

𝜂0
= (1 −

𝜙

𝜙𝑚
)

−[𝜂]𝜙𝜙𝑚

 

1.13 

Where ϕ is volume fraction of suspended particles and ϕm the packing factor, which 

is 0.64 for spheres. [η]ϕ is intrinsic viscosity of the solution in terms of volume fraction, 

which is 2.5 for spheres.  

Semi-empirical models for viscosity continued to develop in the 1970s where Ross 

and Minton142 identified the limits of previous colloidal models (assuming sphericity of 

molecules and not relating the exponential dependence of viscosity on the 

concentration of solute).143 Their studies were modelled from haemoglobin (globular 

proteins) and a fixed buffer viscosity of 0.7 cP at 37℃ to mimic physiological 

temperature (Equation 1.14).144  

𝜂 = 𝜂0 𝑒𝑥𝑝 (
[𝜂]𝑐

1 − (
𝑘
𝑣) [𝜂]𝑐

) 

1.14 

Where c is concentration (mg/mL) and k is the self-crowding based on the Mooney 

equation and v is the Simha shape factor which is 2.5 for spheres (volume fraction).  

These models have formed the basis of our current understanding of protein rheology. 

For viscosity modelling of mAbs, the Ross-Minton model is widely adopted to fit 

viscosity-concentration profiles with the parameterisation of the terms k/v and 

[η].89,145,146 Often these parameters are not constrained and therefore cannot be 

deconvoluted into size contributions of intrinsic viscosity [η] or shape or crowding 

contributions from k and v. Moreover, unconstrained parameters can promote 

overfitting to viscosity data, which is observed with case by case variation of 

parameters, limiting the predictive use of the model.  

Alternative exponential models are used to fit viscosity data with varying complexities. 

Simple exponential growth equations are used in some cases for ease of data 

processing147, while more mechanistic modelling approaches, such as the Schwenger 
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model have been implemented.164. Furthermore, polymer-based entanglement 

models have been examined to understand clustering at high mAb 

concentrations.149,150 The overall lack of generalisability of these empirical models has 

initiated growth in machine-learning based predictive modelling, using large mAb 

viscosity datasets in combination with sequence and structure based in silico 

molecular descriptors.151–153 

Measuring viscosity 

The interpretation of viscosity data is not only impacted by the fit model, but also the 

method used to measure mAb viscosity. Different types of viscosity are reported in 

accordance with measurement technique (Figure 1.9).  

 

Figure 1.9 Different types of viscosity arise from rheology method used.  

a, Newton’s Law. b,Extensional viscosity based on changes in dimensions of a flow channel. 

c, Intrinsic viscosity. d, Kinematic viscosity. e, Microrheology. Diagrams were adapted from 

Rheosense (USA) blogs and webinars and some icons were created with Biorender.com. 

Dynamic viscosity describes the shear-resistance to flow (Figure 1.9a). These 

measurements are performed on microfluidic instruments in which flow-rate is 
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adjusted through a channel with fixed and constant dimensions. Shear sweep 

experiments are used for mAbs exhibiting concentration-dependent non-Newtonian 

behaviour 44,154,155 (i.e. shear thinning- viscosity of the molecule decreases under 

shear stress).156 Moreover, solutions with aggregate structures and protein clusters 

have been seen to deviate from Newtonian behaviour with shear thinning 

observations.89,157 Temperature sweep experiments are routinely performed as the 

molecule viscosity is inversely correlated to temperature, explained with reduced 

Brownian motion (lower Boltzmann coefficient numerator in Equation 1.8).158  

Extensional viscosity (Figure 1.9b),ηE, is calculated with change in the cross-

sectional area of the flow field (hyperbolic contraction of a flow channel). The Hencky 

strain,εH, explains the strain within the contracted space, which is calculated from 

pressure difference measured pre-contraction and pressure post-contraction (ΔPe). 

The extensional rate (𝜀̇) is calculated from volumetric flow rate, accounting for 

changes in channel dimensions.159 Typically, extensional viscosity is more difficult to 

measure and thus less commonly adopted. The viscosity values are much higher than 

dynamic viscosity, cautioning against cross-comparison if different viscometry 

methods are used. 159,160 

Intrinsic viscosity (Figure 1.9c), [η], describes the contribution of molecules to 

solution viscosity and is indicative of the hydrodynamic size and shape contributions 

to flow resistance at dilute concentrations. Intrinsic viscosity is derived from linear 

regression of the reduced viscosity-concentration and has been correlated to high 

concentration mAb viscosity.90,161 

Kinematic viscosity (Figure 1.9d),ν, is the ratio between dynamic viscosity and the 

density of the molecule and is usually reported from gravitational viscometry, such as 

falling sphere or cylinder viscometers or gravimetric capillaries.162,163  

The emergence of microrheology (Figure 1.9e) where either passive molecule 

movement or movement under a magnetic force field is traced, has led to 

developments in particle tracking and imaging algorithms. This technique commonly 

uses either high-resolution microscopic techniques, DLS or diffusion wave 

spectroscopy (DWS) and offers the advantage of low sample consumption and non-

disruptive analysis of shear sensitive materials.164 Microrheology has recently been 

used to probe interfacial stability of mAbs with tensiometry techniques. 165,166 
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Contributions to viscosity 

Electroviscous effects 

The electroviscous effect explains the colloidal contributions of excluded volume 

effects and pair-wise interactions of mAb molecules to solution viscosity (Figure 

1.10).74,167,168  
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Figure 1.10 Primary, secondary, and tertiary electroviscous effects and surface-

charge driven pair wise interactions. 

The electroviscous effect is defined on the primary, secondary and tertiary scales. 

The primary electroviscous effect describes the influence of hydrodynamic size and 
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hydrodynamic volume of a single molecule on drag force in Stokes’ Law (Equation 

1.6), which reduces Brownian motion for larger molecules. 168,169 

The secondary electroviscous effect introduces another molecule(s) into the system 

and describes the repulsive forces in the diffuse layer acting between molecules 

increasing the resistance of motion within the fluid. Long range electrostatic repulsion 

dominates over short-range attractive van der Waals forces, which results in large 

interparticle distances. The ‘salting in’ phenomenon demonstrates the reduction in 

repulsive forces with the introduction of anions, reducing the EDL thickness and 

excluded volume effects and thereby viscosity.91,168,170 

Finally, the tertiary electroviscous effect accounts for surface charges on the molecule 

and begins to describe intramolecular interactions between domains of the protein. 

Repulsive and attractive forces affect the dynamic positioning of these domains which 

can in turn affect the excluded volume fraction in solution.91,168 

The Huggins and Kraemer coefficients are derived from the intrinsic viscosity 

measurements and are used to understand the contributions of pairwise interactions 

to solution viscosity. These pairwise interactions can result from molecular-dependent 

surface potential anisotropy (positive, negative and hydrophobic surface patch 

mosaics)  across various antibody domains (Fc-Fv, Fab-Fc, Fv-Fv) and different types 

of interactions (non-covalent, hydrophobic π-π, cation-π, dipole-dipole, charge-

dipole, dispersion)90,171 Moreover proximity energies are assigned per interaction type 

to understand the activation energy barriers for the interaction to occur and pair-

interaction potentials.172 

Reversible self-association 

DLS and self-interaction nanospectroscopy techniques can help determine self-

association propensity in protein solutions. kD and AC-SINS red shift have been 

correlated with viscosity mAb solutions83,97,98,173,174 and self-association propensity 

increases with increased protein concentrations.175 However these low concentration 

techniques have limited predictive ability for high (>100 mg/mL) and ultra-high (>150 

mg/mL) concentration viscosities as they do not account for the complexity of short-

range attractions in highly crowded structures. Molecular crowding (i.e., where the 

distance between molecules is the same order of magnitude as the size of the 

molecules)172 results in reversible cluster formation.74  
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The reversibility of self-interactions has been studied with salts, excipients and 

formulation buffer pH as well as exclusive antibody Fab fragments to examine domain 

dependent interactions,175,176 concluding that both hydrophobic and electrostatic 

forces  drive self-association.177,178 Self-interactions are often considered the first 

stage of mAb aggregation where the native structure of the mAb is retained. 

Non-native aggregation 

Protein aggregation has been extensively studied primarily due to its links to 

neurodegenerative disorders such as Alzheimer’s and Parkinson’s diseases.179 

Research has spanned from mechanistic understanding (colloidal, conformational 

and chemical stability) through to process optimisation and formulation design to 

mitigate for and model aggregation risk.  

A critical protein concentration exists where the aggregated state is more 

thermodynamically favourable than the native monomer. This aggregated state can 

be native oligomer which may retain protein functionality or a partially unfolded 

oligomer that may have increased exposure of hydrophobic residues  driving  

irreversible nucleation.180 Intermolecular forces governing self-assembly are 

attributed to sequences of non-covalent interactions, which are also seen in protein 

folding.181 

Information on stretches of hydrophobic residues- aggregation hot-spots- has led to 

the design of in silico tools for predicting aggregation.182 These can be sequence 

(AGGRESCAN183, Waltz184, TANGO185) or structure-based predictive tools 

(Aggscore186, SAP187, CamSol188).  

There is an apparent overlap in concentration-dependent self-association 

mechanisms promoting increased viscosity and aggregation risk. The correlation 

between aggregation and viscosity has been explained from the increase in size of 

aggregate species and resultant excluded volume effects.189,190  

1.3. Subcutaneous administration of biologics 

Traditionally, therapeutic mAbs have been formulated for intravenous (i.v.) infusion, 

offering rapid action onset and complete bioavailability (F=1) with direct injection of 

the drug product into the bloodstream.191 Infusions typically require a healthcare 

professional for initial dilution of the mAb product into an infusion solution, for 
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catheterisation of the patient and to ensure the full dose is administered at a controlled 

rate.192,193 

Despite more variability in bioavailability and pharmacokinetics194,195, the 

subcutaneous (s.c.) route of administration is preferred over the intravenous (i.v.) 

route in patient preference studies, and for time and resource savings.196  Dosing via 

the s.c. route involves an injection into the fatty tissue under the skin  delivered with 

pre-filled syringes or autoinjector devices for ease of self-administration.197   

The s.c. route may reduce the number of clinic visits or the length of stays in hospitals, 

while also reducing infection risk and the frequency of dosing, improving patient 

adherence. Cost-saving benefits are associated with the s.c. route, with less 

healthcare professional time needed for administration and fewer consumables 

associated with i.v. treatment.192,198,199 Furthermore, injection site infection risk 

decreases with s.c. injection and is likely to be less severe types of infections, such 

as cellulitis. There are several clinical studies comparing the traditional i.v. route to 

the s.c. route, showing non-inferior efficacy and cost reduction for healthcare 

providers.214–216   

mAbs typically have low potency and need to be administered at concentrations >150 

mg/mL to deliver dose-relevant levels of mAb within the therapeutic window.129  

The industry standard platform s.c. autoinjector device has a volume capacity of 

approximately 1 mL. As the dose unit concentration increases, the risk of high mAb 

viscosity increases resulting in manufacturability issues. Beyond filtration issues, 

higher viscosity of mAb formulations can lead to nozzle-clogging for vial filling, 

reducing consistency in dose volume accuracy, and issues with injectability. 

Increases in autoinjector injection times and the potential for mechanical failure from 

needle blockages.205 Furthermore, a greater force is required for injecting the entire 

mAb dose, increasing shear stress (τ) on the product:  

𝜏 =
𝐹

𝐶𝑆𝐴
 

 

1.15 
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Where F is force applied (Newtons), and CSA the cross-sectional area over which the 

force is applied (accounting for the syringe barrel, transition region between barrel 

and needle, and the needle)(m2). 

Various device designs have been explored for the administration of therapeutic 

mAbs with a variety of indications. Approximately 60 autoinjectors are approved in 

the EU with indications for rheumatoid arthritis, multiple sclerosis and Crohn’s 

Disease.206 Autoinjector devices can be customised to suit the end-user with respect 

to dexterity, visual or audio impediments and mental health issues, including needle 

phobia. Human factor studies evaluate the ease of device handling for users with 

varying levels of training, and user feedback is incorporated into device design.207 

Beyond ‘usability’ adjustments based on the target demographic, device design also 

considers needle dimensions, dosing regimen (volume capacity), viscosity of the 

formulation and injection force, injection force (spring material or compressed air), 

maximum target injection time and safety measures.208,209  

Injectability can be screened with extrusion force experiments and modelling. The 

injection force can be calculated from the viscosity, needle, and syringe barrel 

dimensions: 

𝐹 = 32 ∗ 𝜂 ∗ 𝑙 ∗ (
𝐷2

𝑑4 ) ∗ (
𝑉

𝑇
) 

1.16 

Where F is the force for injection (N),  𝑙 needle length (mm), d the inner needle 

diameter (mm), D the inner barrel diameter (mm), V the volume to extrude (mm3) and 

T the expected estimated time through the needle (s).  

Generally, a viscosity ≥20 cP is considered an injectability risk.95 The increased 

injection force required delivering a full dose may cause device failure as the wall 

stress on the barrel exceeds the tensile strength of its material.209 The resistance from 

plunger friction and skin contribute to this increased pressure and device failure can 

be defined as under-delivery of the full dose, breakage of the device (posing safety 

issues), or malfunction with a temperamental spring force, leading to underdosing.210 
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1.4. Mitigating high viscosity risks  

Considering manufacturability, product quality and injectability risks of highly viscous 

mAb formulations, a variety of mitigation strategies have been investigated to improve 

the likelihood of mAb translation to the clinic. 

1.4.1 Device design 

A significant body of research exists on adjusting autoinjector design to accommodate 

larger dose volumes or increased force from highly viscous products. Firstly, size 

adjustments on the syringe barrel and needle gauge can increase the volume 

capacity (> 1-2 mL), reducing the requirement for as high of mAb concentrations and 

thereby reducing viscosity risks. Current high-volume, low-concentration devices are 

wearable injectors or syringe-driven infusion pumps, but there are ongoing efforts to 

translate this research to autoinjectors.205,211 Furthermore, actuation of highly viscous 

mAbs requires high spring strengths, which has led to research on spring design and 

material.212,213 The increased delivery times and needle gauge required to 

accommodate large volumes has been correlated with increase injection-site pain, 

which may affect patient adherence.205  

Modelling parameters such as air gap within the syringe, spring force and elasticity, 

volume, frictional force (including viscosity terms) and needle dimensions are used to 

optimise design.197,214  

1.4.2 Formulation optimisation 

Hyaluronidase is used in subcutaneous drug products in combination with device 

adjustments. For example, daratumumab for multiple myeloma is formulated with 

hyaluronidase to allow for an injection dose up to 15 mL (120 mg/mL). Hyaluronidase 

is a permeation enhancer, which increases the absorption of drugs in the s.c. 

matrix.215 However, formulations containing hyaluronidase require an increased 

needle gauge, screening of product compatibility, increasing development time and 

the risk of tissue damage and/or infusion site erythema.205 Therefore, alternative 

viscosity reducing formulation adjustments have been investigated.  

Formulation pH significantly impacts mAb physicochemical stability. Promotion of 

electrostatic interactions at pH<pI increases reversible self-association risks 

correlated with viscosity. Moreover, slightly more acidic pH buffers promote PTMs 

such as isomerisation.216 Formulation pH needs to be distanced away from the mAb 
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pI to reduce attractive van der Waals intermolecular interactions but at very high pH  

can cause disulfide bond degradation.205 Most mAbs are formulated at pH 5.8 (±0.6) 

where they have a net positive charge with long-range repulsions.144  

Most formulations are histidine-based, which like L-arginine (a common excipient), is 

known to bind mAb hydrophobic regions to reduce aggregation risk.217–219 Sugars and 

polyols are also used as excipients to increase the conformational stability of the 

protein with preferential exclusion of the sugar molecule to surround the protein 220 

Significant variation in mAb viscosity control exists in the formulation optimisation 

space with some reports showing significant improvements on both colloidal and 

conformational stability,221 while others reporting reduced viscosity at the detriment 

of conformational stability.222 This is unsurprising considering mAb-mAb diversity in 

biophysical behaviour with different developability baselines. Furthermore, buffer 

incompatibilities and the significant time and resource requirements to derisk 

formulations has driven research on sequence engineering as an alternative 

mitigation strategy to high viscosity mAb formulations. 

1.4.3 Sequence engineering 

Sequence engineering offers viscosity mitigation risks during the early discovery and 

molecular design stage. Several reports have designed mutant molecules with the 

aim to disrupt regions that are hypothesised to contribute to viscosity. These are 

summarised in Table 1.1. 
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Table 1.1 Notable literature on sequence engineering studies to modify viscosity of high concentration mAb formulations.  

Abbreviations WT= wild-type molecule, Fv= variable region, FWRH= heavy chain framework region, CH1= heavy chain constant region 1, CL= light 

chain constant region, VH= heavy chain variable region, RSA= reversible self-association, Ag= antigen, PBS= phosphate buffered saline, SASA= 

solvent-accessible surface area, SAP= spatial aggregation propensity, A= alanine, R= arginine, D= aspartic acid, N= asparagine, C= cysteine, E= 

glutamic acid, Q= glutamine, H= histidine, L= leucine, K= lysine, M= methionine, P= proline, S= serine, T= threonine, W= tryptophan, Y= tyrosine, 

V= valine. 

Reference Rationale and mutant design Viscosity method Conclusions 

Yadav et al.223 Based on previous work performed to 
decipher interactions and mAb domains 
responsible for high mAb viscosity 224,145,225, 
charge-swap mutations were introduced into 
the CDRs and flanking residues of two mAbs 
which had the same framework sequences. 
These were in either VL, VH or both. An 
aglycosylated mAb was also tested. 

All mAbs prepared >100 mg/mL, ranging up 
to ~260 mg/mL for less viscous mAbs in 
histidine-based formulation buffer. Cone 
and plate rheometer shear rate sweeps 
performed at 25 °C and data at 1,000 1/s 
shear rate reported (Viscosity 
measurements N=2). 

Glycosylation did not affect viscosity (not solvent 
accessible). Mutants with increase in charge 
(favouring intermolecular repulsions) showed 
reduced viscosity to WT.  
Hypothesis that mutant with same charge to WT 
had decreased viscosity due to a knock out of 
dipole potential from histidyl residue. 
Subsequent work supported findings with dipole 
moment experiments226, and correlations to kD 

and B22
75.  

Bethea et al.227 Previous structural studies to improve an 
anti-IL13 IgG1 solubility identified 
aggregation hotspots in FWRH aromatic 
residues.228 
Combinations of FWRH mutants tested, as 
well as WT Fab, and CH1 and CL mutants 
(hypothesised to reduce electrostatic Fab-
Fab interactions from proximity analysis in 
crystal structure). Isotype switch to IgG4 also 
assessed. 

MAbs prepared up to respective maximum 
solubility (100 mg/mL) in PBS. Microfluidic 
viscometer (no shear rate stated) at 25 °C 
(Viscosity measurements N=2/3).  

Viscosity concluded to be driven by compact 
Fab-Fab clustering and aggregation. 
Combinations of  FWRH mutants saw much 
lower viscosity over single-point FWRH mutant. 
Charge CH1 and CL mutants showed only slight 
viscosity reductions retaining RSA propensity.  

Nichols et al.178 Aimed to decouple hydrophobic versus 
electrostatic contributions with single-point 
FWRL mutants of a highly viscous, phase 
separating WT model identified from works 
by Li et al.161 Mutant designed was based off 
aggregation propensity predictions 
(TANGO/PAGE) and surface patch analysis 
from Fv homology constructs.   

All mAbs prepared up to 50-130 mg/mL in 
histidine-based formulation buffer. Cone 
and plate rheometry, fixed shear rate 900 
1/s at 25 °C (Viscosity measurements 
N=2).  

Hydrophobic patch/ APR- disrupting V to K 
mutant showed reduced viscosity. Charge 
neutralisation mutants (E to Y) showed improved 
viscosity over charge reversal (E to K).  
Solubility improvements aligned with reduced 
viscosity. However, viscosity data was limited 
from material constraints.  
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Chow et al.229 CDR-driven RSA investigated of a IgG4 Fab 
fragment WT which demonstrated high 
viscosity and phase separation. Residues 
involved in Fab-Fab interactions of crystal 
structure were substituted by all possible 
residues and screened to ensure Ag binding 
was retained, resulting in four CDR mutants. 
Surface potential was mapped per mutant.  

Mabs were concentrated to 130 mg/mL in 
‘low ionic strength’ buffers. A microfluidic 
viscometer was used at 682 1/s fixed shear 
rates with a 10, 15, 20 and 25 °C 
temperature sweep (Viscosity 
measurements N=2). 

Hypothesised that surface charge imbalance 
contributes to viscosity. Significant viscosity 
reductions with NàE and RàG (positive-patch 
disrupting) mutants whereas FàH 
(hydrophobicity reduction) showed no reduction 
compared to WT. Reduction in computed dipole 
moments correlated with reduced viscosity. 
B22 values did not align to viscosity results. 

Geoghegan et 
al.230 

The correlation between RSA and high 
concentration viscosity was explored. 
Mutants of RSA-prone IgG1 designed from 
combination of HDX-MS and from Fv 
homology constructs to compute solvent 
accessible surface area. Histidine (CDRH) 
and hydrophobic-patch contributing residues 
mutated in(W, Y and L in CDRH, FWRL and 
CDRL respectively). Mutants with 
significantly reduced RSA risks were 
selected for viscosity analysis. 

mAb samples prepared to 70 mg/mL in 
PBS. Cone and plate rheometer was used 
with a fixed shear rate of 1000 1/s at 4 °C 
(Viscosity measurements N=6).  

Removing exposed hydrophobic residues and 
altering buried hydrophobic residues at VH/VL 
interface improves solution behaviour. However, 
CDRH mutants had reduced affinity. 
This study did not assess viscosity for other 
mutants with no/less significant RSA reductions. 

Shan et al. 231 Assessment of both electrostatic and 
hydrophobic contributions to RSA of an IgG1 
WT. Similarly to Geoghegan et al.230, HDX-
MS used to identify RSA hotspots to focus 
mutagenesis. 12 residues contributing to 
significant surface  patches modelled on the 
WT full IgG homology construct were 
identified (two CDRL1, three CDRH3, 7 CH3 
in Fc).  

Viscosity was not examined but RSA and 
solubility assessed. 

Positively charged residues were identified to be 
in juxtaposition to hydrophobic. Reduction in 
RSA dependent on position and size of side 
chain. 
Hydrophobicity targeting mutants had more 
dominant role in RSA reduction. 

Tilegenova et 
al.232 

Previous work on IgG1 found positive or 
negative residues had little impact on 
viscosity as Fabs still had large number of 
positively charged residues.221 Hypothesised 
that viscosity is predominantly driven by 
hydrophobic interactions from aromatic CDR 
residues which can be disrupted from L-
arginine excipients.  MD simulations of IgG1 
Fv and IgG4 Fv in a system solvated with 
free arginine were used to identify residues 
to mutate for enhancing IgG1/IgG4 bispecific 

All mAb fragments/full IgG were prepared 
in histidine-based formulation buffer up to 
150 mg/mL. A cone and plate rheometer 
was used at 23°C with shear rate sweeps 
tested and data at 1000 1/s reported 
(Viscosity measurements N=2). 

Aromatic CDR residues had the largest contact 
frequency with free solvated arginine. Seven out 
of 12 mutants had reduced viscosity and two out 
the seven had retained binding affinity. 
Weak intermolecular interactions between Fabs 
proposed involving both cationic and aromatic 
residues.  
Consistent reductions in viscosity from Y/W to L 
(when leucine is hydrophobic) suggested 
importance of aromatic rings in π-π interactions 
for high viscosity. 
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mAb viscosity. R/K/D/E to Q and Y/W to L/Q 
substitutions were made. 

  

Apgar et al.233 Premise of short-range negative charge 
patch interactions in the Fv with positive 
patches leading to RSAs at high 
concentrations. This suggests Fv charge 
plays a larger role in viscosity than 
hydrophobicity. A highly viscous IgG1 WT 
was mutated to reduce net negative charge 
of the Fv (both CDRs and FWRs) in two 
rounds with ~20 variants with combined 
mutants per round. These were designed 
with the rules of 1) assessing change in 
stability and binding (ΔΔG < 1.0 kcal/mol), 2) 
E to G and D to N, 3) neutral CDR residue to 
R/K/H, 4) FWR mutant was likely to be 
positive in human germlines, 5) Improvement 
in viscosity scores from two predictive 
models. Round two was designed based on 
promising round 1 mutants with the same 
initial stability rule and the similar neutral to 
R/K/H and D/E to N/Q strategies with 
viscosity scoring. 

mAbs were prepared in histidine-based 
formulation buffer between 25-160 mg/mL. 
A cone and plate rheometer was used with 
150 rpm speed and at 25 °C (Viscosity 
measurements N=10).  

Positive charge repulsions and location of 
mutants play a significant role in RSA propensity.  
A reduction in viscosity from WT seen in the first 
round with VL mutant N to K which was 
improved further with combined VH E to Q and Q 
to K mutations.   
Additional S to K and D to N mutations in second 
round to the lowest viscosity mutant confirmed 
interruptions of specific negative patch reduced 
viscosity significantly compared to WT.  
Extrapolated data for WT viscosity was fitted 
from Ross-Minton equation used to compare 
against mutants.  
However, mutant with best viscosity reduction 
had 3-fold loss in binding.   

Makowski et 
al.234 

Development of antibody yeast-display 
library framework with selections not just by 
affinity but also colloidal stability (RSA 
propensity) using quantum-dot antibody 
conjugates. Variants of bococizumab were 
examined and a logistic regression model 
trained deep sequencing data was used to 
classify binding and RSA propensity.    

Viscosity was not specifically assessed, but 
RSA propensity as well as non-specific 
interactions and other biophysical 
properties.  

High affinity variants possess positively charged 
Fvs and high RSA.  
Variants which introduced negatively charged 
residues just outside of the paratope had 
reduced RSA and retained binding for 
bococizumab.   
Fvs variants had low RSA and very rarely high 
affinity.  
Variants with reduced self-association were also 
correlated with reduced non-specific binding with 
this mAb.   

Dai et al.235 Following on from Tilegenova et al.232, both 
negatively charged patches and hydrophobic 
patches were determined as viscosity risk 
factors and viscosity was driven by Fab-Fab 
interactions. Crystallographic Fab-Fab (IgG1) 

mAbs were prepared in histidine-based 
formulation buffer to 180 mg/mL. A cone 
and plate rheometer assessed samples at 
a fixed shear rate of 1000 1/s at 25 °C 
(Viscosity measurements N=30).  

Most significant viscosity reducing variants had a 
SASA of >50Å2 and high SAP score (>2.3).  
High viscosity was independent of presence of 
Fc region. 
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contacts were assessed, and surface 
properties computed (SAP, patch analysis). 
Hydrophobic patches targeted (high SAP 
scores) and residues interacting with FWR 
and at VL/VH interface were excluded. W/Y 
to A strategy was adopted in both VL and 
VH. Additive effects were tested with 
combined mutations. Mutants with reductions 
in viscosity were selected for further 
mutations with all amino acids except 
C,G,P,M (conformational risks). 

Salt addition to mAb increased viscosity, 
suggesting predominantly hydrophobic 
interactions govern viscosity with this mAb 
(arginine reduced viscosity).   
However, not all W/Y to A mutants had reduced 
viscosity and high solvent accessibility was 
necessary.  
Strong correlations were observed between kD 
and viscosity.  
Replacing aromatic to positive was particularly 
effective at reducing viscosity (introducing 
repulsion).  

Heisler et al.236 Fc contributions to viscosity are largely 
unknown. Common Fc mutations were 
explored off an IgG1 omalizumab and 
trastuzumab scaffolds.  

mAbs were prepared up to 180 mg/mL in 
histidine-based formulation buffer. Cone 
and plate rheometry was used at a fixed 
shear rate of 1000 1/s at 25 °C. For the 
initial screening experiments viscosity 
measurements N=1; for further 
investigations of variants viscosity 
measurements N=2-5.  

Half-life extending YTE mutation showed 
significant reduction in viscosity for omalizumab 
but not trastuzumab. This was hypothesised to 
be from reducing positive charge from negatively 
charged E residue.   
Half-life extending LS mutation showed increase 
in viscosity for omalizumab (no difference with 
trastuzumab). 
Differences in spatial orientation of the mutations 
between the mAbs was proposed to understand 
why the same mutation impacts viscosity to 
different extents. 
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The progression of directed mutagenesis to reduce high concentration mAb viscosity 

led to concurrent efforts to develop models predicting the viscosity from sequence 

and structure based molecular descriptors.  

Empirical regression models have been developed using in silico molecular 

descriptors derived from sequence or computed structure. Li et al. computed 

electrostatic and hydrophobic physicochemical descriptors for 11 proprietary mAbs of 

different subclasses which showed distinct differences in viscosity at 150 mg/mL.161 

They found computed structure-based pI and sequence-based aggregation 

propensity were highly correlated with their dataset and formed a regression model 

(R2 0.93, RMSE 0.00123, p value 1.91x 10-5). Subsequently, Sharma et al. performed 

similar regression analysis on a set of 14 IgG1 molecules and observed correlations 

of sequence-based Fv charge, Fv charge asymmetry between heavy and light chain 

and to the lesser extent hydrophobic index descriptors to viscosity at 180 mg/mL.237  

Tomar et al. also developed a regression model from a dataset of 16 mAbs and their 

respective viscosities at 150 mg/mL.238  They found the combinations of VH,VL and 

hinge charge as well as solvent accessible hydrophobic surface area to best describe 

the rate of increase in the logarithm of relative viscosity. This model performed well 

after leave-one-out cross validation (R= 0.8), however this model was trained from 

mAbs with no developability flags so the generality to other datasets is cautioned. The 

predictive ability of these regression models is limited by the relatively small datasets 

that they are trained on as well as not being recommended for use with molecules in 

different formulations.  

Considering these limitations, guidelines and generalised developability scoring tools 

were developed from larger datasets. The spatial charge map (SCM) was developed 

to describe the magnitude of electronegative patches and scores of >1200-2000 were 

seen to indicate high viscosity risks for the mAbs studied.239 Later, a convolutional 

neural network was trained on computed SCM scores for >6500 Fv regions which 

showed reasonable model performance (R= 0.9) and suggested a threshold score of 

1000 for high viscosity flags.240 The Therapeutic Antibody Profiler (TAP) was built 

using 137 clinical stage mAbs as developable models and assessed CDR length, 

CDR canonical forms and  hydrophobicity and charge patch vicinity to CDRs from 

homology models.241 Kingsbury et al. did not find TAP to discern between  well and 

poorly-behaved mAbs of the 59 they studied.174 Instead, thresholds were set on three 

experimental (kD, ζ and pI) and three molecular descriptors (hydrophobic index, Fv 
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charge asymmetry and Fab-Fc charge asymmetry). A subsequent study defined a 

cut-off of +2 for the ensemble charge descriptor which was highly correlated with 

concentration at 20cP in a dataset of 38 IgG1 variants.242  Ahmed et al. also identified 

non-redundant molecular descriptors based on 77 commercial mAbs (buried surface 

area between heavy and light chain, ratio of charged to hydrophobic patches, 

structure-based predicted pI, ratio of dipole to hydrophobic moments and hydrophobic 

imbalance).243  

Numerous research efforts have focussed on machine-learning (ML) algorithms to 

guide developability. Lai et al. generated a decision tree trained from 27 commercial 

mAbs with diverse viscosities at 150 mg/mL.151 A high viscosity index parameters was 

introduced on the basis that highly viscous mAbs have predominantly hydrophilic Fvs 

(less hydrophobic). This, along with net charge was able to categorise high versus 

low viscosity mAbs, tested with Apgar variants 233. The flexibility in the thresholds set 

as well as the cutoff points need to be adjusted for mAb formulated in different buffers 

and to account for experimental uncertainties. The decision tree was further tested 

with 20 pre-clinical mAbs which showed a lack of generalisability.173 Therefore, both 

an alternative logistical regression model and decision tree model (one or two feature 

constraints) were assessed to incorporate both clinical and commercial datasets, but 

cautioned that more data is needed to validate these models. Rai et al. similarly 

highlighted the discrepancy of viscosity distributions between preclinical and 

commercial mAb datasets.244 They used both (58 mAbs in total) to develop a 

convolutional neural network assessing surface potential. Hydrophobicity surface 

potential was assessed, but the generalisability of the model was significantly 

improved with use of electrostatic surface potential. The development of an 

alternative decision tree model by Makowski and coworkers used 79 mAbs with 

similar properties to clinical stage IgG1s.249 They identified structure based Fv pI, 

largest Fv hydrophobic patch and number of Fv negative patches to be highly 

correlated to viscosity. Comparisons with their dataset showed this model 

outperformed preceding Sharma237 scores and the Lai151 decision tree model but the 

authors caution that retraining may be required if alternative formulation buffer 

conditions are used in viscosity measurements. Estes et al. also generated a ML-

derived viscosity tool from 30 sequence-based molecular descriptors of proprietary 

mAbs through a random forest algorithm.245 Whilst this tool proved valuable in 
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informing rational design of variants with enhanced viscosity, no details were 

disclosed in order to reproduce of test the predictive power with other datasets. 

General consensus amongst viscosity-predictive models is that predictive accuracy 

is dependent on 1) sufficiently large datasets with diversity in both preclinical and 

approved and in different formulations, 2) the difficulties in accessibility of large 

preclinical mAb datasets, 3) challenges in inferencing ML-models with version 

dependencies and license accessibility.  

Viscosity modelling efforts not only flag developability risks but can also help elucidate 

mechanistic contributions to high viscosity in high concentration mAb formulations 

promoting rational mutagenesis to mitigate such risks.  

1.5. Aims and Objectives 

The sequence, structural and functional diversity of mAbs in early-phase 

development has incited the advancement of analytical and in silico tools to predict 

and derisk developability. High viscosity of high concentration mAb formulations is 

one of the major obstacles in manufacturing feasibility and subcutaneous injectability 

and relates to inherent conformational and colloidal molecular stability. One of the 

aims of this thesis is to identify the impact of engineering single-point mutations of an 

IgG1 molecule targeting surface potential disruptions (electrostatic or hydrophobic) 

on viscosity and other biophysical developability parameters (Chapter 2), including 

manufacturability observations (Chapter 3). Moreover, this thesis aims to explore the 

developability of an IgG3 molecule compared to an Fv-matched IgG1 molecule using 

the same in silico and experimental framework as mutant panel (Chapter 4). Finally, 

viscosity modelling and viscosity predictions are explored to understand the limits of 

generalisability from empirical model fits and predictions (Chapter 5). The objectives 

per chapter are detailed as follows. 

Chapter 2 focusses on the rational design and developability profiling of eight anti-

IL-8 IgG1 mutants that are hypothesised to have altered viscosity profiles. Both 

sequence and structure based molecular descriptors are explored in the directed 

mutagenesis targeting hydrophobic, negative or positive surface exposed patches. 

Viscosity improvements are hypothesised for hydrophobic and negative patch 

disrupting mutants and increased viscosity is hypothesised for positive patch 

disrupting mutants. Electrostatic, hydrophobic and colloidal properties are also 

explored in this chapter to identify the extent of changes to the biophysical behaviour 
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from single-point mutations. These properties, along with in silico molecular 

properties are also used to identify correlations to viscosity to better the comprehend 

of underlying mechanistic contributions to viscosity. This research chapter addresses 

whether single point Fv mutations are sufficient to reduce viscosity and discusses if 

engineered viscosity alterations are dependent on site (CDR versus framework) and 

strategy implemented (hydrophobic versus electrostatic). Furthermore, correlations 

of both biophysical parameters and sequence and structure in silico parameters to 

viscosity are investigated. 

Beyond electrostatic, hydrophobic and colloidal properties, the manufacturability of 

the anti-IL-8 mutant panel is explored in Chapter 3. The objectives of this chapter are 

to understand what implications single-point mutations have on upstream and 

downstream processability and if viscosity risks can be predicted from the 

extrapolation of flux during filtration processes. This chapter also assesses if the 

phase behaviour of the mutant panel align with biophysical and viscosity observations 

and also discusses the impact of single-point mutations on process-related critical 

quality attributes such as post-translational modification liabilities. 

Additionally, the IgG3 subclass was assessed in Chapter 4 with the same in silico 

and biophysical framework to give a first time insight into the developability of this 

subclass against its Fv-match IgG1 ortholog. The objectives of this chapter are to 

compare the developability of the IgG3 molecule to the IgG1 with regards to 

electrostatic, hydrophobic, colloidal properties as well as viscosity. Similar to Chapter 

2, an evaluation of correlations between the viscosity of IgG3 to in silico and 

biophysical parameters is made to aid viscosity predictions. 

Viscosity modelling strategies were assessed with the anti-IL-8 mutant panel in 

Chapter 5. The implications of viscosity model fit selection and concentration-regime 

is studied, including assessment of low-concentration hydrodynamic parameters in 

viscosity predictions. This chapter also evaluates the accuracy of a selection of 

empirical and ML-derived viscosity predictive models with the anti-IL-8 mutant panel. 

Finally, Chapter 6 summarises the key findings of this thesis with emphasis on future 

directions. 
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2. Surface patch directed design and biophysical 

analysis of viscosity-reducing single point 

mutations in high-concentration monoclonal 

antibody formulations. 

This chapter contains the published material from the Computational and Structural 

Biotechnology Journal with permissions; Armstrong G.B, Shah V., Sanches P., Patel 

M., Casey R., Jamieson C., Burley G.A, Lewis W., Rattray Z. “A Framework for the 

Biophysical Screening of Antibody Mutations Targeting Solvent-Accessible 

Hydrophobic and Electrostatic Patches for Enhanced Viscosity Profiles.” CSBJ (2024) 

https://doi.org/10.1016/j.csbj.2024.05.041.  

GB Armstrong- the author of this thesis- contributed to the cell line generation, and 

performed all mutant expression, biophysical analytics (except from LC-MS and AC-

SINS assays) and in silico homology modelling reported in this chapter. 

2.1. Abstract 

This chapter describes the design of single-point mutations in the Fv of an anti-IL-8 

IgG1 to target electrostatic or hydrophobic solvent-accessible surface patches 

hypothesised to alter viscosity profiles. A biophysical characterisation framework was 

developed here, and viscosity was measured up to 120 mg/mL. Correlations between 

in silico descriptors and biophysical parameters are also discussed. Viscosity 

reduction with this mutant panel is dependent on reducing net hydrophobicity and a 

decrease in net charge is correlated with increased viscosity. No single molecular 

descriptor can predict viscosity and machine learning directed mutagenesis is a 

prominent alternative research direction.  

2.2. Introduction 

Therapeutic monoclonal antibodies (mAbs) have emerged as indispensable tools in 

the treatment of chronic diseases such as diabetes, cancer, and autoimmune 

disorders.4 Empowering patients with self-administration regimens, subcutaneous 

injection is the route of administration of choice for the delivery of these life-changing 

therapies, necessitating formulation design strategies to accommodate small injection 

volumes.246 However, this pursuit of patient convenience presents a formidable 

https://doi.org/10.1016/j.csbj.2024.05.041
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challenge: how to achieve high mAb formulation concentrations (>100 mg/mL) at low 

dose volumes (0.5-1 mL) without facing developability challenges, a term which refers 

to the likelihood of a mAb molecule to become a suitable candidate in the context of 

manufacturability, safety, and efficacy at a reasonable cost and timeframe.215 

Developability challenges in the context of mAbs include a high risk of aggregation 

and elevated solution viscosity at dose-relevant concentrations, which have 

implications for quality, safety and efficacy throughout the mAb product lifecycle.34   

The viscosity of mAb formulations, a critical parameter governing dosing and delivery 

efficacy, is intricately linked to protein-protein interactions arising from the mAb amino 

acid sequence and formulation excipient composition.247,248  

High concentration mAb formulations exacerbate these interactions, leading to 

increased aggregation risk and elevated formulation viscosity (>30 centipoise).249 

High mAb formulation concentrations result in an exponential increase in protein-

protein interactions leading to a higher aggregation risk. The diffusion interaction 

parameter (kD) is used to measure protein-protein interactions and colloid stability, 

with high viscosity mAbs generally exhibiting large negative kD values 

(attractive).174,250,251 

In this pursuit, various strategies have been employed to modulate protein-protein 

interactions and mitigate mAb solution viscosity. These strategies have ranged from 

the alteration of electrostatic properties by changing formulation buffer pH and salt 

composition, to employing viscosity reducing excipients (e.g., amino acids) to 

increase the solubility of partially folded and unfolded states.219,252,253 Furthermore, 

advancements in sequence-based engineering offer a promising avenue for targeting 

solvent-accessible electrostatic patches on the mAb surface, with the potential to 

revolutionize the mAb design landscape. 

In the emerging era of precision medicine, the integration of high throughput in silico 

predictions and molecular triaging approaches holds immense potential in 

streamlining early-stage discovery campaigns.146,147,173 By elucidating the intricate 

relationship between mAb molecular descriptors and developability risks, these 

cutting-edge approaches empower researchers to more expediently identify 

candidate mAbs with superior physicochemical properties, paving the way for more 

agile drug development pipelines with less attrition. 254  
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Current landscape analyses and models defining optimal developability for mAbs are 

based on clinically approved drug products with optimal characteristics. However, 

amidst these advancements, it is imperative to broaden our focus beyond clinically 

approved mAbs and encompass those with unknown or sub-optimal developability 

characteristics. In doing so, we expand our understanding of how to navigate high 

formulation concentration solution viscosity more effectively, ultimately enhancing the 

success rate of mAb drug development endeavors.174  

In this work, computational molecular descriptors were harnessed as a guiding tool 

for the design and triage of a mutant mAb panel altering solvent-accessible 

hydrophobic and electrostatic surface patch area coverage. Through a combined 

computational and experimental pipeline, the relationship between single-point 

mutations and the biophysical properties of a model antibody, anti-IL-8 mAb was 

examined. The site-specific and strategy-dependent impact of mutations based on 

surface patch composition was demonstrated, offering an insight into downstream 

effects of molecular alterations. Significant alterations in surface potential from single-

point mutations in the variable region and favourable developability characteristics 

were observed for hydrophobic or negative patch-disrupting mutants. Furthermore, 

correlations between hydrophobicity-based molecular descriptors and colloidal 

parameters in predicting hydrophobicity-driven self-associations were found, 

impacting solution viscosity at high mAb concentrations. 

2.3. Aims 

The goal of this chapter is to describe the use computational molecular descriptors 

as a triaging tool for the design of a mutant panel targeting hydrophobic and 

electrostatic surface patches and measure the mutant mAb panel physicochemical 

parameters and viscosity profiles at high concentration using an analytical pipeline. 

The experimental findings from the biophysical and physicochemical analyses of the 

anti-IL-8 mutant panel targeting electrostatic and hydrophobic interactions are 

reported and correlated to their viscosity-concentration profiles. 
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2.4. Materials 

Table 2.1 Materials for anti-IL-8 mAb expression, purification and analysis 

Material 
Catalogue 
number 

Manufacturer 

mAb expression 

pD2500 Stable Vector with Leap-In 
Transposase® compatibility and CMV promotor 
with glutamine synthetase and heavy and light 
chain gene insertions 

Custom ATUM, USA 

Chinese Hamster Ovary K1 GS Knock Out cell 
line 

N/A GSK, United Kingdom 

Defined cell culture media (In-house proprietary 
composition) 

N/A GSK, United Kingdom 

200mM L-Glutamine 25030081 Gibco, Thermo Fisher, USA 

Amaxa 4D Nucleofector kit V4XP-3024 Lonza, United Kingdom 

VI-CELL XR Quad Pack Reagent Kit 383722 Beckman Coulter, USA 

TrypLE™ Express Enzyme (1X), phenol red 12-605-010 Gibco, Thermo Fisher, USA 

Octet® ProL Biosensors 18-5085 Sartorius, Germany 

IgG Bio HT, NH3 Bio HT, Glutamate V2 Bio HT, 
LDH Bio HT, Lactate Bio HT, Glutamine V2 Bio 
HT, Glucose Bio HT Kits for the CEDEX 
instrument 

06608540001, 
06608515001, 
07395566001, 
06608493001, 
06608485001, 
07395612001, 
06608418001 

Roche, Switzerland 

D-(+)-Glucose G7021 Sigma-Aldrich, Germany 

Proprietary amino acid feed media N/A GSK, United Kingdom 

mAb purification 

Clarisolve® 60 µm Lab Scale Depth Filters, 
0.027 m2  

CS60HX02H1 
Millipore, Sigma-Aldrich, 
Germany 

Posidyne membrane in Kleenpak capsule filters KA2NFZP2 Cytiva, Danaher, USA 

Capto L resin 17547803 Cytiva, Danaher, USA 

Capto SP ImpRes resin 17546803 Cytiva, Danaher, USA 

In-house Tris-Acetate buffer, pH 6.5-7.5 N/A GSK, United Kingdom 

Sodium hydroxide pellets 10743591 Acros Organics, Belgium 

Trizma® base T6066 Sigma-Aldrich, Germany 

Hydrochloric acid, 37% v/v 20255.368 VWR, Avantor, USA 

Sodium acetate trihydrate 3461-01 
Avantor, JT Baker, Fisher 
Scientific, USA 

Sodium chloride 64060500 
Merck, Sigma-Aldrich, 
Germany 

Ambr CF Filter 30,000 MWC0 HY 3MA1445910 Sartorius, Germany 

In-house histidine formulation buffer, containing 
trehalose and arginine, pH 6 

N/A GSK, United Kingdom 

Acetic acid 695092 Sigma-Aldrich, Germany 

Sodium Octanoate C5038 Sigma-Aldrich, Germany 
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Sodium phosphate 342483 Sigma-Aldrich, Germany 

Millipore® Steriflip® Vacuum Tube Top Filter SCGP00525 
Millipore, Sigma-Aldrich, 
Germany 

Biophysical characterisation 

Urea 8M 97063-804 VWR, Avantor, USA 

Pharmolytes pH 3-10 and pH 8-10.5 
17045601 and 
17045501 

Cytiva, Danaher, USA 

pI markers 4.65, 6.61, 8.18, 9.46, 9.77 
102223, 102409, 
102408, 102349, 
102219 

Bio-Teche, Proteinsimple, 
USA 

iCE System Suitability Kit 102093 
Bio-Teche, Proteinsimple, 
USA 

Methyl cellulose 0.5% w/v and 1% w/v 
102505 and 
101876 

Bio-Teche, Proteinsimple, 
USA 

iCE Electrolyte Kit 102506 
Bio-Teche, Proteinsimple, 
USA 

Recombinant IL-8/CXCL8 Protein (carrier free) 208-IL-050/CF R&D Systems, USA 

Tween 20 P1379-1L Sigma-Aldrich, Germany 

Dulbecco’s phosphate buffered saline (DPBS) 11593377 Gibco, Thermo Fisher, USA 

Biacore CM3 dextran chip  BR100536 Cytiva, Danaher, USA 

Amine Coupling Kit BR100050 Cytiva, Danaher, USA 

Glycine G2879 Sigma-Aldrich, Germany 

Guanidine hydrochloride 6M SRE0066 Sigma-Aldrich, Germany 

20 nm gold nanoparticles 15705  Ted Pella Inc., USA 

 Poly(ethylene glycol) methyl ether thiol (2000 
Da) 729140 

Sigma-Aldrich, Germany 

Goat anti-human Fc and whole goat IgG 
(polyclonal) 

109-005-098, 
109-005-088 

Jackson ImmunoResearch, 
USA 

Millex-GP Syringe Filter Unit, 0.22 µm, PES SLGPR33RS 
Millipore, Sigma-Aldrich, 
Germany 

Methanol 20846.292 VWR, Avantor, USA 

Folded Capillary Zeta Cell DTS1070 Malvern Panalytical, UK 

Ammonium sulfate  7783-20-2 
Avantor, JT Baker, Fisher 
Scientific, USA 

Potassium phosphate tribasic P5629 
Merck, Sigma-Aldrich, 
Germany 

PolyLC PolyPROPUL 4.6 x 100 mm column  104PR0215 PolyLC inc., USA 

TSKgel Super SW3000, 4.6 x 300 mm column 18675 TOSOH BioScience, USA 

Sodium phosphate 342483 Sigma-Aldrich, Germany 

Trypsin V5111 Promega, USA 

Chymotrypsin V1062 Promega, USA 

Dithiothreitol (DTT) 1M P2325 
Thermo Fisher Scientific, 
USA 

ACQUITY UPLC PEPTIDE CSH C18 column 186006938 Waters, USA 

0.1% v/v Formic Acid  10429474 
Thermo Fisher Scientific, 
USA 

Acetonitrile 15329865 
Thermo Fisher Scientific, 
USA 

Calcium chloride dihydrate 21102 Sigma-Aldrich, Germany 

Trizma® base T6066 Sigma-Aldrich, Germany 
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Prometheus NT.Plex nanoDSF Grade Standard 
Capillaries PR-AC002 

NanoTemper Technologies, 
Germany 

Unchained Labs Stunner plates MSPP701-2022 VWR, Avantor, USA 

Unchained Labs Lunatic plates MSPP701-2001 VWR, Avantor, USA 

NIST mAb RM 8671 

National Institute of 
Standards and Technology, 
MD, USA 

 

2.5. Methods 

2.5.1 Computational methods 

In silico homology modelling and antibody molecular descriptor calculations were 

performed in the Molecular Operating Environment (MOE) software, version 

2020.0901 (Chemical Computing Group, Montreal, Canada).  

Homology modelling of IgG1 wild-type 

Full sequences of the heavy and light chains of an immunoglobulin G1 (IgG1) wild-

type (WT) molecule were inputted as FASTA format into the MOE sequence editor 

and annotated with a Kabat numbering scheme. The Antibody modeller in MOE 

(version 2020.0901) was used to search for similar sequences with solved antibody 

structures as a template for homology constructs. The variable fragment (Fv) of anti-

IL-8 mAb is published as PDB ID: 5OB5 (fAb complex with GroBeta). Fv fragments 

and full IgG structures were modelled by selecting ‘variable domain’ and 

‘immunoglobulin’ model types, respectively. The immunoglobulin model type uses the 

1IGY PDB structure as a template to model the Fc region. A refinement gradient limit 

value of 1 was applied, and C-termini were capped with neutral residues, and 

superimposed to confirm alignment of structures. Partial charges were added to all 

atoms, and energy minimization performed using the AMBER10:EHT default 

forcefield. The Protein Silo (PSILO) database was used to locate sites of hydrogen 

bonding and other potential interactions with the GroBeta ligand in complex with the 

Fv. 

Patch analysis and identification of the mutant panel.  

The protein patch tool in MOE was applied to the wild-type Fv homology construct to 

identify electrostatic and hydrophobic surface patches contributing to protein-protein 

interactions (PPIs). To aid visualisation of smaller surface patches, parameter 

thresholds were adjusted from the default values to a hydrophobic cut-off of ≥0.09 
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kcal/mol, a hydrophobic min area of ≥30 Å2, a charge cut-off of ≥30 kcal/mol/C, a 

charge min area of ≥30 Å2, and a probe sphere radius of 1.8 Å. The residue 

contribution to surface patches was analyzed using the Protein Properties tool, 

selecting the ‘res_hyd’, ‘res_pos’ and ‘res_neg’ descriptors. The top scoring residues 

were then selected as candidate residues for mutations, excluding terminal residues 

(Appendix 1 Table 7.1). Any residues previously observed in the PSILO database to 

directly interact with the GroBeta ligand (CXCR2), were eliminated from the list of top- 

scoring residues. The substitution strategy was informed from prior work using 

computational approaches to introduce viscosity-reducing mutations.229,232,233 Three 

approaches were implemented to alter surface area coverage of charge distribution 

profiles, by i) targeting aromatic hydrophobic residues and their substitution to leucine 

or glutamine (L or Q),232 and ii) substituting positively-charged residues (e.g., N or R) 

to glutamic acid or glycine (E or G),229 and iii) substituting negatively-charged 

glutamic acid or aspartic acid (E or D) to positive residues (e.g. Q or N).233 The 

Residue Scan tool in MOE was used to introduce point mutations in the WT anti-IL-8 

Fv IgG1 sequence to generate mutant variant models. Patch analysis was performed 

in the same manner for each of the mutant variant models (Appendix 1 Table 7.2). 

Computational prediction of physicochemical descriptors.  

Various physicochemical descriptors (Appendix 1 Table 7.3) were computed for each 

Fv model using the Protein Properties tool in MOE. A NaCl concentration of 0.1 M 

was used in all simulations to mimic the ionic strength of the histidine formulation 

buffer (pH 6). Hydrophobic imbalance and buried surface area, Fv_chml values were 

generated through the BioMOE (version 2021-11-18, Chemical Computing Group, 

Montreal, Canada) module for which the models had been protonated to pH 6 using 

the QuickPrep tool.  

TANGO aggregation propensity (http://tango.crg.es/tango.jsp).255,256  

The TANGO aggregation propensity tool was used to predict the sequence-based 

propensity for beta-sheet formation for all mutant sequences in this work.  

Ranking of mutant variants  

Candidate anti-IL-8 mutant variants were ranked using a min-max normalisation 

method to triage mutants for expression in CHO cells and comprehensive 

downstream analysis of the expressed mutant panel. Physicochemical descriptors 

were selected based on previously-established correlations with viscosity, and 

http://tango.crg.es/tango.jsp
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weighted evenly. The physicochemical descriptors used were hydrophobic index, 

TANGO aggregation propensity, the normalised hydrophobic score (proportion of 

exposed hydrophobic areas (Res_hyd) to the total exposed surface area (Res_ASA), 

zeta potential, buried surface area between heavy and light chains (BSA) and the 

ensemble charge (ens_charge). Descriptor values were normalised between 0-1 

(Equation 2.1).  

 

𝑁𝐷𝑉 =  
𝑥−𝑥𝑚𝑖𝑛

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)
    

2.1 

Where NDV is the normalised descriptor value for the individual mutant, x is the actual 

descriptor value for the individual mutant, and xmin and xmax are the actual minimum 

and maximum values found in the mutant panel for that descriptor.  

A normalised score was calculated by summing each normalised descriptor value for 

descriptors correlating positively with elevated viscosity (Equation 2.2) or by 

summing 1- normalised descriptor value for descriptors correlating negatively with 

elevated viscosity (Equation 2.3). Therefore, a lower normalised score overall 

represented a reduced hypothetical viscosity. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑠𝑐𝑜𝑟𝑒 =  𝑆𝑈𝑀(𝑁𝐷𝑉𝐻𝐼 +  𝑁𝐷𝑉𝑇𝐴𝑁𝐺𝑂 +  𝑁𝐷𝑉𝑇𝑜𝑚𝑎𝑟 + 𝑁𝐷𝑉𝑆ℎ𝑎𝑟𝑚𝑎 +

𝑁𝐷𝑉𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 ℎ𝑦𝑑𝑟𝑜𝑝ℎ𝑜𝑏𝑖𝑐 𝑠𝑐𝑜𝑟𝑒)   

2.2 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑠𝑐𝑜𝑟𝑒 =  𝑆𝑈𝑀((1 − 𝑁𝐷𝑉𝑧𝑒𝑡𝑎) + (1 − 𝑁𝐷𝑉𝐵𝑆𝐴) + (1 − 𝑁𝐷𝑉𝑒𝑛𝑠_𝑐ℎ𝑎𝑟𝑔𝑒)) 

2.3 

DeepSCM (https://github.com/Lailabcode/DeepSCM).257 The spatial charge map 

is a scoring system used to rank antibodies exhibiting elevated viscosity at high 

solution concentrations in a crowded system, by calculating the charge of side chain 

atoms of exposed residues of a homology Fv model over molecular dynamics 

simulations.240,257 For this work, the anti-IL-8 IgG Fv sequences were inputted as 

separate heavy and light chain FASTA files and the code was ran in a terminal.  

2.5.2 Protein Expression and Purification.  

Chinese Hamster Ovary (CHO) K1 GS-KO (glutamine-synthetase-knockout) cells 

were used for expression of the anti-IL-8 mAb panel. Sequences for anti-IL-8 mAb 

https://github.com/Lailabcode/DeepSCM
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variants underwent codon optimisation and plasmid generation by Atum Biosciences 

(Newark, California, USA). The heavy and light chain genes were inserted into Leap-

in Transposase® pD2500 vectors with the CMV promoter including glutamine 

synthetase (for selection) and heavy and light chain insertions were nucleofected into 

CHO cells. Cells were maintained under selection conditions as stable pooled 

cultures. A fed-batch production process (in up to 4 x 2.8L shake flasks per molecule) 

was employed over 15 days, with glucose and supplementary amino acid feeds 

added at various intervals. Expression media were harvested, and the supernatant 

clarified by centrifugation at 4 °C (4,000 g for 20 minutes) and depth-filtered, resulting 

in ~5.5L of unprocessed bulk per molecule. Protein L chromatography on an ÄKTA 

Avant 150 system (Cytiva, Danaher, USA) was used for purification, followed by a 

cation exchange polishing step to achieve ≥95% monomeric purity. The purified mAbs 

were concentrated, diafiltered and buffer exchanged into formulation buffer containing 

histidine, trehalose, and arginine (pH 6) to a final concentration of ≥100 mg/mL using 

the Ambr® Crossflow system (Sartorius, Germany). All mutants showed full solubility 

at 25 °C with no liquid-liquid phase separation observations.  

2.5.3 Biophysical analysis of the anti-IL-8 mAb panel  

Analysis of Monomeric Purity by Analytical Size Exclusion Chromatography 

(aSEC).  

Samples were injected onto a TSKgel Super SW3000, 4.6 x 300 mm (TOSOH 

Bioscience, United States) column on an Agilent 1260 series HPLC, with 0.1M sodium 

phosphate containing 400 mM NaCl (pH 6.8) as the mobile phase. All samples were 

analysed at 5 mg/mL at a 0.2 mL/min flow rate and detected at 280 nm. The OpenLab 

CDS Data Analysis software (version 2.6, Agilent, California, US) was used to process 

and integrate the chromatograms. Areas under the chromatographic peaks were 

integrated to quantify the monomeric mAb, and high and low molecular weight 

species. The target monomeric purity of ≥95% was met by all WT and mutant anti-IL-

8 molecules and aSEC was used to monitor physicochemical stability, by monitoring 

changes in chromatogram peak retention times and profiles for each molecule 

Analysis of the expressed anti-IL-8 mutants showed retention times comparable to 

the anti-IL-8 WT IgG1 (~27.5 minutes), except for the D70N mutant, which had a 

consistent reduced retention time of ~26.6 minutes suggesting a slight increase in 

molecular size. 
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Analysis of identity by mass spectrometry.  

The sequence and composition of the anti-IL-8 panel was verified using peptide 

fingerprinting mass spectrometry. 250μg of each sample was denatured with 

guanidine buffer (6M, pH 7.5), reduced with dithiothreitol (DTT 1M) and incubated for 

20 minutes at ambient temperature. All samples were alkylated with 1M sodium 

iodoacetate and incubated for a further 30 minutes at ambient temperature and 

protected from light. A further reduction step was performed in DTT (1M), and the 

samples were desalted using Micro Bio-Spin 6 size exclusion columns (Bio-Rad, CA, 

USA). Samples were enzyme-digested with either trypsin or chymotrypsin (both 

sequencing-grade, Promega, WI, USA) at a 1:20 (w/w) ratio of trypsin or 

chymotrypsin: mAb in a digestion buffer containing 50 mM Tris, 1 mM calcium chloride 

dihydrate (pH 7.5). Samples were incubated at 37 °C under agitation for two hours, 

prior to liquid chromatography-mass spectrometry (LC-MS) analysis with an Orbitrap 

Exploris™ 240 Mass Spectrometer (Thermo Fisher Scientific, MA, USA), controlled 

by Xcalibur software (version 4.4.16.14, Thermo Fisher Scientific, MA, USA). An 

ACQUITY UPLC PEPTIDE CSH C18 (Waters, US) 1.7 µm, 2.1 mm x 150 mm column 

was used for separating digested peptides with a column temperature of 40 °C. 

Mobile phase A was 0.1% v/v Formic Acid LC-MS grade (Thermo Fisher Scientific, 

MA, USA) in LC-MS grade water and B was 0.1% v/v Formic Acid in Acetonitrile LC-

MS grade (Thermo Fisher Scientific, MA, USA). Step wise gradients were applied 

with 5-40 %B (over 80 min), 40-100 %B (5 min), plateau of 100 %B (5 min), and a 

return to 5 %B (10 min). The flow rate was set at 200 μL/min and monitored at 214 

nm by UV detection.  

The Orbitrap Exploris 240 MS system was operated in the positive ion mode. Tandem 

MS/MS analyses were performed for the identification of peptide in data dependent 

mode. Full MS scan data acquired within a 200-2000 m/z scan range, 60,000 

resolution over 100ms injection time, followed by 5 sequential MS/MS scan with 

orbitrap resolution target of 15000. A minimum intensity threshold was set to 1000 

with a custom dynamic exclusion filter applied. Charge states were filtered to include 

charges of 2-8 and the number of dependent scans was set to 5. A 2 m/z isolation 

window was applied for the ddMS scan with HCD collision energies set to 20, 25 and 

30% over 200 ms injection time. MS2 data acquired in profile mode. The MS2 AGC 

target was set at 100% whereas full scan AGC target was set at 300%. Byos software 

(version 5.0-88 (2022.12), Protein Metrics, CA, USA) was used to processing of 
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peptide fragments using the following parameters: Precursor Mass Tolerance set at 

20 ppm, Fragment Mass Tolerance 1 and 2 set at 20 ppm, Cleavage Site(s) set as 

RK (trypsin) and WFLY (chymotrypsin), Missed Cleavages set at 2, Cleavage Side 

set as C-terminal and Fragmentation type set as QTOF/HCD.  The post translation 

modifications (PTMs) screened for were methylation, oxidation, deamidation, 

pyroglutamate formation and N-glycosylation (glycosylation consistent at N299 in Fc 

across anti-IL-8 mAb panel).    

Hydrophobic interaction chromatography.  

Hydrophobicity of the mutant panel was assessed via hydrophobic interaction 

chromatography (HIC) with UV detection. A PolyLC PolyPROPUL 4.6 x 100 mm 

column was used on an Agilent 1260 series HPLC (Agilent, California, US). The 

mobile phase A consisted of high salt 1.3 M ammonium sulfate in a 50 mM potassium 

phosphate buffer (pH 7) with stepwise gradient segments, introducing a mobile phase 

B which consisted of 20% acetonitrile in 50mM potassium phosphate buffer (pH 7). 

All samples were analysed at 1 mg/mL (5 μL injection) at 0.7 mL/min and detected at 

214 and 280 nm.  

Electrophoretic light scattering.  

A Malvern Zetasizer (Malvern Panalytical, Malvern, UK) equipped with a 633 nm laser 

was used to measure zeta potential by electrophoretic light scattering. Default 

settings were an equilibration time of 120s, automatic attenuation and 10-100 

measurement runs. A 60s pause was added between measurements and three 

technical replicate measurements were run. WT and mutant anti-IL-8 molecules were 

prepared at 5 mg/mL in formulation buffer and filtered prior to analysis. The 

corresponding refractive index for anti-IL-8 (protein) and the buffer (dispersant) were 

set at 1.59 and 1.33, respectively, with viscosity set at 1.26 mPa.s.   

Binding analysis.  

A Biacore 8K+ surface plasmon resonance (SPR) (Cytiva, Danaher, USA) was used 

to compare the association and dissociation rates, and affinity for  IL-8 carrier-free 

antigen (R&D systems, USA) between the WT and mutant panel. IL-8 (0.5 µg/mL) 

was immobilised onto one flow cell of a Biacore CM3 dextran chip (Cytiva, Danaher, 

USA). Ten start-up cycles were followed by ten antibody injections at a flow rate of 

30 μL/min and measurement temperature of 25 °C, and with a 240 second contact 

time, and following injection, dissociation was tracked over 900 seconds. All 
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antibodies (0.31-20 µg/mL) were formulated in phosphate-buffered saline containing 

0.05% v/v Tween™ 20, with the same running buffer composition. Surfaces were 

regenerated between measurements using 10 mM glycine (pH 1.5) and 3 M 

guanidine. Sensograms were reference subtracted and fitted using a 1:1 Langmuir 

binding model in the Biacore Insight Evaluation software (version 4.0.8.20368, Cytiva, 

Danaher, USA).  

To determine the apparent dissociation (ka) and dissociation rate constants (kd). The 

𝑘𝑑

𝑘𝑎
 ratio was used to determine the equilibrium dissociation constant (KD). 

Diffusion self-interaction parameter.  

A Stunner instrument (Unchained Labs, CA, USA) dynamic light scattering (DLS) 

setup was used to measure hydrodynamic size, polydispersity, and the diffusion 

coefficient for each antibody. Data were analysed using the Lunatic & Stunner Client 

software (version 8.1.0.254). The measurement temperature was set as 25 ℃ and 

five, 10-second measurements were acquired with a corresponding 1% extinction 

coefficient of 1.55AU*L/(g*cm) for all samples. Custom dispersant settings were 

applied (viscosity 1.26 cP and refractive index 1.33 at 20 °C) and all mAbs were 

prepared in formulation buffer (1-20 mg/mL) for WT and mutant variants. The Lunatic 

and Stunner software (v8.1.0.244) were used for data export, and the corresponding 

diffusion coefficients were measured at five concentrations to determine the 

interaction parameter (kD) using linear regression plots.  

𝐷𝑎𝑝𝑝 = 𝐷0(1 + 𝑘𝐷𝑐) 

2.4 

     

Where Dapp refers to the apparent diffusion coefficient, D0 the self-diffusion coefficient 

at infinite dilution, and kD the interaction parameter. 

Dynamic light scattering measurements were used to interpret the second virial 

coefficients (B22) of each anti-IL-8 molecule: 

𝐾𝑐

𝑅
=

1

𝑀𝑤𝑃0
+ 2𝐵22𝑐 

2.5 
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Where K is the optical constant, c is the concentration (g/mL), R is the Rayleigh ratio 

of scattered light to incident light, Mw is the molecular weight of the protein (g/mol), 

P0 is the angular scattering dependence (assumed equal to 1).  

Kc/R values per molecule were exported from the Stunner analysis software 

(v8.1.0.244, Unchained Labs, CA, US) and plotted over the concentration range 

tested (1-20 mg/mL). The slope of the linear regression was divided by 2 to generate 

B22 values.  

Analysis of the anti-IL-8 charge distribution profile.  

The charge distribution profile was measured using the iCE3 capillary isoelectric 

focusing instrument equipped with a PrinCE autosampler (Protein Simple, USA). A 

broad range of pI markers (pI 3.85-8.77) were used to capture all main isoforms and 

impurity isoforms for each sample (Bio-Teche, Protein Simple, USA). To minimise 

self-association, 2M urea and ampholytes (Bio-Teche, Protein Simple, USA) in the 

pH 3-10 and 8-10.5 ranges were used at a 1:1 ratio in the buffer mix. All samples 

were diluted to 1 mg/mL in deionised water prior to a final dilution to 0.4 mg/mL in 

analyte buffer. The iCE3 instrument was set to the following parameters: a pre-focus 

voltage of 1500 V; a 10-12-minute focus voltage of 3000 V; an autosampler and 

transfer capillary temperature of 15 °C; UV detection at 280 nm; a sample injection 

pressure of 2000 mbar; a pre-focus time of 1 min; and a focus time of 10-12 min. All 

data were imported to the Empower 3 software (v4, Waters, US) for data analysis.  

Analysis of anti-IL-8 self-interaction.  

Affinity-Capture Self-Interaction Nanoparticle Spectroscopy (AC-SINS) was used to 

estimate the propensity of self-association for the anti-IL-8 panel. Goat anti-human 

Fc and whole goat IgG antibodies (Jackson ImmunoResearch, PA, USA) were 

prepared in 20 mM acetate buffer (pH 4.3). The antibodies were each diluted to 

achieve a final concentration of 320 µg anti-Fc IgG and 80 µg goat whole IgG and 

mixed with 20 nM colloidal gold nanoparticle suspension (Ted Pella Inc., CA, USA, 

concentration 7.0 x 1011 particles /mL). The mixture was incubated for 90 minutes at 

ambient temperature, and 10 μM PEG2000 solution (Sigma-Aldrich, MO, USA) was 

added at a final 1% v/v concentration and incubated for 90 minutes followed by 

centrifugation at 13000 x g for six minutes. WT and mutant anti-IL-8 test samples 

were prepared at 50 μg/mL in phosphate buffered saline (Gibco, Thermo Fisher 

Scientific, MA, USA). Aliquots (99 μL) of each sample were added to wells of a 96-
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well plate, with 11 μL of gold nanoparticle suspension added to each well, resulting 

in a final solution concentration of 50 µg/mL test mAb, 10x bead:anti-Fc conjugate 

and 0.02 mg/mL PEG2000. All samples were mixed, incubated for 90 minutes and 

gently centrifuged to remove air bubbles. Following incubation, the absorbance 

spectra (450-650 nm) of the antibody-gold conjugates were measured using a 

Pherastar FSX (BMG Labtech Ltd., Germany) plate reader. The spectra were 

analysed with MARS software (v3.32, BMG Labtech Ltd., Germany), applying 

smoothing to the best fit curves and the difference in plasmon wavelengths for each 

sample was calculated. Experimental cutoffs included a <535 nm wavelength for 

negative controls (i.e., buffer) to ensure nanoparticle aggregation, and a red shift of 

>10 nm was flagged as a mAb candidate being at a higher risk of self-association. 

Analysis of unfolding temperatures.  

Thermal differential scanning fluorimetry (DSF) measurements were performed using 

a Prometheus NT.48 (NanoTemper Technologies, Germany) equipped with back-

reflection technology for the high-throughput analysis of unfolding temperature (Tm), 

calculated from the intrinsic fluorescence intensity ratio of tyrosine and tryptophan 

(350/330 nm) as a function of temperature.258 For each experiment, 20 µL of a 150 

mg/mL sample was analysed. Prior to each experiment, the excitation power was set 

to achieve ≥5,000 counts in the discovery scan. Corresponding profiles were 

analysed in the Prometheus NT.48 software and the first derivative calculated. A 

temperature ramp of 2°C/minute from 20-95 °C was performed for each set of 

capillaries. Drop lines were assessed and corrected, to determine the first derivative 

peaks, marking the unfolding temperatures of antibody domains (Tm1 to Tm3) and the 

unfolding onset (Tonset). The first derivative peak of the scattering profile marked the 

aggregation temperature (Tagg) values. 

Viscosity measurement.  

Viscosity curves were generated for the WT and mutant panel using the VROC Initium 

(Rheosense, United States), with an optimised protocol to measure viscosity samples 

using the ‘Auto’ shear rate function as well as at fixed shear rates of 100-2000 s-1. 

The viscosity of all samples was measured at different concentrations to obtain 

viscosity-concentration profiles for each wild-type and mutant IgG molecule. 

Resulting data were filtered using the following inclusion criteria; no priming segments 

were included, the percent full scale was in the 5-95% range, the R2 fit of the pressure 
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sensor position was ≥0.998, and transient curves reached steady plateaus with no 

drift. Exponential-growth decay fits were applied to each viscosity-concentration 

curve.  

Developability rankings 

All biophysical data and in silico descriptors were normalised from 0-1 with min-max 

normalisation as per Equation 2.1. Sums of these scores per molecule were used to 

rank developability.  

Statistical approaches.  

GraphPad Prism (v5.04) was used for plotting scatter plots and bar graphs, and 

ANOVA statistical analysis to determine significant differences in experimental data. 

JMP Pro (v16.0.0, 2021) was used for the multivariate analyses of computational and 

experimental data to establish existing correlations.  

2.6. Results 

2.6.1 Generation of the anti-IL-8 mutant panel 

Using homology models of anti-IL-8 mAb, the impact of targeting solvent-accessible 

hydrophobic and charged patches on solution viscosity was examined at high mAb 

concentration.229,232,233 Patch analysis of an anti-IL-8 mAb wild-type (WT) IgG1 

homology model identified residues contributing to positive, negative, and 

hydrophobic patches as potential candidates for mutation. Computation of mutant 

physicochemical molecular descriptors and patch analysis were subsequently 

performed. 

Homology modelling and patch analysis of WT anti-IL-8 

Homology models of the full anti-IL-8 mAb structure and the variable fragment (Fv) of 

WT anti-IL-8 mAb were constructed in the MOE molecular modelling suite.259 Since 

the fragment antigen-binding region (Fab) crystal structure (PDB 5OB5) matched the 

framework and complementarity determining regions (CDRs) perfectly, patch analysis 

was conducted on resulting structures (Figure 2.1a). The surface potential mapped 

onto the anti-IL-8 mAb surface (Figure 2.1b), shows negative, positive, and 

hydrophobic patch distributions.  
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Figure 2.1 Homology models of anti-IL-8.  

a, the full IgG structure was modelled using the PDB 5OB5 template for the Fab region and 

IgG model in the MOE platform. The Fc (grey), constant light chain 1 and heavy chain 1 

(blue), variable heavy chain (dark green) variable light chain (light green), heavy chain CDRs 

(red) and light chain CDRs (purple) with Kabat annotation. b, the hydrophobic (green), 

positive (blue), and negative (red) patches applied onto the full IgG1 homology model to 

show exposed surface non-polar and charged regions. c, superimposition and alignment of 

the anti-IL-8 WT full IgG homology model (pink) onto the template 1IGY PDB IgG1 structure 

(blue) to model Fc structure. d, modelling of the Fv region. e, patch analysis of the Fv to aid 

identification of candidate sites for single-point mutation. f, alignment of the WT Fv homology 

construct (pink) onto the template 5OB5 PDB fAb structure (blue) in complex with the 

GroBeta ligand (green).  

Overall, the largest contribution to the surface potential of WT anti-IL-8 mAb IgG 

(Figure 2.1b) was from hydrophobic (3,790 Å2), positive (2,940 Å2) and negative 

(2,250 Å2) patches, with a net charge of +22.68 C (pH 6). A similar trend was seen 

with the anti-IL-8 Fv (Figure 2.1d and e), with surface area coverage of 520, 160, 

and 50 Å2 for hydrophobic, positive and negative patches, respectively, and a net 

charge of +0.05 C (pH 6). Mutant residues in the anti-IL-8 framework and CDRs  

significantly disrupting hydrophobic, positive, and negative patches were identified 

(Appendix 1 Table 7.1), which can potentially influence protein-protein interactions 

and self-association.  
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Patch analysis of anti-IL-8 mutants 

The effects of single point mutations on anti-IL-8 charge and hydrophobic patch 

distributions, was examined by introducing Fv point mutations. Employing strategies 

targeting positive, hydrophobic, and negative patches,  changes in electrostatic 

surface potential following framework region and CDR mutations were observed 

(Figure 2.2).229,232,233 The anti-IL-8 Fv carries a net positive charge (+0.05 C, pH 6.0), 

with heterogeneous surface charge distribution, resulting in asymmetry between 

heavy and light chain net charges (3.93 C and -1.23 C, respectively). Patch analysis 

of the WT Fv revealed significant hydrophobicity (520 Å2, 38% of Fv patches) with 

prevalent surface coverage by positive patches (blue) (39% of Fv patches) 

(Appendix 1 Table 7.2).   

Residues with the highest contributions to positive (blue), negative (red), and 

hydrophobic (green) patches were identified from patch analysis of the anti-IL-8 WT 

Fv homology model. Key residues for sequence-based modification included those 

contributing to positive (blue) (e.g., K42, K23, R18, K13, R85 and R70 for the 

framework region, and R53 and K63 for CDRs), negative (red) (e.g., D70, E10, E87, 

D17 for the framework region, and E30A, D56, Q27 and D28 for CDRs) and 

hydrophobic (green) (e.g., F83, L110, V11, V5 for the framework region, and W32, 

Y99, F57 and Y55 for CDRs, Appendix 1 Table 7.1 and Table 7.2) patches. 
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Figure 2.2 Patch analysis of mutant candidates.  

a, WT  and mutant Fv homology models disrupting b, c, hydrophobic patches (green), d, e, negative patches (red), and f, g, positive patches (blue). 

VL (light green), VH (dark green), heavy chain CDRs (red), and light chain CDRs (purple). The WT (left) and corresponding mutant (right) are 

represented for each molecule. Arrows show the location of the single point mutation. Dashed lines: residues behind the field of view. 
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Global patch analysis of anti-IL-8 Fv mutants (Figure 2.2) revealed that RàG and KàE 

mutants (positive patch-targeting229) exhibited reduced positive patch coverage, while 

V/W/L/FàQ and F/YàL mutants (hydrophobic patch-targeting232) showed reduced 

hydrophobic patch area coverage. DàN and EàQ mutants (negative patch-

targeting233) displayed a reduction in negative patch area coverage. However, these 

mutations did not exclusively impact the targeted patch, with depletion and 

enhancement of neighbouring patches being observed. This is exemplified by 

changes in proportional patch percentages (Appendix 1 Table 7.2); for example, 

R53G (positive patch targeting) reduced patch_pos% from 39% to 36%, but saw an 

increase in patch_hyd% from 38% to 41%.  

Next, physicochemical molecular descriptors for all candidate mutant Fv homology 

structures were computed, some of which have shown prior positive or negative 

correlations with viscosity (Appendix 1 Table 7.3).237,238 Charge-based mutant Fvs 

resulted in changes in predicted net charge, ensemble charge (ens_charge), zeta 

potential, isoelectric point (pI_seq and pI_3D), and light and heavy chain charge 

imbalance (Fv_chml) (Appendix 1 Table 7.4). Significant differences in 

hydrophobicity descriptors were observed with mutants targeting hydrophobic 

patches (Appendix 1 Table 7.5).232 The therapeutic antibody profiler (TAP)241,260 was 

used to predict developability risk for each candidate mutant (Appendix 1 Figure 

7.1). All mutants were amber-flagged for hydrophobic patches near CDRs, red-

flagged for a positive patch targeting mutant (K42E) and a hydrophobic patch 

targeting mutant (W102Q). Charge symmetry was also evaluated, with three positive 

patch-targeting mutants (K42E, R18G and R53G) being amber flagged. From TAP 

analyses, the W102Q, R18G, R53G and K42E mutants were identified as the ‘least 

developable’ candidates. 

Light chain-heavy chain charge separation 

Shifts in charge distribution profiles were observed as reflected in Fv_chml and 

FvCSP descriptors, which indicate charge imbalances between heavy (VH net 

charge) and light chains (VL net charge). In all cases, VL net charge was negative (-

1.23 C for the anti-IL-8 WT) and VH net charge was positive (+3.93 C for the anti-IL-

8 WT). Since FvCSP is a product of VH and VL charges, a larger difference was seen 

with negatively charged VL mutants. For example, with VL and VH charges at -1 C 

and -4 C, respectively, a 1 C drop in VL net charge reduced FvCSP from -4 to -8 C. 
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A 1 C reduction in VH net charge reduced FvCSP from -4 C to -3 C. When net charges 

of either VL or VH chain were 0, FvCSP was 0, potentially misinterpreted as no 

existing charge differences between chains.242 This highlights the importance of 

Fv_chml descriptors, which subtract VL charge from VH charge.  

Mutants targeting negative patches in VL,233 resulted in a ≤0.91 C charge increase, 

with a similar increase seen for VH mutants. For nearly all VL DàN mutants, an 

increased FvCSP and reduced Fv_chml was observed, suggesting enhanced charge 

symmetry between VH and VL chains. However, VH EàQ mutants showed a 

reduction in FvCSP and increased Fv-chml, indicating increased charge imbalance, 

absent in Q27N. 

Conversely, mutants targeting positive patches229 exhibited increased VL negative 

charge (K42E: -1.9 C), resulting in more negative FvCSP and increased Fv_chml 

descriptors. VH mutants had reduced VH charge, approaching VL charge (~3 C), 

leading to increased FvCSP and decreased Fv_chml, reflecting reduced charge 

imbalance between VL and VH. Mutants primarily targeting hydrophobic patches232 

resulted in FvCSP and Fv_chml comparable to anti-IL-8 WT. These data emphasise 

that single-point mutations in VL versus VH depend on parent WT mAb initial charge 

symmetry and must be evaluated on a case-by-case basis.  

Triage of candidate mutants 

The anti-IL-8 mutant panel was ranked using a summed normalised score, guiding 

our selection of mutants for expression and physicochemical measurements 

(Appendix 1 Table 7.7). Two hydrophobic-targeting mutants, four negative patch-

targeting mutants, and two positive patch-targeting mutants were selected for 

expression and subsequent formulation at high concentration (>200 mg/mL). The 

W32Q mutant, disrupting hydrophobic patches, was expected to significantly reduce 

viscosity relative to anti-IL-8 WT, while mutants disrupting positive patches (R53G 

and K42E) would likely show increased viscosity at high concentrations.  

2.6.2 Biophysical Parameters of the Expressed Mutant Panel  

The goal of this chapter was to establish a comprehensive measurement pipeline for 

the expressed anti-IL-8 mutant panel, correlating these observations with predicted 

physicochemical descriptors and viscosity-related parameters to understand factors 

underlying elevated viscosity in high-concentration antibody formulations. The 
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sequence identity and post-translational modifications of WT and anti-IL-8 mutants 

were confirmed via mass spectrometry-based peptide mapping (Appendix 1 Table 

7.8). Additionally, all mutants met the monomeric purity threshold by aSEC (≥ 95%,) 

(Appendix 1 Table 7.9). Apart from W32Q (CDRH2 mutant), mutants retained 

antigen binding affinity and kinetics equivalent to WT anti-IL-8 (Appendix 1 Table 

7.10). Next, the mutants were analysed for their hydrophobic, colloidal, electrostatic, 

and conformational properties. 

Electrostatic properties of the anti-IL-8 mutant panel and the correlation 

between predicted and experimental parameters.  

Therapeutic antibodies are typically formulated at high concentrations in the pH 5.2-

6.3 range, where the constant regions exhibit a positive net charge, driving repulsive 

interactions. Variations in charges within the variable region can influence viscosity 

at high concentrations.161,237 

Two strategies were employed to generate mutants, targeting positive and negative 

patches. Therefore, the electrostatic properties of the mutant anti-IL-8 panel were 

measured and correlated with their viscosity-concentration profiles. Predicted net 

charge, isoelectric point (pI), and zeta-potential based on anti-IL-8 Fv (Appendix 1 

Table 7.4) were compared with experimental measurements (Figure 2.3).  

Spatial charge distributions of mutants were visualised with two-dimensional maps 

(Appendix 1 Figure 7.2 and Table 7.6) to track changes resulting from single point 

mutations. For example, the D17N mutation led to the loss of a 30 Å2 negative patch 

and a similarly sized hydrophobic patch, with adjacent positive patch surface 

distributions shifting (WT 2D map numbers 9 and 18 à D17N 2D map numbers 10 

and 6). Changes in measured isoelectric point (pI) were observed, with increased 

charge for negative patch disrupting mutants, decreased charge for positive patch 

disrupting mutants, and no significant changes for hydrophobic patch disrupting 

mutants (Figure 2.3e). Most anti-IL-8 mutants displayed a negative zeta potential 

(Figure 2.3f), except for W32Q and D56N, which had a positive zeta potential. D17N 

and R53G showed significant increases in zeta potential, while K42E (a positive 

patch-disrupting mutant) exhibited a reduced zeta potential relative to the WT. 
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Figure 2.3 Negative and positive patch disrupting mutants show a strong correlation 

between predicted and measured pI.  

a, Poisson-Boltzmann surfaces mapped onto all Fv models, demonstrating the impact of 

single-point mutations on electrostatic distributions marked by an arrow. b-f, Charge-based 

profiling of the mutant panel with cIEF. Error bars represent standard deviation (N=2) g, 

correlation analyses of in silico and experimentally derived charge based parameters. A one-

way ANOVA with Dunnett’s comparison test was used to compare mutants with the WT. *** 

denotes a P<0.001, ** P<0.01, * P<0.1. Non-significant differences are not represented. R 
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values were computed from the linear regression of in silico molecular descriptors and 

experimental values.  

Experimental charge data were correlated with predicted in silico zeta potential and 

pI descriptors using linear regression (Figure 2.3g). While no correlation was found 

between the predicted and experimental zeta potential (Pearson correlation 

coefficient, R =0.47), a strong positive correlation was observed for sequence- and 

structure-based pI descriptors and measured pI (R=0.99 and 0.94, respectively). 

Hydrophobicity of the mutant anti-IL-8 panel and correlations between 

predicted and measured parameters.  

Hydrophobic interactions drive protein-protein interactions and self-association at 

high formulation concentrations, potentially leading to elevated viscosity. Therefore, 

alterations in hydrophobic surface area coverage were explored as a strategy to 

reduce viscosity, correlating predicted hydrophobicity descriptors with experimental 

measures.232  

Using Hydrophobic Interaction Chromatography (HIC), changes in hydrophobicity 

were investigated for the mutant panel. A reduction in hydrophobicity was predicted 

for mutants targeting hydrophobic patches, and smaller changes for those targeting 

charged patches (Figure 2.4 and Appendix 1 Table 7.5). A shorter retention time 

was observed for W32Q, consistent with predicted reduction in hydrophobicity. 

Unexpectedly, D70N also showed reduced retention time compared to WT, contrary 

to predictions. Interestingly, V5Q, predicted to have reduced hydrophobicity, exhibited 

longer retention time. However, this contradicted predictions, possibly due to 

differences in targeted hydrophobic patch sizes. Mutants in the CDRL region (D28N, 

D56N and R53G) showed longer retention times, correlating with spatial 

hydrophobicity profiles (Appendix 1 Figure 7.2 and Table 7.6). Using correlation 

analysis, a strong correlation (R=0.87) was seen between normalised hydrophobicity 

score and summed residue contributions to hydrophobic patch area (res_hyd), 

offering insights into ranking the hydrophobicity of anti-IL-8 mutants.  
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Figure 2.4 Hydrophobic Interaction Chromatography (HIC) of WT and mutant anti-IL-8 

panel and correlation with predicted hydrophobicity molecular descriptors.  

a, Protein patch surface maps depicted for all mutants, filtered for hydrophobic patches 

(green). b, HIC retention time and c, corresponding HIC peak widths for the anti-IL-8 

mutants Error bars represent standard deviation (N=2). A one-way ANOVA with Dunnett’s 

comparison test was used relative to WT (*** denotes a P<0.001, * P<0.1). Non-significant 

differences are not represented. d, correlation analysis between in silico hydrophobicity 

descriptors and experimental retention time for anti-IL-8 mutants.  e, scatterplots showing 

linear correlations for anti-IL-8 mutants with P=0.95 bivariate density ellipses. All antibodies 
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are colour-coded according to mutants targeting positive (red), negative (blue), and 

hydrophobic (green) patches.  

Conformational Stability of the Mutant Anti-IL-8 Panel 

Intrinsic fluorescence differential scanning fluorimetry (DSF) was used to measure 

the effects of single-point mutations on anti-IL-8 mAb conformational stability. First 

derivative 350/330 nm ratio traces and scattering traces were used to calculate the 

unfolding onset temperature (Tonset), melting temperatures, and the temperature of 

aggregation onset (Tagg). Overall, mutants showed comparable thermal stability, 

except for W32Q and R53G (Appendix 1 Figure 7.5). W32Q (hydrophobic patch-

targeting) exhibited decreased Tonset, Tagg and Tm1, suggesting reduced thermal 

stability. This reduction may stem from the disruption of a large hydrophobic patch 

(150 Å2), critical for stabilising the CDRH2 domain secondary/tertiary structure. R53G 

(positive patch-disrupting mutant), also showed reduced thermal stability (decreased 

Tonset).  

Propensity for interactions promoting self-association. 

AC-SINS and high throughput diffusion self-interaction parameters (kD) were used to 

determine diffusion coefficients (Appendix 1 Figure 7.6) as surrogate measures of 

propensity for protein-protein interactions (Figure 2.5).  
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Figure 2.5 WT and mutant propensity for self-association  measured with AC-SINS 

and self-interaction parameter (kD), categorised by mutation location, and mutation 

strategy.  

All antibodies are colour-coded according to mutants targeting positive (red), negative (blue), 

and hydrophobic (green) patches. a-d, corresponding AC-SINS data (N=4) e-h, the self-

interaction parameter calculated from analysis of diffusion coefficients measured by DLS (1-

30 mg/mL). Error bars represent standard deviation (N=2). A dotted line at -15 mL/g 

represents an arbitrary threshold for kD. A one-way ANOVA with Dunnett’s comparison test 

to WT (*** denotes a P<0.001, ** P<0.01). Non-significant differences are not represented. i, 

correlation heatmap. 

AC-SINS detects self-association by red shifts in UV-Vis spectra (Figure 2.5), 

indicating increased particle size. Compared to the anti-IL-8 WT, D70N and W32Q 

mutants showed reduced red shift in absorbance measurements (Figure 2.5a, c), 

suggesting decreased self-association propensity.  
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The kD parameter, indicative of protein-protein interaction risk, was comparable to WT 

for all mutants except W32Q, which, although not statistically significant, had a 

notably higher kD (>-15 mL/g), signifying reduced short-range attractive self-

interactions.261 (Figure 2.5g). This was consistent with a less negative second virial 

coefficient (B22) for W32Q (Appendix 1, Figure 7.11) Overall, both AC-SINS and kD 

data suggest reduced aggregation risk for W32Q.  

TANGO aggregation propensity scores, serving as in silico predictors of aggregation, 

negatively correlated with kD, soluble aggregates (high molecular weight species, 

%HMwS) and hydrodynamic diameter (Z-Ave) (Figure 2.5i), indicating solvent 

exposure plays a key role in driving mAb self-association.235  

Viscosity-concentration profiles of anti-IL-8 mutants. 

The viscosity of the anti-IL-8 panel was analysed at various concentrations using 

microfluidic rheometry and compared to the WT molecule. Newtonian behaviour was 

observed across shear sweep experiments, so average apparent viscosities were 

determined with exponential growth fits (Figure 2.6). Among the mutants, D70N 

(negative patch-disrupting FWRL) and W32Q (hydrophobic patch-disrupting CDRH), 

showed reduced viscosity compared to WT.  
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Figure 2.6 Mean apparent viscosity-concentration profiles measured at 25 °C for all 

anti-IL-8 variants (<120 mg/mL).  

Dotted grey line at 30cP represents ‘acceptable viscosity’. All measurement data were fitted 

to exponential growth equations through a least squares fitting method. Error bars represent 

standard deviation (N=2). 

Correlating in silico descriptors with biophysical characterisations 

All molecular descriptors used for designing anti-IL-8 mutants were correlated with 

their biophysical characteristics (Figure 2.7). For charge-based in silico descriptors, 

the strongest correlations were observed with mean experimental pI (Figure 2.3). 

Weak negative correlations were noted between net charge and pI_seq and the mean 

apparent viscosity (R= -0.6). A strong negative correlation was found between 

patch_cdr_pos area and the mean hydrodynamic diameter (R= -0.85).  

Regarding hydrophobicity-based descriptors, strong correlations were observed with 

HIC retention time (Figure 2.4), affinity (KD), AC-SINS red shift and the self-

association parameter kD. Some strong correlations were also noted between 

res_hyd (R=0.89), normalised hydrophobicity scores (R=0.88), and hydrophobic 
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patch counts (Fv and near CDRs) (R=-0.94 and -0.79, respectively) with the Tm1 

unfolding temperatures, suggesting the influence of exposed hydrophobic patches on 

conformational stability of the mutants. The number of hydrophobic patches near 

CDRs was correlated with the temperature of aggregation onset (Tagg). Additionally, 

a correlation was observed between the number of hydrophobic patches and the % 

high molecular weight species from the aSEC analysis (R=0.86), aligning with 

hypotheses on the impact of hydrophobic interactions in the mechanism for 

aggregation.262,263 Strong correlations were observed with TANGO aggregation 

propensity scores to hydrodynamic diameter (R=0.94), HIC retention time (R=0.83) 

and kD (R=-0.8). Finally, strong negative correlations were seen with Tomar and 

Sharma viscosity models, and experimental pIs (-0.98), which is expected as these 

models are primarily based on charge-related parameters.
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Figure 2.7 Correlation heat map between in silico descriptors to experimental parameters for anti-IL-8 mAb panel. 

Correlation heat map values are reported with strong correlations (R >±0.8) in white font.  
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2.7. Discussion 

In this chapter a combination of computational and experimental approaches were 

used to assess how single-point mutations affect surface exposed electrostatic 

parameters, hydrophobicity, colloidal, and viscosity behaviour at high formulation 

concentration in an anti-IL-8 model antibody. Three sequence-structure based 

strategies were implemented to design mutants based on targeting charged (positive 

and negative) and hydrophobic patches, so that  their effectiveness in predicting 

developability risks could be compared.257,264 Controlling protein-protein interactions 

known to govern elevated solution viscosity at high formulation concentrations was a 

particular focus of these efforts. 

In silico predictions of anti-IL-8 physicochemical descriptors revealed notable 

changes in surface-exposed charged and hydrophobic patches. While mutations in 

the CDR have previously been associated with reduced mAb viscosity and antigen 

affinity loss, we expanded our screening to include mutants in the anti-IL-8 heavy and 

light chain framework regions (Appendix 1 Table 7.10) 178,251 Except for W32Q (a 

CDRH mutation), seven mutants (87.5%) maintained binding affinities for IL-8 

equivalent to the WT anti-IL-8 mAb (3.9 nM). W32Q, however, exhibited a five-fold 

reduction in hydrophobic patch area coverage, suggesting a critical role for tryptophan 

in antigen binding. This observation aligns with prior studies, where substituting the 

tryptophan with non-polar and polar amino acids retained binding affinity for 

phenylalanine mutants, emphasising the importance of the aromatic ring in antigen 

binding.265  

The monomeric purity and aggregation status were acceptable for all anti-IL-8 mAb 

mutants and equivalent to the WT. Overall, point mutations in the anti-IL-8 mAb 

positive and negative patches significantly altered surface potential, inferred colloidal 

stability, charge heterogeneity and net charge (Figure 2.3).  

Charge-disrupting mutants do not mitigate for elevated viscosity at high-

concentration  

Adjusting the electrostatic surface potential of mAbs is routinely explored during 

formulation development, focusing on buffer composition, which alters the excluded 

volume of the protein in solution (the secondary electroviscous effect).266,267 Chow et 

al.229 demonstrated viscosity reductions in an IgG4 Fab fragment by reducing charge 

imbalance across the Fv (R→G and K→E mutants), indicating the impact of positive 
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patch disruption on protein-protein interactions. Conversely, Apgar et al.233 observed 

viscosity reduction in mAbs by reducing negative charge, as evidenced by viscosity 

reduction for D→E to N→Q mutants.257  

In the context of this chapter, the anti-IL-8 WT Fv homology construct exhibited a high 

proportion of positive patches, indicating a potentially high baseline electrostatic 

potential with developability risks. Various in silico molecular descriptors (Appendix 

1 Table 7.3) were examined to assess developability risks arising from anti-IL-8 

electrostatic properties. Negative patch-disrupting mutants were found to reduce 

charge imbalance,237 increase net charge,268 and ensemble charges,242 which have 

previously been correlated with viscosity reduction. These mutants also exhibited 

higher pIs, potentially enhancing anti-IL-8 colloidal stability. Conversely, positive 

patch-disrupting mutants showed reduced ensemble charges and significantly 

decreased pIs, suggesting diminished colloidal stability. 

Contrary to the predicted net charges and surfaces charges, zeta potential values for 

most anti-IL-8 mAb mutants (except W32Q and D56N which had positive zeta 

potentials) revealed predominantly negative zeta potential values at pH 6.0, 

consistent with a net negative surface charge observed in the WT anti-IL-8 mAb. The 

discrepancies between computed predicted charges (+22.68 C for WT Fv at pH 6) 

and the negative measured zeta potentials can be attributed to multiple factors. One 

is a lack of accurate modelling of buffer components, affecting surface bound ions. 

Another is not accounting for other potential species in the system, such as 

aggregates or fragments carrying different surface charges. Furthermore, charge 

computations did not account for multiple molecules in the system and thereby 

neglected electrostatic effects from protein-protein interactions. These factors may 

also explain the lack of correlation to isoelectric points, which were measured at a 

much lower concentration (0.4 mg/mL versus 5 mg/mL for cIEF and zeta potential, 

respectively). The positive patch disrupting mutant, R53G, had more positive zeta 

potential but the second-lowest pI value in the mutant panel. Potential clustering of 

this mutant even at 5 mg/mL could be increasing the surface charge in this instance. 

Conversely, the K42E mutant exhibited a significantly lower zeta potential compared 

to the WT, supporting the notion that mutants disrupting positive patches tend to have 

more negative zeta potentials.  
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Therapeutic antibody profiler (TAP) predictions provide charge-based metrics for the 

anti-IL-8 mAb mutants, with flags indicating charge symmetry primarily in R53G and 

K42E positive patch targeting mutants (Appendix 1 Figure 7.1). However, all TAP 

scores for both positive and negative disrupting mutants fell within an ‘acceptable’ 

range, suggesting limited discriminatory power of TAP. This lack of differentiation in 

TAP scores has been noted in previous studies, highlighting potential limitations in its 

applicability for comprehensive mAb characterization.174  

Mutants targeting hydrophobic patches exhibit altered viscosity 

Research strategies have explored strategies beyond neutralising charged patches 

to reduce hydrophobic interactions, for mitigating high concentration mAb stability and 

viscosity risks.232 Hydrophobicity-based descriptors were computed for correlation 

with viscosity and developability, and compared with HIC retention times (Figure 2.4). 

Our analyses revealed a reduced hydrophobicity for W32Q, consistent with a 

predicted decrease in solvent-accessible hydrophobic patch area. However, smaller 

changes in hydrophobic patch area coverage were undetectable via HIC. Mutants 

with the lowest HIC retention times demonstrated lower solution viscosities (Figure 

2.6), indicating a significant role for hydrophobic interactions in driving self-

association. Strong correlations were observed between hydrophobic-based in silico 

descriptors and the observed HIC retention times for the anti-IL-8 mAb mutant panel, 

highlighting the predictive power of these descriptors in understanding viscosity 

behaviour.  

Various research efforts have explored colloidal self-interaction as part of early mAb 

developability assessments.35 The B22 or A2 second virial coefficient and the self-

interaction parameter, kD, are key metrics capturing the thermodynamic effects of self-

associating mAbs at dilute mAb concentrations.79 Negative values for B22 and kD 

indicate attractive protein-protein interactions, associated with decreased formulation 

stability and increased solution viscosity at high concentrations.83,229,269 In this study, 

all anti-IL-8 mAb mutants exhibited negative kD values, with the W32Q mutant 

showing a less negative kD, aligning with its reduced hydrophobicity. The AC-SINS 

assay further supported reduced self-association propensity for W32Q, consistent 

with the measured kD (Figure 2.5). Trends were observed between colloidal 

parameters measured at lower anti-IL-8 mAb concentrations and viscosity-
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concentration profiles (<120mg/mL), indicating reduced self-association propensities 

and viscosities for D70N and W32Q.  

Most mutants showed similar unfolding temperatures to the WT, except for W32Q, 

suggesting a critical role for tryptophan in maintaining a large hydrophobic patch in 

the CDRH2, which impart stability which is lost upon mutation (Appendix 1 Figure 

7.5). This reduced thermal stability also aligns with the observed reduction in antigen 

binding for W32Q.  

Overall trends for each anti-IL-8 molecule in relation to in silico physicochemical 

descriptors and experimental parameters correlated with developability. Kingsbury et 

al.174 correlated multiple in silico parameters with opalescence and viscosity for a 

dataset of 59 commercial mAbs and observed significant clustering with measured 

pI, effective charge and charge imbalances related to solution behaviour. Overall, the 

WT and anti-IL-8 rankings across in silico and experimental molecular descriptors 

from this chapter are summarised in Figure 2.8. Overall normalised experimental and 

computational developability scores (Figure 2.8c) demonstrated positive patch 

disrupting mutants to have consistently poorer developability. Ranking with all in silico 

molecular descriptors resulted in negative patch disrupting mutants as the highest 

developability, aligning with the experimental developability scores. However, ranking 

with descriptors previously selected to triage mutants showed the hydrophobic patch 

disrupting mutant W32Q as the highest scoring mAb with exclusion of more charge-

based parameters.  
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Figure 2.8 Ranking matrices for the anti-IL-8 mutant panel.  

A colour-coded from min-max ranking in order of decreasing developability and categorised by a, experimental parameters and b, computed 

descriptors.  c, Overall normalised scores (min-max normalisation) are shown. Two computational developability scores are reported to demonstrate 

ranking differences with use of all parameters versus selected parameters used originally to triaged mutants (*). 
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This is the first study that enables comparison of predictive and empirical approaches 

to understand the role of electrostatic and hydrophobic patch targeting in altering 

viscosity in the same mAb molecule. While these findings offer valuable insight into 

these strategies, there are associated limitations. Unlike previous reports,147  specific 

trends in viscosity reduction based on mutation site (CDR versus FWR) in the anti-IL-

8 mAb scaffold were not observed. Given the variability in charge and non-polar patch 

distribution among individual mAbs, generalised approaches to reduce molecular 

interactions driving self-associations may not be suitable and require a systematic 

design-build-test-learn approach. While single-point mutations were explored in this 

chapter, sequence engineering may require multiple mutation sites for improved 

developability. Previous studies have shown enhanced viscosity reduction through 

combined substitutions in both VH and VL regions.270 The computational simulations 

in this work focused on Fv models and did not consider the influence of hinge and 

constant domains on biophysical characteristics such as charge and hydrophobicity. 

Also, additional investigations are required to ascertain the impacts of non-CDR 

mutations on downstream biological properties of mutant mAbs (e.g., immunogenicity, 

half-life). 

2.8. Conclusions 

Early-stage assessment of pharmaceutical candidates is crucial for guiding decisions 

on clinical translation. Various industry-wide criteria are used to triage lead 

biomolecules, and the use of data-driven sequence-engineering strategies to 

optimise lead candidates represents a growing field. This chapter shows that trends 

observed from molecular descriptors to biophysical properties have a strong 

dependence on the mutation strategy employed. Mutations with significant reductions 

in hydrophobic patches significantly improved mAb solution viscosity, suggesting the 

predictive power of hydrophobic-based descriptors. However, mutations altering 

electrostatic patch coverage alone were insufficient to impact viscosity, irrespective 

of mutation site. Integrating deep learning approaches holds promise for deeper 

mechanistic insights into mAb developability, yet challenges such as wider data 

availability in the pre-competitive research landscape remain. This chapter highlights 

the importance of considering both sequence-based and structural alterations in 

optimising mAb developability characteristics.  
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3. Assessing the manufacturability and critical 

quality attribute profiles of anti-IL-8 mutant 

variants 

3.1. Abstract 

This chapter expands further on the developability for the anti-IL-8 mutant panel 

assessed in chapter 2 to highlight the impact of single-point mutations on upstream 

and downstream processability, phase behaviour and process-related impurities. This 

chapter uniquely describes trends between the biophysical molecular properties of a 

mAb to cell growth, expression, filtration flux, solubility, and post translational 

modifications. Here, trends biophysical properties of the anti-IL-8 mAb panel are 

correlated with their cell growth, expression, filtration flux, solubility, and post 

translational modifications. Significant trends in increased relative free light chain 

expression with heavy chain mutants were observed and a requirement for adjusted 

operation pH for cation exchange polishing steps with charge-altering variants was 

detected. Moreover, trends between phase stability and high concentration viscosity 

were observed. Finally, unique correlations between increased glycosylation and 

biophysical behaviour were investigated. Further in-depth characterisation and 

modelling to decipher the impact of sequence on expression system metabolism, 

solubility limits and alterative gelation models, as well as quantitation of other host-

cell residual impurities is recommended for future works. 

3.2. Introduction 

A prerequisite for progression of therapeutic monoclonal antibody (mAb) candidates 

to toxicology studies and clinical manufacture, is upstream and downstream process 

de-risking during early-phase development. Process parameters, such as cell line 

viability, protein expression, type and number of purification steps and process-

related impurities quantitation, help determine the feasibility of manufacturing the 

drug product robustly at scale whilst meeting Quality Target Product Profiles 

(QTPP).271,272  The importance of achieving high titre mAb expression, with high 

product quality to reduce requirement for multi-step chromatography purification, has 

driven the evolution of cell line development120,273,274, production process 

optimisation119,275, chromatography mode and resin diversity and selection20,276,277, 

and reliable and high sensitivity in-process characterisation analytics278,279. As more 
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complex biopharmaceutical modalities, such as multi-specific molecules and 

bioconjugates emerge, the quality by design (QbD) approach280,281 and moreover 

quality by molecular design282, becomes imperative to mitigate downstream 

inefficiencies that would arise from molecules with poor manufacturability. Therefore, 

a surge of modelling initiatives, from digital twins283,284 to mechanistic modelling,285–

287 has been seen in early-phase development. Recently, the incorporation of 

predicted physicochemical molecular properties to elucidate binding mechanisms in 

chromatography separation processes have been reported288, but there still remains 

a knowledge gap on translating inherent molecular properties to processability.  

Here, the processing data for the anti-IL-8 mutant molecule panel generated in 

chapter 2 was evaluated to determine the impact of single-point Fv mutations on 

upstream and downstream processability and process-related impurity profiles. 

Single-point mutations had site-specific process and CQA implications including free 

light chain abundance, required pH for separation of charged species, phase 

separation and glycosylation risk.  

3.3. Aims 

The purpose of this chapter is to describe the process-related observations and 

manufacturability risks of the anti-IL-8 mutant panel, beyond the biophysical 

assessment described in chapter 2. Upstream and downstream observations are 

reported as well as an exploration of critical quality attributes such as opacity, phase 

separation and post-translational modifications. 

3.4. Materials 

Materials for mAb expression, purification and analysis are detailed in Chapter 2, 

Table 2.1. 

3.5. Methods 

3.5.1 Computational methods 

Charge predictions 

Homology models of kappa light chain fragments were generated from previously 

modelled Fv regions of the anti-IL-8 mutants panel in chapter 2 using Molecular 

Operating Environment (MOE) software, version 2020.0901 (Chemical Computing 
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Group, Montreal, Canada). The Protein Properties tool in MOE was used to compute 

predicted net charge and sequence and structure based isoelectric points.  

Liability Antibody Profiler (LAP). https://lap.naturalantibody.com/  

The Liability Antibody Profiler (LAP) was used to predict post-translational 

modifications of the anti-IL-8 mutant panel with Fv sequence input.113  

3.5.2 Protein expression and purification  

The upstream and downstream processing steps for the anti-IL-8 mutant panel are 

summarised in Figure 3.1. 

 

Figure 3.1 Process unit operations for expression and purification of anti-IL-8 mAb 

molecules.  

DNA transfection  

Sequences for the anti-IL-8 mAb panel were submitted for codon optimisation and 

plasmid generation by ATUM Biosciences (Newark, CA, USA). Sequences were 

confirmed with the MegAlign Pro tool (DNAStar, WI, USA) before progressing to gene 

synthesis, with insertion of both heavy and light chain genes into Leap-in 

Transposon® pD2500 vectors with a cytomegalovirus (CMV) promoters. These 

plasmids contained glutamine synthetase (GS) genes to allow for the selection of 

cells integrating this DNA into their chromosomes.  

Chinese Hamster Ovary (CHO) K1 GS-KO (GS knockout) host cells were grown in a 

commercial cell culture media supplemented with 8 mM glutamine. CHO cells were 

subcultured for a maximum of 10 passages before seeding (1 x 106 cells /mL) 24 

hours prior to transfection. 12.5 μg of each DNA plasmid was nucleofected into 5 x 

DNA transfection

Production process

Clarification

Protein L chromatography

Cation exchange polishing

Small-scale TFF/UFDF

https://lap.naturalantibody.com/
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106 host CHO cells with 3 μg of Transposase mRNA (Atum Biosciences, CA, USA) 

using the Amaxa 4D Nucleofector kit (Lonza, UK). 

Cell culture media without glutamine supplementation was used to maintain and scale 

up CHO cells expressing the anti-IL-8 mAbs to sufficient volumes for inoculating 1.6-

2.8L shake flasks.  

Upstream production process 

Increased titres for the anti-IL-8 mAb panel were achieved by a 15-day production 

process. Glucose and supplementary amino acid feeds were supplemented on days 

3, 6, 8, 10 and 13. Cell growth was monitored via a trypsinizing assay, using the Vi-

CELL XR Cell Analyzer (Beckman Coulter, United States). Converse to the amino 

acid feeds, glucose feeding was cell-specific and so glucose was monitored, along 

with glutamine, ammonium, lactate, and other metabolite levels with the Cedex Bio 

HT Analyzer (Roche, Switzerland). This immunoturbidity assay was also used to 

measure the IgG titre in each supernatant. Cultures were harvested and clarified via 

centrifugation (4 °C, 4,000 g for 20 minutes) and two-stage depth filtration step on 

either day 15 or when the viability dropped to ≤50 %. 

Downstream processing 

Protein L chromatography on an ÄKTA Avant 150 system (Cytiva, Danaher, USA) was 

used for the first capture step of the anti-IL-8 panel. Free kappa light chain co-eluted 

in Protein L purification was removed through cation exchange chromatography in the 

bind-elute mode. Exclusive monomer binding at either pH 5.0, 5.5, 6.0 or 6.5 was 

targeted and a 0-100% w/v 500 mM NaCl salt gradient step was performed to elute 

the monomer and achieve ≥95% purity.  

Purified mAbs were concentrated initially to ≥70 mg/mL (ultrafiltration step 1 (UF1)), 

and then diafiltered and buffer exchanged into formulation buffer containing histidine, 

trehalose, and arginine (pH 6.0) using the Ambr® Crossflow system (Sartorius, 

Germany). A second concentration step (UF2) was performed to concentrate to ≥150 

mg/mL, which was either continued on the Ambr® Crossflow, or transferred to the Big 

Tuna instrument (Unchained Labs, CA, USA) if the retentate volume was estimated 

to be lower than the hold-up volume of the Ambr® Crossflow system (<5 mL). Gel 

points (Cgel) were computed from logarithmic extrapolation of flux over UF1 to identify 

the time at which flux reaches zero (Tgel). Linear extrapolation of concentration data 

across the whole TFF process (both UF1 and UF2) was used to estimate the 
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concentration at Tgel for each molecule. These estimates derived from input mass and 

retentate volume (density set to 1 for all molecules) and UF2 data were required as 

the initial stages of UF1 appeared to have no change in concentration as the 100 mL 

volume-limited retentate vessel was topped up to concentrate the material.  

3.5.3 Biophysical characterisation 

Analytical size-exclusion chromatography  

Monomer and free kappa light chain (kLC) fragment abundance was quantified with 

analytical size exclusion chromatography with the same method as previously 

described in chapter 2.  

Charge distribution determination  

Experimental isoelectric points (pIs) and charge distribution profiles of the anti-IL-8 

mAb panel were obtained previously from capillary isoelectric focussing (cIEF) 

experiments in chapter 2. In brief, samples were assessed on the iCE3 instrument 

(Protein Simple, USA). Samples were prepared in a buffer containg broad range pI 

markers, 2M urea to reduce self-association, and a 1:1 ratio of ampholytes in pH 3-

10 and 8-10.5 ranges. Charge isoforms and pIs were determined from integration of 

electropherograms in Empower 3 software (v4, Waters, US).   

Differential scanning fluorimetry  

Intrinsic fluorescence measurements were performed in chapter 2 via nano-

differential scanning fluorimetry to obtain unfolding/aggregation temperatures.  

Briefly, Prometheus NT.48 (NanoTemper Technologies, Germany) was used to 

calculate 350/330 nm intensity ratio of each 20μL mAb sample loaded onto capillaries 

in duplicate at 150 mg/mL. Excitation power was set to obtain ≥5,000 counts. 

Prometheus NT.48 software was used to analyse thermal profiles.   

Viscosity measurements  

Viscosity measurements were performed previously in chapter 2 for mAb up to 120 

mg/mL using the VROC Initium (Rheosense, United States) across a range of shear 

rates (100-2000 1/s). Non-newtonian behaviour was observed for all mAbs and 
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exponential-growth fits were applied to each viscosity-concentration curve. Mean 

apparent viscosity reported are from extrapolation of exponential fits to 120 mg/mL.   

Peptide mapping (LC-MS) for PTM identification  

Sequence verification was performed for all anti-IL-8 mAbs via liquid 

chromatography-mass spectrometry in chapter 2 with screening for methylation, 

oxidation, deamidation, pyroglutamate formation and N-glycosylation (glycosylation 

consistent at N299 in Fc across anti-IL-8 mAb panel). Briefly, samples were 

denatured with guanidine, reduced with DTT, alkylated with iodoacetate and desalted 

with size exclusion microcentrifugation. Trypsin or chymotrypsin were used for mAb 

digestion (1:20 enzyme to mAb) and an ACQUITY UPLC PEPTIDE CSH C18 column 

was used for chromatographic separation before MS/MS analysis for peptide 

identification on the Orbitrap Exploris 240 MS system (positive ion mode). Byos 

software (version 5.0-88 (2022.12), Protein Metrics, CA, USA) was used to 

processing of peptide fragments.   

Diffusion self-interaction parameter determination (kD)  

Self-interaction parameter (kD) was determined from dynamic light scattering as 

described in chapter 2. Briefly, samples were prepared in a histidine-based 

formulation buffer (pH 6) at 0.5-20 mg/mL and the Stunner instrument (Unchained 

Labs, CA, USA) was used to measure diffusion coefficients. These were plotted 

against concentration and linear regression was performed to derive kD according to 

Equation 2.4. 

Statistical approaches  

GraphPad Prism (v5.04) and JMP 17 (v17.2.0) were used for plotting scatter plots 

and bar graphs and to determine correlations. 

3.6. Results 

3.6.1 Cell growth, viability and anti-IL-8 mAb expression 

Cell growth, viability and expression for each anti-IL-8 mutant molecule was 

monitored across the 15-day production process (Figure 3.2). In total, three batches 

of wild-type molecule (WT) were manufactured. The first two batches were used for 
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analytical method development and as a comparator to the cell growth and 

expression of framework L mutants (Figure 3.2a-c). Viable cell count and viability for 

FWRL mutants were comparable to WT with slightly increased mAb titre. Both WT 

batches had a reduced cell viability of ≤50% on day 13 and were harvested earlier 

than FWRL mutants. A third batch of WT molecule was grown at the same time as 

the remaining mutants generated (Figure 3.2d-f). Overall, heavy chain mutants 

showed reduced cell growth and mAb expression compared to WT, particularly the 

CDRH2 mutant, W32Q.  



100 

 

Figure 3.2 Viable cell count, cell viability and mAb titre over 15 day fed-batch production process.  

Cultures were harvested if cell viability <50% on day 13. a-c, the first batch generated were of framework L mutants. Wild-type (WT) data is 

averaged across two batches prior to this. d-f, a second batch with the framework H (V5Q), CDRH (W32Q) and CDRL (D28N, D56N, R53G) 

mutants alongside another WT batch was grown. Heavy chain mutants targeting hydrophobic patches (green), particularly W32Q, had a greater 

drop in viability and lower expression compared to mutants targeting negative (blue) or positive (red) patches. Error bars represent standard 

deviations (N=4).  
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3.6.2 Downstream purification polishing steps 

To achieve acceptable monomeric purity (>95%), a polishing chromatography step 

was used to process all anti-IL-8 molecule Protein L eluates, separating co-eluted 

free kappa light chain (kLC) (Appendix 2 Figure 8.1). Cation exchange (CEX) 

chromatography in bind-elute mode was applied to separate the predicted negatively 

charged kLC from the positively charged monomer (Appendix 2 Table 8.1). Multiple 

pH conditions were screened to identify pH required for exclusive monomer binding 

(Appendix 2 Table 8.1). The disruption of charged patches resulted in mutants 

targeting positive patches and negative patches to have decreased and increased 

isoelectric points, respectively (Figure 2.3). For sufficient separation of kLC, the CEX 

elution buffer pH was ~0.5 pH units lower for positive patch disrupting mutants 

compared to the pH for negative patch disrupting mutants and WT (Appendix 2, Table 

8.1); for example in scaled down screening experiments (4.67 mL column), R53G 

required elution at pH 5 (monomer yield at 44%), whereas D17N had sufficient kLC 

separation at pH 5.5 (monomer yield 50%). Finally, a pH at which there is a predicted 

difference in charge of ~26.05 C between the full IgG monomer and kLC was found 

to provide reasonable reduction of % monomer in the flow-through (<10%) (Figure 

3.3a), as well as sufficient monomer yield in the eluate (>31%) (Figure 3.3b).  

 

Figure 3.3 Use of difference in predicted net charge of full IgG to kLC in determining 

exclusive monomer binding and elution at specific pH.  

Analytical size-exclusion chromatography to determine monomeric purity in flow-through for 

the anti-IL-8 mutant molecules and WT.  a, %monomer in pooled flow-through per pH was 

reported against predicted charge difference. b, monomer yield was reported against 

predicted charge difference. A horizontal red dotted line represents a charge difference cut-

off at 26.05 C, above which molecules are seen to have sufficiently minimal monomer in 
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flow-through (exclusive monomer binding), and reasonable monomer yield (>31%, red 

vertical dotted line). 

3.6.3 Theoretical gel point, opacity and liquid-liquid phase 

separation of anti-IL-8 mutants 

Tangential flow-filtration (TFF), or ultra-filtration diafiltration (UFDF), is a routine unit 

operation in downstream processing to concentrate and diafilter mAb drug substance 

into the final formulation buffer at a target concentration.289,290   

Both the mechanical stress from retentate agitation, wall shear stress, and 

concentration polarisation on TFF membranes promote aggregation events and 

viscosity increases giving rise to opacity.291–293 Moreover, molecules with higher 

inherent viscosity risks may have reduced filterability during concentration steps. 

Severe flux decay and membrane adsorption and fouling can lead to prolonged 

processing and product losses, highlighting the need for optimising transmembrane 

pressure (TMP) and cross-flow rates on a case-by-case basis.292  

In this chapter, all molecules were processed with equivalent UFDF parameters to 

identify the relation between differences in flux and viscosity. The concentration at 

which gelation (Cgel) occurs was calculated for each anti-IL-8 molecule from 

logarithmic extrapolation of flux during small-scale UFDF to find the time at which the 

flux reached zero (Tgel) and infer the estimated concentration at Tgel from the retentate 

vessel weight (Figure 3.4 and Appendix 2 Figure 8.3). No trends were observed 

between Cgel and viscosity, suggesting limitations to the extrapolations of flux and 

potential errors in estimated projected concentrations.  
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Figure 3.4 Gelation concentrations (Cgel) estimated from extrapolating flux through 

small-scale tangential flow filters during UFDF.  

 

Opacity was observed in the retentate vessels during TFF for all anti-IL-8 molecules 

(Appendix 2 Figure 8.4), which was eliminated during sterile filtration. Interestingly, 

no significant mAb loss was observed from removal of particulates. Except for K42E, 

all anti-IL-8 molecules were physically stable with no phase-separation observed in 

the concentration range studied. Temperature-dependent phase separation was 

observed with K42E, which was the mutant with the highest apparent viscosity at 120 

mg/mL (Figure 3.5).  
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Figure 3.5 Reversible temperature-dependent phase separation with the K42E mutant.  

A sedimented solid-like white precipitate was observed at 2-5 °C which reversed at ambient 

temperature.  

3.6.4 Post-translational modifications of the anti-IL-8 mutants  

Post-translational modifications (PTMs) of mAbs in vivo give rise to sequence and 

structural heterogeneity.101 In silico sequence-based PTM liabilities are typically 

assessed during early-phase developability screening.  

Here, predicted PTMs for all mutants were assessed via Liability Antibody Profiler 

(LAP)113 (Table 3.1) and validated experimentally with LC-MS (Appendix 1 Table 7.8 

and Figure 7.3). Interestingly, the D70N mutant showed high predicted N-linked 

glycosylation risk, which aligned with the hypothetical increased abundance of 

glycoforms driving experimental differences observed with decreased SEC retention 

time (partially increased hydrodynamic size)294 (Appendix 1 Table 7.9), peak 

broadening on the HIC column (polydiversity)295 (Figure 2.4 and Appendix 1 Figure 

7.4), and increased acidic species (increased sialyation)296 (Chapter 2 Figure 2.3). 

No changes in thermal stability were observed for D70N (Appendix 1 Figure 7.5), 

nor were there significant differences in antigen affinity compared to the other anti-IL-

8 mutant molecules (Table 7.10). 
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Table 3.1 Liability antibody profiler (LAP) tool was used to predict PTMs for anti-IL-8 

mutant Fv sequences.  

Abbreviations: LC: light chain, HC: heavy chain 

Molecule LC HC 

WT None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

D17N None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

D70N 

N-linked glycosylation (high) N70 Deamidation (low) T30A 

N-linked glycosylation (high) Y71 Deamidation (low) N30B 

N-linked glycosylation (high) T72 Trp (W) oxidation (medium) W32 

    Trp (W) oxidation (medium) W102B 

K42E None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

V5Q None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

W32Q None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W102B 

D28N None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

D56N None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 

R53G None 

Deamidation (low) T30A 

Deamidation (low) N30B 

Trp (W) oxidation (medium) W32 

Trp (W) oxidation (medium) W102B 
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3.7. Discussion 

Critical Quality Attributes (CQAs) of mAbs include purity, charge heterogeneity, 

physicochemical integrity and stability, biological specificity and activity, and 

pharmacokinetic/pharmacodynamic profiles (bioavailability and clearance 

assessment). These are routinely screened to evaluate quality, safety, efficacy and 

establish potential chemistry manufacturing and control (CMC) challenges in 

developing a novel mAb product.297,298 This chapter reports the process implications 

observed from single-point Fv mutants, drawing correlations between in silico 

descriptors and biophysical assessments in chapter 2.  

Heavy chain mutants demonstrate reduced cell growth and monomer 

expression. 

Contributions to understanding factors influencing cell growth, viability and mAb 

expression typically focus on vector optimisation, gene transfer technology, cell line-

to-cell line comparisons, media and feed composition and incubation conditions.299–

302 There is a knowledge gap on the influence of the transfected molecular sequence 

on CHO cell gene integration, metabolism and subsequent protein translation.  

In this chapter, host cell line, vector backbone, transfection parameters, culture 

conditions and production feeding for the anti-IL-8 mutant panel were maintained 

consistent, aiming to decouple the impact of these parameters on cell growth and 

expression303,304 from the molecular sequence. Cell viability, growth and expression 

were monitored for all anti-IL-8 molecules throughout the production process (Figure 

3.2), which showed reduced expression for heavy chain (and incidentally 

hydrophobic-patch disrupting) mutants, V5Q and particularly W32Q. An increased 

proportional expression of free kappa light chain was also observed for V5Q and 

W32Q in comparison to the other mutants (Appendix 2 Table 8.1 and Figure 8.2). 

Since expression was quantified with an immunoturbidity assay using an Fc-specific 

antiserum,305 light chain fragment was not  detected. Drivers for increased light chain 

fragmentation can be explained by two hypotheses: Reduced transfection efficiency 

of heavy chain resulting from single-point mutations, particularly in the case of W32Q 

where the mutation site is in a hydrophobic rich CDRH2, reducing downstream protein 

synthesis and folding of the heavy chain polypeptide in the endoplasmic reticulum. 

The optimisation of heavy to light chain ratios to improve transfection efficiencies has 

previously been investigated306, particularly with relation to bispecific mAb 
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expression.307 However, no reports to-date have correlated heavy chain sequence to 

transfection efficiency. Alternatively, mutations could disrupt or reduce protein folding 

stability and heavy chain assembly with the light chain, due to the location of V5Q 

and W32Q mutation sites, which are near the N-terminus of the VH chain. This 

hypothesis correlates with the reduced conformational stability observed from 

differential scanning fluorimetry thermal profiling for W32Q (Appendix 1 Figure 7.5c), 

where the unfolding temperature (Tonset) was ~2 °C lower than the Tonset for the WT 

mAb (Appendix 1 Figure 7.5e). The thermal profile shifted to the left for V5Q 

compared to WT, indicating slightly reduced thermal stability (Appendix 1 Figure 

7.5b), although this was not significant upon examination of mean unfolding 

temperatures (Appendix 1 Figure 7.5e). Cell lines used to express the anti-IL-8 panel 

were from polyclonal pools with heterogenous metabolic profiles and expression 

efficiencies, hence why large standard deviations were observed between shake 

flasks.  

Positive patch-disrupting mutants require a lower pH in cation exchange 

chromatography  

Mapping sequence and structure molecular descriptors to downstream process 

development remains underreported but holds promise in optimising resin selection 

and chromatography runs for mAb purification. Hess et al. screened 64 IgG-like 

molecules and observed clustering for the pH required for elution from mixed mode 

resins in accordance with subclass and format.308 They constructed a regression 

model  comprising of six in silico Fv-based molecular descriptors to predict elution 

pH, concluding dependence on both electrostatic and hydrophobic properties of both 

CDRs and framework regions. Although this study focussed on monomeric purity, it 

provided insights into mechanisms of monomer binding and subsequent elution to 

multimodal matrices, applying in silico descriptors for predicting downstream process 

parameters.  

In this chapter, trends were observed between the predicted charge of the molecule 

with pH required to remove free light chain in cation exchange chromatography (CEX) 

(Figure 3.3). K42E and R53G were designed disrupt positive patches in Chapter 2 

which increased their viscosity and reduced overall developability (Figure 2.6 and 

Figure 2.8). This change in charge was validated using cIEF experiments, which 

showed lower isoelectric points for the main species (Figure 2.3). Both K42E and 
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R53G required the lowest CEX operating pH (pH 5) for separation of kLC in the flow-

through and exclusive monomer binding (Figure 3.3a), driven by the necessity for a 

distinct difference in charge between kLC and monomer. Predicted net charges for 

kLC and full IgG were computed (Appendix 1 Table 8.1) to determine a threshold of 

charge difference for sufficient separation and a value of ≥ -26.05 C was determined. 

Whilst this requires future validation with a larger dataset with more charge variants, 

these findings propose the potential for generating decision tree frameworks based 

on charge or hydrophobicity predictions and mapping design space thresholds to 

accelerate downstream process development.  

Lack of translatability of gel points from small-scale tangential flow filtration 

flux and viscosity 

A key manufacturability risk posed by high concentration, high viscosity mAb 

formulations is reduced filtration ability in multiple unit operations, including tangential 

flow-filtration for concentration and diafiltration of the bulk drug substance.  

Gel polarisation theory was originally proposed to describe the rate of flux decay on 

a membrane as proportional to the negative natural log of bulk concentration and 

proportional to a mass transfer coefficient that incorporates solute diffusivity.309 With 

diffusivity significantly reduced under high viscosity conditions, a correlation with gel 

point (Cgel) was hypothesised, i.e. the concentration where there is an assumed zero 

flux, and viscosities of the anti-IL-8 mutant panel ≤120 mg/mL.  

No strong correlation was observed between Cgel and viscosity (R2 = 0.45) (Figure 

3.4), which was attributed to a lack of accuracy from the extrapolation of both flux and 

estimated concentration (based of retentate vessel weight and does not account for 

hold-up volumes of the TFF system) (Appendix 2, Figure 3.4). Moreover, final 

retentate concentrations, particularly for the WT, often exceeded the Cgel. Accurate 

estimation of Cgel could prove useful in the context of needle-clogging events in 

subcutaneous autoinjector devices, correlating with extrusion force, and define 

injectability risks for each mAb and formulation. Alternative Cgel points could be 

derived from polymer gelation models, which overlap with rheology models describing 

the complexity of multi-step aggregation, cluster and network formation.310–312 

Correlation with high concentration viscosity and phase stability 

Opacity and liquid-liquid phase separation (LLPS) of mAb formulations are key 

developability parameters, correlated with conformational stability, aggregation 
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propensity and viscosity.313,44,180 Previous  formulation development efforts have 

aimed to reduce LLPS with pH titration and the introduction  of various excipients 

(e.g., arginine, glutamate).314,44,315  

In this chapter, visual observations of opacity and LLPS ae reported for all anti-IL-8 

mutants. Correlations of opacity and phase separation between self-interaction 

propensity have previously been proposed.52 Kingsbury et al.174 found the self-

interaction parameter, kD, as a strong predictor of solution behaviour, coupling 

together opacity with viscosity of 59 manufacturable mAbs. Here, all anti-IL-8 

molecules had negative kD values (Figure 2.5), aligning with the opacity observations 

during the first concentration step (UF1) of the TFF process (Appendix 2 Figure 8.4). 

Moreover, the positive-patch disrupting mutant, K42E, demonstrated reversible 

temperature phase separation (Figure 3.5), which correlated with higher viscosity at 

120 mg/mL for K42E compared to WT (Figure 2.6). However, elevated viscosity was 

also observed for other mutants in the ≤120 mg/mL concentration regime, but none 

of these molecules demonstrated LLPS, including R53G which had the most negative 

kD. This emphasises the requirement for case-by-case evaluation of solution 

parameters and the potential lack of resolution of predictors when dealing with 

datasets containing ‘non-developable’ molecules.  

Biophysical impact of post-translational modifications 

Post-translational modifications (PTMs, glycosylation, methionine oxidation 

isomerisation and deamidation) and process-related impurities (including host-cell 

protein and residual host DNA) are routinely screened during early-phase 

development to characterise product quality and determine immunogenicity risks.316 

This screening incorporates not only experimental validation with mass spectrometry 

and ELISA techniques for PTMs and HCP respectively, and in silico liability screening. 

A variety of sequence-based PTM computational tools have been developed, with 

evolution into machine-learning based algortihms.152,317  

For simplicity, the Liability Antibody Profiler tool was used to screen the anti-IL-8 

molecules, relying on identification of liable residue motifs.113 All molecules showed 

comparable PTM risk profiles, except for D70N which had high N-glycosylation flags 

at the mutation position (Table 3.1). Due to poor fragmentation on mass spectrometry 

analysis, this modification was not  confirmed, but  flagged as a potential modification 

site (Appendix 1 Figure 7.3). Biophysical characterisation of D70N in Chapter 2 
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presented unique observations for D70N with  peak broadening observed on both 

SEC (Appendix 1 Table 7.9) and HIC columns (Figure 2.4 and Appendix 1 Figure 

7.4), which aligns with the potential presence of different glycoforms known to impact 

peak shape.318 Moreover, the increased acidic isoforms and relatively smaller 

increase in isoelectric point compared to D17N (a framework light chain mutant) 

supports the hypothesis of bound positively charged glycans (e.g., sialic acid 

modification).319 Interestingly, D70N showed no distinct differences in CHO cell 

expression titres and growth despite the  presence of N-glycosylation, demonstrating 

minimal inhibitory impact on cell-signalling pathways.320 

3.8. Conclusions 

This work highlights the significant impact of single-point Fv mutations on both 

process parameters and process-related observations and impurities. Site-dependent 

reduction in heavy chain expression with increased light chain fragment presence 

was observed from heavy chain mutants, aligning to the conformational stability data 

presented in chapter 2. Beyond upstream process implications, charge-altering single 

point mutations necessitated pH adjustment for monomer purification via cation 

exchange chromatography in the downstream process development phase. 

Correlations between viscosity, measured in chapter 2, to gelation theory, 

extrapolated from small-scale TFF, and to phase-separation proved inconsistent and 

unpredictive. Finally, in silico and experimental PTM screening provided increased 

understanding of biophysical phenomena from chapter 2. This study supplements 

developability screening in chapter 2 with further understanding of the process-

implications of single-point mutants. Future confirmation of these conclusions is 

required with larger datasets and more in-depth analytical characterisation. For 

example, to test the hypothesis of heavy versus light chain transfection efficiency 

differences, co-expression of fluorescent protein-encoding gene could be used. 

Furthermore, opacity observations could be quantified with nephelometric turbidity 

measurements. Finally, host-cell related impurities from the upstream process, such 

as host-cell proteins (HCP) or residual DNA, require quantitation and characterisation 

to better elucidate immunogenicity risks additional to the PTMs identified.  
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4. A first insight into the developability of IgG3: A 

combined computational and experimental 

approach 

The contents of this chapter contains material from published work, reprinted with 

permissions from Armstrong, G. B., Lewis A., Shah V., Taylor P., Jamieson C., Burley 

G.A., Lewis W., Rattray Z. “A First Insight into the Developability of an Immunoglobulin 

G3: A Combined Computational and Experimental Approach.” ACS Pharmacology & 

Translational Science (2024). https://doi.org/10.1021/acsptsci.4c00271. Copyright 

2024 American Chemical Society.  

GB Armstrong- author of this thesis- performed all experimental (except from LC-MS 

and AC-SINS assays) and in silico modelling on the reported for anti-IL-8 IgG3 and 

IgG1 molecules.  

4.1. Abstract 

This chapter describes the molecular descriptors and biophysical parameters of an 

anti-IL-8 IgG3, to understand the developability of this subclass comparing to an Fv-

matched IgG1 molecule. While poorer conformational and colloidal stability, and 

elevated solution viscosity is observed for IgG3, future efforts controlling surface 

potential through sequence-engineering of solvent-accessible patches can be used 

to improve biophysical parameters that dictate mAb developability. 

4.2. Introduction 

Antibody-based therapies possessing high specificity and superior efficacy have 

gained tremendous traction and growth in the biopharmaceuticals sector. Antibodies 

exert their pharmacological activity via a range of biological mechanisms- including 

and not limited to- direct blockade or activation of cell signal transduction pathways; 

Fc-mediated functions (antibody-dependent cell-mediated cytotoxicity,321 

complement-dependent cytotoxicity, antibody-dependent cell phagocytosis); and 

immune activation. The molecular diversity of monoclonal antibody isotypes and 

subclasses can be harnessed to achieve different mechanisms of action in combating 

disease. Immunoglobulin G (IgG), the most abundant antibody isotype, can be further 

https://doi.org/10.1021/acsptsci.4c00271
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categorized as IgG1, IgG2, IgG3, and IgG4 subclasses in descending order of their 

prevalence in human serum.322  

IgG subclasses are >90% conserved at the amino acid level, each possessing a 

unique profile in terms of their hinge region length, number of inter-chain disulfide 

bonds and Fc-effector functionality.322 The molecular diversity of IgG subclasses and 

their involvement in mediating responses to different immunologic stimuli reflects the 

differing functional roles of IgG subclasses, and affording their application in targeting 

a diverse antigen landscape. There is growing recognition in recent years that the 

biomolecular properties of the different IgG subclasses can be harnessed to engineer 

novel therapeutic antibodies with improved developability characteristics, particularly 

in the context of targeting otherwise inaccessible biological targets.323 

Of the four IgG subclasses, IgG3 has the highest binding affinity for FcγRs, but is not 

routinely explored for therapeutic indications due to its suboptimal physicochemical 

stability profile and immunogenicity risk. However, the flexibility of the IgG3 hinge 

region confers the flexibility for this subclass of antibody to interact more effectively 

with target antigens that are expressed at lower abundance.324 Despite the challenges 

with IgG3 immunostimulatory behaviour, there is growing interest in their use as Fc-

mediated immunotherapies.325 While both IgG1 and IgG3 play key roles in mediating 

immune responses, their structural differences lead to variations in their interactions 

with FcγRs and subsequent immune effector functions. IgG1 and IgG3 interact 

differently with most immune receptors (FcγR), triggering various immune effector 

mechanisms such as phagocytosis or antibody-dependent-cell-mediated cytotoxicity, 

which can offer therapeutic potential in immunooncology applications.  

IgG1 and IgG3 differ mostly based on the composition of their hinge region, which 

alters the extent of their ability to activate the immune system. IgG1 mAbs contain 

two inter-chain disulphide bonds in the hinge region, while IgG3 mAbs have 11 inter-

chain disulphides. These structural differences influence their effector functions, with 

the IgG3 longer hinge length contributing to a combined greater accessibility to 

antigens and Fcγ receptors, resulting in more potent opsogenic activity. 

Beyond differences in their biological properties, each IgG subclass is associated with 

developability challenges, in the context of resistance to fragmentation, aggregation 
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propensity, and elevation solution viscosity at high concentration. Though IgG1 mAbs 

exhibit superior stability under different pH conditions and in response to mechanical 

stress, they are more prone to fragmentation. However, IgG2 mAbs by comparison 

are less prone to fragmentation, but are more susceptible to aggregation. 323 

While IgG3 as a subclass has diverse functional roles in immunity, there remains a 

distinct lack of clinically-approved IgG3-based mAb therapies, as well as a significant 

lack of IgG3 candidates under pre-clinical evaluation. The lack of IgG3 adoption in 

pharma pipelines has been attributed as a historical artifact to its developability 

relative to the IgG subclass; namely the lack of  protein A binding hampering 

downstream processing efforts,326,327 lack of in vivo stability resulting from proteolytic 

susceptibility, short plasma half-life necessitating a higher dosing frequency to 

achieve therapeutically-relevant levels,328 and immunogenicity concerns.329,330 

However, with recent biotechnological advances in antibody sequence-based 

engineering, formulation strategies, and advancements in downstream processing 

these challenges can be circumvented. Consequently, by virtue of historical 

challenges there is a significant paucity of data on IgG3 molecular descriptors and 

biophysical properties under mAb formulation conditions.    

The focus of this chapter is to address the gap in our knowledge of IgG3 developability 

characteristics, arising from sequence and structural differences to the IgG1 subclass 

by directly comparing the computational molecular descriptors of an anti-IL-8 IgG1 

and IgG3 pair, both possessing identical variable domains. A comprehensive 

framework was implemented for the computational prediction of their sequence and 

structural molecular descriptors, correlating these with measured experimental 

parameters evaluating their self-association behaviour and solution viscosity at high 

formulation concentration (>100 mg/mL).  

Anti-IL-8 IgG3 showed an increase in accessible hydrophobic and ionic patch areas, 

which was reflected in changes in charge and increased self-association propensity 

compared to anti-IL-8 IgG1. Interestingly, converse to predictions, a reduction in net 

hydrophobicity was observed for IgG3.  Anti-IL-8 IgG3 demonstrated reduced 

physical stability and elevated solution viscosity at high concentrations, resulting in 

overall poorer developability characteristics compared to IgG1.  
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The ability to implement predictive models that can inform developability risks (self-

association, viscosity), can underpin sequence-engineering efforts during early 

discovery stages to optimise for biological activity and developability characteristics. 

Most computational prediction and biophysical efforts to-date have focused on IgG1 

mAbs; therefore, there is a critical need to develop predictive models contributing to 

fundamental knowledge on IgG2-4 subclass physicochemical properties that can 

shed light on their downstream developability characteristics. 

4.3. Aims 

This chapter aims to reconcile the in silico molecular descriptors and experimental 

physicochemical properties of an IgG3 compared to IgG1 in the context of 

determining its developability. Similarly to chapter 2, full IgG homology constructs and 

biophysical characterisation were used to assess charge, hydrophobicity, 

conformational stability, colloidal parameters, and viscosity of the two subclasses of 

anti-IL-8.   

4.4. Materials 

Materials for mAb expression, purification and analysis are detailed in chapter 2, 

Table 2.1. 

4.5. Methods 

4.5.1 Computational methods 

In silico homology modelling and antibody molecular descriptor calculations were 

performed in the Molecular Operating Environment (MOE) software, version 

2020.0901 (Chemical Computing Group, Montreal, Canada). 

Homology modelling of anti-IL-8 IgG1 and IgG3 

For both IgG1 and IgG3 molecules, full sequences of the heavy and light chains were 

inputted as the FASTA format into MOE (sequence editor) and annotated with a Kabat 

numbering scheme, with identical variable chain sequences. Constant chains were 

selected from the IMGT Repertoire database (https://www.imgt.org/IMGTrepertoire/), 

with accession numbers J00228 (IGHG1*01) and M12958 (IGHG3*01) for IgG1 and 

IgG3, respectively.  

https://www.imgt.org/IMGTrepertoire/
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For the IgG1 molecule, the Antibody modeller in MOE (version 2020.0901) was used 

and the full IgG construct was built as described in chapter 2.  

For the IgG3, a different approach of independently modelling each antibody 

component was required due the absence of resolved IgG3 structures arising from 

the long hinge length. A new template hinge was generated independently using a 

mouse IgG2A (pdb:1IGT) as the second and fifth C-C disulfide bridges were in the 

same positions to the IgG3 hinge sequence. The alignment to the IgG2A hinge 

sequence is shown in Appendix 3 Table 9.1. This sequence was copied a further 

three times to generate the four modules of the hinge. The Homology modeller in 

MOE (version 2020.0901) was used to generate 10 refined homology models for the 

hinge. The quality assessment parameters for each resulting model are reported in 

Appendix 3 Table 9.2 and each parameter was normalised to rank the geometric 

quality per model: 

𝑁𝐷𝑉 =
𝑥 − 𝑥min

(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)
 

4.1 

Where NDV is the normalised value for all geometric quality scores, except from the 

packing score, which was computed using Equation 4.2. 

𝑁𝐷𝑉𝑝𝑎𝑐𝑘𝑖𝑛𝑔 𝑠𝑐𝑜𝑟𝑒 = 1 − 
𝑥−𝑥min

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)
       

4.2 

The lowest heavy atom root mean square deviation to the average position of 

intermediate models and lowest normalised score model were selected. A human Fc 

(pdb: 6D58) was imported for the Fc fragment, and the fragment antigen-binding 

regions (Fabs) were modelled via the Antibody modeller tool in MOE (version 

2020.0901) from the anti-IL-8 IgG3 Fab sequence, with Fab selected as the model 

type. A 100% match to PDB ID 5OB5 was found as the variable sequence was the 

same between IgG1 and IgG3, with only a five-residue sequence difference in the 

constant regions of the Fab. All components were then joined manually and the joins 

energy minimised. 
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Patch analysis of anti-IL-8 IgG1 and IgG3 homology constructs  

As described in chapter 2, the protein patch tool in MOE was applied to each 

homology construct to identify electrostatic and hydrophobic surface patches. To aid 

visualisation of smaller surface patches, the following parameter thresholds were 

used: hydrophobic cut-off: ≥0.09 kcal/mol, hydrophobic min area: ≥30 Å2, charge cut-

off: ≥30 kcal/mol/C, charge min area: ≥30 Å2, probe sphere radius: 1.8 Å. 

Predicted physicochemical descriptors 

Similarly to chapter 2, a range of molecular descriptors (Appendix 1 Table 7.3) were 

computed but using each full IgG1 and IgG3 model instead of Fv only models 

Descriptors that were based on Fv only models were excluded from this analysis i.e., 

Fv_chml, Pro_Fv_net_charge, Pro_net_charge, Ens_charge, Fv charge symmetry 

(FvSCP). Further descriptors of the hinge and buried surface area were included 

(Appendix 3 Table 9.3).  

4.5.2 Generation and biophysical analysis of anti-IL-8 IgG1 and 

IgG3 

IgG1 and IgG3 Expression and Downstream Purification. 

The same expression platform and downstream processing pipeline as the anti-IL-8 

mutants in chapter 2 was used for the generation of high concentration IgG1 and IgG3 

material. Briefly, heavy and light chain sequences were codon optimised and inserted 

into plasmids with CMV promoters by Atum Biosciences (Newark, CA,US). Plasmids 

were transfected via nucleofection with Leap-in Transposase® mRNA into Chinese 

Hamster Ovary (CHO) cells and kept under selection conditions (no glutamine 

supplement) to generate stable pools. A fed-batch production process for 15 days 

with nutrient/glucose feeds every two or three days was deployed to increase 

expression of anti-IL-8 IgG1 and IgG3. Cell culture bulks were fully clarified and then 

purified with an initial Protein L capture step followed by cation exchange polishing. 

Purified IgG1 and IgG3 were then concentrated, diafiltered and exchanged into 

formulation buffer containing histidine, trehalose, and arginine (pH 6) to a final target 

concentration of ≥150 mg/mL.  
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Analysis of identity of anti-IL-8 IgG1 and IgG3 

Peptide mapping was used to verify the full sequence identity of IgG1 and IgG3. The 

method reported in chapter 2 was used, with only trypsin digest being used. In 

summary, 250 μg of each molecule was denatured, reduced and alkylated. Further 

reduction and desalting to exchange samples into the digestion buffer followed, with 

trypsin digest (sequencing-grade, Promega, WI, USA) at a 1:20 (w/w) ratio after 2 

hours of incubation. Liquid chromatography-mass spectrometry (LC-MS) was 

performed using an Orbitrap Exploris™ 240 Mass Spectrometer (Thermo Fisher 

Scientific, MA, USA), controlled by Xcalibur software (version 4.4.16.14, Thermo 

Fisher Scientific, MA, USA). A ACQUITY UPLC PEPTIDE CSH C18 (Waters, US) 

column was used for peptide separation, with 214 nm absorbance detection. 

Separation of digested peptides was achieved by a method comprising of step wise 

gradients of buffer B, containing acetonitrile. The MS system was operated in positive 

ion mode, with a 200-2000 m/z scan range and a final resolution target of 15,000. 

Filtering criteria included charge states of 2-8 and minimum of 5 scans. Byos software 

(version 5.0-88 (2022.12), Protein Metrics, CA, USA) was used to process peptide 

fragments with precursor Mass Tolerance set at 20 ppm, fragment mass tolerance 1 

and 2 set at 20 ppm and cleavage sites set as arginine and lysine. The post translation 

modifications (PTMs) screened for were methylation, glycosylation, oxidation, 

deamidation and pyroglutamate formation. 

Analysis of purity of anti-IL-8 IgG1 and IgG3 

Analytical size-exclusion chromatography (aSEC) with UV-detection was deployed 

for monomeric purity assessment of anti-IL-8 IgG1 and IgG3. A TSKgel Super 

SW3000, 4.6 x 300 mm (TOSOH Bioscience, United States) column was used with 

Agilent 1260 series HPLC (CA, US). Samples were prepared in water at 5 mg/mL and 

ran at 0.2mL/min with a mobile phase containing 400 mM NaCl (pH 6.8). 

Chromatogram processing and integration was performed in The OpenLab CDS Data 

Analysis software (version 2.6, Agilent, California, US). The target monomeric purity 

of ≥95% was met by both anti-IL-8 IgG1 and IgG3 molecules and aSEC was used to 

monitor physicochemical stability, by monitoring changes in the chromatogram.   
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Antigen affinity of anti-IL-8 IgG1 and IgG3 

Surface plasmon resonance (SPR) was used with a Biacore 8K+ system (Cytiva, 

Danaher, USA) to measure the on and off rates (ka and kd respectively) to calculate 

the equilibrium dissociation constant (KD) with the kd/ka ratio. A 0.31-20 µg/mL 

concentration series for IgG1 and IgG3 was prepared in phosphate buffered saline 

containing 0.05% v/v Tween™ 20 (PBS-T). 0.5 µg/mL IL-8 carrier-free antigen (R&D 

systems, USA) was immobilised onto one flow cell of a Biacore CM3 dextran chip 

(Cytiva, Danaher, USA). Ten antibody injections followed ten start-up (PBS-T only) 

cycles, at 30 μL/min and measurement temperature of 25 °C, and with a 240 second 

contact time. A 900 seconds dissociation time was set and 10 mM glycine (pH 1.5) 

followed with 3 M guanidine regenerated the chip surface for the next injection. A 1:1 

Langmuir binding model in the Biacore Insight Evaluation software (version 

4.0.8.20368, Cytiva, Danaher, USA) was applied to the sensorgrams after reference 

subtraction. 

Hydrophobic Interaction Chromatography of IgG1 and IgG3 

The hydrophobicity of IgG1 and IgG3 was assessed using hydrophobic interaction 

chromatography (HIC) on an Agilent 1260 series HPLC (Agilent, California, US), 

coupled with UV detection (214 and 280 nm). A PolyLC PolyPROPUL 4.6 x 100 mm 

column was used on to resolve each sample. To achieve separation based on net 

hydrophobicity, step-wise gradients of mobile phase B (low salt, with 50 mM 

ammonium sulfate) followed equilibration with mobile phase A (high salt,1.3 M 

ammonium sulfate). IgG1 and IgG3 samples were analysed at 1 mg/mL (5 μL injection 

volume) and a 0.7 mL/min flow rate. 

Capillary Isoelectric Focusing (cIEF) of anti-IL-8 IgG1 and IgG3 

Charge distribution profiles of anti-IL-8 IgG1 and IgG3 were assessed via capillary 

isoelectric focussing using an iCE3 instrument (Protein Simple, US). A range of pI 

markers (pI 3.85-8.77, Bio-Teche, Protein Simple, USA) were used to capture all 

acidic and basic isoforms for both molecules. To help prevent aggregation, 2M urea 

was added to the 1:1 ampholyte mixture (pH 3-10 and pH 8-10.5).The method 

entailed a pre-focus voltage of 1,500 V; an autosampler/transfer capillary temperature 

of 15 °C; a 10-12-minute focus voltage of 3,000 V; UV detection at 280 nm; a sample 

injection pressure of 2,000 mbar; a pre-focus time of 1 min; and a focus time of 10-
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12 minutes. The Empower 3 software (v4, Waters, US) was used for data analysis of 

peaks. 

Zeta potential of anti-IL-8 IgG1 and IgG3 

A Malvern Zetasizer (Malvern Panalytical, Malvern, UK) with a 633 nm laser was used 

to measure the zeta potential of the IgG1 and IgG3 pair by electrophoretic light 

scattering. Each sample (refractive index 1.59) was prepared to 5 mg/mL in 

formulation buffer (pH 6, refractive index 1.33, viscosity at 1.26 cP) and a method was 

set up with equilibration time of 120s, automatic attenuation and up to 100 runs per 

sample. A 60s pause was also set between sample runs (a minimum of three technical 

replicates performed).  

Analysis of anti-IL-8 IgG1 and IgG3 self-interaction 

Similarly to the anti-IL-8 mutant panel in chapter 2, self-association propensity of anti-

IL-8 IgG1 and IgG3 was measured with Affinity-Capture Self-Interaction Nanoparticle 

Spectroscopy (AC-SINS). Goat anti-human Fc and whole goat antibodies (Jackson 

ImmunoResearch, PA, USA) were prepared in 20 mM acetate buffer (pH 4.3) then 

mixed and incubated with 20 nm gold particles (Ted Pella Inc., CA, USA, 

concentration 7.0 x 1011 particles /mL). Test samples were prepared at 50 μg/mL in 

phosphate buffered saline (PBS) and 99 μL was added to 11 μL of nanoparticles in a 

96 well plate, resulting in a final solution concentration of 50 µg/mL test mAb, 10x 

bead:anti-Fc conjugate and 0.02 mg/mL PEG2000. Plates were agitated, incubated 

for 2 h 30 min and gently centrifuged to remove air bubbles. Absorbances were then 

read using the Pherastar FSX (BMG Labtech Ltd., Germany) plate reader, and 

spectra were analysed with MARS software (v3.32, BMG Labtech Ltd., Germany). 

Differences in plasmon wavelengths for each sample was calculated from smoothed 

best fit curves. Experimental cutoffs included a <535 nm wavelength for negative 

controls (i.e., PBS buffer). 

Diffusion self-interaction parameter for anti-IL-8 IgG1 and IgG3 

A Stunner (Unchained Labs, CA, USA) was used to measure hydrodynamic size, 

polydispersity, and diffusion coefficient for both molecules. The self-interaction 

parameter, kD, was computed according to Equation 2.4. Exponential fits for diffusion 

coefficients over the test concentration range were used to calculate theoretical 

viscosities, adapted from the Generalised Stokes Einstein equation: 
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𝜂 =
𝑘𝐵𝑇

3𝑑𝐻𝐷𝜋
 

4.3 

Where η is the theoretical dynamic viscosity (cP), kBT the Boltzmann constant at 

298K, dH the Z-ave diameter (m) and D the diffusion coefficient (m/s). 

Analysis of unfolding temperatures for anti-IL-8 IgG1 and IgG3 

Differential scanning fluorimetry was performed on IgG1 and IgG3 anti-IL-8 molecules 

using a Prometheus NT.48 setup (NanoTemper Technologies, Germany) with back-

reflection technology. The intrinsic fluorescence from unfolding events exposing 

tyrosine and tryptophan residues were monitored via the 350/330 nm intensity ratio.331  

A temperature ramp of 2°C/minute from 20-95 °C was performed. Both samples were 

assessed at concentrations ~150 mg/mL and unfolding temperatures of antibody 

domains (Tm1, Tm2 and Tm3) were detected from first-derivative peaks of the 350/330 

nm fluorescence intensity ratio. The first derivative peak of the scattering profile 

marked the aggregation temperature (Tagg) values. 

Measurement of Solution Viscosity 

Viscosity curves were obtained using a VROC Initium (Rheosense, United States). 

The measurement protocol was optimised using the ‘Auto’ shear rate function, with 

fixed shear rates in the 100-2000 s-1 per concentration tested. Data were filtered to 

only include transient curves with steady plateaus with no drift and pressure over 

sensor position linear fits of R2 ≥0.998.  

Various models were used to fit the viscosity data. Firstly, the exponential-growth 

equation was applied: 

𝜂 = 𝑌0𝑒𝑘𝑐 

4.4 

Where η is the dynamic viscosity (cP), Y0 the intercept, k the rate constant, and c the 

concentration of antibody (mg/mL).  

Another model, developed by Tomar et al.144,238 was deployed for fitting the viscosity 

data: 

𝑙𝑛
𝜂

𝜂0
= 𝑙𝑛𝐴 + 𝐵𝑐 
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4.5 

Where η is the dynamic viscosity (cP), 𝜂0 the buffer viscosity (cP) set at 1.13, c the 

concentration (mg/mL), and 𝑙𝑛𝐴 the intercept of the slope B, when 𝑙𝑛
𝜂

𝜂0 is plotted 

against concentration. 

Finally, a modified Ross-Minton model was used to fit the viscosity-concentration 

profiles: 

𝜂 =  𝜂0 𝑒 (
[𝜂]𝑐

1 − (
𝑘
𝑣

) [𝜂]𝑐
) 

4.6 

Where k the crowding factor, 𝑣 the Simha shape parameter. The [𝜂], k and 𝑣 

parameters were estimated using the generalised reduced gradient (GRG) non-linear 

solver function to determine the local optimum reducing the sum of squared errors. 

For intrinsic viscosity [𝜂] measurements, multiple priming segments were set up 

followed by 10 replicates at the maximum shear rate of 23,080 s-1. Formulation buffer 

and anti-IL-8 formulations in the 5-50 mg/mL concentration range were measured to 

determine the relative viscosities (𝜂𝑟𝑒𝑙) from which the specific (𝜂𝑠𝑝)  and reduced 

viscosities (𝜂𝑟𝑒𝑑) could be calculated (Appendix 3 Equation 9.1 and 9.2). The 

intrinsic viscosity was calculated from the linear regression of 𝜂𝑟𝑒𝑑 over the sample 

concentration range tested, from which the Huggins coefficient was derived 

(Equation 4.7). 

𝑘𝐻 =
𝜂𝑟𝑒𝑑−[𝜂]

[𝜂]2𝑐
              

4.7 

Where kH is the Huggins Coefficient, 𝜂𝑟𝑒𝑑 the reduced viscosity (cP) which is 𝜂𝑠𝑝/𝑐, 

[𝜂] the intrinsic viscosity (cP) and c the sample concentration (mg/mL). 
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The uncertainty of kH (σkH) was calculated from the propagation of error equation: 

𝛔𝐤𝐇 =  𝑘𝐻 ∗  √(
𝜎[𝜂]2

[𝜂]2
)

2

+ (
𝜎𝑥

𝑥
)

2

− 2
𝜎[𝜂]2 ∗  𝜎𝑥

[𝜂] ∗ 𝑥
 

4.8 

Where [𝜂]2 the squared intrinsic viscosity, 𝜎[𝜂]2 the error of squared intrinsic viscosity, 𝑥 

the slope determined from the linear regression of 𝜂𝑟𝑒𝑑 versus concentration, and 𝜎𝑥 

error of the slope.  

Statistical Analysis.  

JMP Pro (v16.0.0, 2021) was used for multivariate analysis of computational 

predictions and measurement data to determine correlations between molecular 

descriptors and experimental parameters. We used GraphPad Prism (v5.04) for 

constructing graphs and performing unpaired t-test statistical analysis.  

4.6. Results 

4.6.1 Patch analysis and homology constructs of anti-IL-8 IgG1 

and IgG3 

Solvent-accessible charge and hydrophobicity distribution profiles mAb self-

association propensity that can promote aggregation.178,235,270 Disruption of 

hydrophobic patches has been previously correlated with reduced viscosity,230,232 

driven by reduced native and non-native aggregation events.231 Furthermore, charge 

asymmetry between heavy and light chains has been correlated to increased self-

association propensity, with increased electrostatic interactions.233,241,270 Therefore, 

the hydrophobic and electrostatic surface patch distribution profile of the anti-IL-8 

IgG1 and IgG3 pair was assessed using full IgG homology constructs (Figure 4.1). 

Since the variable regions for both molecules were similar, any differences occurring 

in the surface potential distributions were attributed to differences in the constant 

region (Fc) between the molecules. Overall, with both IgG1 and IgG3 molecules we 

see a high proportion of hydrophobic patches (42% and 37%, respectively), with 

distinct differences in electrostatic patch (i.e., positive and negative patch) 

distributions deriving predominantly from the increased residue exposure of the larger 

Fc domain of IgG3 (Appendix 3 Table 9.4). The lowest energy conformation for the 

62-residue IgG3 hinge region homology model was chosen (Appendix 3 Table 9.2), 

contributing to 11% and 9% of the overall negative patch and positive residue 
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contributions, respectively in comparison to the 4% and 1% contributions from the 

IgG1 hinge (Appendix 3 Table 9.5). The modelled IgG3 hinge also demonstrated a 

high hydrophobic contribution to total hydrophobic residue contributions (9%, versus 

1% from the IgG1 hinge).  

 

Figure 4.1 Homology constructs of the full IgG1 and IgG3 molecules.  

The Fc (grey), constant light chain 1 and heavy chain 1 (blue), variable heavy chain (dark 

green) variable light chain (light green), heavy chain CDRs (red) and light chain CDRs 

(purple). a, Full IgG1 structure, d, full IgG3 structure, b and e patch analysis of IgG1 and 

IgG3 homology constructs, and c and f, Fc templates for IgG1 and IgG3. 

As expected, due to the increased molecular size, IgG3 presented with a greater total 

solvent-accessible exposed area than IgG1 (Res_ASA of 40,569 Å2 and 33,365 Å2, 

respectively). However, this assumed structure may not accurately represent the 

surface patch exposure of IgG3 due to hinge flexibility, affecting domain angles. 

4.6.2 Biophysical Parameters of anti-IL-8 IgG1 and IgG3 

Confirmation of identity and purity of anti-IL-8 IgG1 and IgG3. To compare the 

biophysical properties of IgG3 to IgG1, a combined comprehensive pipeline 
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consisting of computationally predicted molecular descriptors and experimental 

biophysical analyses was used. We analysed the correlations between in silico and 

experimental charge, including hydrophobicity and colloidal parameters, and viscosity 

predictions and measurements. Both IgG1 and IgG3 sequence identities were 

confirmed with LC-MS peptide mapping (Appendix 3 Table 9.7). 

Antigen binding affinity of anti-IL-8 IgG1 and IgG3 

The antigen affinity for the anti-IL-8 IgG1 and IgG3 antibody pair was assessed via 

surface plasmon resonance (SPR). Both molecules showed affinity (KD) for the IL-8 

antigen with comparable association (ka) and dissociation (kd) rates (within the same 

order of magnitude). This demonstrated that the sequence and structural differences 

of the IgG3 constant domain had little influence on the Fv affinity for the target antigen.  

Table 4.1 Antigen (IL-8) binding kinetics for IgG1 and IgG3 assessed via SPR.  

Corresponding (mean ± standard deviation) binding on-rate (ka), binding off-rate (kd) and the 

equilibrium dissociation constant (KD), the maximum response (Rmax) and goodness of fit 

(Chi-squared) of the 1:1 binding model. (N=3) 

Molecule 1:1 binding kinetics Kinetics 
(Χ2) 

ka x105 (M-1s-1) kd x10-4 (s-1) KD (nM) Rmax (RU) Χ2 

IgG1 3.84 (±0.12) 10.27 (±0.98) 2.67 (±0.16) 15.57 (±0.38) 1.57 
(±0.62) 

IgG3 2.41 (±0.18) 9.17 (±0.05) 3.82 (±0.26) 14.63 (±0.15) 1.69 
(±0.27) 

 

Reduced physical stability of anti-IL-8 IgG3 compared to IgG1 

To be therapeutically viable, mAb formulations must have a solution phase stability of 

up to two years at refrigerated temperature and hours-several days under ambient 

storage conditions. A short-term stability study (up to 57 days) was conducted to 

assess relative changes in anti-IL-8 IgG monomeric purity from day 0 under 

refrigerated and ambient storage conditions and through three freeze-thaw cycles 

(Figure 4.2). Both mAbs were within specification at day zero (>95% monomeric 

purity). IgG3 showed a significant reduction in monomer purity from day 0 (surpassing 

the 2% high molecular weight species threshold) when held at 25 °C by day 7, which 



125 

could be attributed to increased soluble aggregation. This increased aggregation was 

exacerbated after freeze-thaw cycling, particularly when held at 25 °C. 

 

Figure 4.2 Reduced stability after freeze-thaw cycling and at 25 °C over 57 days for 

IgG3 compared to IgG1.  

aSEC was used to monitor the monomeric purity of mAb 1 IgG1 and IgG3 over 57 days at 5 

°C and 25 °C. Freeze-thaw stability was also assessed through three cycles. *aSEC data 

from day 21 to 57 was after one freeze-thaw cycle. Red dotted lines represent thresholds 

flag-ging changes in physical stability of mAbs. Corresponding monomeric purity and 

aggregate content as analysed by aSEC on day 0 for both molecules (bottom). Error bars 

represent standard deviations per sample, N=2. Abbreviations: HMwS: high molecular 

weight species, LMwS: low molecular weight species, FT: freeze-thaw. 

Differential scanning fluorimetry (DSF) was used to assess unfolding temperatures to 

distinguish conformational stability for the anti-IL-8 IgG1 and IgG3 pair (Figure 4.3). 

A lower temperature for the unfolding onset (Tonset) and first unfolding event (Tm1) were 

detected for IgG3, as well as significant changes in thermal profile. Interestingly, no 

significant differences were detected for the temperature of aggregation onset (Tagg) 

with IgG3 showing distinctly different scattering intensity profiles compared to IgG1 

(Appendix 3 Figure 9.1), potentially indicating a range of different aggregate 

confirmation states for IgG3, leading to variable back-reflection. 
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Figure 4.3 IgG3 shows reduced conformational stability compared to IgG1 at high 

concentrations from nano-DSF unfolding temperatures.  

Thermal unfolding profiles for anti-IL-8 IgG1 (grey) and IgG3 (red). The mean first derivative 

values from the 350/330 nm ratio over a 20-95 °C range. Error bars represent standard 

deviation. N=3. 

Anti-IL-8 IgG3 has a positive charge under formulation conditions 

Next, the predicted differences in electrostatic patch distribution profiles translated to 

measured charge parameters for anti-IL-8 IgG1 and IgG3 molecules (Figure 4.4 and 

Figure 4.5) were investigated. Comparable isoelectric points (pIs) (Figure 4.4d) were 

measured for IgG1 and IgG3; however, charge heterogeneity differences were 

observed with an increased proportion of acidic isoforms for IgG3 (Figure 4.4a), 

accompanied with an increased proportion of predicted negatively-charged patches 

in the constant domain. IgG1 and IgG3 showed significant differences in the mean 

measured zeta potential in formulation buffer at pH 6.0 (Figure 4.4e). IgG3 had a 

positive zeta potential, whereas, IgG1 had a negative zeta potential.   
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Figure 4.4 Different surface potential profiles were obtained for anti-IL-8 IgG1 and 

IgG3 predictions, which yielded comparable measured isoelectric points.  

Poisson-Boltzmann surface electrostatics were mapped onto homology constructs of anti-IL-

8 IgG1 and IgG3, indicating regions of negative and positive charge density. Charge 

heterogeneity assessed via capillary isoelectric focussing (cIEF), a, acidic isoforms b, basic 

isoforms, c, main species, d, mean isoelectric point (pI), and e, mean zeta potential at 5mg/mL 

at pH 6 (formulation buffer). Unpaired t-test **** denotes a P<0.0001, *** P<0.001, ** P<0.01, 

* P<0.1). Error bars represent standard deviation, N=3.  

The sequence and structure-based theoretical pIs predicted for IgG3 were slightly 

lower than those for IgG1, but the structure based pI (pI_3D) directly correlated with 

experimental pI (Figure 4.5a). There was no significant correlation observed between 

the predicted and measured zeta potential (Figure 4.5b). The slight reduction 

observed in measured isoelectric point and increased measured zeta potential for 

IgG3 correlated with increased ionic patch area descriptors and reduced net charge 

(Figure 4.5c).  
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Figure 4.5 Comparing charge differences to in silico charge descriptors for anti-IL-8 IgG1 (grey) and IgG3 (red).  

a, The theoretical sequence-based pI was significantly lower than the experimentally measured pI. b, Predicted zeta potential (computed at pH 6.0, 

0.1 M NaCl) showed poor correlation with measured zeta potential values (at 5mg/mL). c, Pair-wise comparisons between charge based in silico 

descriptors and experimental pI and zeta potential values.  Error bars represent standard deviation of experimental data.



129 

 

Anti-IL-8 IgG3 exhibits a lower degree of hydrophobicity compared to IgG1 

The hydrophobicity of anti-IL-8 IgG1 and IgG3 was assessed via hydrophobic 

interaction chromatography (HIC) (Figure 4.6). A significantly lower on-column 

retention time (RT) was observed for IgG3 in comparison to IgG1 (Figure 4.6a), 

disagreeing with most hydrophobic-based in silico descriptors showing higher 

predicted hydrophobicity for IgG3 compared to IgG1 (with the exception of a slightly 

lower hydrophobic index and proportional percentage hydrophobic patch area) 

(Figure 4.6c). IgG3 also presented with increased peak broadening on the HIC 

column (Figure 4.6b), suggesting a potential increased population of different 

hydrophobic conformations.  
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Figure 4.6 IgG3 exhibits a lower degree of hydrophobicity in comparison to IgG1, 

contradicting computed solvent accessible hydrophobic area data.  

Protein patch surface maps for anti-IL-8 IgG1 and IgG3, filtered for hydrophobic patches 

(green). a, Retention time and, b, peak width on the HIC column between IgG1 and IgG3 are 

compared. c, Pair-wise scatter plot comparisons between in silico descriptors and HIC 

retention time (RT). Unpaired t-test **** denotes a P<0.0001. Error bars represent standard 

deviation, N=2. Non-significant differences are not represented.  

 

Colloidal parameters of anti-IL-8 IgG1 and IgG3 

Parameters obtained from light scattering measurements have routinely been used 

as an indicator of solution-phase interactions occurring between mAb molecules. 

Using dynamic light scattering, the concentration-dependent diffusion coefficient for 
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anti-IL-8 IgG1 and IgG3 was measured. Affinity-Chromatography Self-Interaction 

Nanospectroscopy (AC-SINS) was also used as an orthogonal approach to measure 

the comparative self-association behaviour of IgG1 and IgG3 (Figure 4.7). As 

expected, IgG3 measurements showed a larger hydrodynamic diameter (Z_ave) in 

comparison to IgG1, with a steady concentration-dependent increase over the 1-20 

mg/mL test concentration range (Figure 4.7a), which corresponded to slower 

diffusion coefficients (Appendix 3 Figure 9.2). The measured self-interaction 

parameter, kD, for both molecules was negative and below the -15 mL/g threshold set, 

suggesting predominant attractive forces. However, kD was significantly more 

negative for IgG3 anti-IL-8 compared to IgG1, indicative of increased self-association 

propensity. Conversely, IgG3 showed a comparable red shift from the AC-SINS assay, 

not aligning to the increased self-association propensity suggested from DLS data.  

 

Figure 4.7 Colloidal interaction data from dynamic light scattering (DLS) 

measurements and Affinity-Chromatography Self-Interaction Nanospectroscopy (AC-

SINS) for anti-IL-8 IgG1 and IgG3. 

a, Concentration-dependent measured z-average hydrodynamic diameter. Logarithmic fits of 

100.2𝑙𝑜𝑔(𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛)+0.92and 100.46 𝑙𝑜𝑔(𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛)+0.87 were applied to IgG1 and IgG3, 

respectively. Goodness of fit R2 values are reported. b, self-interaction parameter (kD) for 

IgG3. A dotted line at -15 mL/g represents a threshold for kD. c, Mean red shift in absorb-

ance spectra from AC-SINS (N=2). Unpaired t-tests were performed to determine significant 

differences between means (**** denotes a P<0.0001). Error bars represent standard 

deviation. N=3.  

Viscosity predictions and analysis for anti-IL-8 IgG1 and IgG3 

The Generalised Stokes Einstein viscosity (Equation 4.3) was calculated using DLS-

derived diffusion coefficients (Appendix 3 Figure 9.2) and hydrodynamic diameters 

(Figure 4.7a). The resulting theoretical viscosities (Figure 4.8a) were log-

transformed and showed a distinct increased viscosity for IgG3 at formulation 

concentrations ≥ 50 mg/mL in comparison to IgG1. Overestimation of the IgG3 
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viscosity and underestimation of IgG1 viscosity at 180 mg/mL (3,430 cP and 52 cP, 

respectively) is reflective of the derivation of data measured in the 1-20 mg/mL 

concentration regime, and the assumptions of using exponential fits for the diffusion 

coefficients and logarithmic fits for the Z-average values.  

Therefore, the apparent viscosities of IgG1 and IgG3 were also measured at 

concentrations up to 150 mg/mL (Figure 4.8b-d). An elevated apparent viscosity was 

observed for IgG3 compared to IgG1, in agreement with predicted theoretical 

viscosity and colloidal measurements.  

To-date various models have been applied to modelling mAb viscosity-concentration 

profiles. To compare the predictive power of different viscosity models, three different 

viscosity-concentration curves fits were used, including an exponential growth model 

(Equation 4.4), a Tomar model (Equation 4.5), and a modified Ross-Minton model 

(Equation 4.6). The exponential growth fit (Figure 4.8b) had a similar knee of the 

curve and gradient to the Ross-Minton fit (Figure 4.8d), resulting in similar viscosity 

interpolations at 180 mg/mL of 81.22 cP and 84 cP for IgG1, and 151.76 cP and 

161.72 cP for IgG3, respectively. The Tomar model fit (Figure 4.8c) exhibited a shifted 

the knee of the curve and steeper gradient compared to two previous models, 

resulting in higher interpolated viscosity predictions at 180 mg/mL (85.16 cP for IgG1 

and 290.54 cP for IgG3).  
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Figure 4.8 IgG3 demonstrated higher apparent viscosity (η) than IgG1 at high 

concentrations.   

a, the Generalised Stokes-Einstein equation was calculated from exponential extrapolation 

of diffusion coefficients and logarithmic fit of z-average diameters measured in the dilute 

range (1-20 mg/mL). b, the exponential growth model c, the modified Ross Minton model, 

and, d, the Tomar fit model. For each model, the predicted viscosity at 180 mg/mL is 

reported for both IgG1 and IgG3. Error bars represent standard deviation, N=3. 

Finally, the individual contributions from each molecule to the solution viscosity was 

examined by calculating intrinsic viscosity, [η], from measurements in the low 

concentration regime (0-50 mg/mL) (Table 4.2 and Appendix 3 Figure 9.3). Although 

statistically comparable to IgG1, IgG3 had an increased intrinsic viscosity, correlating 

with its increased hydrodynamic size. This suggests that the increased size and 
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effective volume fraction of IgG3 increases the solution’s resistance to flow in the 

dilute regime. 

Moreover, the Huggins coefficient (kH) was computed, describing the changes in rate 

of viscosity increase from pair-wise interactions. This has been previously equated to 

‘solvent quality’ with values >0.5 suggestive of ‘poorer solvents’ that have solution 

viscosities more sensitive to protein-protein interactions (PPIs).332 Interestingly, IgG3 

showed a reduction in kH compared to IgG1, but both molecules had kH >0.5, indicating 

poor solvation.  

Table 4.2 Intrinsic viscosity and Huggins coefficient for anti-IL-8 IgG1 and IgG3.  

Mean ± standard errors are shown, N=2. 

Molecule Intrinsic viscosity (mL/g) kH 

IgG1 8.28 (± 3.89) 5.30 (± 1.2) 

IgG3 10.42 (± 2.89) 1.27 (± 0.8) 

 

4.7. Discussion 

The IgG3 mAb subclass possesses a set of unique biological properties, offering 

significant therapeutic advantages as next-generation therapeutics. For example, the 

flexibility of the IgG3 hinge region, renders it of interest to targeting epitopes occurring 

at low abundance and density. Moreover, the Fc portion of the IgG3 molecules results 

in enhanced engagement with immune effector cell FcɣRs with the scope to be 

harnessed for immunotherapy-based applications. Current literature investigating the 

developability of IgG3s are broadly limited to assessing conformational flexibility from 

structural studies,333–335 post-translational modifications (primarily glycosylation),324 

and functional activity assessment in the context of immune activation.336,337 

Therefore, we set to probe the self-association propensity and viscosity-concentration 

profiles of an anti-IL-8 IgG1 and IgG3 pair using a combination of computational and 

experimental approaches.  

Reduced physical and conformational stability of anti-IL-8 IgG3 

Poorer short-term physical and thermal stability was observed for the anti-IL-8 IgG3 

compared to IgG1 (Figure 4.2 and Figure 4.3). While there is a lack of any published 

thermostability data on IgG3 molecules, the anti-IL-8 IgG1 unfolding temperatures are 

in agreement with IgG1 molecules in previous developability studies.34 The extended 
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hinge region of IgG3 is proposed to confer reduced in vivo stability, increased number 

of allotypes and reduced half-life.329,338–340 Therefore,  additional structural analysis of 

anti-IL-8 IgG3 conformational stability is needed to better understand its role in 

formulation shelf-life prediction, and pairing these findings with functional stability and 

immunogenicity assessment. The immunogenicity of IgG3 resulting from concerns on 

glycosylation propensity has previously been flagged for this subclass,329 

necessitating the monitoring of IgG3 post-translational modifications over time for 

both batch-to-batch and shelf-life stability.   

Predicted charge differences do not translate to differences in isoelectric 

points 

Electrostatic surface potential mapping from homology constructs predicted an 

increased surface coverage of solvent accessible negatively charged patches for anti-

IL-8 IgG3 in comparison to IgG1, suggesting an increased likelihood for electrostatic 

interactions to occur (Figure 4.4). The theoretical isoelectric points (pIs) for IgG3 were 

predicted to be lower than IgG1 (Figure 4.5). However, although slightly lower, the 

experimental pI for IgG3 was statistically comparable to IgG1. pI_3D showed a 

greater predictive power than pI_seq for the anti-IL-8 full IgG models. Thorsteinson 

et al. similarly observed pI_3D to have the highest correlations to experimental 

parameters, but this was based on Fv models only and were statistically comparable 

to the sequence-based pI method.242 The increased negative patch count and area 

for IgG3 correlated with a decreased predicted net charge, which has been correlated 

previously with increased solution viscosity at dose-relevant formulation 

concentrations.161,233,251 Surprisingly, anti-IL-8 IgG3 showed a positive measured zeta 

potential (ζ) compared to a negative potential for IgG1, which did not align with the in 

silico predictions of zeta potential and isoelectric points. The negative ζ for IgG1 may 

be accounted for by preferential binding of anions to protein surfaces affecting the pH 

at which there is zero electrophoretic mobility, which has been reported as at least 

one pH unit below the pI determined from cIEF.74 The possibility of different 

conformational forms of IgG3 from inferred hinge flexibility with different ionic surface 

patch exposure may contribute to why a positive ζ was observed for IgG3. 

Furthermore, ζ is calculated from the electrophoretic mobility of the protein with 

assumed spherical shape.341 It is also dependent on the orientation of the molecule 

in solution affecting the frequency shift of scattered light which may result in large 

discrepancies to expected charge.342 Finally, in silico ζ  predictions do not account for 
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buffer com-position affecting surface bound ions, nor the effect of multiple or 

alternative species in solution (ζ measured at 5 mg/mL). 

Net hydrophobicity of IgG3 does not correlate with predicted hydrophobic 

potential 

Contrary to the predicted increased hydrophobic contributions from the hinge region 

both on a sequence level (with more cysteine, alanine and proline residues), and on 

a structure level (with an increased hydrophobic area (Appendix 3 Table 9.3 and 

Table 9.4)), anti-IL-8 IgG3 showed a shorter retention time on the hydrophobic-

interaction chromatography column compared with IgG1 (Figure 4.6). The 

discrepancies between predicted and experimental hydrophobicity are hypothesised 

to arise from changes in conformational forms of IgG3, varying exposure of the hinge 

residues and hydrophobic patches on the Fc. Increased net hydrophobicity has 

previously been correlated with increased solution viscosity occurring via cation-π 

and π-π stacking interactions from aromatic groups of solvent-exposed non-polar 

amino acid residues.232,343 Furthermore, increased hydrophobicity in the constant 

domain (Fc) of antibodies is widely correlated with a higher aggregation propensity, 

promoting an elevated mAb solution phase viscosity.182,344 In this case, as anti-IL-8 

IgG3 showed a decrease in net hydrophobicity,  the increased self-association or 

aggregation propensity could not be attributed to hydrophobic interactions. Currently, 

there is a significant knowledge gap on drivers of IgG3 hydrophobicity, both measured 

and predicted, and how this affects the balance of domain-domain stability to 

unfolding propensity and aggregation. 

Increased self-association propensity of anti-IL-8 IgG3 correlates with 

hydrodynamic size and increased viscosity 

The self-interaction parameter, kD, is widely used for predicting the propensity for 

protein-protein interactions at the molecular level, which drive elevated solution 

viscosity at high mAb formulation concentrations. For both molecules the kD was 

negative and below the -15 mL/g arbitrary threshold set, suggesting predominant 

attractive forces. A more negative kD was observed for anti-IL-8 IgG3 (Figure 4.7), 

indicating more attractive interactions between molecules in the dilute concentration 

regime compared with IgG1.79,83,173,229 

Unexpectedly, the AC-SINS red shift for IgG3, another metric used to experimentally 

predict mAb self-interaction propensity, showed a comparable absorbance intensity 
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profile to the anti-IL-8 IgG1. A hypothesis is that an increase in red shift may be 

masked by the reduced binding of IgG3 to the anti-Fc conjugated gold nanoparticles 

used during AC-SINS measurements. This may be a result of conformational flexibility 

provided by the extended IgG3 hinge region, leading to structural blocking of adjacent 

binding sites on the nanoparticles. Subsequently, this could reduce the number of 

bound antibodies to engage in self-interactions. 

Across all viscosity fitting models applied in this chapter, an increased apparent 

viscosity was observed for IgG3 in comparison to IgG1, aligning to the decreased 

predicted net charge, increased negative patch distributions, and increased 

hydrodynamic self-associations (Figure 4.8). The extrapolation of the Generalised 

Stokes-Einstein (GSE) model (Figure 4.8a) shows elevated viscosity, suggesting 

viscosity-contributing interactions in the dilute regime for anti-IL-8 IgG3. This aligns 

to the increased intrinsic viscosity for IgG3 (Table 4.2), suggesting the increase 

hydrodynamic radius increases the fluid’s resistance to flow. Notably, no increase in 

the Huggins’ coefficient (kH) was observed for IgG3, which suggests comparable 

protein-protein pairwise interactions that contribute to IgG1 viscosity, with long-range 

repulsions prevailing. However, it is worthwhile noting the inaccuracies of the kH 

parameter. The error in [η], from which the kH parameter is derived, can arise from 

the use of simple linear regression of ηred/c fits (Appendix 3 Figure 9.3) as well as 

inter-experimental variability in viscosity measurements. Alternate non-linear fits may 

be able to account for antibody molecules which exceed the hard-sphere limit with 

regards to effective volume fraction of >2.5. Another limitation of the Huggins 

coefficient is that it does not account for solvation effects in dilute antibody solutions. 

90,171,251 

It is important to note that the homology constructs represent one possible 

conformation, and particularly with the assumed structure of IgG3, there are risks of 

under or overestimating the solvent-exposed surface potential. In this chapter, these 

models were used as guiding tools to better understand mechanistic interactions that 

lead to molecular biophysical behaviour. There are growing efforts to research 

different structural modelling tools as well as use of molecular dynamics simulations 

with coarse grain simulation modelling146,345 that could help expand our knowledge of 

how both sequence and structure dictate interactions that lead to elevated viscosity 

and stability for IgG3.  
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4.8. Conclusions 

Pre-clinical developability assessment constitutes a prominent area of research for 

improving the probability of success for early-phase antibody candidates to reach 

clinical phases. Predictive tools probing the physicochemical and colloidal stability, 

affinity and viscosity of antibodies in their formulation are being developed in 

combination with experimental assay pipelines as well as machine-learning 

algorithms. Various immunoglobulin subclasses (IgG1, IgG2, and IgG4) with differing 

therapeutic pharmacokinetic profiles have previously been evaluated for their 

developability characteristics. IgG1 and IgG3 antibodies are known to differ in their 

sequence, structure and biophysical properties, including their propensity for self-

association and elevated solution viscosity at dose-relevant formulation mAb 

concentrations. 

In this chapter, I provide the first insights into the biophysical behaviour a recombinant 

anti-IL-8 IgG3, comparing its computationally predicted molecular descriptors and 

experimentally-determined parameters to that of a paired IgG1 with the same variable 

region sequence. The goal was primarily to assess the differences in physical stability 

and solution-phase viscosity-concentration profiles for these anti-IL-8 paired isotypes 

as well as charge, hydrophobic and colloidal parameters. It is recognised that 

elevated solution viscosity of mAbs is driven by their self-association propensity. 

Hence, I used a combined in silico and comprehensive experimental pipeline to profile 

any viscosity differences between anti-IL-8 IgG1 and IgG3 molecules. The predicted 

computational descriptors derived from the in silico homology model, including the 

sequence and structure-based molecular descriptors determined for each anti-IL-8 

molecule were reconciled with their measured biophysical properties.  

The constant domain of anti-IL-8 IgG3 was found to significantly influence its 

biophysical profile. IgG3 showed increased charge heterogeneity and self-association 

propensity, correlating with predicted increased ionic surface potential from in silico 

homology modelling. This, alongside, decreased physical and conformational 

stability, aligns with the elevated solution viscosity observed for IgG3 compared with 

IgG1. The increased hydrodynamic size of IgG3 correlated with increased intrinsic 

viscosity, supporting increased thermodynamic as well as hydrodynamic contributions 

to solution viscosity.  
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This work uniquely defines the bounds of manufacturability in the context of 

biophysical behaviour of an IgG3 molecule. This chapter unearths the potential to 

further investigate the developability of the IgG3 subclass with formulation 

optimisations and/or in silico directed sequence-engineering. These investigations 

should be paired with functional assays in the future to support the use of this 

subclass which holds distinct therapeutic potential. 
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5. Reconciling predicted and measured viscosity 

parameters for high concentration monoclonal 

antibody formulations 

The contents of this chapter has been pre-printed as a working paper; Armstrong G.B, 

Roche A., Lewis W., Rattray Z. “Reconciling Predicted and Measured Viscosity 

Parameters in High Concentration Antibody Solutions.” ChemRxiv, (2024). 

https://doi.org/10.26434/chemrxiv-2024-vk935.  

GB Armstrong- author of this thesis- performed all experimental and in silico modelling 

on the reported mAb panel.  

5.1. Abstract 

In this chapter, a comparison was performed of viscosity prediction and fitting models 

at different mAb test concentration regimes for measuring viscosity-concentration 

profiles, using the anti-IL-8 mutant panel and wild-type IgG1 from chapter 2. For 

viscosity profile fitting, the modified Ross-Minton and exponential growth equations 

show the highest goodness of fit, but extrapolation from low concentration 

measurements is cautioned against. Moreover, use of low concentration 

measurements or descriptors are neither generalisable nor predictive of ultra-high 

concentration viscosity. This chapter highlights the importance of both analyte 

concentration range selection, and bespoke viscosity model prediction for antibody 

series with the same target antigen.   

5.2. Introduction 

Monoclonal antibodies (mAbs) represent an important therapeutic class, with the 

growing implementation of autoinjectors in the clinical domain for patient and carer 

self-administration in the home setting. Administration via the subcutaneous route, 

necessitates the formulation of mAbs at high solution concentrations (> 100 mg/mL) 

and low dose volumes to achieve target therapeutic effects.346  

High-concentration mAbs face significant challenges resulting from molecular 

crowding at ultra-high mAb concentrations, and the conformational flexibility of mAbs 

lead to increased intermolecular interactions resulting in elevated opalescence, 

higher protein aggregation risk, phase separation, and elevated solution viscosity.251 

https://doi.org/10.26434/chemrxiv-2024-vk935
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Viscosity, a fluid's resistance to flow or rate of deformation, is mechanistically 

characterized by examining electroviscous effects, mAb molecular size, and surface 

potential distributions, with these factors determining the likelihood of protein-protein 

interactions (PPIs).163,251  

Developed from colloidal principles, where the protein is assumed to be a charged 

hard-sphere, the primary electroviscous effect describes the distortion of electrical 

double-layer thickness in the ultra-dilute regime with varying ionic strength. Changes 

in counterions and the hydration shell surrounding the mAb molecule will affect the 

overall molecular hydrodynamic volume and Brownian motion.91,347 With the 

increasing drive for ultra-high concentration mAb formulations, intermolecular 

excluded volume effects (i.e., secondary electroviscous effect) can reduce mAb 

solubility and increase solution viscosity.168,251 The increased molecular crowding and 

reduced inter-‘particle’ distance increase the pair interaction potential.348 The average 

interaction potential is quantified by the second virial coefficient (B22) or diffusion 

interaction parameter (kD) that are correlated with solution-phase viscosity.144,349 

However, the B22 and kD parameters do not adequately reflect anisotropic interactions 

arising from differences in surface potential distributions. Derived from the Huggins 

Equation, used to calculate intrinsic viscosity, the Huggins coefficient (kH) describes 

the rate of change in viscosity from pairwise interactions, for instances where strong 

correlations between kH and viscosity at low mAb concentrations exist.90 

Beyond pair-wise interactions, cluster formation from soluble mAb oligomerisation 

plays a critical role in the viscosity of high concentration mAb solutions. Small-angle 

x-ray scattering experiments and coarse-grain computational simulations have been 

used to elucidate mechanisms of mAb self-assembly and microstructure formation, 

with direct correlations to viscosity.64,345,350 

The complexity of viscosity-contributing interactions, and manufacturability and 

injectability risks arising from high viscosity have led to the development of numerous 

in silico sequence and structure-based models. Numerous regression and clustering 

models161,174,237,238,242 have resulted from identifying correlations between molecular 

descriptors derived from three-dimensional homology constructs and high 

concentration viscosity of mAb datasets. To reduce risks associated with the 

overfitting of small and non-diverse datasets, machine learning classification tools 

have been deployed to categorise mAb viscosity risks.147,153,240,345  
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There is a knowledge gap in the appropriateness of different viscosity prediction 

models for mitigating high mAb solution viscosity, with no previous reports performing 

a direct cross-comparison of viscosity prediction and fitting models in the ultra-high 

mAb concentration regime. In this chapter, a comprehensive assessment of viscosity 

fit and prediction models in a panel of nine anti-IL-8 mAbs is presented, in the context 

of fitting viscosity profiles and interrogating viscosity-related molecular parameters at 

high- and ultra-high mAb concentration regimes. A combined computational and 

experimental approach was used to viscosity analysis and prediction, comparing their 

utility as tools for triaging mAb developability. This work demonstrates the criticality of 

obtaining viscosity measurements that extend into the dose relevant, ultra-high 

concentration regime, and the limitations on the predictive power of model-fit 

equations, low concentration hydrodynamic properties and in silico molecular 

descriptors. 

5.3. Aims 

This chapter aims to explore the influence of model fit equation and concentration 

range examined on the interpretation of viscosity profiles of the anti-IL-8 mAb mutant 

panel and wild-type. Moreover, low-concentration hydrodynamic parameters are 

examined to understand their predictive power to ultra-high concentration mAb 

viscosity. Finally, current regression and machine learning derived viscosity predictive 

models are tested with the anti-IL-8 mAb panel to investigate their predictive power.  

5.4. Materials 

Materials for mAb expression, purification and analysis are detailed in Chapter 2, 

Table 2.1. 

5.5. Methods 

5.5.1 Computational methods  

In silico structural modelling and generation of molecular descriptors was performed 

in Molecular Operating Environment (MOE) software, version 2020.0901 (Chemical 

Computing Group, Montreal, Canada) (also see chapter 2). 

Homology constructs of anti-IL-8 variant Fv structures.   

Homology models were constructed as described in chapter 2 for nine anti-IL-8 

antibody variable fragment (Fv) regions, eight of which were single-point mutants. 
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The anti-IL-8 IgG1 wild-type molecule Fab domain crystal structure was previously 

published as PDB: 505B. Briefly, the Antibody modeller feature (version 2020.0901) 

in MOE was used with default refinement and forcefield settings. Homology 

constructs of mutant candidates from patch analysis and molecular descriptor 

generation were then modelled after using the Residue Scan feature to introduce 

single point mutations. The same methods were followed to construct homology 

constructs of four in-house mAbs.  

In silico molecular descriptors 

Sequence and structure based physicochemical descriptors were computed using the 

Protein Properties tool and Descriptors Feature in BioMOE (version 2021-11-18, 

Chemical Computing Group, Montreal, Canada). Descriptors relevant to viscosity 

predictive models are reported in Appendix 4, Table 10.1.  

Aggregation propensity tools: TANGO http://tango.crg.es/tango.jsp and WALTZ 

https://waltz.switchlab.org/.  

The TANGO185,351 and WALTZ352,184 sequence-based aggregation propensity tools 

were used to predict cross beta-sheet formation in all anti-IL-8 IgGs examined. 

DeepSCM (https://github.com/Lailabcode/DeepSCM). A convolutional neural network 

was used to assess charge distributions of the assumed Fv structure over molecular 

dynamic simulations.239,240 All anti-IL-8 sequences variable heavy and variable light 

chain sequences were inputted separated as FASTA files and the code was ran in the 

terminal on a Linux system.  

Viscosity prediction from Fv construct molecular descriptors. Three empirical 

models derived from the regression of viscosity data and molecular descriptors were 

used to directly predict viscosity at either 150 mg/mL (Li viscosity model) or 180 

mg/mL (Sharma and Tomar viscosity models).   

The viscosity model by Li et al. uses the structure-based isoelectric point and WALTZ 

aggregation propensity score, normalised by the number of amino acid residues to 

generate relative viscosity predictions.161 

𝑙𝑛(𝜂𝑟𝑒𝑙)

𝑁𝑟𝑒𝑠𝐹𝑣
= 0.022182 − 0.55131 ∗ (

𝑝𝐼3𝐷

𝑁𝑟𝑒𝑠𝐹𝑣
) + 0.00087416 ∗ (

𝑃𝑎𝑔𝑔𝑊𝐴𝐿𝑇𝑍𝐹𝑣

𝑁𝑟𝑒𝑠𝐹𝑣
) 

 5.1 

http://tango.crg.es/tango.jsp
https://waltz.switchlab.org/
https://github.com/Lailabcode/DeepSCM
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Where 𝜂𝑟𝑒𝑙 is the relative viscosity (cP), 𝑁𝑟𝑒𝑠𝐹𝑣 the number of residues in the Fv 

(N=227 in the anti-IL-8 mutant panel), 𝑝𝐼3𝐷  (the structure-based isoelectric point, 

computed from homology constructs in MOE), and 𝑃𝑎𝑔𝑔𝑊𝐴𝐿𝑇𝑍𝐹𝑣  the WALTZ 

aggregation propensity score for the Fv construct. 

The Sharma viscosity model incorporated a hydrophobic index score (HI) and the Fv 

charge symmetry (FvCSP) to account for non-polar attractive interactions, and repulsive 

interactions arising from net charge.237 

𝜂 = 10
((0.15+1.26(0.6))𝐻𝐼−0.043𝐹𝑣𝑐ℎ𝑎𝑟𝑔𝑒−0.02(0.015)𝐹𝑣𝐶𝑆𝑃)

   

5.2 

𝐻𝐼 =  − (∑ 𝑛𝑖𝐸𝑖/∑ 𝑛𝑗𝐸𝑗)                         

5.3 

Where η is the dynamic viscosity (cP), FvCSP the Fv charge symmetry, and HI the 

hydrophobic index,  calculated using Equation 3B. ni represents the number of 

hydrophobic amino acids (i.e., A, C, F, I, L, P, V, G, W, and Y), and nj the hydrophilic 

amino acids (i.e., D, E, H, K, M, N, Q, R, S, and T). E is the Eisenberg hydrophobicity 

score for each residue.353 

Tomar et al. developed an empirical viscosity prediction model from the regression of 

molecular descriptors for 16 mAbs.238 To use this model for our anti-IL-8 molecules 

viscosity predictions at 180 mg/mL, we used pI3D and average intercept and slope 

values from the original study for the parameter B equation: 

ln
𝜂

𝜂0
= −0.58 +𝐵𝑐                                            

5.4 

𝐵 =  −0.0044 ∗  𝑝𝐼3𝐷 +  0.056                              

5.5 

Where 𝜂 is the dynamic viscosity and 𝜂0 the buffer viscosity. -0.58 is used as the 

average value of intercept of the slope (B) when 𝑙𝑛
𝜂

𝜂0
 is plotted against antibody 

concentration (c) which is 180 mg/mL in the original study.238  
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The Tomar model Equation 5.4 can be additionally used to fit concentration-viscosity 

profiles, using parameterisation with experimental viscosity measurements to 

interpolate/extrapolate viscosity at different concentrations ().  

5.5.2 Protein expression and purification. 

An anti-IL-8 IgG panel was generated in a Chinese Hamster Ovary glutamine-

synthetase-knockout cell line as described in chapter 2. Cation exchange polishing 

followed before diafiltration by small scale tangential flow filtration and concentration 

of the molecules to ≥150 mg/mL in formulation buffer (pH 6.0). Identity and purity was 

confirmed for each panel molecule as described in chapter 2.  

5.5.3 Viscosity measurement. 

A VROC Initium (Rheosense, United States) was used to measure mAb viscosity in 

an optimised protocol to measure sample viscosity using the ‘Auto’ shear rate function 

and at fixed shear rates of 100-2000 s-1). Newtonian behaviour was observed across 

all anti-IL-8 panel mAbs, with consistent viscosities recorded across all shear rates 

tested. Sample viscosity was measured over a concentration range (up to 260 

mg/mL) to derive viscosity-concentration profiles for the anti-IL-8 panel. Viscosity data 

was segmented into two concentration regimes: high (up to 120 mg/mL) and ultra-

high (up to 260 mg/mL, inclusive of high concentration data).  Resultant data were 

subjected to the following criteria; exclusion of priming segments, the percent full 

scale was in the 5-95% range, the R2 fit of the pressure sensor position was ≥0.998, 

and transient curves reached steady plateaus with no drift. 

Viscosity parameter fitting. 

An exponential growth, a simplified three-parameter exponential, a modified Ross-

Minton and Tomar viscosity models were used to fit viscosity-concentration data for 

the mAb panel to determine the optimal model. Corresponding equations for each 

model are described in Table 5.1.: 
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Table 5.1 Viscosity model equations used in this work.  

η is the dynamic viscosity (cP), and c the concentration (mg/mL). For the exponential growth equation, Y0 the intercept (cP), k the rate constant 

(mL/mg). For the three-parameter exponential equation, α2 the slope for concentration versus 𝑙𝑛(𝜂) and α3 the slope for 1/temperature (K-1) versus 

𝑙𝑛(𝜂), and α1 the intercept (cP). For the modified Ross-Minton model, 𝜼𝟎 represents the buffer viscosity (cP) set at 1.13, [𝜼] the intrinsic viscosity, k 

the crowding factor, 𝑣 the Simha shape parameter. [𝜼], k and 𝑣 were estimated using the Generalised Reduced Gradient non-linear solver function 

to find the local optimum value to reduce the sum of squared errors. Finally, for the Tomar model 𝑙𝑛𝐴 is the intercept of the slope B, when 𝒍𝒏
𝜼

𝜼𝟎
 is 

plotted against concentration. To find the knee of each exponential model, each equation was solved with the first derivative (f’(x)) set to 1. For the 

Ross Minton model, this required solving for c numerically, using the Generalised Reduced Gradient non-linear solver function with the objective of 

f’(x)=1.  

Model name Exponential growth Three-parameter exponential Modified Ross-Minton 251 Tomar 144,238 

Equation 𝜂 = 𝑌0𝑒𝑘𝐶 
𝜂 = 𝑒(𝛼1+𝛼2∗𝑐+

𝛼3
𝑇

)
 𝜂 = 𝜂0𝑒𝑥𝑝 [

[𝜂]𝑐

1 − (𝜅
𝜈⁄ )[[𝜂]𝑐]

] 𝑙𝑛
𝜂

𝜂0
= 𝑙𝑛𝐴 + 𝐵𝑐 

References Simple formula to describe 
concentration-dependent 

viscosity75,269 The 
exponential coefficient, k, 
can be used to  simplify 

correlations to other 
hydrodynamic/biophysical 

parameters. Used for 
viscosity prediction in 
neural networks 147 

In-house model developed from 
simplification of an empirical 

model148 

A widely used formula, derived from 
Mooney’s semi-empirical equation relating 

effective volume fraction to intrinsic 
viscosity.142 Used in fitting viscosity 

curves145,233 as well as deriving viscosity and 
hydrodynamic  parameters.145,89,347 

Linearized exponential derived from 
prediction of viscosity curves on a 
dataset of 16 mAbs.238 Based off 

viscosity concentration fits used by Li 
et al.161 and Nichols et al.178   

Knee of 
curve 

equation 
𝑐 =

𝐿𝑛 (
1

𝑌0𝑘
)

𝑘
 

 

𝑐 =

(𝐿𝑛 (
1

𝑎2
)) − 𝑎1 − 𝑎3

𝑎2
 

 

𝑓 ′(𝑥) =  1 = 𝜂 ∗ [𝜂]/ (1 − (
𝑘

𝑣
) ∗ [𝑛] ∗ 𝑐)

2

 

 
𝑐 =

(𝐿𝑛 (
1

𝐵𝜂0𝐴
))

𝐵
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Intrinsic viscosity calculation. For intrinsic viscosity [𝜂] measurements multiple 

priming segments were set up, followed by 10 replicates at the maximum shear rate 

of 23,080 s-1. Formulation buffer and anti-IL-8 mAbs formulated in the 5-50 mg/mL 

concentration range were measured to determine the relative viscosities (𝜂𝑟𝑒𝑙) 

(Equation 5.6), from which the specific (𝜂𝑠𝑝) (Equation 5.7) and reduced viscosities 

(𝜂𝑟𝑒𝑑) (Equation 5.8) could be calculated.  

𝜂𝑟𝑒𝑙 =
𝜂

𝜂0
        

5.6 

Where the relative viscosity (𝜂𝑟𝑒𝑙), (cP), is the apparent dynamic viscosity of the 

sample 𝜂 (cP), divided by the apparent dynamic viscosity of the formulation buffer 

only, 𝜂0 (cP). 

𝜂𝑠𝑝 =  𝜂𝑟𝑒𝑙 − 1      

5.7 

Where the specific viscosity(𝜂𝑠𝑝) (cP), that can be used to calculate the reduced 

viscosity (𝜂𝑟𝑒𝑑), (cP): 

𝜂𝑟𝑒𝑑 =
𝜂𝑠𝑝

𝑐
       

5.8 

Where c is the mAb solution concentration (mg/mL). 

The Huggins equation describes the concentration-dependence of 𝜂𝑟𝑒𝑑 in the dilute 

concentration linear region: 

𝜂𝑟𝑒𝑑 = [𝜂] + 𝑘𝐻[𝜂]2𝑐      

5.9 

Where [η] is the intrinsic viscosity (mL/g), kH is the Huggins coefficient. 

Slopes and intercept values from the linear regression of 𝜂𝑟𝑒𝑑 versus the mAb 

concentration range tested were used to compute the Huggins coefficient (kH): 

𝑘𝐻 =
𝑠𝑙𝑜𝑝𝑒 𝑓(𝑐)

[𝜂]𝐻
2
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5.10 

The intrinsic viscosity [𝜂]𝐻 was determined from the intercept. 

The Kraemer coefficient was also calculated, computing intrinsic viscosity from the 

linear regression of 𝐿𝑛 𝜂𝑟𝑒𝑙/𝑐 over the sample concentration range tested: 

𝑘𝐾 =
𝑠𝑙𝑜𝑝𝑒 𝑓(𝑐)

[𝑛]𝐾
2         

5.11 

Where kK is the Kraemer Coefficient, and the slope is derived from 
𝑙𝑛𝜂𝑟𝑒𝑙

𝑐
 versus 

concentration, where ln (𝜂𝑟𝑒𝑙) is the natural logarithm of relative viscosity (𝜂𝑟𝑒𝑙). 

Intrinsic viscosity [𝜂]𝐾 is determined from the intercept. 

The uncertainty of kH and kK was calculated from the propagation of error equation: 

𝑘 ∗ √(
𝜎𝑥

𝑥
)

2
+ (

(𝜎[𝜂]2)

([𝜂]2)
)

2

− 2
(𝜎[𝜂]2)∗ (𝜎𝑥)

([𝜂]2)∗𝑥
     

5.12 

Where 𝑘 is the Huggins or Kraemer coefficient, [𝜂]2 the squared intrinsic viscosity from 

either respective linear regression, 𝜎[𝜂]2 the error of squared intrinsic viscosity, 

calculated as 𝜎[𝜂]2 =  [𝜂]2 ∗ √2 ∗ (
𝜎[𝜂]

[𝜂]
)

2

 , 𝑥 the slope determined from linear regression, 

and 𝜎𝑥 error of the slope.  

The mean intrinsic viscosity ([𝜂]𝑎𝑣𝑔)was calculated from the intrinsic viscosity, which 

was determined from the reduced viscosity, [𝜂]𝐻, and intrinsic viscosity from the 

natural logarithm of relative viscosity over concentration, [𝜂]𝐾. [𝜂]𝑎𝑣𝑔 error was 

calculated as follows: 

𝜎[𝜂]𝑎𝑣𝑔 =  √(𝜎[𝜂]𝐻)2 + (𝜎[𝜂]𝐾)2     

5.13 

An exponential coefficient (kexp) for relative viscosity was calculated from fitting 𝜂𝑟𝑒𝑙 to 

Equation 5.14 with the Generalised Reduced gradient least squares solver function. 

This empirical model has previously been applied to systems in which an exponential 

relationship exists between viscosity and concentration:75,90 

𝜂𝑟𝑒𝑙 = e𝑘𝑒𝑥𝑝.𝑐      
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5.14 

Theoretical viscosities. The Generalised Stokes-Einstein equation (Equation 5.15) 

was used to calculate theoretical viscosities extrapolated from logarithmic fits of z-

average values and exponential fits of diffusion coefficients measured in the dilute 

anti-IL-8 test concentration range (1-20 mg/mL).  

𝜂 =
𝑘𝐵𝑇

3𝑑𝐻𝐷𝜋
       

5.15 

Where 𝑘𝐵 is the Boltzmann constant at 298 K, 𝑑𝐻 the hydrodynamic diameter (m) 

measured by dynamic light scattering, and 𝐷 the diffusion coefficient (m2/s).  

Theoretical hydrodynamic properties. Hydrodynamic volume fraction and 

predicted intrinsic viscosities were computed for each anti-IL-8 molecule. The volume 

fraction (ϕ) per mutant was computed as follows; 

𝑟ℎ = (
3[𝜂]𝑀𝑤

10𝜋𝑁𝐴
)

1

3
        

5.16 

𝜙 = (
𝑐𝑁𝐴

𝑀𝑤
)

4𝜋𝑟ℎ

3
        

5.17 

Where 𝑟ℎ is the hydrodynamic radius determined from [η], Mw is molecular weight, 

and NA is the Avogadro constant. This was used to calculate ϕ (the volume fraction), 

at a certain c (concentration).  

Hydrodynamic properties predictions. The HYDROPRO program (version 10, 

https://leonardo.inf.um.es/macromol/programs/hydropro/hydropro.htm)354 was used 

to predict hydrodynamic properties for each anti-IL-8 molecule. Full IgG homology 

constructs of each molecule were exported in pdb format for input into the program 

and both the residue-level shell and bead calculation modes were selected with partial 

specific volumes set to 0.75 mL. Respective molecular weights were extracted from 

peptide mapping liquid-chromatography mass-spectrometry experiments.  

Shape factor estimation. The shape factor, v, for each molecule was calculated by 

computing the solvent-accessible surface area (SASA) and Protein Volume (water 

https://leonardo.inf.um.es/macromol/programs/hydropro/hydropro.htm
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probe) of full IgG homology constructs generated in MOE (Chemical Computing 

Group, Montreal, Canada)355: 

 

Ψ =
𝑆𝐴𝑆𝐴

𝑉2/3       

5.18 

Ψ = 1.454𝑣 + 7.085      

5.19 

Where Ψ is the geometric shape coefficient and v the shape factor.  

Biophysical analysis of anti-IL-8 molecules. 

Assessment of colloidal parameters. Dynamic light scattering was used to 

measure diffusion coefficients in the 1-20 mg/mL concentration range for the anti-IL-

8 molecules as outlined in chapter 2. A Stunner instrument (Unchained Labs, CA, 

USA) was used to perform five measurements at 25 °C with 10-second acquisition 

times. A 1% extinction coefficient of 1.55 AUL/(gcm) was applied for all anti-IL-8 IgG 

molecules. All samples were prepared in formulation buffer (pH 6.0) and the data 

analysed using the Lunatic & Stunner software (Unchained Labs, CA, US, version 

8.1.0.244). The self-interaction parameter, kD, was obtained from the linear fit of 

concentration-dependent diffusion coefficient behaviour: 

𝐷𝑎𝑝𝑝 = 𝐷0(1 + 𝑘𝐷𝑐)       

5.20 

Where Dapp is the apparent diffusion coefficient, D0 the self-diffusion coefficient at 

infinite dilution, and kD the interaction parameter. This equation assumes linearity of 

diffusion coefficients over a concentration range, which is usually valid for antibody 

solutions at <10 mg/mL concentrations.  

Measurement of isoelectric point. Capillary isoelectric focussing (cIEF) was used 

to assess the charge heterogeneity and isoelectric point of the anti-IL-8 panel, using 

the previously described method from chapter 2. The Empower 3 software (v4, 

Waters, US) was used for data processing, isoform assignment and analysis. 

Electrophoretic light scattering. The zeta potential of all molecules was determined 

at 5 mg/mL in formulation buffer (pH 6.0) using a Zetasizer Nano ZS (Malvern 
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Panalytical, Malvern, UK), with each measurement set at 120s equilibration, 

automatic attenuation and capped at 10 minimum, 100 maximum measurements.  

Statistical approaches and predictive modelling. GraphPad Prism (version 5.04) 

was used for data visualisation. JMP Pro (version 17.0.0, 2022) was used for 

correlation analysis between computational and experimental data as well as 

predictive modelling. For partial least squares modelling (PLS), a non-linear iterative 

PLS algorithm was selected with leave one-out cross-validation. The model chosen 

was based on the lowest mean root predicted residual error sum of squares (PRESS) 

and the best Q2 (i.e. 1 − PRESS/sum of squared deviation from mean). The training 

data include all anti-IL-8 panel molecules, and the test data consisted of four in-house 

early-stage molecules. 

5.6. Results 

In this chapter, different viscosity modelling approaches were used for the prediction 

and fitting of the concentration-dependent viscosity profiles of a panel of nine anti-IL-

8 IgG1 molecules formulated in the same buffer. Eight of these molecules carry 

single-point mutations, designed to disrupt negative (D17N, D70N, D28N, D56N), 

hydrophobic (V5Q, W32Q) or positive patches (K42E, R53G) and the computational 

and experimental molecular descriptors for this IgG molecule panel are described in 

chapter 2. Generally, mAb solutions >100 mg/mL are classed as high concentrations, 

with >150 mg/mL as ultra-high concentrations.346 In this chapter, the high 

concentration regime for solution viscosity was set at up to 120 mg/mL (as set out in 

chapter 2)  and the ultra-high at >120 mg/mL. The comparability of viscosity-

concentration profile fits was assessed across both regimes.  

5.6.1 Viscosity profile fitting for the anti-IL-8 mAb mutant panel 

Viscosity-concentration data are often used to fit models, which are then used to 

extrapolate to higher concentrations or interpolate between data points. Table 5.2 

compares four fit models for viscosity-concentration profiles across two concentration 

regimes; <120 mg/mL (high-concentration) and ≥120 mg/mL (ultra-high 

concentration) (Figure 5.1 and Figure 5.2) formulated in the same buffer (pH 6.0). 

While D70N and W32Q mutants exhibited viscosity reduction relative to the wild-type 

(WT), at the high-concentration regime (Figure 5.1a and Figure 5.2a) no mutants 

exhibited reduced viscosity at ultra-high mAb concentrations.  
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A key feature of viscosity-concentration curves is the critical concentration where the 

curvature changes to pseudo-exponential growth. The knee of the curve was used 

here to define this critical concentration and to use this value to compare four model 

fits of the same viscosity-concentration data in two concentration regimes for all nine 

molecules. Significant shifts in the knee of viscosity-concentration curves were 

observed with each viscosity model, altering the conclusions that may be drawn from 

the viscosity altering effects of single point mutations (Table 5.1). For example, D70N 

showed consistent viscosity reduction relative to WT, with all viscosity fitting in the 

lower concentration regime (Figure 5.1a). Expanding the analyses to include ultra-

high concentration data show no overall viscosity reduction, except for a small 

reduction observed with the exponential growth fit (Figure 5.1b). These findings 

demonstrate the importance of obtaining full viscosity-concentration profiles rather 

than reporting interpolated or extrapolated data, which may vary considerably 

between different viscosity models across different concentration regimes.   

Derived model parameters are all reported in Appendix 4 Table 10.2. The Ross-

Minton model describes the self-crowding parameter, k, and Simha shape parameter, 

v. Previous work has reported non self-associating mAbs to have a k/v value of 

0.38.145 In this study,  much lower k/v values were observed, indicating an increase in 

molecular packing resulting from increased attractive forces, particularly at the high 

concentration (>120 mg/mL) regime viscosity profiles.  
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Figure 5.1 Anti-IL-8 IgG framework mutant concentration-viscosity profiles fitted with 

four models. 

An exponential growth equation, a three-parameter exponential model, a modified Ross-

Minton (RM) model and the Tomar model (left to right). A horizontal dotted line at 30 cP is 

the threshold for ‘acceptable’ viscosity. Vertical dotted lines for each molecule mark the 

‘knee’ of each viscosity-concentration curve. FWRL (a-b) and FWRH (c-d) mutants viscosity 

data in two concentration regimes are shown; ≤ 120 mg/mL (top row) and > 120 mg/mL 

(bottom row). Error bars represent standard deviation (N=2). Abbreviations: FWRL= light 

chain framework region, FWRH= heavy chain framework region, RM= Ross-Minton model. 
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Figure 5.2 Anti-IL-8 CDR mutant concentration-viscosity profiles were fitted with four 

models. 

An exponential growth equation, a three-parameter exponential model, a modified Ross-

Minton (RM) model and the Tomar model (left to right). A horizontal dotted line at 30 cP is 

the threshold for ‘acceptable’ viscosity. Vertical dotted lines for each molecule mark the 

‘knee’ of each viscosity-concentration curve. CDRH (a-b) and CDRL (c-d) mutants viscosity 

data in two concentration regimes are shown; up to 120 mg/mL (top row) and over 120 

mg/mL (bottom row). Error bars show standard deviations per viscosity measurement (N=2). 

Abbreviations: CDRL= light chain complementarity determining region, CDRH= heavy 

complementarity determining region, RM= Ross-Minton model 
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Goodness of fit assessment (average R2 values) for the growth-exponential or 

modified Ross-Minton models across both concentration regimes, were determined 

as 0.89 and 0.91 for high- and ultra-high- concentration range data, respectively. 

However, both the growth-exponential and Ross-Minton equations significantly 

overestimated predicted viscosity with the high-concentration range viscosity-

concentration data (Table 5.2). 

For all fit models explored, large discrepancies in predicted viscosity were observed 

between the two concentration regimes (% differences -186% to +177%), highlighting 

the lack of predictive power from dose-relevant ultra-high concentrations based on 

viscosity data obtained for the high- concentration regime. Predictions based on the 

high-concentration regime viscosity measurements may not accurately account for 

the complex anisotropic interactions occurring at ultra-high mAb concentrations with 

increased molecular crowding, including the formation of clusters or transient 

networks.350,356
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Table 5.2 Interpolated/extrapolated viscosity values at 180 mg/mL.  

Coefficient of determination and goodness of fit (R2 parameter). *Predicted viscosity is >20,000 cP or has reached model failure (~0 cP). Percentage 

differences between viscosity predictions at 180 mg/mL from ultra-high-concentration versus high- concentration data were calculated with: 

 
𝒄𝑯𝑰𝑮𝑯−𝒄𝑴𝑰𝑫)
𝒄𝑯𝑰𝑮𝑯+𝑪𝑴𝑰𝑫

𝟐
 

 

∗ 𝟏𝟎𝟎. Viscosity predictions from the high-concentration data that exceeded predictions from the ultra-high-concentration data (negative 

% differences) are highlighted in red. 

 

Molecule 

Concentration 
range of 

experimental 
data 

N 
data 
point

s 

Exponential growth 3-parameter exponential Modified Ross-Minton Tomar 

 

Viscosity 
prediction 
(cP) at 180 

mg/mL 

% 
differenc

e in η 
between 
concentr

ation 
regimes 

R2 
Knee 

of 
curve 

Viscosity 
prediction 
(cP) at 180 

mg/mL 

% 
differenc

e in η 
between 
concentr

ation 
regimes 

R2 
Knee 

of 
curve 

Viscosity 
prediction 
(cP) at 180 

mg/mL 

% 
differenc

e in η 
between 
concentr

ation 
regimes 

R2 
Knee 

of 
curve 

Viscosity 
prediction 

(cP) at 
180 

mg/mL 

% 
differenc

e in η 
between 
concentr

ation 
regimes 

R2 
Knee 

of 
curve 

Averag
e knee 

WT 
<120 mg/mL 14 47.69 

52% 
0.975 177.09 41.23 

45% 
0.974 187.33 154.59 

-106% 
0.982 140.61 59.4 

53% 
0.977 187.33 173.09 

>120 mg/mL 32 81.24 0.91 153.66 65.29 0.905 160.83 47.63 0.865 172.46 102.5 0.892 160.83 161.95 

D17N 
(FWRL) 

<120 mg/mL 7 2,442.88 
-186% 

0.936 99.76 86.43 
-9% 

0.848 148.93 Too high* 
- 

0.991 97.38 139.72 
-10% 

0.866 148.93 123.75 

>120 mg/mL 21 90.89 0.815 152.19 79.34 0.767 152.49 94.22 0.826 146.32 126.74 0.733 152.49 150.87 

D70N 
(FWRL) 

<120 mg/mL 6 18.26 
124% 

0.998 262.53 16.8 
122% 

0.997 275.31 19.76 
119% 

0.999 239.56 20.97 
135% 

0.999 275.31 263.18 

>120 mg/mL 16 77.52 0.973 155.26 69.24 0.972 158.75 77.88 0.973 154.61 107.72 0.967 158.75 156.84 

K42E 
(FWRL) 

<120 mg/mL 7 4,228.50 
120% 

0.984 95.09 121.63 
31% 

0.862 135.82 Too high* 
- 

0.999 98.1 199.84 
38% 

0.887 135.82 116.21 

>120 mg/mL 13 17,023.12 0.978 147.88 166.9 0.496 125.94 Too high* 0.99 142.94 294.29 0.524 125.94 135.68 

V5Q 
(FWRH) 

<120 mg/mL 9 245.03 
-101% 

0.984 115.6 44.54 
57% 

0.974 136.72 Too high* 
- 

0.588 100.39 193.43 
-43% 

0.981 136.72 122.36 

>120 mg/mL 17 80.76 0.787 150.69 80.42 0.754 152.64 79.76 0.795 153.07 124.59 0.766 152.64 152.26 

W32Q 
(CDRH) 

<120 mg/mL 10 13.02 
132% 

0.551 334.17 19.62 
130% 

0.538 261.53 24.49 
96% 

0.638 230.96 24.67 
143% 

0.528 261.53 272.05 

>120 mg/mL 17 63.16 0.985 157.02 92.87 0.947 146.22 70.02 0.989 156.86 148.81 0.967 146.22 151.58 

D28N 
(CDRL) 

<120 mg/mL 11 89.38 
7% 

0.939 147.52 51.77 
59% 

0.927 174.33 Too high* 
- 

0.991 97.12 76.42 
67% 

0.937 174.33 148.33 

>120 mg/mL 15 95.98 0.997 144.75 94.77 0.997 145.33 76.21 0.982 154.06 153.64 0.996 145.33 147.37 

D56N 
(CDRL) 

<120 mg/mL 12 62.2 
154% 

0.835 163.47 24.08 
167% 

0.791 237.42 892.43 
-58% 

0.878 126.5 31.2 
177% 

0.807 237.42 191.20 

>120 mg/mL 15 481.55 0.813 84.48 263.87 0.802 114.26 491.72 0.824 80.58 503.71 0.787 114.26 98.40 

R53G 
(CDRL) 

<120 mg/mL 10 208.26 
-134% 

0.824 118.45 113.15 
82% 

0.819 138.39 Too high* 
- 

0.978 90.61 178.38 
93% 

0.823 138.39 121.46 

>120 mg/mL 13 41.26 0.916 165.11 269.73 0.84 110.8 79.43 0.93 154.62 486.36 0.857 110.8 135.33 
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5.6.2 Intrinsic viscosity, pair-wise interactions and hydrodynamic 

properties of the anti-IL-8 mAb mutant panel 

One method of assessing anti-IL-8 mAb contribution to solution viscosity, is to 

determine the intrinsic viscosity ([η]) (Appendix 4 Table 10.3). Apparent dynamic 

viscosity was calculated in the dilute concentration regime (0-50 mg/mL), and reduced 

viscosities (ηred) and Ln(ηrel)/c plotted against mAb concentration (Appendix 4 Figure 

10.1 and Figure 10.2). The intercept of each plot was reported as intrinsic viscosity, 

[η]H and [η]K, which were averaged to determine [η]avg. Most anti-IL-8 mAb mutants 

had similar [η]avg values- except for R53G- which had a higher intrinsic viscosity 

indicating an increased excluded volume effect.  

The Huggins coefficient (kH) quantifies solution viscosity increases arising from pair-

wise interactions. In polymer science, a solution with kH of ~ 0.7 is categorised as a 

good solvent where inter-polymer repulsions are strong. Lower kH values indicate 

decreased attractive forces and reduced solvation ability. The Kraemer coefficient (kK) 

has been used in conjunction with kH to quantify thermodynamically good solvents, 

which result in kk ~ -0.16.357 Interestingly, we observed a negative logarithmic 

relationship between both kH and kK and [η]avg (Figure 5.3). W32Q and R53G had the 

lowest kH and kK coefficients, suggesting weaker pair-wise interactions in dilute 

solutions.  

To account for any curvature in reduced viscosities over concentration plots, a second 

order polynomial fit was applied to the ηrel profiles of each anti-IL-8 mAb (Appendix 4 

Figure 10.4), with the assumed approximation that intrinsic viscosity ([η]v)= k1 in the 

equation 𝜂𝑟𝑒𝑙 =  1 + 𝑘1𝑐 + 𝑘2𝑐2.74 The [η]v values aligned with linear derived intrinsic 

viscosities([η]avg) (R2=0.73) (Appendix 4 Figure 10.5), but showed increased 

variation amongst the anti-IL-8 panel.  

The HYDROPRO tool358 was used to compute intrinsic viscosity ([η]HYD) and radius of 

gyration (Rg) estimations for anti-IL-8 mutants (Appendix 4 Table 10.3). These were 

computed at residue-levels in both shell and bead mode. Though no strong 

correlations were found with [η]HYD to experimental [η] (<0.7 R2) in either mode, the 

residue-shell mode better aligned to experimental intrinsic viscosity ([η]avg) (R2 = 0.56) 

than the residue-bead mode (R2 = 0.27) (Appendix 4 Table 10.6).  
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Figure 5.3 Negative correlation between average intrinsic viscosity and Huggins and 

Kraemer coefficients, but no correlation with anti-IL-8 mAb charge.  

Huggins (kH) (blue line) and Kraemer (kK) (black line) coefficients (y-axis) exhibited a 

negative logarithmic relationship to the average intrinsic viscosity ([η]avg) (a). No strong 

correlations were observed between [η]avg and charge parameters, zeta potential (ζ) (b) or 

mean isoelectric point (pI) (c). Vertical error bars represent standard errors of kH and kK, and 

standard deviations for ζ and pI. Horizontal error bars represent the standard error of [η]avg. 

Logarithmic equations shown for kH/kK over [η]avg plot.  

Intrinsic viscosity can also be derived from the Ross-Minton model (Table 5.1). Here, 

the Ross-Minton derived viscosities poorly correlated with [η]avg in both concentration 

regimes (Appendix 4 Figure 10.7). This demonstrates how the ultra-high-

concentration data, from which the Ross-Minton viscosity is derived, skew [η] to no 
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longer be representative of molecular size and molecular diffusivity in the ultra-dilute 

regime.   

Next, the linear correlations of hydrodynamic radius (rh) measurements derived from 

the linear intrinsic viscosity ([η]avg) and polynomial intrinsic viscosity ([η]v) to the DLS-

derived hydrodynamic radius (rhDLS) were compared (Figure 5.4). R53G, which had 

the highest rh from intrinsic viscosity, did not exhibit an increase in hydrodynamic size 

measured by DLS, resulting in poor correlation with intrinsic viscosity-derived rh 

(Figure 5.4a). Removal of the R53G molecule improved the correlation to R2= 0.559 

(Figure 5.4b), suggesting R53G is an outlier. However, the use of [η]v to derive rh 

(rh[η]v) resulted in no correlation to rhDLS (Figure 5.4c). This indicates potential 

inaccuracies in Z-ave DLS measurements at 1 mg/mL or misrepresentation of intrinsic 

viscosity from using the polynomial function on ηrel, where we are accounting for 

higher order interactions. Effective volume fraction (ϕ) was computed < 100 mg/mL 

from [η]avg according to Equation 5.6 (Figure 5.4d). R53G exhibited a significantly 

higher hydrodynamic volume across the whole concentration range. 
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Figure 5.4 Hydrodynamic diameter from intrinsic viscosity versus dynamic light 

scattering and effective volume fraction of anti-IL-8 molecules.  

a, DLS-derived rh values poorly correlated to rh values from either the rh derived from 

average intrinsic viscosity (rh[η]avg), b, with the R53G molecule removed, c, or from 

polynomial intrinsic viscosity (rh[η]v). Rh [η]avg was used to compute the theoretical effective 

volume fraction (ϕ) for each molecule up to 100 mg/mL(d) using Equation 5.6.  

Two methods were used to generate shape information for each anti-IL-8 molecule 

(Appendix 4 Figure 10.8). The HYDROPRO program was used in shell mode to 

predict the radius of gyration (Rg) and its ratio to rh (the shape ratio (ρ)) was computed 

for each molecule (Appendix 4 Figure 10.8a). The rh values from both intrinsic 

viscosity (linear ([η]avg) and polynomial ([η]v) and DLS were used. The shape ratio 

determined for each molecule was ~0.775, which was attributed to spherical, globular 

proteins.359–361 Interestingly, R53G showed the lowest ratios Rg/rh[η]avg and Rg/rh[η]v 

demonstrating a deviation in shape.362,363 Use of DLS rh values showed comparable 

ratios for all anti-IL-8 molecules.   
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Subsequently, shape coefficients (Ψ) and shape factors (v) were calculated from 

computed solvent-accessible surface areas (SASA) and protein volumes of IgG 

homology constructs of the anti-IL-8 panel (Appendix 4 Figure 10.8b). Since the 

same IgG1 scaffold was used with single amino acid substitutions for the anti-IL-8 

panel, SASA and protein volumes were comparable and therefore no distinguishable 

differences in shape factors were observed.  

The Generalised Stokes-Einstein equation (Equation 5.15) was used to compute the 

theoretical viscosities of all anti-IL-8 molecules (Figure 5.5). Extrapolation of dynamic 

light scattering Z-ave values and diffusion coefficients resulted in a lower predicted 

theoretical viscosity for D70N, K42E and D28N compared to the WT. Hydrophobic 

patch-disrupting mutant, W32Q, had the lowest theoretical viscosity (25.5 cP versus 

88.4 cP at 200 mg/mL for W32Q and WT, respectively), aligning to the lower 

experimental viscosity observed in the high-concentration regime (Figure 5.2a and 

Table 5.2). Positive patch-disrupting mutant, R53G had a large increase in theoretical 

viscosity compared to WT (222 cP, 200 mg/mL), which was also in agreement with 

experimental viscosities (Figure 5.2c, d and Table 5.2) as well as increased intrinsic 

viscosity (Appendix 4 Table 10.3). Overall, the generalised Stokes-Einstein equation 

consistently underestimated the experimental viscosities, not accounting for higher 

order interactions as the concentration increases.  
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Figure 5.5 Theoretical viscosities for anti-IL-8 molecules derived from Generalised 

Stokes Einstein equation.  

Negative patch disrupting mutants (blue), positive patch disrupting mutants (red) and 

hydrophobic patch disrupting mutants (green) are divided into location a, FWRL, b, FWRH, 

c, CDRH and d, CDRL.  

5.6.3 Computational viscosity predictions of the anti-IL-8 mAb 

mutant panel 

Numerous empirical viscosity prediction models from small datasets of proprietary 

development phase mAbs have been developed to-date. Li et al. studied the 

relationship of 18 different molecular descriptors on 11 Fv constructs to viscosity data 

of these mAbs at 150 mg/mL.161 The best regression model for viscosity prediction 



163 

 

was found to include isoelectric point and aggregation propensity predictions 

(Equation 5.1). A similar regression model on 14 IgG1 mAbs viscosity data at 180 

mg/mL was developed by Sharma et al., drawing a relationship between viscosity and 

Fv charge, charge symmetry and hydrophobic index (Equation 5.2).237 Finally, Tomar 

et al. found that pI correlated with parameter B in the logarithmic fitting of 16 

development phase mAb viscosity profiles at concentrations up to 180 mg/mL 

(Equation 5.4).238 Here, these approaches were used to derive viscosity prediction 

scores for an anti-IL-8 mAb panel (Figure 5.6). With all models, negative patch 

disrupting mutants were predicted to have lower viscosity compared to the wild-type, 

with ≤30 cP predicted for mutants (180 mg/mL) using the Sharma scores. Positive 

patch disrupting mutants were predicted to increase viscosity compared to wild-type 

IgG, with viscosities >30 cP with both Sharma and Tomar scores at 180 mg/mL. 

Hydrophobic patch disrupting mutants showed similar predicted viscosities to wild-

type as these models primarily use charge-based descriptors. With regards to model 

performance, the Li viscosity model significantly underestimates viscosities at 150 

mg/mL when comparing to all experimental model fits (Figure 5.6b). For viscosity 

predictions at 180 mg/mL, the true experimental viscosity appears to lie in between 

the Sharma and Tomar viscosity scores (Figure 5.6e), with Sharma scores 

underpredicting and Tomar scores overpredicting viscosities. Since inaccuracies from 

quantitative predictions from the Li, Sharma and Tomar scores were observed, 

qualitative prediction was assessed to identify if molecule rankings are correct 

(Appendix 4, Table 10.5). None of the predictions directly matched the experimental 

viscosity ranking of the anti-IL-8 panel.  
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Figure 5.6 Predicted viscosity (η) scores from three regression models. 

a, Li model (predicted η at 150 mg/mL) and c, Sharma and d, Tomar (both predicted η at 180 mg/mL) for anti-IL-8 mutants and wild-type (WT). 

Comparisons to experimental data at b, 150 mg/mL and e, 180 mg/mL with all model fits reported. Red dotted line represents an ‘acceptable’ 

viscosity threshold of 30 cP.  For predicted versus experimental viscosity data, the following thresholds were set: ≤20cP (green), 20cP≤≥30cP 

(amber) and ≥30cP (red). 
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A previous study examined a larger dataset (N=59), including approved ‘developable’ 

mAbs to better identify non-redundant in silico descriptors and experimental 

parameters, that result in improved developability characteristics (viscosity and 

opalescence).174 Clustering analysis showed distinct correlations between mAbs with 

favourable developability characteristics and kD, measured pI and the effective 

charge. They also assessed sequence-based molecular descriptors (hydrophobic 

index and charge symmetry), finding that such singular descriptors did not have the 

same discrimination level as the experimental parameters.   

In this chapter, the same parameters and thresholds were used to test these trends 

to viscosity, using both high and ultra-high concentration data (Figure 5.7a and b 

respectively). Here, low or high viscosity molecules at either concentration regime 

examined could not be distinguished with the use of either experimental parameters 

(kD, pI or zeta potential) or molecular descriptors.  

The structure-based ensemble charge (ens_charge) descriptor has previously been 

shown to correlate with viscosity; molecules with ens_charge values of ≥+2 C were 

correlated with reduced viscosity.242 Here, only positive patch disrupting mutants had 

an ens_charge of <+2 (Appendix 4, Table 10.1). At 120 mg/mL, these mutants had 

high viscosities (>30 cP), but three highly viscous molecules had ens_charge values 

>+2 (false positives) when examining the high concentration data (67% accuracy) 

(Appendix 4, Table 10.7), suggesting limitations in the use of this singular descriptor 

for predicting viscosity. Interpolations from ultra-high concentration data for viscosity 

at 120 mg/mL resulted in 55% accuracy, with both false negatives and false positives 

present. 
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Figure 5.7 Experimental parameters and sequence-based molecular descriptors, 

categorised according to Kingsbury et al.174 for anti-IL-8 IgGs, categorised by 

mutation strategy. 

Comparisons used viscosity data from two concentration regimes; across a, the high 

concentration (< 120 mg/mL) viscosity data and, b, ultra-high concentration (≥120 mg/mL) 

viscosity data. Ross-Minton model fitted experimental viscosities were used to grade each 

molecule from low viscosity to high viscosity (green to red) (Appendix 4 Table 10.6). 

Experimental parameters were the self-interaction parameter, kD, mean measured isoelectric 

point (pI) and mean zeta potential (ζ) at 5 mg/mL. Computed molecular descriptors were 

hydrophobic index (HI) and Fv charge symmetry (FvCSP), and ensemble charge. Red 

dotted lines represent thresholds determined from clustering analysis from original studies 

where correlations with viscosity were found. 
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5.6.4 Machine learning for viscosity prediction 

Interpretable learning models are a trending approach to predict the viscosity of 

biologics, incorporating expansive datasets of both computational and experimental 

biophysical descriptors on a diverse range of molecules. Lai et al. used classification 

models of 27 approved mAbs to generate a decision tree for categorising viscosity 

risk at 150 mg/mL based on computed net charge and the number of hydrophilic and 

hydrophobic residues in the Fv.151  In this chapter,  all molecules were classed with 

high viscosity risks (≥30 cP) using the same thresholds (Figure 5.8). This agrees with 

experimental viscosities of the anti-IL-8 mAb panel, which were >30cP with the three-

parameter exponential and Tomar model fits at 150 mg/mL, using the high 

concentration data (100% true negatives using either a 20 cP or 30 cP cut-off, 

Appendix 4 Table 10.8).  

 

Figure 5.8 Lai151 decision tree classed all anti-IL-8 mAb molecules to have high 

viscosity at 150 mg/mL. 

 Net charge of full IgG homology constructs and hydrophobic (A, F, I, L, M, P, V, W) and 

hydrophilic (S, T, N, Q, Y, K, R, H, D, E) residue counts in the Fv were obtained to generate 

the High Viscosity Index (HVI) with the equation (𝑵𝒉𝒚𝒑𝒉 − 𝑵𝒉𝒚𝒅)/𝑵_𝒓𝒆𝒔 ∗ 𝟏𝟎𝟎.269 Thresholds 

from original model development for low viscosity (<30cP at 150 mg/mL) were <34 C net 

charge and <17.3 HVI if the net charge >12 C.  

Recently, Makowski et al. developed an alternative decision tree for viscosity 

classification using three molecular properties from 79 proprietary and 94 clinical 
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stage mAbs.153 Structure-based isoelectric point (pI_3D), largest hydrophobic patch 

and number of negative patches from Fv homology models were strongly correlated 

features used for the classifier algorithm. In our study, we saw that only negative-

patch targeting mutants (DàN) reached the pI threshold of ≥6.3, classifying these 

molecules with low viscosity predictions (<20cP at >100 mg/mL) (Figure 5.9). 

Although all molecules had ‘acceptable’ values for the largest hydrophobic area and 

number of negative patches, WT, hydrophobic patch targeting and positive patch 

targeting molecules were classed to have high viscosity due to lower pI values. This 

classification had lower prediction accuracy to experimental compared to the Lai et 

al. triaging tool, with 56% true negatives and 44% false positives for the three-

parameter exponential and Tomar fitted viscosities (Appendix 4 Table 10.9).  

 

 

Figure 5.9 Negative patch targeting mutants predicted to have lower viscosity using 

the Makowski decision tree.153  

Fv homology constructs were used to derive isoelectric points (pI_3D), largest hydrophobic 

patch area (Å2) and number of negative patches. Cut-offs from original model development 

were pI_3D ≥6.3, largest hyd patch <261 Å2 and N_neg patches >5.8. Only DàN mutants 

passed the pI criteria.  

 

5.6.5 Predictive modelling of the anti-IL-8 molecule panel 

I next sought to develop and assess a simple regression model to predict the viscosity 

of the anti-IL-8 panel (Figure 5.10). Here, the ‘knee’ found for each model-fitted 

viscosity profile was averaged and assessed correlations with computational 

molecular descriptors (Appendix 4 Figure 10.9). Five of the highest correlating 

variables (Pearson correlation coefficient R>0.5) were used in partial least squared 

(PLS) regression, resulting in a final equation (Figure 5.10b) with an R2 value of 0.76 
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(Figure 5.10d). Model performance was tested with a set of four in-house molecules 

(Ab1-4), which saw a reduction in R2 to 0.31 (Figure 5.10e). The regression model 

underpredicted the viscosity knee values for the test molecules, which were 

significantly higher than the training anti-IL-8 panel, demonstrating the need for a 

case-by-case approach when predicting viscosity, particularly with small datasets.  
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Figure 5.10 Viscosity regression model from an anti-IL-8 mAb panel lacked predictive ability with in-house test molecules.  

a, Five molecular descriptor variables were selected for modelling to predict the averaged knee for each viscosity profile per molecule. The 

respective scatter plots with Pearson correlation coefficients (R) per variable are reported. b, The resulting equation  was generated through non-

linear iterative partial least square (NIPLS) regression with leave-one-out cross validation. c, Predicted viscosity knee values were lower for the 

more viscous anti-IL-8 molecules compared to the less viscous test molecules. d, The model predicted the anti-IL-8 viscosity knee values well 

(R2=0.76, RMSE=12.7, R=0.87) but, e, underpredicted for the test set (R2=0.31, RMSE=43.8, R=0.56).  
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5.7. Discussion 

Mitigating for high solution viscosity in high concentration mAb formulations, is a key 

goal of mAb drug development efforts, which can be achieved through sequence-

based229,232,233 and formulation strategies.266,364,365 The ability to predict sequences 

giving rise to elevated solution viscosity at high mAb formulation concentrations can 

aid the triaging and developability risk assessment of early-stage mAb candidates. 

In this chapter, I used structure- and sequence-based molecular descriptors, 

performing parallel assessment of findings from predictions with experimentally 

derived viscosity parameters across different concentration regimes. The goal was to 

compare differences in viscosity predictions from viscosity model fits, from 

hydrodynamic properties, as well as from empirical and machine-learning derived 

models for a panel of anti-IL-8 IgG molecules. These molecules were designed 

previously in chapter 2 with single-point mutations targeting computed electrostatic 

or hydrophobic surface patches, which had significant effects on viscosity.  

Interpretation of viscosity data dependent on concentration regime and model 

fit 

Volume-limiting routes of administration (i.e., subcutaneous), necessitate high (>100 

mg/mL) or ultra-high (>150 mg/mL) mAb concentrations to achieve therapeutically-

relevant doses. The mechanisms governing high solution viscosity of mAb 

formulations are not only molecule-dependent, with intrinsic differences in 

hydrodynamic size and anisotropic surface charges and hydrophobicity144,332,270,232, 

but also concentration-dependent. Contributions to viscosity present in infinitely dilute 

systems are typically characterised with light scattering techniques to derive the self-

interaction parameter, kD, or the second osmotic virial coefficient, B22. Pairwise and 

higher-order associations in more concentrated solutions with increased complexities 

of interactions, however, are not as simply defined and remain challenging to model.  

Here, viscosity profiles of an anti-IL-8 mutant panel in two concentration regimes (high 

and ultra-high) was evaluated (Figure 5.1 and Figure 5.2). Whilst two mutants (D70N 

and W32Q) showed reduction in viscosity relative to the wild-type (WT) molecule in 

the lower concentration regime, expanding the dataset to include ultra-high 

concentration measurements resulted in all mutants having higher viscosities relative 

to WT. Therefore, all anti-IL-8 molecules were categorised as ‘high risk’ in terms of 

their developability at dose-relevant concentrations.  
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This is the first study that directly compares multiple models to fit viscosity profiles 

and the impact of these on the interpretation of viscosity data. Four prominent models 

that are routinely used when examining viscosity curves were selected (Table 5.1). 

The growth exponential or modified Ross Minton equations were found to be optimum 

models with highest R2 values, but the lower concentration data could not be used to 

accurately predict viscosity at higher concentrations with increased complexities of 

higher order interactions (Table 5.2). Furthermore, the ‘knee’ of each curve was 

introduced to standardise where the viscosity starts to increase exponentially and aid 

model-to-model comparisons. The significant differences in modelled viscosities at 

the same concentrations emphasises the importance of examining full concentration-

viscosity profiles, and not interpolated or extrapolated results.  

Parameters derived from the modified Ross-Minton model fit, such as the k/v 

crowding factor and intrinsic viscosity ([η]RM) were also assessed. I observed 

increased molecular packing and attractive forces particularly in the ultra-high 

concentration regime, represented with lower k/v values (Appendix 4 Table 10.2). 

However, [η]RM did not align with experimental [η] values (Appendix 4 Figure 10.7), 

suggesting overfitting of high concentration viscosity data using the generalised 

reduced gradient algorithm, and highlighting the lack of translatability between 

concentration regimes (experimental [η] measured in 0-50 mg/mL range).  

Viscosity predictions and deeper mechanistic understanding from 

hydrodynamic parameters 

Traditionally, the hydrodynamic behaviour of proteins has been modelled from 

colloidal principles (charged hard-sphere models) and expanded with the integration 

of polymer science to account for shape anisotropy.67 In this chapter, I assessed the 

anti-IL-8 molecule panel with an extensive range of hydrodynamic parameters, such 

as intrinsic viscosity ([η]), the Huggins (kH) coefficient, shape descriptors and volume 

fraction. I aimed to identify correlations with high concentration viscosities and other 

biophysical parameters we previously examined. 

For most mutants, comparable [η] values were observed with WT molecule 

(Appendix 4 Table 10.3 and Figure 5.3), indicating comparable contributions from 

their respective hydrodynamic sizes, exemplified by computed volume fraction 

occupied(ϕ) (Figure 5.4). The positive-patch disrupting mutant, R53G, showed an 

increased [η] and inferred size, although this was not reflected in DLS measurements 
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at 1 mg/mL, reducing the correlation observed between hydrodynamic radius (rh) 

derived from [η] to rh derived from DLS (Figure 5.4a,b). Pair-wise interaction 

quantification from kH and kK values demonstrated comparable results for all 

molecules, except from W32Q and, interestingly, R53G, which both had lower inferred 

pair-wise contributions (Appendix 4 Table 10.3). These findings align with the 

viscosity profiles of W32Q (hydrophobic patch-disrupting mutant) in the lower 

concentration regime (Figure 5.2a), but contrast against the higher viscosity and 

increased [η] observed for R53G (Figure 5.2c,d). Furthermore, unlike other mutants, 

R53G ηred does not scale linearly with concentration (Appendix 4 Figure 10.1). I 

hypothesise that this mutant is clustering at concentrations from 1 mg/mL upwards, 

hence no detected differences in rhDLS. When interacting in small clusters, the short-

ranged attractive interactions apply only to the near neighbours of the molecules 

interacting in the cluster. However, long-range repulsive interactions are additive and 

apply in an isotropic range from the cluster.90,366 This could result in an effect where 

the cluster stabilises at a critical cluster number, as the attractive forces remain in 

play due to the reduced distance between the molecules but the combined repulsion 

repels any new entrants to the cluster. When measuring interactions based on bulk 

solution flow properties, the base unit being measured would be the cluster as the 

constituent proteins move as one entity within the flow. The cluster has a larger 

hydrodynamic radius than the underlying mAb leading to the observed increased 

intrinsic viscosity, however the clusters do not interact strongly with one another due 

resulting in the low observed kH. The base unit being measured in DLS is the protein, 

even when clustering is occurring, demonstrated by the more negative kD for R53G 

observed in the 1-30 mg/mL range, stemming from the reduced molecular diffusivity 

and increased self-association of the protein when entrained in a cluster. Conversely, 

W32Q had a less negative kD, aligning with reduced kH.  

It is worthwhile to note that the variability in both concentration and viscosity 

measurements results in large measurement errors for intrinsic viscosity. 

Furthermore, the derivation of intrinsic viscosity from linear regression of solutions 

exceeding the infinitely dilute regime and containing higher order interactions, results 

in the misrepresentation of pair-wise contributions. Previous work demonstrated 

minimum and maximum concentration limits for protein solutions, around 2-40 

mg/mL, observing a three-state power law model for log(η) versus log(c).74 To reduce 

the curvature of our data, we excluded the highest concentration data points for each 
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molecule in the ηred/c plots. Overall, this approach did not significantly reduce [η] error, 

and in most cases the linear fit was dependent on only three data points (Appendix 

4 Figure 10.3). I therefore chose to include the polynomial fitting of ηrel over 

concentration to derive [η]v, previously proposed by Yadav and coworkers332, but this 

similarly showed high error (Appendix 4 Figure 10.4).  

The correlations of multiple biophysical parameters to the hydrodynamic properties 

and viscosity of the anti-IL-8 molecule panel were examined (Appendix 4 Table 

10.3). According to the primary electroviscous effect, the higher the net charge of a 

molecule,  the greater the distortion of the electrical double-layer (EDL) surrounding 

the molecule, increasing drag force in solution and [η].367 Here, I saw no correlation 

in surface zeta potential (ζ) nor isoelectric point to [η] for the anti-IL-8 molecules 

(Figure 5.3). This lack of correlation has been observed previously74,332 and suggests 

that ζ measurements at 5 mg/mL (where different molecular weight species may be 

present) are not representative of the expected molecular surface charge at infinite 

dilution. The exponential constant, kexp, derived from ηrel/c exponential modelling, 

strongly correlated with kD, aligning to the use of kD in predicting viscosity in the low 

concentration regime.91,144,349 However, these correlations were reduced significantly 

when comparing to high concentration data, suggesting limits to predicting viscosity 

at dose-relevant concentrations. 

Beyond size, pair interactions and charge, the shape factor (Rg/rh) and computed 

shape coefficients were used to gauge morphological differences of the anti-IL-8 

molecule panel (Appendix 4 Figure 10.8). No strong correlations were observed 

between these shape parameters, and [η] or high concentration viscosity. Both 

methods derived molecular volume information from homology constructs, which did 

not account for environmental differences (buffer components, surface counterions) 

nor the effect of neighbouring molecules on molecular conformations.   

The limitations in scaling viscosity predictions from hydrodynamic and colloidal 

parameters in low concentration regimes to viscosities in the dose-relevant 

concentration regime was exemplified by assessing theoretical viscosities from the 

Generalised Stokes-Einstein (GSE) equation (Figure 5.5). These GSE-derived 

viscosities correlated with the lower concentration regime viscosity data (Figure 

5.2a,c). However, as these predictions are from extrapolations of the Z-ave and 
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diffusion coefficient data in the dilute range (1-30 mg/mL), these poorly correlated with 

high concentration viscosity data.  

Limited predictive power of viscosity models 

The development of models using sequence-based and structure-based molecular 

descriptors to predict and mitigate viscosity risks is an ever-growing field of research. 

I iterated through testing simple regression models developed from mAb molecular 

descriptors of small datasets. Li161 and Sharma237 models underpredicted the 

viscosities of the anti-IL-8 molecule panel, whilst the Tomar238 model was over-

predictive (Figure 5.6), suggesting overfitting.  

Furthermore, clustering according to the five descriptors identified by Kingsbury et 

al.174 did not show specific trends that would categorise viscosity risks for the anti-IL-

8 molecules at either the high or ultra-high concentration regime (Figure 5.7). 

Classification according to the ensemble charge parameter only had an accuracy of 

55-66% according to concentration regime used to interpolate/extrapolate viscosity 

values at 120 mg/mL (Appendix 4 Table 10.6 and Table 10.7).  

Generally, there is a consensus amongst these models that both electrostatic and 

hydrophobic parameters play a role in predicting viscosity, but the accuracy of these 

models rely heavily on the diversity and size of their datasets. Therefore, machine 

learning approaches are increasingly popular, with use of all potential molecular 

descriptors and larger datasets, which typically are limited to clinical-phase mAbs for 

data accessibility purposes. I tested two classification decision trees recently 

published153,269 to assess their predictive ability with the anti-IL-8  molecules, which 

have poor developability with high viscosity flags (all >20 cP at 150 mg/mL). Whilst 

the Lai decision tree151 (Figure 5.8), which introduced a ‘high viscosity index’ (HVI) 

showed accurate classification of all mutants as highly viscous, the Makowski 

decision tree153 (Figure 5.9) classed negative-patch disrupting mutants (i.e. DàN) 

with low viscosity determined from the predicted isoelectric point threshold. It is 

worthwhile noting that the prediction accuracy of classification models is dependent 

on which model used for fitting and interpolating concentration-dependent viscosities, 

the concentration range is examined, and cut-off points used to define viscosity risk 

thresholds. There is general consensus that a low viscosity threshold is 20-30 cP, but 

some studies have proposed as low as 15 cP.368 The confusion matrices to test Lai 

and Makowski decision trees (Appendix 4 Table 10.8 and Table 10.9) demonstrated 
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how the proportion of true positives/negatives versus false positive/negative results 

are significantly impacted between models, concentration and cut-off points used.  

Finally, I aimed to identify which computational parameters would accurately predict 

the knee of viscosity curves for the anti-IL-8 molecule panel. Significant correlations 

were seen with the TANGO score, number of hydrophilic residues, hydrophobic index, 

number of hydrophobic patches and number of positive patches, incorporating both 

electrostatic and hydrophobic profiling (Appendix 4 Figure 10.9). I developed a 

model from partial least-squared regression and leave-one-out cross validation 

(Figure 5.10). This regression model demonstrated 0.76 R2 accuracy (RMSE= 12.7, 

Pearson’s R = 0.87), proposing that key parameters can be defined for viscosity 

predictions in early phase screening on a per-project basis. The introduction of a test 

set of proprietary in-house molecules showed this model to be overfitted to the mutant 

panel, similarly to previously assessed regression models, highlighting how low-

information models with few parameters miss out on some factors affecting viscosity. 

Reduction of terms from step-wise regression resulted in a significant reduction in R2, 

suggesting a larger dataset is required with the incorporation of other scaffolds as 

well as mAb molecules with a range of viscosities to generate a robust predictive 

model.  

5.8. Conclusion 

Knowledge of the factors governing elevated mAb solution viscosity at high 

formulation concentrations is critical in developing new mAbs for self-administration. 

Early measurements of solution viscosity are hindered by significant material-

associated cost burdens. Therefore, a combination of predictive and experimental 

frameworks for solution viscosity prediction are required. 

In this chapter, I address the question of which predictive and viscosity fitting models 

are optimal for viscosity prediction, using an anti-IL-8 IgG panel. I saw that the 

selection of model to fit concentration-viscosity profiles plays a critical role in the 

interpretation of viscosity results and the use of interpolated or extrapolated results 

carries significant variability risk. I found the extrapolation of viscosity measurements 

in a high (≤120 mg/mL) concentration regime are not predictive of viscosities in the 

ultra-high (up to 260 mg/mL) concentration regime, suggesting different 

concentration-dependent mechanisms governing self-interaction, assembly, and 

aggregation. The use of hydrodynamic and colloidal parameters for elucidating 
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drivers of viscosity in low concentration regimes was highlighted, but these did not 

correlate to ultra-high concentration viscosities.  

Predictive regression models from small datasets, including the one developed in this 

work, tend to be overfitted and lack generalisability. I demonstrate the limitations of 

current machine learning models that use global parameters which are insensitive to 

residue-level differences which can impact viscosity. I propose that the future of 

viscosity predictive models relies on machine learning but with the incorporation of 

both amino acid sequences as well as structure based descriptors and/or dilute 

solution data to improve the probability of identifying sequence motifs governing 

molecular properties which give rise to viscosity. I also suggest the use of ‘non-

developable’ molecules in training and testing datasets to better calibrate biophysical 

risks in early-phase development.  
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6. General discussion, conclusions and future work 

The progression of a therapeutic mAb from early phase discovery through to clinical 

trials hinges on its developability profile, assessing conformational, colloidal and 

chemical stability, immunogenicity, biological activity, manufacturability and viscosity. 

The high viscosity of high concentration mAb formulations present a large problem 

with regards to issues of stability, filterability, filling and injectability in subcutaneous 

autoinjector devices. Mitigation strategies for high viscosity mAbs span from 

formulation development to molecular design with directed engineering to disrupt 

intermolecular interactions contributing to viscosity.  

This chapter summarises the key findings of this thesis, discussing 1) the 

developability of an anti-IL8 mAb mutant panel designed from in silico molecular 

descriptors, 2) the manufacturability of the anti-IL8 mutant panel  with regards to 

process observations and process-related impurity abundance, 3) the developability 

of an IgG3 anti-IL8 molecule against its IgG1 ortholog and 4) the limitations of 

viscosity model fitting, the concentration dependence of viscosity and the 

generalisability of viscosity predictive models. 

6.1. Thesis summary  

In Chapter 2, the rational design of 24 anti-IL8 IgG1 variants was performed with 

single-point mutations disrupting either hydrophobic, negative or positive surface 

patches mapped onto homology Fv constructs. Triaging of mutants was achieved by 

scoring in accordance with in silico molecular descriptors, previous correlated with 

viscosity. A systematic framework for comprehensive biophysical characterisation of 

mAbs was developed to assess charge, hydrophobicity, colloidal properties, and 

viscosity alongside computed molecular descriptors. Experimental observations 

using between the wild-type anti-IL-8 mAb and eight engineered mutant variants 

revealed that viscosity reduction is influenced by the location of hydrophobic 

interactions, supported by correlations between reduced hydrophobic interaction 

chromatography retention times to decreased viscosity and self-association 

propensity. Meanwhile, targeting positively charged patches significantly increased 

viscosity in comparison to wild-type anti-IL-8 mAb, as hypothesised from increasing 

the net negative charge. Interestingly the disruption of negative patches and increase 

in isoelectric point did not result in viscosity reduction. Moreover, poor correlations 

were seen between experimental high concentration viscosity of the mAb panel (up 
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to 120 mg/mL) and in silico physicochemical properties, demonstrating that no single 

computed descriptor can predict viscosity.  

In Chapter 3, the same engineered anti-IL-8 mAb panel was evaluated in the context 

of manufacturability. Here, the implications of single-point mutations on the upstream 

process and downstream process were evaluated. Reduced cell growth, viability and 

mAb expression was observed with increased proportional expression of free light 

chain for heavy chain mutants in either framework or complementarity determining 

regions. This was hypothesised to be from either reduced transfection efficiency, or 

from reduced conformational stability and misfolding. Furthermore, the reduced 

charge of mutants that targeted positive surface patches required a lower cation 

exchange buffer pH for separation of free light chain compared to negative or 

hydrophobic patch disrupting mutants. Gelation points derived from flux 

extrapolations in the tangential flow filtration processing step poorly correlated to 

viscosities of the anti-IL-8 mutant panel (up to 120 mg/mL). Moreover, inconsistencies 

between phase behaviour and colloidal parameters and viscosity were observed. 

Finally, in silico post-translational modification screening was capable of flagging 

potential liabilities to aid explanations of changes in biophysical behaviour of mAbs.  

Chapter 4 describes the application of the same biophysical characterisation 

framework developed in chapter 2 on an anti-IL-8 IgG3 molecule to give a first time 

insight into the developability of this unique subclass compared with an IgG1 ortholog.  

Overall, IgG3 presented with reduced conformational and colloidal stability, aligning 

with increased viscosity compared with IgG1. Since IgG3 had reduced net 

hydrophobicity, the increase self-association could not be attributed to increased 

hydrophobic interactions. Instead, increased hydrodynamic size (increased excluded 

volume) as well as anisotropic electrostatic attractions from predicted surface charge 

heterogeneity were postulated to increase self-association propensity. The latter 

however was not reflected by changes in measured effective surface charge. 

Moreover, conformational flexibility from the extended hinge region invoking different 

conformational forms of IgG3 was indicated by 1) intrinsic fluorescence scattering 

fluctuations, 2) increased peak hydrophobic interaction chromatography peak width, 

and 3) a hypothesised masked red shift in affinity chromatography self-interaction 

nano-spectroscopy.  



180 

 

Viscosity profiles of the anti-IL8 mutant panel in the ultra-high concentration regime 

(> 150 mg/mL) were evaluated in chapter 5. Whilst mutants with net reduced 

hydrophobicity showed the reduction in viscosity in the high concentration regime 

assessed in chapter 2, no mutants had enhanced viscosity in the ultra-high 

concentration, dose-relevant regime. As well as concentration dependence, the 

choice of viscosity fit equation had a large impact on viscosity values, cautioning 

against use of interpolated or extrapolated viscosity profile data where possible. This 

chapter also explored the use of hydrodynamic parameters which were briefly 

introduced in the assessment of IgG3 in chapter 4. Low concentration parameters 

such as intrinsic viscosity, volume fraction, theoretical Stokes-Einstein viscosities and 

shape factor showed some correlations to self-association propensity but limited 

predictive power of viscosity, particularly in ultra-high concentrations where higher 

order interactions and clustering effects prevail.  

6.2. Future work 

Increasing the dataset size and diversity 

This thesis described the developability screening of ten molecules; an anti-IL-8 IgG1 

wild-type, from which eight single-point Fv-mutant molecules were engineered as well 

as the developability of an Fv-matched IgG3 molecule. One of the evident limitations 

to the assessment of correlations and predictive power of in silico molecular 

descriptors to high concentration viscosity is the small dataset size and lack of domain 

diversity. All anti-IL-8 molecules showed suboptimal developability baselines and it 

would be prudent to include more developable mAbs into this dataset to increase 

confidence in trends. Investigation of whether reducing hydrophobicity similarly 

affects the viscosity of mAbs with alternative scaffolds (different CDRs/epitope 

targets/subclasses) would provide more information on the applicability of learnings 

from the anti-IL-8 model and the necessity for case-by-case evaluation of mAb 

viscosity. Moreover, sequence engineering to improve the developability of the IgG3 

molecule could promote further research on its therapeutic potential. 

Combining mutations for enhanced viscosity profiles 

A key objective of this thesis was to design single-point mutations to enhance the 

viscosity profiles of an anti-IL-8 mAb model. Whilst mutants with significant reductions 

in hydrophobicity (D70N and W32Q) showed reduced viscosity at high 

concentrations, none of the mutants had improved viscosity in the ultra-high 
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concentration regime (>150 mg/mL) which is more dose relevant. D70N could be 

used as a scaffold for a future mutation round to combine mutations and explore 

additive effects that have previously been reported.227,233,235  

Decoupling interaction types and domain contributions 

Understanding what type of interactions govern viscosity disruption was another 

objective of this thesis. It is clear from the literature that there is no consensus on the 

importance of hydrophobic versus electrostatic potential in dictating self-association 

nor viscosity. Therefore, the three strategies of disrupting either hydrophobic, 

negative or positive patches were explored. The reduced hydrophobicity aligning to 

decreased high-concentration viscosity in the case of the anti-IL8 IgG1 model with no 

viscosity improvements from mutants with increased net charge indicated 

hydrophobic interactions play the predominant role in governing viscosity. This aligns 

with some literature231,232,369,235 but is contrary to other studies where electrostatic 

disruptions are more influential223,178,229,233,98. Confirmation of hydrophobicity-driven 

self-association could also be achieved by assessing if there are any decreases in 

viscosity with the addition of salt into the formulation buffer which would disrupt 

electrostatic interactions.235 

Additionally, a deeper understanding of domain contributions could be achieved by 

individual preparation of scFvs and Fab fragments of the anti-IL8 mutant panel to 

identify the presence of Fab-Fab clustering.227,229,235  

The elevated viscosity of IgG3 in chapter 4, indicates the significant role of the 

increased surface potential from the Fc region on self-association. Some studies have 

shown reduction in viscosity independent of any Fc contributions,235 whilst others 

have reasoned that Fab-Fc interactions are pivotal in self-association.370,371,236  

Therefore, the design Fc mutations, such as half-life extending combinations (e.g. 

YTE), could be explored. These could offer reduced potential impact on affinity 

compared with Fv variants but necessitate bioassays to assess if effector functions 

are impacted.  

Alternative rational design of mutants; molecular dynamics and machine-

learning directed mutagenesis 

A caveat to the computational pipeline for the generation of molecular descriptors is 

the reliance on single homology models with no dynamic conformational sampling. 

Assumed structures carry the risks mispositioning of side-chains affecting the solvent 
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exposure and surface patch contributions. Furthermore, fragment and aggregate 

species as well as formulation components are not modelled in this thesis due to 

computational expense. The emergence of molecular dynamics and coarse-grained 

modelling for understanding mAb interactions, ligand docking and solubility 

screening, is an alternate method for mutant design.345,66,146,369 Therefore, in a similar 

manner to Tilegenova et al.232 a molecular dynamics simulation was set up (Appendix 

1 section 7.3) to assess the contact number of residues to free solvated arginine. 

Those residues with significant (>2 standard deviations) contact numbers to arginine 

are listed in Table 6.1. Unlike Tilegenova and coworkers, no residues with aromatic 

rings or charged residues were flagged from this simulation, suggesting interactions 

are distance based/dipole-like with the anti-IL8 IgG1 scaffold. 

Table 6.1 Alternative residues to mutate proposed from molecular dynamics of anti-

IL8 IgG1 wild-type.  

Polar aliphatic residues are in purple and non-polar aliphatic residues are in green. 

Residue of anti-IL8 IgG1 

S14 (VL FWR) 

V15 (VL FWR) 

G15 (VL FWR) 

L54 (CDRL2) 

Q3 (VH FWR) 

Finally future directed mutagenesis could be guided by predictive machine learning 

(ML) tools such as those mentioned in chapter 5 but an increased dataset size and 

diversity is required.151,153 Currently, there is a lack of accessible data sets on early-

phase pre-clinical mAbs with disclosure limitations for in-house proprietary assets, 

restricting the development of ML tools that have generalisability to molecules with 

suboptimal developability profiles, such as the anti-IL8 model used in this thesis.  

6.3. Conclusion 

This thesis presents the impact of single-point mutations and subclass on the 

developability of an anti-IL8 IgG1 model, focussing on enhancing viscosity profiles. A 

computational and experimental biophysical screening framework was developed to 

assess of viscosity alterations from surface-patch targeting Fv mutants and provide a 

first time insight into the developability of Fv-matched IgG3 molecule. This thesis 

contributes to the expanding research into directed mutagenesis to improve the 

viscosity of high concentration mAb formulations, reducing manufacturability risks 

and injectability risks in self-administered subcutaneous devices. 
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7. Appendix 1 

7.1. Computational design of anti-IL8 mutants 

Patch analysis of candidate mutants 

Table 7.1 Top-scoring residues contributing to hydrophobic (res_hyd), positive 

(res_pos) and negative (res_neg) patches.  

Residues close to interactions with the GroBeta ligand are marked with an asterisk.  

res_hyd score (Å2) Residue Position Mutant variant 

61.4 F83 Framework L F83Q 

57.1 Y55* CDRH2 Y55L 

46.9 L110 Framework H L110Q 

44.7 F57* CDRH2 F57L 

40 Y99 CDRH3 Y99L 

33 V11 Framework H V11Q 

32.9 V5 Framework H V5Q 

28 W32 CDRH2 W32Q 

res_pos score (Å2) Residue Position Mutant variant 

52.9 R53 CRDL2 R53G 

44.6 K42 Framework L K42E 

41.8 K23 Framework H K23E 

35.3 K63 CDRH2 K63E 

31.8 R18 Framework L R18G 

31.3 K13 Framework H K13E 

26.3 R85 Framework H R85G 

24.8 R70 Framework H R70G 

res_neg score (Å2) Residue Position Mutant variant 

70.5 E30A* CDRL1 E30AQ 

38.9 D56 CDRL2 D56N 
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27.1 Q27 CDRL1 Q27N  

24.2 D70 Framework L D70N 

23.6 D28 CDRL1 D28N 

20.3 E10 Framework H E10Q 

20.3 E87 Framework H E97Q 

18.1 D17 Framework L D17N 
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Patch numbers and corresponding surface area for anti-IL-8 WT and the generated mutants 

Table 7.2 Patch numbers and corresponding area coverage for candidate mutant Fv homology constructs.  

Ordered by mutation location, colour coded by mutation strategy; hydrophobic (green), positive (red) or negative (blue) patch targeting. 

 

Mutatio
n 

positio
n 

Molecul
e 

patch_ 
hyd (Å2) 

patch_ 
hyd_n 

patch_h
yd % 

patch_ 
ion (Å2) 

patch_ 
ion_n 

patch_ 
pos (Å2) 

patch_ 
pos_n 

patch_p
os% 

patch_ 
neg (Å2) 

patch_ 
neg_n 

patch_n
eg% 

patch_ 
cdr_po
s (Å2) 

patch_ 
cdr_po

s_n 

patch_ 
cdr_ne
g (Å2) 

patch_ 
cdr_ne

g_n 

patch_ 
cdr_hy
d (Å2) 

patch_ 
cdr_hy

d_n 

Res_AS
A (Å2) 

BSA_ 
LC_HC 

- WT 680 9 38% 1100 23 690 14 39% 410 9 23% 380 6 280 5 280 2 10078.9 681.10 

FWR L D17N 620 8 34% 1190 23 760 14 42% 430 9 24% 380 6 300 5 260 2 10109.3 681.19 

FWR L D70N 660 9 38% 1071 22 690 14 40% 380 8 22% 380 6 250 4 260 2 10051.4 681.19 

FWR L F83Q 540 8 31% 1190 24 740 14 43% 450 10 26% 430 6 290 5 260 2 10080.5 681.19 

FWR L R18G 660 9 38% 1080 22 660 13 38% 420 9 24% 380 6 290 5 260 2 10036.4 681.19 

FWR L K42E 640 8 38% 1060 22 640 13 38% 420 9 25% 380 6 290 5 260 2 10016 683.39 

FWR H V5Q 620 8 35% 1170 24 700 14 39% 470 10 26% 380 6 290 5 260 2 10060.9 680.64 

FWR H E10Q 660 9 37% 1140 23 740 15 41% 400 8 22% 380 6 300 5 260 2 10069.2 681.19 

FWR H E87Q 660 9 37% 1130 22 740 14 41% 390 8 22% 380 6 290 5 260 2 10075.7 681.19 

FWR H L110Q 590 8 35% 1110 23 690 14 41% 420 9 25% 380 6 290 5 260 2 10058.1 681.14 

FWR H V11Q 620 8 36% 1120 23 690 14 40% 430 9 25% 380 6 300 5 260 2 10073.1 681.19 

FWR H R85G 660 9 38% 1070 21 650 13 38% 420 8 24% 380 6 290 5 260 2 10086.4 681.19 

FWR H R70G 630 8 37% 1080 22 650 13 38% 430 9 25% 340 5 290 5 260 2 10136.5 681.19 
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FWR H K23E 620 8 35% 1140 23 640 13 36% 500 10 28% 380 6 290 5 260 2 10090 681.19 

FWR H K13E 660 9 36% 1160 22 660 13 36% 500 9 27% 380 6 290 5 260 2 10096.7 681.19 

CRDL2 R53G 710 9 41% 1030 22 630 13 36% 400 9 23% 320 5 270 5 310 2 10057.6 661.34 

CDRL2 D56N 640 8 36% 1120 22 740 14 42% 380 8 22% 350 5 250 4 270 2 10032.1 702.68 

CDRL1 D28N 700 9 40% 1040 24 690 14 40% 350 10 20% 380 6 220 6 300 2 10050.4 681.19 

CDRL1 E30aQ 700 9 39% 1090 24 690 14 39% 400 10 22% 380 6 270 6 300 2 10038.9 684.97 

CDRL1 Q27N 660 9 36% 1170 22 680 14 37% 490 8 27% 370 6 360 4 260 2 10055.5 681.19 

CDRH3 W105Q 630 8 35% 1170 24 720 14 40% 450 10 25% 340 5 320 6 260 2 10096.4 682.89 

CDRH3 Y99L 670 9 37% 1130 23 700 14 39% 430 9 24% 390 6 300 5 270 2 10072.1 661.51 

CDRH3 
W102b

Q 
670 9 38% 1110 24 680 14 38% 430 10 24% 370 6 300 6 270 2 10064.5 608.28 

CDRH2 W32Q 610 11 35% 1120 23 700 14 40% 420 9 24% 390 6 290 5 180 3 9997.4 688.06 

CDRH2 F57L 660 9 38% 1090 23 670 14 38% 420 9 24% 360 6 290 5 260 2 9999.2 697.78 

CDRH2 Y55L 660 9 38% 1060 22 640 13 37% 420 9 23% 330 5 290 5 260 2 10036.7 678.32 

CDRH2 K63E 660 9 36% 1160 23 640 13 35% 520 10 28% 340 5 390 6 260 2 10105.9 684.52 
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Physicochemical molecular descriptors 

Table 7.3 Physicochemical descriptors computed for WT and mutant homology 

models that have been used in previous studies to predict viscosity.  

Name Description Correlation to 
viscosity 

patch_hyd  Summed area of hydrophobic patches (Å2).372  Increased accessible 
hydrophobic patches 
correlated to increased 
viscosity.230,235  

patch_hyd_n Summed number of hydrophobic patches.372 

asa_hyd Å2  Solvent-accessible surface area of hydrophobic 
atoms of a protein (Å2).372  

Res_hyd The summed hydrophobic contribution from 
each residue to hydrophobic patch area in Å2. 
This was calculated through the Protein 
Properties tool in MOE 2020 and manually 
summed subsequently. The target pH was set to 
6, temperature set to 300K and salt 
concentration to 0.1M.372  

patch_pos Å2 Summed area of positive patches (Å2).372  Prevalence of positively 
charged residues in Fab 
correlated with increased 
viscosity.229,231  

patch_pos_n Summed number of positive patches.    

patch_neg Å2 Summed area of negative patches (Å2).372  Increased net negative 
charge correlated with 
increased viscosity.233 

patch_neg_n Summed number of negative patches.372  

patch_ion Summed area of ionic (positive and negative) 
patches (Å2).372  

Electrostatically driven 
attractions contributing to 
viscosity have been 
primarily attributed to 
CDRs.147,223 

patch_ion_n Summed number of charged (positive and 
negative) patches.372 

patch_cdr_hyd Summed area of hydrophobic patches near the 
CDRs (Å2).372  

Hydrophobicity in CDRs 
correlated with increased 
aggregation 
propensity.241 

patch_cdr_hyd_n Summed number of hydrophobic patches near 
the CDRs.372  

patch_cdr_pos Summed area of positive patches near the 
CDRs (Å2). 372  

Increased positive 
patches in CDRs 
correlated with reduced 
developability.241 

patch_cdr_pos_n Summed number of positive patches near the 
CDRs. 372  

patch_cdr_neg Summed area of negative patches near the 
CDRs (Å2).372  

Increased negative 
patches in CDRs 
correlated with reduced 
developability.241 

patch_cdr_neg_n Summed number of negative patches near the 
CDRs.372  

Hydrophobic Imbalance A vector that describes the displacement of the 
superficial geometric centre of the protein when 
the respective ASA values of each amino acid is 
considered.373 This was calculated through the 
descriptors function in the BioMOE module in 
MOE 2020. Default parameters were used with 
no sampling. This was calculated off the Fv 
model at default values of pH 7.4, temperature 
of 300K and a salt concentration of 0.1M.374  

Increased hydrophobic 
anisotropy correlated with 
poor solution 
behaviour.243 

Fv_chml The Fv heavy chain (VH) charge – Fv light chain 
(VL) charge. This was calculated through the 
descriptors function in the BioMOE module in 
MOE 2020. Default parameters were used with 
no sampling. This was calculated from the Fv 
model at default values of pH 7.4, temperature 
of 300K and a salt concentration of 0.1M.374 

<4 or >4 Fv_chml values 
correlated with increased 
viscosity.242 

Pro_Fv_net_charge The protein net charge on Fv only. This was 
calculated through the descriptors function in the 
BioMOE module in MOE 2020. Default 

Net negative/ decreased 
charge correlated with 
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parameters were used with no sampling. This 
was calculated off the Fv model at default values 
of pH 7.4, temperature of 300K and a salt 
concentration of 0.1M.374 

increased 
viscosity.161,237,233 

Pro_net_charge The protein net charge. This was calculated 
through the descriptors function in the BioMOE 
module in MOE 2020. Default parameters were 
used with no sampling. This was calculated off 
the Fv model at default values of pH 7.4, 
temperature of 300K and a salt concentration of 
0.1M.374  

Net_charge The formal protein net charge at a given pH. This 
was calculated through the Protein Properties 
tool in MOE 2020. The target pH was set to 6, 
temperature set to 300K and salt concentration 
to 0.1M.372  

Dipole_moment Dipole calculated across the protein from 
uneven distribution of charges.  This was 
calculated through the Protein Properties tool in 
MOE 2020. The target pH was set to 6, 
temperature set to 300K and salt concentration 
to 0.1M.372  

Increased dipole moment 
correlated with increased 
viscosity.178,223,226,249 

Hyd_moment Hydrophobicity moment where each residue 
side chain hydrophobicity is calculated from the 
Kyte-Doolittle scale across the length of the 
protein.375 This was calculated through the 
Protein Properties tool in MOE 2020. The target 
pH was set to 6, temperature set to 300K and 
salt concentration to 0.1M.372  

Increased hydrophobic 
moment correlated with 
increased viscosity.161 

Pro_hyd_moment Hydrophobicity moment where each residue 
side chain hydrophobicity is calculated from the 
Kyte-Doolittle scale across the length of the 
protein.375 This was calculated through the 
descriptors function in the BioMOE module in 
MOE 2020. Default parameters were used with 
no sampling. This was calculated off the Fv 
model at default values of pH 7.4, temperature 
of 300K and a salt concentration of 0.1M.374  

Hydrophobicity Index  The summation of hydrophobic residues’ 
Eisenberg scores over the summation of 
hydrophilic residues’ Eisenberg scores. Sharma 
et al. correlated Lower Eisenberg scores with 
lower viscosity.237  

Increased hydrophobic 
index correlated with 
increased viscosity.237 

Zeta Zeta potential is the electrical potential observed 
at the slipping plane.376  This was calculated 
through the Protein Properties tool in MOE 2020. 
The target pH was set to 6, temperature set to 
300K and salt concentration to 0.1M.372 

Negative zeta potential 
correlated with increased 
viscosity.161 

pI_seq The isoelectric point of a protein calculated from 
amino acid composition.377 This was calculated 
through the Protein Properties tool in MOE 2020. 
The target pH was set to 6, temperature set to 
300K and salt concentration to 0.1M.372  

Higher predicted pI_seq // 
further distanced from 
solution pH correlated 
with increased 
viscosity.242 

BSA_LC_HC The buried surface area (BSA) between the 
heavy and light chains in Å2. This was calculated 
through the descriptors function in the BioMOE 
module in MOE 2020. Default parameters were 
used with no sampling. This was calculated off 
This was calculated off the Fv model at default 
values of pH 7.4, temperature of 300K and a salt 
concentration of 0.1M.374 

Decreased BSA between 
heavy and light chain 
correlated with decreased 
conformational 
stability.243 
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Ens_charge The ensemble average charge of the full 
molecule. This was calculated through the 
Protein Properties tool in MOE 2020. The target 
pH was set to 6, temperature set to 300K and 
salt concentration to 0.1M.372  

An ens_charge of <+2 
correlated with increased 
viscosity.242 

pI_3D The isoelectric point of the molecule calculated 
through a modified version of Sillero’s model. 
The PROPKA algorithm is used. This was 
calculated through the Protein Properties tool in 
MOE 2020. The target pH was set to 6, 
temperature set to 300K and salt concentration 
to 0.1M.372  

Strongly correlated with 
viscosity of Tomar 
dataset.238 

Fv charge symmetry 
(FvSCP) 

Charge symmetry of the Fv was calculated with 
charge of the light chain multiplied by the net 
charge of the heavy chain.237  

Decreased symmetry 
correlated with increased 
viscosity.237  

Res_ASA The summed contribution from each residue to 
the accessible surface area in Å2. This was 
calculated through the Protein Properties tool in 
MOE 2020 and manually summed 
subsequently. The target pH was set to 6, 
temperature set to 300K and salt concentration 
to 0.1M.372  

Increased surface 
exposure correlated with 
increased viscosity.235 

Dipole moment/hyd 
moment ratio (RM) 

The ratio of Fv dipole moment over the Fv 
hydrophobic moment to describe the balance of 
polar versus nonpolar distributions per molecule. 
This was previously identified as an intrinsic non-
redundant descriptor for a dataset of commercial 
mAbs.243 

Ahmed et al. found RM 
~1.1 for ‘developable’ 
marketed mAbs.243 

Ionic/hydrophobic patch 
area ratio (RP) 

The ratio of Fv ionic patch area to hydrophobic 
patch area. This was previously identified as an 
intrinsic non-redundant descriptor for a dataset 
of commercial mAbs. 243 

Ahmed et al. found RP 
~1.8 for ‘developable’ 
marketed mAbs.243 
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Physicochemical descriptor results of mutant variants. 

Table 7.4 Charge-based physicochemical descriptors computed for each anti-IL-8 mutant Fv homology construct.  

Ordered by mutation location, colour coded by mutation strategy; hydrophobic (green), positive (red) or negative (blue) patch targeting. 

 

Position of 
mutation 

Molecule Fv_chml 
pro_Fv_ne
t_charge 

pro_net_c
harge 

net_ 
charge 

dipole_mo
ment 

Predicted 
zeta at 
Deybe 
length 
(mV) 

pI_seq 
ens_ 

charge 
pI_3D 

VL net 
charge 

VH net 
charge 

Fv charge 
symmetry 

Deep SCM 

- WT 3 3.0 -0.41 0.05 554.21 0.19 6.42 2.01 6.23 -1.23 3.93 -4.83 1197.42 

FWR L D17N 2 4.0 0.17 0.62 578.20 1.79 6.68 3.30 7.61 -0.32 3.93 -1.26 1164.43 

FWR L D70N 2 4.0 0.17 0.63 466.75 1.58 6.68 2.90 7.61 -0.32 3.93 -1.26 1136.54 

FWR L F83Q 3 3.0 -0.40 0.05 554.97 0.19 6.42 2.10 6.23 -1.23 3.93 -4.83 1203.71 

FWR L R18G 4 2.0 -1.29 -0.84 602.97 -2.18 6.07 1.31 4.92 -2.18 3.91 -8.52 1224.63 

FWR L K42E 5 1.0 -2.27 -1.81 482.48 -4.14 5.62 0.07 4.56 -3.16 3.93 -12.42 1253.89 

FWR H V5Q 3 3.0 -0.41 0.05 561.51 0.19 6.42 2.25 6.23 -1.23 3.83 -4.71 1194.19 

FWR H E10Q 4 4.0 0.17 0.62 614.54 1.64 6.68 3.00 7.61 -1.23 4.83 -5.94 1162.09 

FWR H E87Q 4 4.0 0.17 0.63 528.25 1.54 6.68 3.25 7.61 -1.23 4.88 -6.00 1178.73 

FWR H L110Q 3 3.0 -0.41 0.05 555.58 0.19 6.42 1.96 6.23 -1.23 3.91 -4.81 1197.28 

FWR H V11Q 3 3.0 -0.41 0.05 557.56 0.19 6.42 2.10 6.23 -1.23 3.92 -4.82 1206.02 

FWR H R85G 2 2.0 -1.30 -0.84 587.77 -1.98 6.07 0.98 4.92 -1.23 2.93 -3.60 1217.96 
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FWR H R70G 2 2.0 -1.29 -0.83 565.14 -1.99 6.07 0.94 4.94 -1.23 2.93 -3.60 1261.49 

FWR H K23E 1 1.0 -2.21 -1.72 390.65 -4.03 5.62 0.11 4.68 -1.23 0.95 -1.17 1317.79 

FWR H K13E 1 1.0 -2.21 -1.73 578.86 -4.40 5.62 0.25 4.64 -1.23 0.94 -1.16 1290.93 

CRDL2 R53G 4 2.0 -1.29 -0.83 576.62 -1.96 6.07 1.01 4.93 -2.18 3.93 -8.57 1256.43 

CDRL2 D56N 2 4.0 0.17 0.63 598.31 1.51 6.68 3.00 7.61 -0.32 3.82 -1.22 1136.34 

CDRL1 D28N 2 4.0 0.16 0.62 484.86 1.46 6.68 2.88 7.58 -0.34 3.93 -1.34 1062.51 

CDRL1 E30aQ 2 4.0 0.00 0.71 511.01 1.67 6.68 2.96 7.40 -0.35 3.93 -1.38 1104.96 

CDRL1 Q27N 3 3.0 -0.47 0.05 557.86 0.20 6.42 2.11 6.23 -1.23 3.93 -4.83 1194.81 

CDRH3 W105Q 3 3.0 -0.41 0.06 547.28 0.21 6.42 2.62 6.25 -1.23 3.94 -4.85 1188.64 

CDRH3 Y99L 3 3.0 -0.40 0.05 551.36 0.19 6.42 1.92 6.23 -1.23 3.9 -4.80 1189.43 

CDRH3 W102bQ 3 3.0 -0.41 0.06 552.14 0.20 6.42 2.17 6.24 -1.33 3.87 -5.15 1190.74 

CDRH2 W32Q 3 3.0 -0.41 0.05 566.44 0.21 6.42 2.38 6.24 -1.22 3.92 -4.78 1213.87 

CDRH2 F57L 3 3.0 -0.45 0.05 555.44 0.19 6.42 2.07 6.21 -1.23 3.93 -4.83 1199.18 

CDRH2 Y55L 3 3.0 -0.41 0.05 555.09 0.19 6.42 2.11 6.23 -1.23 3.93 -4.83 1200.79 

CDRH2 K63E 1 1.0 -2.19 -1.71 655.50 -4.03 5.62 0.13 4.65 -1.23 0.94 -1.16 1279.49 
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Table 7.5 Hydrophobicity-based physicochemical molecular descriptors and TANGO aggregation propensity scores of anti-IL-8 mutant 

variants. Dipole and ionic to hydrophobicity ratios are also reported. 

Ordered by mutation location, colour coded by mutation strategy; hydrophobic (green), positive (red) or negative (blue) patch targeting. 

 

Position 
of 

mutation 
Molecule 

Hydropho
bic 

imbalance 

hyd_mom
ent 

pro_hyd_
moment 

Hydropho
bic index 

Normalise
d 

hydropho
bicity 

score (%) 

ASA_hyd 
Å2 

Res-Hyd 
Å2 

Dipole 
moment/h
yd patch 

area 

Ionic/hydr
ophobic 

patch area 
ratio 

TANGO 
Aggregati

on 
propensity 

- WT 1.08 396.57 396.57 1.094 5.14 5647.53 518.50 1.07 1.62 1603.94 

FWR L D17N 1.14 395.70 395.70 1.096 4.91 5581.12 496 1.20 1.92 1590.12 

FWR L D70N 1.09 397.58 397.58 1.096 4.96 5648.77 498.3 0.95 1.62 1627.07 

FWR L F83Q 1.22 334.44 334.44 1.065 4.05 5575.46 408.2 1.39 2.20 1577.65 

FWR L R18G 1.03 432.39 432.39 1.140 4.96 5639.26 498.1 1.23 1.64 1589.75 

FWR L K42E 1.13 400.56 400.56 1.105 5.06 5574.70 507.3 0.96 1.66 1602.38 

FWR H V5Q 0.80 325.88 325.88 1.067 4.96 5599.16 498.8 1.15 1.89 1603.94 

FWR H E10Q 1.08 396.95 396.95 1.092 4.96 5662.86 499.1 1.25 1.73 1602.71 

FWR H E87Q 1.09 396.28 396.28 1.092 4.94 5664.91 498 1.08 1.71 1632.24 

FWR H L110Q 1.03 355.72 355.72 1.067 4.22 5604.93 424.2 1.32 1.88 1530.25 

FWR H V11Q 1.08 378.72 378.72 1.067 4.95 5598.55 498.6 1.14 1.81 1603.94 

FWR H R85G 1.07 394.59 394.59 1.140 4.94 5647.25 498.4 1.20 1.62 1603.62 
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FWR H R70G 1.12 401.40 401.40 1.140 4.92 5666.67 498.8 1.15 1.71 1603.94 

FWR H K23E 1.08 399.60 399.60 1.105 4.95 5557.77 499.4 0.80 1.84 1624.98 

FWR H K13E 1.08 396.35 396.35 1.105 4.94 5627.99 499.1 1.16 1.76 1605.15 

CRDL2 R53G 1.08 401.05 401.05 1.140 5.40 5691.33 542.8 1.07 1.45 1897.13 

CDRL2 D56N 1.11 397.34 397.34 1.096 5.02 5649.88 503.3 1.20 1.75 1602.95 

CDRL1 D28N 1.05 396.57 396.57 1.096 5.32 5652.63 535 0.91 1.49 1603.43 

CDRL1 E30aQ 1.06 397.01 397.01 1.092 5.37 5655.14 538.6 0.96 1.56 1638 

CDRL1 Q27N 1.10 396.47 396.47 1.095 4.98 5618.84 500.3 1.12 1.77 1603.79 

CDRH3 W105Q 1.03 380.86 380.86 1.070 4.94 5599.76 498.6 1.09 1.86 1603.88 

CDRH3 Y99L 1.09 393.52 393.52 1.105 5.11 5675.74 514.2 1.08 1.69 1603.96 

CDRH3 W102bQ 1.04 402.35 402.35 1.070 4.97 5598.06 500.3 1.10 1.66 1604.05 

CDRH2 W32Q 1.11 408.27 408.27 1.070 3.44 5597.72 343.7 1.67 1.84 1357.71 

CDRH2 F57L 1.13 387.53 387.53 1.092 4.91 5663.06 491.3 1.13 1.65 1602.02 

CDRH2 Y55L 1.11 353.42 353.42 1.105 4.98 5664.70 500.3 1.13 1.61 1605.53 

CDRH2 K63E 1.08 392.53 392.53 1.105 4.93 5608.40 498.3 1.34 1.76 1605.17 
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Therapeutic antibody profiler (TAP) scores for anti-IL-8 mutant variants 

Therapeutic Antibody Profiler (https://opig.stats.ox.ac.uk/webapps/sabdab-

sabpred/sabpred/tap). The therapeutic antibody profiler (TAP) is a developability 

ranking tool that incorporates CDR length, hydrophobicity, positive and negative 

charges of CDR patches and Fv charge symmetry of homology structures.241,260 The 

web application was used to submit heavy and light chain sequences of the wild-type 

and mutant panel.  

 

Figure 7.1 The Therapeutic Antibody Profiler (TAP) tool computed four structural 

attributes for anti-IL-8 candidate mutants.  

This tool used the heavy and light chain sequences of the variable regions for each molecule 

and the ABodyBuilder2 tool was used to construct homology models. The red-amber-green 

thresholds were set from previous work analysing 137 clinical stage antibodies.  For all 

mutants the CDR length was 46 residues which was within the green threshold. Structural 

Fv Charge Symmetry Parameter (SFvCSP) showed three positive-patch disrupting mutants 

with amber flags (K42E, R18G and R53G). The patches of positive charge (PPC) metric and 

the patches of negative charge (PNC) metric across the CDR vicinity showed no flags for all 

mutants. However, all mutants had at least an amber flag for the patches of Surface 

Hydrophobicity (PSH) metric across the CDR vicinity, with two red flags for K42E and 

W105Q.  

  

https://opig.stats.ox.ac.uk/webapps/sabdab-sabpred/sabpred/tap
https://opig.stats.ox.ac.uk/webapps/sabdab-sabpred/sabpred/tap
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Modified Fv patch areas of expressed mutants 

 

Figure 7.2 Two-dimensional patch maps of expressed mutants Fv homology 

constructs.  

Hydrophobic (green), positive (blue) and negative (red) patches were analysed for the area 

and energy changes for each expressed anti-IL-8 mutant. The field of view is rotated for 

each WT and expressed mutant pair to have the site of mutation at the centre.  
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Table 7.6 Quantitation of specific modified patch areas and energy changes for 

expressed mutants Fv homology constructs. 

Molecule WT 2D 
Map 

Number 

Patch 
Type 

Patch Area  

(Å2) 

Average energy per 
Å2  

(kcal/mol) 

Other significant 
residues 

WT Mutant WT Mutant 

D17N 33 neg 30 Removed -49.42 Removed S14, G16 

26 hyd 30 Removed -0.11 Removed P8, L11, A13, V19 

D70N 10 neg 60 Removed -49.72 Removed Q24, Q69 

K42E 14 pos 50 Removed -54.26 Removed P40, G41 

28 pos 30 Removed -51.72 Removed K39, P40, E81, F83 

W32Q 3 hyd 150 30 -0.16 -0.13 Y51C 

8 pos 70 130 -41.71 -48.24 H91, E93, S93A, 
P95 

V5Q 15 hyd 40 Removed -0.14 Removed K23 

11 pos 50 60 -61.18 -61.1 K23 T74 S75 

D28N 32 neg 30 30 -55.96 -43.85 E30, G68 

N/A hyd 30 Addition -0.15 Addition E30A, Y32 

D56N 24 neg 40 Removed -69.48 Removed N/A 

19 pos 40 Removed -45.54 Removed K45, G57, V58, 
P59 

R53G 6 pos 80 Removed -53.93 Removed Y50 T52 L54 

5 hyd 110 150 -0.15 -0.16 Y32, Y49, Y50 
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Triage of candidate mutants 

Table 7.7 Top and bottom scoring anti-IL-8 mutants progressed to experimental 

characterisation based on min-max normalisation.  

Scoring was based on hydrophobic index, zeta potential, BSA_LC_HC, ens_charge, 

normalised hydrophobicity, and TANGO aggregation propensity. Each descriptor value was 

weighted evenly and normalised to ensure that the lower the score, the increased likelihood 

of reduced hypothesised viscosity.  

 

 

 

 

 

 

 

 

  

Molecule  Mutation Summed normalised score 

WT (-) - 3.28 

W32Q (CDRH2) Hydrophobic 1.76 

D56N (CDRL2) Negative 2.13 

D17N (FWL) Negative 2.21 

D70N (FWL) Negative 2.35 

V5Q (FWH) Hydrophobic 2.37 

D28N (CDRL1) Negative 2.42 

R53G (CDRL2) Positive 5.83 

K42E (FWL) Positive 6.22 
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7.2. Biophysical Characterisation of anti-IL8 mutant panel 

Analysis of identity by mass spectrometry 

Table 7.8 Verification of anti-IL-8 WT and mutant variant identity by peptide 

fragmentations.  

Trypsin or chymotrypsin digest of this peptide following the same methodology showed 

coverage of this missing peptide, ensuring full identity verification. For post-translational 

modifications (PTMs), the % detection was relative to only peptides with expected full 

enzyme cleavage. PTMs with relative detection were noted. Abbreviations HC: Heavy chain; 

LC: Light chain; mwt: molecular weight; PTM: post-translational modification 

Molecule LC 
coverage 

(%) 

HC 
coverage 

(%) 

LC mwt 
(Da) 

HC mwt 
(Da) 

LC PTMs  
 

HC PTMs 

WT 97.66 96.66 23433.83 49204.09 M4 oxidation (0.4%) M81 oxidation (0.2%),  

N317 deamidation 
(0.6%), M254 
oxidation (4.2%), 
N363 deamidation 
(0.4%), M430 
oxidation (1.8%) 

D17N 97.66 97.44 23432.85 49204.09 M4 oxidation (0.3%) M81 oxidation (0.2%), 
M254 oxidation 
(4.5%), N317 
deamidation (0.1%), 
N363 deamidation 
(0.4%), M430 
oxidation (2.1%) 

D70N 99.07 98.22 23432.85 49204.09 M4 oxidation (0.3%), 
possible N70 
modification but not 
confirmed due to poor 
fragmentation (see 
map coverage below 
Figure 7.3) 

M81 oxidation (0.2%), 
M254 oxidation 
(4.8%), N288 
deamidation (0.1%), 
N317 deamidation 
(0.3%), N363 
deamidation (0.2%), 
N436 deamidation 
(1.42%) 

K42E  97.66 98.22 23434.77 49204.09 M4 oxidation (0.3%) M81 oxidation 
(1.12%), N317 
deamidation (0.4%), 
M430 oxidation 
(1.9%), N436 
deamidation (3.3%) 

V5Q 97.66 98.22 23433.83 49233.09 None N363 deamidation 
(0.2%)  

W32Q 97.66 79.73*  23433.83 49146.01 None S methylation (100%), 
N317 deamidation 
(2.5%) 
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D28N 97.66 98.22 23432.85 49204.09 N28 deamidation 
(12.3%) 

N317 deamidation 
(0.4%), N363 
deamidation (0.2%), 
N436 deamidation 
(1%) 

D56N 97.66 98.22 23432.85 49204.09 N56 deamidation 
(1.85%) 

N436 deamidation 
(0.8%) 

R53G 97.66 98.22 23334.7 49204.09 M4 oxidation (1%) M430 oxidation 
(1.6%) 

 

Figure 7.3 Peptide map coverage for D70N light chain. Possible modification site at 

N70 flagged (light green).  

 

Analysis of Monomeric Purity by Analytical Size Exclusion Chromatography 

(aSEC) 

Samples were injected onto a TSKgel Super SW3000, 4.6 x 300 mm (TOSOH Bioscience, 

United States) column on an Agilent 1260 series HPLC, with 0.1M sodium phosphate 

containing 400 mM NaCl (pH 6.8) as the mobile phase. All samples were analysed at 5 mg/mL 

at a 0.2 mL/min flow rate, and detected at 280 nm. The OpenLab CDS Data Analysis software 

(version 2.6, Agilent, California, US) was used to process and integrate the chromatograms. 

Areas under the chromatographic peaks were integrated to quantify the monomeric mAb, and 

high and low molecular weight species. The target monomeric purity of ≥95% was met by all 

anti-IL-8 molecules and aSEC was used to monitor physicochemical stability, by monitoring 

changes in chromatogram peak retention times and profiles for each molecule throughout 

processing. Analysis of the expressed anti-IL-8 mutants showed retention times comparable 

to the anti-IL-8 WT IgG1 (~27.5 minutes), except for the D70N mutant, which had a consistent 

reduced retention time of ~26.6 minutes suggesting a slight increase in molecular size.  

Table 7.9 Monomeric purity of all anti-IL-8 molecules (N=3). 

Mab RT (min) Peak Width 
(min) 

%HMW 
species 

%Monomer % LMW 
species 

WT 27.5 (±0.5) 0.53 (±0.05) 1.3 (±0.2) 97.1 (±0.5) 1.6 (±0.5) 

D17N (FWL) 27.4 (±0.3) 0.51 (±0.05) 1.2 (±0.1) 98.0 (±0.5) 0.9 (±0.5) 
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D70N (FWL) 26.6 (±0.3) 0.75 (±0.03) 1.5 (±0.2) 98.0 (±0.4) 0.6 (±0.3) 

K42E (FWL) 27.3 (±0.3) 0.51 (±0.05) 1.4 (±0.2) 97.2 (±0.6) 1.4 (±0.5) 

V5Q (FWH) 27.5 (±0.5) 0.53 (±0.06) 1.2 (±0.3) 97.4 (±0.7) 1.4 (±0.5) 

W32Q (CDRH2) 27.5 (±0.6) 0.51 (±0.05) 2.1 (±0.6) 96.8 (±1.1) 1.1 (±0.5) 

D28N (CDRL1) 27.6 (±0.5)     0.55 (±0.1) 1.8 (±0.3) 96.5 (±0.8) 1.7 (±0.8) 

D56N (CDRL2) 27.5 (±0.5) 0.53 (±0.05) 1.4 (±0.6) 97.0 (±1.1) 1.7 (±0.5) 

R53G (CDRL1) 27.5 (±0.5) 0.53 (±0.05) 1.5 (±0.4) 97.2 (±0.7) 1.2 (±0.4) 

 

Hydrophobic interaction chromatography  

 

Figure 7.4 Hydrophobic interaction chromatography chromatograms for anti-IL-8 

mutants.  

For all chromatograms, the WT (blue) retention time was observed at ~23.5 minutes. For 

FWL mutants (A), only D70N (green) had a shift in retention time and an increase in peak 

breadth. A slight increase in retention time was seen for FWH (B) V5Q mutant (red), and a 

large reduction in retention time for the CDRH (C) W32Q mutant (red). For all CDRL mutants 

(D), an increased retention time was observed relative to WT, particularly for R53G (pink).   
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Binding analysis 

The impact of introducing single-point mutations on the ligand binding affinity of anti-

IL-8 mutant variants was measured by SPR. The mean binding affinity across all 

mutant variants was equivalent to the anti-IL-8 WT (3.92 nM), except for the W32Q 

mutant (CDRH), which had no binding for the target antigen (i.e. no association) 

(Table 7.10).  

Table 7.10 Biacore analysis of binding kinetics. Wild-type and mutant anti-IL-8 binding 

to an IL-8 antigen was assessed with SPR.  

Data in the table (all from 2 replicates) includes the binding on-rate (ka), the binding off-rate 

(kd) and the equilibrium dissociation constant (KD), as well as the maximum response (Rmax) 

and goodness of fit (Chi-squared) of the 1:1 binding model. All framework mutants and 

CDRL mutants showed no significant change in affinity relative to the anti-IL-8 WT. The 

WàQ single point mutation in the CDRH2 domain knocked out all binding affinity to IL8 

antigen (KD appears to be higher due to lack of dissociation from little association). 

Abbreviations: FWL: light chain framework region; FWH: heavy chain framework region; 

CDRH2: heavy chain complementarity-determining region 2; CDRL1: light chain 

complementarity-determining region 1; CDRL2: light chain complementarity-determining 

region 2 (N=2). 

Molecule 

1:1 binding kinetics 

Kinetics (Χ2) 

ka x105 (M-1s-1) kd x10-4 (s-1) KD (nM) Rmax (RU) 

WT 2.53 (±0.13) 9.90(±0.04) 3.92(±0.18) 23.35(±0.78) 0.94(±0.01) 

D17N (FWL) 2.89(±0.01) 9.78(±0.03) 3.39(±0.01) 27.75(±0.07) 1.48(±0.07) 

D70N (FWL) 2.57(±0.13) 0.102(±0.14) 3.98(±0.26) 20.9(±0.71) 0.038(±0.04) 

K42E (FWL) 2.49(±0.04) 9.54(±0.06) 3.84(±0.08) 19.65(±0.07) 0.72(±0.01) 

V5Q (FWH) 2.13(±0.01) 9.82(±0.03) 4.62(±0.03) 24.55(±0.07) 2.01(±0.08) 

W32Q (CDRH2) 28.6(±6.01) 0.37(±0.05) 0.01(±0.02) 0.45(±0.07) 0.06(±0.00) 

D28N (CDRL1) 2.60(±0.01) 11.00 (±0.01) 4.24(±0.06) 26.1(±0.14) 1.19(±0.07) 

D56N (CDRL2) 3.12(±0.01) 10.5(±0.01) 3.38(±0.11) 29.1(±0.42) 1.74(±0.04) 

R53G (CDRL2) 3.07(±0.01) 11.5(±1.63) 4.17(±0.16) 13.5(±0.28) 1.96(±0.04) 
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Differential Scanning Fluorimetry (DSF) 

 

Figure 7.5 Thermal unfolding profiles for all anti-IL-8 mutant panel and wild-type. 

a-d, The first derivative of 350nm/330nm ratio was used to identify melting temperature 

peaks. The onset of unfolding (Tonset) was identified at the inflection point of the first peak. 

Only Tm1 and Tm3 peaks were detected for all molecules. e, Summary table of unfolding 

temperatures. Tagg (onset of aggregation) was calculated from the first derivative of 

scattering intensity profiles. ± standard deviation shown, N=2 
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Dynamic light scattering (DLS)  

  

Figure 7.6 Diffusion coefficients for each expressed anti-IL-8 mutant and WT over a 

dilute concentration range (1-20 mg/mL), fitted with linear regression.  

Goodness of fit R-squared values are reported along with linear equations used to calculate 

self-interaction kD values by dividing the slope over the Y intercept. Error bars for each 

measurement represent standard deviation. 
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7.3. Molecular dynamics- an alternative mutagenesis strategy 

The homology model of the full IgG1 structure was solvated in a periodic box of water 

with no counter-ions in MOE (version 2020.0901, CCG, Canada). A custom arginine 

solvent was added at a concentration of 0.5M using the BioMoe module (version 

2020.0901, CCG, Canada). Then, the system was solvated with sodium chloride to 

neutralise the environment. Molecular dynamics simulations were performed using 

the NAMD program, available through the MOE software. The Amber10:EHT 

(combination of Amber10378 and EHT379 provided in MOE) forcefield was used to 

define the equations for bonding and non-bonding interactions, angles, dihedrals and 

impropers. The simulation had a time step of 0.002ps, was sampled every 10ps and 

a checkpoint at every 500ps.  

Table 7.11 Details for segments specified in molecular dynamics simulation set-up. 

Segment Time 

(picoseconds) 

Temperature 

(Kelvin) 

System 

pressure 

(kPa) 

Tether 

Restraint (Å) 

Minimisation 10 0 - - 

Heat 100 10, 300 - 0.5, 100 

Production 

simulation 

1000 300 100 - 

 

A bash shell script was generated to analyse the number and residues of IgG1 in 

contact with the free Arginine through the resulting trajectory. Contact was defined as 

being at least within 5 Å of the structure. 

Tilegenova et al.232 used molecular dynamics to identify the residues of their IgG 

structures that come into contact (within 5 Å) of solvated free arginine. Here, the same 

approach was employed to see which residues have the most contacts (Figure 7.7), 

but also analysed the average strength of these interactions (Figure 7.8 and Figure 

7.9).  
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Figure 7.7 Number of arginine contacts summed per residue for the light chain Fv (A) 

and heavy chain Fv (B), ordered by residue number.  

The average (dark grey horizontal line), +1 SD (pink dotted horizontal line), +2 SD (purple 

dotted horizontal line) and +3 SD (blue dotted horizontal line) are depicted. Residues with > 

1 SD are labelled in black font. Residues selected in chapter 2 from previous in silico work to 

be mutated are also labelled with hydrophobic residues (orche), the positive residues (red) 

and negative residues (blue).  
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Figure 7.8 Summed interaction energies for each residue of the light chain Fv (A) and 

heavy chain Fv (B).  

This is indicative of the strength of interaction to arginine molecules. The average (dark grey 

horizontal line) and +/- 1 SD (pink dotted horizontal line) are shown. Residues with > ±1 SD 

are labelled. In the light chain, V15. L54 and D70 were detected to have the strongest 

negative interaction energies that surpassed the standard deviation. In the heavy chain, only 

Q3 had an interaction energy that was greater than 1SD. 
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Figure 7.9 Average interaction energies per interaction type for all contacts assessed 

in the trajectory (variable and constant regions considered).  

Interactions that are a combination of distance-based, hydrogen bonding and ionic bonding 

are seen to have the average most negative interaction energy. Those which are just 

distance-based interactions have a slightly positive interaction energy. 

 

In the light chain Fv, S14, V15, G16, L54 and D70 had the most interactions with the 

solvated arginine. In the heavy chain, just Q3 had an above average contact count 

with solvated arginine. Considering interaction energies, V15, L54 and D70 had the 

strongest interactions in the light chain. This is due to increased hydrogen bonding 

with all residues and ionic bonding detected for D70 with arginine. Some hydrogen 

bonding was also detected with the Q3 residue in the heavy chain and arginine. The 

more negative the interaction energy, the more indicative of hydrogen bonding 

interactions and ionic interactions. This is due to the decrease in potential energy 

upon bond formation. Figure 7.9 demonstrates the average interaction energies per 

type of interaction detected in this simulation. Q3 had a positive interaction energy 

from the high frequency of just distance based interactions. 
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Figure 7.10 Mean hydrodynamic diameters (Z-ave) and polydispersity indices for anti-IL-8 WT and mutant panel.  

These were measured over a dilute concentration range (1-20 mg/mL), derived from dynamic light scattering measurements. Error bars represent 

standard deviations, N=3.  
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Figure 7.11 The second virial coefficient, B22 (mL/nmol/g2) for anti-IL-8 molecules.  

B22 was derived from dynamic light scattering using the slope of Kc/R over the 1-20 mg/mL 

concentration range, where K is the optical constant, c is the concentration (g/mL), and R is 

the Rayleigh ratio. Error bars represent standard deviations of measurements (N=3). Linear 

fits are plotted, with the equation parameters as well as R2 goodness-of-fit values.  
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8. Appendix 2 

8.1. Free kappa light chain abundance 

Protein L chromatography with Capto L affinity resin (Cytiva, Danaher, USA) was used 

as a capture step for all anti-IL-8 molecules. Due to exclusive light chain affinity, a 

high abundance of free kappa light chain fragment was observed in Protein L eluate 

which was confirmed and quantified by sodium dodecyl sulfate-polyacrylamide gel 

electrophoresis (SDS-PAGE) and analytical size-exclusion chromatography (aSEC). 

Wild-type molecule protein L eluate composition is seen in Figure 8.1 alongside eluate 

derived from a small-scale protein A chromatography run (MabSelect PrismA resin, 

Cytiva, Danaher, USA) as well as a NIST mAb (humanised IgG1k) standard 

(reference material 8671, National Institute of Standards and Technology, MD, USA).  

For SDS-PAGE analysis, samples were diluted to 1mg/mL in phosphate buffered 

saline containing 0.05% Tween 20 (PBS-T). 4X NuPAGE™ LDS sample buffer 

(Invitrogen, MA, USA) was pre-heated to 70 °C. 12μL of each sample was added to 

a master mix of either 15μL pre-heated sample buffer with 3μL water (non-reducing), 

or 15μL pre-heated sample buffer with 3μL 10X Novex NuPAGE™ reducing agent 

(Invitrogen, MA, USA) (reducing). Samples were then heated to 70 °C for 10 minutes 

before centrifuging at 10,000 rpm for 90 s. 25μL of each sample was pipetted into 

respective lanes of a NuPAGE Bis-Tris Gel (Invitrogen, MA, USA) which was inserted 

into a XCell SureLock tank (Invitrogen, MA, USA). A Precision Plus Protein™ pre-

stained molecular weight ladder (Bio-Rad, CA, USA) bracketed sample lanes.1X SDS 

running buffer was prepared from NuPAGE™ MOPS SDS Running Buffer (20X) 

(Invitrogen, MA, USA) and filled the tank before running the electrophoresis for 1 hour 

at a constant voltage 150 V at 200 mA. Finally, SimplyBlue™ SafeStain (Invitrogen, 

MA, USA) was used to incubate the gel overnight, before de-staining with water and 

band analysis using Image Lab software (version 6.1, Bio-Rad, CA, USA).  
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Figure 8.1 A high abundance of free kappa light chain (kLC) was observed in the 

Protein L eluates of anti-IL-8 molecules.  

a, SDS-PAGE of WT molecule eluates in non-reducing (left) and reducing (right) conditions. 

The presence of kLC was confirmed  in the protein L eluate of WT molecule with a large 

band ~22 kDa (lane 3). A low pH strip step after elution saw a similar kLC abundance (lane 

4). Protein A chromatography was also performed and free kLC in the culture was not co-

eluted due to Fc capture (lane 5). NIST mAb standards were used (lanes 6 and 14). Ladders 

in lanes 2, 7, 10 and 15 mark molecular weights (kDa). b, analytical size-exclusion 

chromatography chromatogram for WT protein L eluate shows presence of low molecular 

weight species which can be attributed to kLC dimer (29 min retention time) and kLC (32.7 

min retention time). Abbreviations: L: molecular weight ladder, ProL: Protein L, ProA: Protein 

A, kLC: kappa light chain, HC: heavy chain  
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8.2. Clearance of free kappa light chain via cation exchange chromatography 

 

Table 8.1 Cation exchange chromatography in bind-elute mode was deployed, screening at multiple pH conditions, for clearance of free 

kappa light chain (kLC).  

Analytical size-exclusion chromatography (aSEC) was used to characterise high molecular weight species (HMwS), low molecular weight species 

(LMwS) and monomeric purity of pooled flow-through and eluate. Eluate yields and the proportional monomer yields were reported. 4.67 mL 

columns were used for initial screenings and then scaled up to either 123 or 287 mL columns for bulk processing. In some instances, pH selected 

from small-scale screening did not translate to sufficient kLC clearance or had monomer loss in the flow through upon scale-up. Therefore, flow-

through material was reprocessed at a lower pH. Charge predictions are shown per operation pH, computed from kLC, Fv and full IgG homology 

constructs. Finally the difference between full IgG net charge and kLC charge was computed.  

Molecule pH 

ProL Eluate Flow-through Eluate 
Eluate  

% 

Yield 

Mon 

%Yield 

Column 

volume 

(mL) 

kLC predictions Fv predictions Full IgG predictions Δcharg

e full 

IgG- 

kLC 

% 

HMwS 

% 

Mon 

% 

LMwS 

% 

HMwS 

% 

Mon 

% 

LMwS 

% 

HMwS 

% 

Mon 

% 

LMwS 

net 

charge 
pI_seq pI_3D 

net 

charge 
pI_seq pI_3D 

net 

charge 
pI_seq pI_3D 

WT 

5 0 63.68 36.32 0 5.63 94.37 0.43 99.04 0.54 40.32 37.10 4.67 -0.53 

4.8 4.6 

0.76 

6.4 6.2 

31.03 

6.8 8 

31.56 

6 0 63.34 36.66 0 42.18 57.82 0 58.65 41.35 47.25 25.90 4.67 -0.93 0.25 26.12 27.05 

7 0 63.24 36.76 0 50.03 49.97 0 83.16 16.84 29.59 23.00 4.67 -1.66 -0.05 18.35 20.01 

D17N 
6 0.18 67.17 32.65 0 5.7 93.9 0.23 99.13 0.65 50.00 49.60 4.67 0.01 

5.6 5.5 
0.82 

7.9 7.6 
26.07 

6.8 8.3 
26.06 

6 0.538 67.04 32.42 0 7.73 92.27 0.36 99.2 0.44 27.40 27.20 4.67 0.41 0.62 23.39 22.98 

D70N 
6 0.617 87.7 11.69 0 6 94.1 0.38 99.62 0 69.10 68.90 4.67 0 

5.6 5.5 
0.82 

6.7 7.6 
26.44 

6.8 8.2 
26.44 

6 0.507 87.66 11.83 0.21 81.22 18.57 0.11 99.88 0.01 17.30 17.30 4.67 -0.32 0.63 23.92 24.24 

K42E 
6 0.082 76.11 23.81 0.1 50.6 49.4 0.27 98.98 0.75 35.70 35.30 4.67 -2.83 

4.3 3.9 
-1.61 

5.6 4.6 
20.99 

6.7 7.8 
23.82 

6 0.191 76.05 23.76 0.22 54.59 45.2 0.01 99.54 0.45 7.40 7.40 4.67 -3.16 -1.81 18.08 21.24 

V5Q 6 0.221 52.07 47.71 0 1.88 98.12 0.65 98.29 1.06 32.40 31.90 4.67 -1.23 4.84 4.6 0.05 5.42 6.2 23.4 6.79 8.18 24.63 
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W32Q 6 0.671 53.26 46.07 0 3.81 96.39 5.1 94.9 0 30.80 29.30 4.67 -1.22 4.84 4.6 0.05 6.42 6.2 21.68 6.79 8.15 22.9 

D28N 6 0 62.38 37.62 0 12.75 87.25 0.88 98.13 0.99 30.00 29.40 4.67 -0.34 5.58 5.35 0.62 6.68 7.6 23.38 6.84 8.21 23.72 

D56N 6 0 61.32 38.69 0 0 100.01 0.34 95.92 3.74 34.60 33.20 4.67 -0.32 5.58 5.5 0.63 6.68 7.6 23.6 6.84 8.24 23.92 

R53G 

5 0 60.68 39.32 0 7.49 92.51 1.49 97.43 1.08 45.50 44.30 4.67 -1.45 

4.5 4.2 

-0.11 

6.1 4.9 

28.57 

6.7 7.9 

30.02 

6 0.572 66.35 33.08 0 29 71 0.18 98.85 0.97 39.80 39.30 4.67 -1.85 -0.63 24.18 26.03 

6 0.178 66.75 33.07 0.27 54.45 45.27 0.2 99.13 0.68 6.60 6.50 4.67 -2.18 -0.83 20.69 22.87 

WT 5 0 63.68 36.32 0 7.4 92.6 0.66 98.71 0.64 37.20 36.70 287 -0.53 4.84 4.64 0.76 6.42 6.2 31.03 6.79 7.96 31.56 

D17N 6 0.085 68.07 31.85 0 7.22 92.78 0.25 99.75 0 60.00 59.90 287 0.01 5.58 5.52 0.82 7.9 7.6 26.07 6.84 8.27 26.06 

D70N 6 0.354 84.67 14.08 0 5.84 94.16 2.54 96.45 1.01 74.90 72.20 123 0 5.58 5.5 0.82 6.68 7.6 26.44 6.84 8.22 26.44 

K42E 5 0.077 76.24 23.68 0 2.45 97.54 1.75 94.71 3.55 44.20 41.80 287 -2.41 4.32 3.88 -1.09 5.62 4.6 25.17 6.68 7.75 27.58 

V5Q 
6 0.381 63.31 36.31 0 43.71 56.29 0.74 99.18 0.08 28.70 28.50 287 -1.23 

4.8 4.6 
4.6 

5.4 
6.2 23.4 

6.8 8.2 
24.63 

5 0.093 49.42 50.49 0 11.44 88.56 0.11 99.8 0.08 20.30 20.20 287 -0.5 0.76 6.2 30.31 30.81 

W32Q 
6 0.919 50.61 48.48 0.03 31.92 68.05 1.43 83.23 15.35 24.40 20.30 287 -1.22 

4.8 4.6 
0.05 

6.4 
6.2 21.68 

6.8 8.2 
22.9 

5 0.14 39.09 60.77 0 7.3 92.7 1.46 98.48 0.07 26.60 26.20 287 -0.49 0.79 6.2 28.12 28.61 

D28N 
6 0.215 58.19 51.6 0 38.2 61.8 0.64 99.2 0.16 25.80 25.60 287 -0.34 

5.6 5.4 
0.62 

6.7 
7.6 23.38 

6.8 8.2 
23.72 

5 0.045 52.12 47.83 0 7.41 92.59 0.43 99.5 0.07 43.00 42.80 287 0.18 1.12 7.6 29.7 29.52 

D56N 6 0.591 57.44 41.97 0 7.81 92.19 0.45 99.26 0.29 32.10 31.90 287 -0.32 5.58 5.5 0.63 6.68 7.6 23.6 6.84 8.24 23.92 

R53G 5 0.364 66.73 32.91 0 4.51 95.49 0.6 98.13 1.27 34.40 33.80 287 -1.45 4.48 4.15 -0.11 6.07 4.9 28.57 6.73 7.94 30.02 
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Figure 8.2: Mean % low molecular weight species from protein L eluates per anti-IL8 

IgG1 molecule.  

Error bars represent standard deviation, N=2. 
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8.3. Gel point calculation for anti-IL-8 molecule panel 

 

Figure 8.3 Gel points for anti-IL-8 mAb molecules were calculated from logarithmic 

extrapolation of flux during the first concentration phase (UF1) in small-scale TFF. 

Retentate concentrations were estimated from retentate vessel weight changes during UF1. 

Linear extrapolation of concentrations were used to calculate the concentration at which the 

flux reached zero.   
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8.4. Opacity/turbidity observed during concentration of anti-IL-8 

molecules 

 

 

Figure 8.4: Opacity observed during TFF for all anti-IL-8 molecules.  

Here, D28N retentate was showed high turbidity during UF1 stage concentration.  
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9. Appendix 3 

9.1. Homology modelling of IgG3 

Table 9.1 IgG3 hinge was designed based off copied sequence of mouse IgG2A hinge 

(pdb 1IGT).  

Residue sequence of 1IGT was used to aid construction of the IgG3 hinge. Cysteines are in 

highlighted in bold. The first 6 residues (yellow) contain two of the cysteines used to 

construct the IgG3 hinge in positions 2 and 5. To align the third cysteine for the anti-IL-8 

IgG3 hinge (position 11), the full 1IGT sequence was copied after the 6 residues (blue). This 

module was copied three more times to generate the four modules of the IgG3 hinge. 

1IGT 
1 2 3 4 5 6 7 8 9 

P C P P C K C P A 

anti-IL-8 IgG3 

hinge module 1 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

P C P P C K P C P P C K C P A 
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Table 9.2 Hinge homology models for anti-IL-8 IgG3.  

10 models were generated from the homology modeller tool in MOE (version 2020.0901) using the modified 1IGT hinge template (Table 9.1). 

Normalisation was performed for each quality parameter; normalisations to 1 used the minimum scores for RMSDs, minimum contact energy, 

highest packing score, minimum GB/VI interaction energies, minimum total potential energy (U), minimum solvation, electrostatic and van der Waal 

energies and minimum clashes and outliers. Model #2 was selected due to the lowest RMSD to Mean. This model also had the best (lowest) total 

normalised score. RMSD to mean: heavy atom root mean square deviation to the average position of intermediate models, CA: alpha-carbon, 

GB/VI: Coulomb and Generalized Born interaction energies, U: total potential energy, E sol: solvation energy of the model, E ele: electrostatic 

energy of the model, E vdw: van der Waals energy of the model, BB; backbone 

Mod

el # 

RMSD 

to 

Mean 

CA 

RMSD 

to 

Mean 

Contac

t 

Energy 

Packin

g 

Score 

GB/VI U E sol E ele E vdw E bond 

Atom 

Clashe

s 

BB 

Bond 

Outlier

s 

BB 

Angle 

Outlier

s 

BB 

Torsio

n 

Outlier

s 

Rotamer 

Outliers 
Hinge model 

Total 

Normalis

ed Score 

1 0.63 0.47 -21.97 1.98 -4358.36 -619.12 -1458.85 -2062.63 -89.76 1533.2 93 10 21 20 1 

 

7.91 

2 0.58 0.42 -22.82 2.12 -4047.83 686.84 -2291.7 -1042.57 -36.16 1765.6 7 9 14 33 0 

 

5.48 
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3 0.65 0.47 -25.34 2.09 -4039.06 731.05 -2192.11 -1018.76 -14.76 1764.6 6 11 19 40 0 

 

8.80 

4 0.59 0.42 -21.46 2.16 -4036.56 688.62 -2246.02 -1036.27 -36.85 1761.7 7 7 17 27 0 

 

5.56 

5 0.619 0.47 -20.32 2.11 -4033.33 805.83 -2405.26 -931.9 -42.82 1780.6 7 11 16 29 0 

 

7.87 

6 0.6 0.44 -24.28 2.05 -4032.27 796.83 -2184.16 -1008.91 1.019 1804.7 11 14 19 28 0 

 

7.99 

7 0.58 0.42 -26.8 2.1 -4004.76 
1058.4

6 
-2466.78 -864.31 29.79 1893.0 10 12 20 32 0 

 

7.50 
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8 0.63 0.43 -23.3 2.01 -3993.05 871.17 -2396.08 -889.87 -13.97 1775.0 9 10 14 33 0 

 

7.48 

9 0.58 0.42 -25.07 2.18 -3977.17 
1012.4

7 
-2545.39 -802.08 -14.35 1828.9 14 9 14 31 0 

 

5.56 

10 0.616 0.45 -20.77 2.16 -3967.21 
1061.2

4 
-2467.2 -815.9 58.66 1818.5 10 10 15 39 0 

 

8.61 
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Additional patch analysis and physicochemical descriptors 

 

Table 9.3 Additional patch and physicochemical descriptors applied to anti-IL-8 IgG1 

and IgG3 homology constructs. 

Hinge_res_ASA  The summed contribution from each residue in the hinge region to the 
accessible surface area in Å2. This was calculated from manually 
summing Res_ASA scores from residues in the hinge region.  

Hinge_res_hyd The summed hydrophobic contribution from each residue in the hinge 
to hydrophobic patch area in Å2. This was calculated from manually 
summing Res_hyd scores from residues in the hinge region. 

Hinge_res_pos The summed positive charge contribution from each residue in the 
hinge to positive patch area in Å2. This was calculated from manually 
summing Res_pos scores from residues in the hinge region. 

Hinge_res_neg The summed negative charge contribution from each residue in the 
hinge to negative patch area in Å2. This was calculated from manually 
summing Res_neg scores from residues in the hinge region. 

Hinge_res_ASA 
contribution (%) to res_ASA 

Hinge_res_ASA

Res_ASA 
∗ 100 

Hinge_res_hyd contribution 
(%) to res_hyd 

Hinge_res_hyd

Res_hyd 
∗ 100 

Hinge_res_pos contribution 
(%) to res_pos 

Hinge_res_pos

Res_pos 
∗ 100 

Hinge_res_neg contribution 
(%) to res_neg 

Hinge_res_neg

Res_neg 
∗ 100 

BSA The buried surface area (BSA) of all chains in Å2. This was calculated 
through the descriptors function in the BioMOE module in MOE 2020. 
Default parameters were used with no sampling. This was calculated 
off This was calculated at default values of pH 7.4, temperature of 
300K and a salt concentration of 0.1M.374  

BSA_HC The buried surface area (BSA) between the heavy and light chains in 
Å2. This was calculated through the descriptors function in the BioMOE 
module in MOE 2020. Default parameters were used with no sampling. 
This was calculated off This was calculated at default values of pH 7.4, 
temperature of 300K and a salt concentration of 0.1M.374  
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Patch analysis of mAb 1 IgG1 and IgG3 

Table 9.4 Analysis of positive, negative and hydrophobic surface patches for anti-IL-8 IgG1 and IgG3 homology constructs.  

 

Table 9.5 Analysis of positive, negative and hydrophobic surface patches for the hinge regions of anti-IL-8 IgG1 and IgG3 homology 

constructs.  

Molecule Hinge_res_ASA 

(Å2) 

Hinge_res_hyd 

(Å2) 

Hinge_res_pos 

(Å2) 

Hinge_res_neg 

(Å2) 

 Hinge_res_ASA 

contribution to 

res_ASA 

Hinge_res_hyd 

contribution to 

res_hyd 

 Hinge_res_pos 

contribution to 

res_pos 

Hinge_res_neg 

contribution to 

res_neg 

IgG1 958 50 35 77 2% 1% 1% 4% 

IgG3 5902 456 375 493 8% 9% 9% 11% 

 

  

Molec

ule 

patch

_ hyd 

(Å2) 

patch

_hyd

% 

patch

_ 

hyd_

n 

patch

_pos 

% 

patch

_ pos 

(Å2) 

patch

_ 

pos_

n 

patch

_neg 

% 

patch

_ neg 

(Å2) 

patch

_ 

neg_

n 

patch

_ ion 

(Å2) 

patch

_ 

ion_n 

patch

_ 

cdr_h

yd 

(Å2) 

patch

_ 

cdr_h

yd_n 

patch

_ 

cdr_p

os 

(Å2) 

patch

_ 

cdr_p

os_n 

patch

_ 

cdr_n

eg 

(Å2) 

patch

_ 

cdr_n

eg_n 

patch

_ 

cdr_i

on 

(Å2) 

patch

_ 

cdr_i

on_n 

Asa_h

yd (Å2) 

Res_

ASA 

(Å2) 

Res_

hyd 

(Å2) 

Res_

pos 

(Å2) 

Res_

neg 

(Å2) 

IgG1 3790 42% 65 33% 2940 65 25% 2250 40 5190 105 540 4 500 13 570 8 1070 21 
33365.

7 
3747 57905 2924 2188 

IgG3 5140 37% 82 31% 4240 81 32% 4450 72 8690 153 560 4 460 12 530 9 990 21 
40569.

1 
4450 70184 4232 4434 
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Physicochemical descriptors for anti-IL-8 IgG1 and IgG3 

Table 9.6 Sequence and structure based descriptors computed for anti-IL-8 IgG1 and IgG3 homology constructs. 

Molecule pI_seq 
pI_3

D 

Net 

Charge 

Dipole 

Moment 

Hydrop

hobicity 

Moment 

Zeta 

Potentia

l 

Hydrop

hobic 

imbalan

ce 

Hydrop

hobic 

index 

Dipole 

moment

/ hyd 

moment 

ratio 

Ionic/ 

hyd 

patch 

area 

ratio 

BSA 
BSA_H

C 

BSA_LC

_HC 

IgG1 6.67 7.97 22.68 704.98 4353.5 15.26 0.71 1.00 0.16 1.37 5160.49 1636.04 3473.99 

IgG3 6.54 7.84 21 2788.2 7340.2 6.21 1.08 0.94 0.38 1.69 5744.45 2030.33 3714.12 

IgG3 Fab 6.58 8.06 5.96 724.71 918.1 9.01  - 1.08 0.79 1.38 1728.93 - 1728.93 

IgG3 hinge 6.55 7.34 1.35 482.48 344.4 2.12  - 0.35 1.40 2.02 1090.92 - - 

IgG3 Fc 6.57 7.28 5.82 578.76 1146.12 7.11  - 0.92 0.50 1.97 932.22 932.22 - 
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9.2. Biophysical Characterisation 

9.2.1 Analysis of identity by mass spectrometry 

Table 9.7 Verification of anti-IL-8 IgG1 and IgG3 identity by peptide fragmentations. 

Trypsin digest of this peptide following the same methodology showed coverage of this 

missing peptide, ensuring full identity verification. For post-translational modifications 

(PTMs), the % detection was relative to only peptides with expected full enzyme cleavage. 

PTMs with relative detection were noted. HC: Heavy chain; LC: Light chain; mwt: molecular 

weight; PTM: post-translational modification 

Molecul
e 

LC 
coverag

e (%) 

HC 
coverag

e (%) 

LC mwt 
(Da) 

HC mwt 
(Da) 

LC PTMs  HC PTMs 

IgG1 97.66 96.66 23433.8
3 

49204.0
9 

M4 oxidation (0.4%) M81 oxidation 
(0.2%), 

N317 deamidation 
(0.6%), M254 

oxidation (4.2%),  
N363 deamidation 

(0.4%), M430 
oxidation (1.8%) 

IgG3 97.66 98.79 23433.8
3 

54375.0
6 

M4 oxidation (0.6%), 
Q147 pyroglutamate 
(29.6%) 

M81 oxidation 
(0.6%), M301 

oxidation (6.9%), 
N263 deamidation 

(0.5%), N410 
deamidation (0.5%), 

M446 oxidation 
(1.4%), N470 

deamidation (0.2%), 
S473 methylation 

(1.7%), M477 
oxidation (2.9%) 
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9.2.2 Scattering intensity profiles from nano-differential scanning 

fluorimetry (nano-DSF) of anti-IL-8 IgG1 and IgG3 
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Figure 9.1 Mean scattering intensity for anti-IL-8 IgG1 (black) and IgG3 (red) 

differential scanning fluorimetry experiments.  

IgG1 N=2, IgG3 N=3. Standard deviation error bars are shown. 
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9.2.3 Diffusion coefficients from dynamic light scattering (DLS) 

for anti-IL-8 IgG1 and IgG3 

 

Figure 9.2 Diffusion coefficients measured from dynamic light scattering (DLS) 

experiments.  

a, linear regression of anti-IL-8 IgG1 and IgG3 diffusion coefficients for self-interaction 

parameter, kD, calculation. IgG1 linear equation: y = -746.89x + 37.36, IgG3 linear equation: 

y = -983.83x + 30.848. b, exponential growth fit of diffusion coefficients to extrapolate to 

200mg/mL for theoretical viscosity calculations (Generalised Stokes Einstein equation). IgG1 

exponential equation: y = 37.65e-0.025x, IgG3 exponential equation: y = 32.704e-0.052x.  

 

9.2.4 Intrinsic viscosity and the Huggins coefficient for anti-IL-8 

IgG1 and IgG3 

To determine the intrinsic viscosity, [η], and subsequently the Huggins coefficients for 

anti-IL-8 IgG1 and IgG3 molecules, the relative viscosity, 𝜂𝑟𝑒𝑙, was calculated 

Equation 9.1.  

𝜂𝑟𝑒𝑙 =  𝜂/𝜂0 

9.1 

Where the solution viscosity is 𝜂0  
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Subsequently, the reduced viscosity, 𝜂𝑟𝑒𝑑, was calculated Equation 9.2 and the 

intercept from the linear regression of  𝜂𝑟𝑒𝑑 over concentration (g/mL) determined [η]. 

The Huggins coefficient was computed as described in Equation 4.7.  

𝜂𝑟𝑒𝑑 =((𝜂𝑟𝑒𝑙−1)/𝑐) x 1000 

9.2 

 

Figure 9.3 a, Relative (ηrel) and b, reduced (ηred) viscosity for anti-IL-8 IgG1 (grey) and 

IgG3 (red) over concentration (g/mL) in the dilute regime.  

Linear regression for reduced viscosity over concentration determined the intrinsic viscosity 

(intercept).   
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10. Appendix 4 

10.1. Molecular descriptors relevant to viscosity modelling 

Table 10.1 In silico molecular descriptors for anti-IL-8 molecules computed from Fv homology constructs.  

Molecule net_charge 

Predicted ζ 

at Deybe 

length (mV) 

ens_charge pI_seq pI_3D 
VL net 

charge 

VH net 

charge 
FvCSP 

Hydrophobic 

index 

TANGO  

score 

WALTZ 

score 

Deep 

SCM 

WT 0.05 0.19 2.01 6.42 6.23 -1.23 3.93 -4.83 1.094 1603.94 486.574 1197.42 

D17N (FWRL) 0.62 1.79 3.30 6.68 7.61 -0.32 3.93 -1.26 1.096 1590.12 486.574 1164.43 

D70N (FWRL) 0.63 1.58 2.90 6.68 7.61 -0.32 3.93 -1.26 1.096 1627.07 486.574 1136.54 

K42E (FWRL) -1.81 -4.14 0.07 5.62 4.56 -3.16 3.93 -12.42 1.105 1602.38 486.574 1253.89 

V5Q (FWRH) 0.05 0.19 2.25 6.42 6.23 -1.23 3.83 -4.71 1.067 1603.94 486.574 1194.19 

W32Q (CDRH) 0.05 0.21 2.38 6.42 6.24 -1.22 3.92 -4.78 1.070 1357.71 389.25 1213.87 

D28N (CDRH) 0.62 1.46 2.88 6.68 7.58 -0.34 3.93 -1.34 1.096 1603.43 486.574 1062.51 

D56N (CDRH) 0.63 1.51 3.00 6.68 7.61 -0.32 3.82 -1.22 1.096 1602.95 486.574 1136.34 

R53G (CDRH) -0.83 -1.96 1.01 6.07 4.93 -2.18 3.93 -8.57 1.140 1897.13 486.574 1256.43 
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10.2. Viscosity model fit parameters 

Table 10.2 Parameters derived from four viscosity model fits applied to concentration-viscosity profiles for mutant variants and WT 

molecule.  

Molecule 
Concentration 

regime 
(mg/mL) 

Exponential growth 3-parameter exponential 
Modified Ross 

Minton 
Tomar 

  
Y0 k Tau (1/k) Slope A3 (K-1)  Slope A2 A1 (cP) k/v [η] mL/g  η0 B LnA 

WT <120 0.848 0.022 44.675 0.000 0.021 -0.02879 0.190 14.131 1.13 0.02082 -0.15101 

>120 1.568 0.022 45.598 0.000 0.024 -0.23068 0.068 16.588 1.13 0.02449 -0.3529 

D17N <120 0.031 0.063 15.947 0.000 0.026 -0.17547 1.086 6.785 1.13 0.02574 -0.29769 

>120 3.368 0.018 54.621 0.000 0.025 -0.16936 -0.052 31.986 1.13 0.02523 -0.29158 

D70N <120 1.145 0.015 64.995 0.000 0.015 0.17827 0.025 14.824 1.13 0.01468 0.05606 

>120 1.347 0.023 44.412 0.000 0.024 -0.10261 -0.009 24.418 1.13 0.02411 -0.22483 

K42E <120 0.027 0.066 15.062 0.000 0.026 0.04139 0.666 9.623 1.13 0.02644 -0.08083 

>120 0.000 0.262 3.823 0.000 0.029 -0.18578 1.247 4.251 1.13 0.02946 -0.308 

V5Q <120 0.779 0.032 31.297 0.000 0.026 0.07214 0.297 15.342 1.13 0.02613 -0.05008 

>120 0.060 0.040 24.959 0.000 0.024 0.07958 0.135 15.003 1.13 0.02393 -0.04264 

W32Q <120 1.494 0.012 83.143 0.000 0.015 0.27649 0.000 17.090 1.13 0.01500 0.15428 

>120 0.075 0.037 26.748 0.000 0.025 -0.03551 0.085 16.992 1.13 0.02537 -0.15773 

D28N <120 0.797 0.026 38.135 0.000 0.022 0.01149 0.696 9.420 1.13 0.02186 -0.11073 

>120 0.775 0.027 37.353 0.000 0.026 -0.1051 0.080 17.500 1.13 0.02587 -0.22732 

D56N <120 0.852 0.024 41.947 0.000 0.016 0.24863 0.283 12.832 1.13 0.01629 0.12642 

>120 3.898 0.027 37.371 0.000 0.033 -0.33795 -0.049 48.246 1.13 0.03285 -0.46016 

R53G <120 1.031 0.029 33.907 0.000 0.025 0.28738 18.269 0.577 1.13 0.02467 0.16516 

>120 0.000 0.081 12.317 0.000 0.030 0.12262 0.248 11.507 1.13 0.03042 0.00041 
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10.3. Determination of the Huggins and Kraemer Parameters 

 

Figure 10.1 Individual linear regression plots of reduced viscosity (ηsp/c) versus 

concentration profiles used to derive the Huggins coefficient for the anti-IL-8 panel.  

The Huggins coefficient (KH) was determined from the intrinsic viscosity (intercept) and slope 

of the plot. R2 values are reported to show goodness of fit to linear regression model.  
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Figure 10.2 Individual linear regression plots of natural log of relative viscosity (ηrel/C) 

versus concentration profiles used to derive the Kraemer coefficient for the anti-IL-8 

panel.  

The Kraemer coefficient (Kk) was determined from the intrinsic viscosity (intercept) and slope 

of the plot. R2 values are reported to show goodness of fit to linear regression model. 
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Figure 10.3 Reduced viscosity (ηred) (cP) over concentration (mg/mL) plots for anti-IL-

8 mutants with highest concentration data points removed.  

Intrinsic viscosities ([η]) were derived from the intercept of the linear regression and used 

with the slope to derive Huggins coefficients (KH). R2 goodness fits to the linear regression 

model are shown. 
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Figure 10.4 Individual second order polynomial (quadratic) plots of relative viscosity 

versus concentration profiles used to derive [η]V for the anti-IL-8 mutant panel.   

K1 was constrained to 1 so [η]v could not be negative.  
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Figure 10.5 Correlation between intrinsic viscosities derived from linear regression 

([n]avg) and polynomial non-linear fitting ([n]v).  

Error bars represent mean standard error of intercepts from each respective model fit. 

Goodness of fit R2 reported.  
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Table 10.3 Mean intrinsic viscosity, [η]avg, kexp, Huggins and Kraemer coefficients determined for anti-IL-8 mAbs.  

Linear regression of the reduced viscosity-concentration was performed to determine the Huggins intrinsic viscosity, [η]H, and Huggins coefficient, 

kH. Linear regression from the natural logarithm of relative viscosity/concentration over concentration was performed to determine Kraemer intrinsic 

viscosity, [η]K, and Kraemer coefficient, kK. Second-order polynomial fitting of relative viscosities was used to obtain alternate intrinsic viscosities 

([n]v). The exponential constant, kexp, is shown from fitting relative viscosity (ηrel) data. Molecular weights are from mass spectrometry peptide 

mapping experiments and were used in the HYDROPRO program for [η] and radius of gyration (Rg) predictions. Values are represented as mean (± 

standard deviation), N=4. 

Molecule 
[η]H 

(mL/g) 
[η]K (mL/g) 

[η]avg 
(mL/g) 

[η]v (mL/g) 
 

kexp 

Huggins 
coefficient, 

kH 

Kraemer 
coefficient, 

kK 

Molecular 
weight (Da) 

HYDROPRO 
Residue-shell 
mode 

HYDROPRO 
Residue-bead 
mode 

[η] 
(mL/g) 

Rg (nm) 
[η] 

(mL/g) 
Rg (nm) 

WT 8.28 (±3.89) 9.77 (±2.47) 9.02 (±4.61) 15.21 (±7.75) 15.78 5.30(±1.77) 1.66(±0.97) 145276 7.426 5.32 7.165 5.102 

D17N (FWL) 8.44 (±2.03) 10.30 (±1.24) 9.37 (±2.38) 6.05 (±2.81) 14.39 4.00(±0.53) 0.93(±0.18) 145274 7.426 5.253 7.09 5.045 

D70N (FWL) 8.86 (±1.49) 10.05 (±1.08) 9.46 (±1.84) 8.76 (±3.53) 14.71 3.82(±0.80) 1.30(±0.29) 145274 7.43 5.279 7.079 5.057 

K42E (FWL) 8.00 (±2.67) 10.72 (±1.18) 9.36 (±2.92) 5.39 (±3.32) 14.09 4.27(±1.27) 0.68(±0.21) 145278 7.424 5.259 7.144 5.092 

V5Q (FWH) 7.56 (±2.26) 10.24 (±0.71) 8.90 (±2.37) 2.08 (±3.36) 15.95 6.84(±2.1) 1.33(±0.21) 145334 7.281 5.27 7.047 5.069 

W32Q (CDRH2) 11.68 (±0.39) 11.90 (±0.26) 11.79 (±0.47) 11.18 (±0.49) 12.04 0.71(±0.11) 0.03(±0.07) 145160 7.436 5.259 7.097 5.062 

D28N (CDRL1) 9.83 (±4.02) 11.40 (±3.03) 10.62 (±5.03) 5.55 (±3.86) 14.86 3.02(±0.54) 0.69(±0.25) 145274 7.44 5.272 7.111 5.102 

D56N (CDRL2) 10.28 (±1.95) 12.54 (±1.11) 11.41 (±2.24) 7.94 (±2.02) 17.06 3.59(±0.81) 0.70(±0.19) 145274 7.361 5.243 7.062 5.068 

R53G (CDRL1) 28.23 (±7.56) 27.08 (±6.19) 27.65 (±9.77) 26.02 (±5.20) 20.32 0.05 (±0.09) -0.26(±0.52) 145078 7.571 5.3 7.174 5.108 
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Figure 10.6 Correlations of intrinsic viscosity from HYDROPRO program to 

experimental intrinsic viscosity ([η]avg).  

Both residue-level modes were selected, and the residue-shell predictions had a stronger 

correlation to [η]avg. Linear goodness of fit R2 reported. Error bars represent standard error of 

[η]avg. 

 

 

Figure 10.7 Poor correlations were observed between the Ross-Minton fit derived 

intrinsic viscosity versus the average intrinsic viscosity ([η]avg). 

This was examined with a, mid-concentration and, b,  high concentration viscosity profiles. 

Error bars represent standard error [η]avg values.  
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10.4. Shape factors of anti-IL-8 molecule panel 

 

Figure 10.8 Shape factors of the anti-IL-8 mAb panel.  

a, Radius of gyration (Rg) from the HYDROPRO program (shell mode) and three 

hydrodynamic radii (rh) were used as denominators; derived either from the linear average 

intrinsic viscosity [n]avg, the polynomial intrinsic viscosity [n]v or DLS (a). A dotted line at 

0.775 represents the expected ratio value for a spherical globular protein.360 b, Alternatively, 

computational solvent accessible surface area (SASA) and protein volumes were calculated 

from IgG homology constructs, and Equations 5.18 and 5.19 were used to compute shape 

coefficients and factors (v) .



238 

 

10.5. Cross-corelating hydrodynamic parameters to experimental viscosity 

Table 10.4 Cross-correlation matrix for hydrodynamic parameters and high concentration viscosity (η) for anti-IL-8 mAb panel.  

Pearson correlation coefficients (R) values are reported, and colour graded with positive correlations in blue and negative correlations in red. 

Correlations where R>0.8 are in white font.  

High 

conc η

[η]H 

(mL/g)

[η]K 

(mL/g)

[η]avg 

(mL/g)

[η]v 

(mL/g)
kH kK kexp

rh[η]avg 

at 

1mg/mL

rh[η]v at 

1mg/m

L

rhDLS at 

1mg/m

L

Vh 

(nm
3
)

ϕ 

(nm
3
/g) 

at 1 

mg/mL 

([n]avg)

ϕ 

(nm
3
/g) 

at 1 

mg/mL 

([n]v)

ϕ 

(nm
3
/g) 

at 1 

mg/mL 

([n]DLS)

Z-ave at 

1mg/mL

kD 

(mL/g)

B22 (ml/ 

nmol/g
2
)

ζ at 

5mg/m

L (mV)

Main 

peak 

isoele

ctric 

point

SASA 

(Å
2
)

Protei

n 

Volum

e (Å
3
)

Ψ v 

HYDR

OPRO 

Rg 

(Bead)

HYDR

OPRO 

Rg 

(Shell)

Average 

viscosity 

knee (cP)

[η]H (mL/g) 1.00 0.99 1.00 0.87 -0.75 -0.74 0.73 1.00 0.76 0.09 1.00 1.00 0.86 0.08 0.09 -0.64 -0.50 0.16 -0.31 0.09 -0.71 0.14 0.17 0.45 0.35 -0.26

Vh (nm
3
) 1.00 0.99 1.00 0.87 -0.75 -0.75 0.72 1.00 0.76 0.10 1.00 1.00 0.86 0.09 0.10 -0.64 -0.49 0.16 -0.31 0.08 -0.72 0.14 0.17 0.45 0.35 -0.26

ϕ (nm
3
/g) at 1 mg/mL ([n]avg) 1.00 1.00 1.00 0.85 -0.72 -0.74 0.75 1.00 0.73 0.10 1.00 1.00 0.84 0.09 0.10 -0.66 -0.52 0.14 -0.32 0.11 -0.69 0.16 0.19 0.46 0.34 -0.31

[η]avg (mL/g) 1.00 1.00 1.00 0.85 -0.72 -0.74 0.75 1.00 0.73 0.10 1.00 1.00 0.84 0.09 0.10 -0.66 -0.52 0.14 -0.32 0.11 -0.69 0.16 0.19 0.46 0.34 -0.31

rh[η]avg at 1mg/mL 1.00 0.99 1.00 0.85 -0.76 -0.77 0.73 1.00 0.73 0.16 1.00 1.00 0.83 0.15 0.16 -0.63 -0.48 0.20 -0.30 0.05 -0.71 0.11 0.14 0.45 0.30 -0.30

[η]K (mL/g) 0.99 1.00 1.00 0.83 -0.69 -0.73 0.78 0.99 0.70 0.11 0.99 1.00 0.82 0.10 0.11 -0.68 -0.55 0.12 -0.34 0.13 -0.65 0.19 0.21 0.47 0.32 -0.37

[η]v (mL/g) 0.87 0.83 0.85 1.00 -0.66 -0.50 0.63 0.85 0.97 0.01 0.87 0.85 0.99 0.00 0.01 -0.63 -0.54 0.13 -0.31 0.22 -0.80 0.28 0.30 0.51 0.64 -0.01

ϕ (nm
3
/g) at 1 mg/mL ([n]v) 0.86 0.82 0.84 0.99 -0.65 -0.48 0.59 0.83 0.97 -0.08 0.86 0.84 1.00 -0.09 -0.08 -0.60 -0.52 0.07 -0.34 0.25 -0.80 0.32 0.34 0.52 0.68 0.03

rh[η]v at 1mg/mL 0.76 0.70 0.73 0.97 -0.69 -0.45 0.43 0.73 1.00 -0.06 0.76 0.73 0.97 -0.07 -0.06 -0.48 -0.39 0.12 -0.29 0.13 -0.82 0.20 0.22 0.45 0.65 0.16

kexp 0.73 0.78 0.75 0.63 -0.17 -0.21 1.00 0.73 0.43 0.13 0.72 0.75 0.59 0.14 0.13 -0.91 -0.80 -0.05 -0.13 0.34 -0.19 0.34 0.35 0.49 0.41 -0.60

HYDROPRO Rg (Bead) 0.45 0.47 0.46 0.51 -0.18 -0.19 0.49 0.45 0.45 0.08 0.45 0.46 0.52 0.05 0.08 -0.32 -0.30 -0.32 -0.47 0.55 -0.29 0.58 0.59 1.00 0.63 -0.28

HYDROPRO Rg (Shell) 0.35 0.32 0.34 0.64 0.00 0.22 0.41 0.30 0.65 -0.36 0.35 0.34 0.68 -0.39 -0.36 -0.44 -0.41 -0.38 -0.22 0.58 -0.31 0.60 0.61 0.63 1.00 0.24

v 0.17 0.21 0.19 0.30 0.31 0.18 0.35 0.14 0.22 -0.36 0.17 0.19 0.34 -0.38 -0.36 -0.41 -0.61 -0.54 -0.66 0.99 -0.08 1.00 1.00 0.59 0.61 -0.29

ζ at 5mg/mL (mV) 0.16 0.12 0.14 0.13 -0.46 -0.43 -0.05 0.20 0.12 0.61 0.16 0.14 0.07 0.63 0.61 -0.01 0.19 1.00 0.51 -0.56 -0.36 -0.53 -0.54 -0.32 -0.38 0.16

Shape coefficient 𝜓 0.14 0.19 0.16 0.28 0.34 0.21 0.34 0.11 0.20 -0.35 0.14 0.16 0.32 -0.37 -0.35 -0.40 -0.60 -0.53 -0.64 1.00 -0.05 1.00 1.00 0.58 0.60 -0.28

Z-ave at 1mg/mL 0.09 0.11 0.10 0.01 -0.26 -0.33 0.13 0.16 -0.06 1.00 0.10 0.10 -0.08 1.00 1.00 0.11 0.25 0.61 0.11 -0.37 -0.26 -0.35 -0.36 0.08 -0.36 -0.14

rhDLS at 1mg/mL 0.09 0.11 0.10 0.01 -0.26 -0.33 0.13 0.16 -0.06 1.00 0.10 0.10 -0.08 1.00 1.00 0.11 0.25 0.61 0.11 -0.37 -0.26 -0.35 -0.36 0.08 -0.36 -0.14

SASA (Å
2
) 0.09 0.13 0.11 0.22 0.41 0.27 0.34 0.05 0.13 -0.37 0.08 0.11 0.25 -0.39 -0.37 -0.40 -0.61 -0.56 -0.61 1.00 0.03 1.00 0.99 0.55 0.58 -0.31

ϕ (nm
3
/g) at 1 mg/mL ([n]DLS) 0.08 0.10 0.09 0.00 -0.25 -0.32 0.14 0.15 -0.07 1.00 0.09 0.09 -0.09 1.00 1.00 0.09 0.23 0.63 0.13 -0.39 -0.24 -0.37 -0.38 0.05 -0.39 -0.17

Average viscosity knee (cP) -0.26 -0.37 -0.31 -0.01 -0.10 0.19 -0.60 -0.30 0.16 -0.14 -0.26 -0.31 0.03 -0.17 -0.14 0.54 0.61 0.16 0.26 -0.31 -0.27 -0.28 -0.29 -0.28 0.24 1.00

Main peak isoelectric point -0.31 -0.34 -0.32 -0.31 0.14 0.29 -0.13 -0.30 -0.29 0.11 -0.31 -0.32 -0.34 0.13 0.11 0.02 0.25 0.51 1.00 -0.61 0.41 -0.64 -0.66 -0.47 -0.22 0.26

B22 (ml/nmol/g
2
) -0.50 -0.55 -0.52 -0.54 -0.07 0.00 -0.80 -0.48 -0.39 0.25 -0.49 -0.52 -0.52 0.23 0.25 0.94 1.00 0.19 0.25 -0.61 0.05 -0.60 -0.61 -0.30 -0.41 0.61

kD (mL/g) -0.64 -0.68 -0.66 -0.63 0.10 0.11 -0.91 -0.63 -0.48 0.11 -0.64 -0.66 -0.60 0.09 0.11 1.00 0.94 -0.01 0.02 -0.40 0.13 -0.40 -0.41 -0.32 -0.44 0.54

Protein Volume (Å
3
) -0.71 -0.65 -0.69 -0.80 0.82 0.71 -0.19 -0.71 -0.82 -0.26 -0.72 -0.69 -0.80 -0.24 -0.26 0.13 0.05 -0.36 0.41 0.03 1.00 -0.05 -0.08 -0.29 -0.31 -0.27

kK -0.74 -0.73 -0.74 -0.50 0.90 1.00 -0.21 -0.77 -0.45 -0.33 -0.75 -0.74 -0.48 -0.32 -0.33 0.11 0.00 -0.43 0.29 0.27 0.71 0.21 0.18 -0.19 0.22 0.19

kH -0.75 -0.69 -0.72 -0.66 1.00 0.90 -0.17 -0.76 -0.69 -0.26 -0.75 -0.72 -0.65 -0.25 -0.26 0.10 -0.07 -0.46 0.14 0.41 0.82 0.34 0.31 -0.18 0.00 -0.10

Intrinsic viscosity, Huggins coefficient,  hydrodynamic radii, volume fraction Measured size and charge Shape descriptors
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10.6. Predicting viscosity from molecular descriptors 

Table 10.5 Ranking of anti-IL-8 molecules, in increasing viscosity order,  according to Li, Sharma and Tomar predictions against 

experimental viscosity fitted across four models at 150 and 180 mg/mL.  

 

150 mg/mL 180 mg/mL 

Li score (cP) 

Expone

ntial 

growth 

fit 

viscosi

ty (cP) 

3-

parameter 

exponenti

al fit 

viscosity 

(cP) 

Modified 

Ross 

Minton fit 

viscosity 

(cP) 

Tomar fit 

viscosity 

(cP) 

Sharma 

score (cP) 

Tomar 

score (cP) 

Exponenti

al growth 

fit 

viscosity 

(cP) 

3-

parameter 

exponenti

al  fit 

viscosity 

(cP) 

Modified 

Ross 

Minton  fit 

viscosity 

(cP) 

Tomar fit 

viscosity 

(cP) 

Average 

knee (cP) 

ß
 I

n
c
re

a
s
in

g
 p

re
d
ic

te
d
 v

is
c
o
s
it
y
 

D17N R53G WT WT WT D56N D56N R53G WT WT WT WT 

D70N K42E D70N R53G D70N D70N D70N W32Q D70N W32Q D70N D70N 

D56N W32Q D17N K42E D17N D17N D17N D70N D17N D28N V5Q V5Q 

D28N V5Q V5Q V5Q V5Q D28N D28N V5Q V5Q D70N D17N W32Q 

W32Q D70N W32Q W32Q W32Q V5Q W32Q WT W32Q R53G W32Q D17N 

WT WT D28N D28N D28N W32Q V5Q D17N D28N V5Q D28N D28N 

V5Q D28N K42E D70N K42E WT WT D28N K42E D17N K42E K42E 

R53G D17N D56N D17N D56N R53G R53G D56N D56N D56N R53G R53G 

K42E D56N R53G D56N R53G K42E K42E K42E R53G K42E D56N D56N 



240 

 

 

Table 10.6 Viscosity values from Ross-Minton fitting at 120 , 150 and 180 mg/mL with 

high-concentration and ultra-high-concentration data.  

Viscosity values >30cP are shaded in red and <30cP are shaded in green. All molecules at 

180 mg/mL had over the 30cP threshold when interpolating from ultra-high concentration 

regime data.  

Concentration regime 

used: 

High 

(<120 

mg/mL) 

Ultra-high 

(>120 

mg/mL) 

High 

(<120 

mg/mL) 

Ultra-high 

(>120 

mg/mL) 

High 

(<120 

mg/mL) 

Ultra-high 

(>120 

mg/mL) 

Molecule 

Ross-Minton fitted 

viscosity at 120 mg/mL 

(cP) 

Ross-Minton fitted 

viscosity at 150 mg/mL 

(cP) 

Ross-Minton fitted 

viscosity at 180 mg/mL 

(cP) 

WT 13.78 11.27 39.21 22.51 154.59 47.63 

D17N 1302.84 27.61 Too high 52.27 Too high 94.22 

D70N 7.28 19.68 11.92 39.31 19.76 77.88 

K42E 166.68 4.59 Too high 25.30 Too high Too high 

V5Q 65.14 12.22 1584.29 28.75 Too high 79.76 

W32Q 8.78 13.28 14.67 29.13 24.49 70.02 

D28N 225.76 14.10 Too high 31.34 Too high 76.21 

D56N 17.32 101.84 77.56 233.25 892.44 491.72 

R53G >20,000 9.21 Too high 23.03 Too high 79.43 
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Table 10.7 Confusion matrix demonstrating number of molecules with predicted low 

or high viscosity from use of ensemble charge (ens_charge).  

Using the high concentration regime data, three out of the nine molecules would be 

classified as low viscosity despite >30cP experimental viscosities at 120 mg/mL. Using the 

ultra-high concentration regime data, two molecules would be classified as low viscosity 

despite >30cP experimental viscosity reported/ at 120 mg/mL. 

 

High (<120 mg/mL) concentration regime 

No. molecules 

Low viscosity (<30 cP) at 

120 mg/mL 

High viscosity (>30 cP) 

at 120 mg/mL 

Predicted low viscosity 

(ens_charge >+2) 
4 3 

Predicted high viscosity 

(ens_charge <+2) 
0 2 

Ultra-high (>120 mg/mL) concentration regime 

No. molecules 

Low viscosity (<30 cP) at 

120 mg/mL 

High viscosity (>30 cP) 

at 120 mg/mL 

Predicted low viscosity 

(ens_charge >+2) 
5 2 

Predicted high viscosity 

(ens_charge <+2) 
2 0 
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Table 10.8 Confusion matrices of viscosity classification of anti-IL-8 molecules from Lai et al. decision tree151 versus experimental 

viscosity data. 

The experimental data used are the interpolated viscosities at 120 mg/mL and 150 mg/mL from all fitting models used (modified Ross-Minton, 

growth exponential, 3- parameter exponential and Tomar models). Two cut-off points were used (20 or 30 cP) as the ‘low viscosity’ threshold. Top 

left quadrant of each matrix represents true positives, bottom left quadrant represents false negatives, top right quadrant represents false positives 

and bottom right quadrant represents true negatives. True positive or negative values are in green font and false positive or negatives are in red 

font.  

  Viscosity classification at 120 mg/mL  Viscosity classification at 150 mg/mL 

  20cP cut off 30 cP cut off  20cP cut off 30 cP cut off 

  Modified Ross-Minton fitted viscosities 

 

No. molecules 
Low viscosity 
(<20 cP) at 120 
mg/mL 

High viscosity 
(>20 cP) at 120 
mg/mL 

Low viscosity 
(<30 cP) at 120 
mg/mL 

High viscosity 
(>30 cP) at 120 
mg/mL 

No. molecules 
Low viscosity 
(<20 cP) at 150 
mg/mL 

High viscosity 
(>20 cP) at 150 
mg/mL 

Low viscosity 
(<30 cP) at 150 
mg/mL 

High viscosity 
(>30 cP) at 150 
mg/mL 

 

Predicted low 
viscosity  

0 0 0 0 
Predicted low 
viscosity  

0 0 0 0 

 

Predicted high 
viscosity  

7 2 8 1 
Predicted high 
viscosity  

0 9 5 4 

 
  Growth exponential fitted viscosities 

 

Predicted low 
viscosity  

0 0 0 0 
Predicted low 
viscosity 

0 0 0 0 

 

Predicted high 
viscosity  

6 3 7 2 
Predicted high 
viscosity  

2 7 4 5 

  3-parameter exponential fitted viscosities 

 

Predicted low 
viscosity 

0 0 0 0 
Predicted low 
viscosity  

0 0 0 0 
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Predicted high 
viscosity  

4 5 7 2 
Predicted high 
viscosity  

0 9 0 9 

  Tomar fitted viscosities 

 

Predicted low 
viscosity  

0 0 0 0 
Predicted low 
viscosity 

0 0 0 0 

 

Predicted high 
viscosity  

1 8 6 3 
Predicted high 
viscosity  

0 9 0 9 
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Table 10.9 Confusion matrix of viscosity classification of anti-IL-8 molecules from Makowski et al. decision tree153 versus experimental 

viscosity data.  

The experimental data used are the interpolated viscosities at 120 mg/mL and 150 mg/mL from all fitting models used (modified Ross-Minton, 

growth exponential, 3- parameter exponential and Tomar models). Two cut-off points were used (20 or 30 cP) as the ‘low viscosity’ threshold. Top 

left quadrant of each matrix represents true positives, bottom left quadrant represents false negatives, top right quadrant represents false positives 

and bottom right quadrant represents true negatives. True positive or negative values are in green font and false positive or negatives are in red 

font. 

 Viscosity classification at 120 mg/mL  Viscosity classification at 150 mg/mL 

 20cP cut off 30 cP cut off  20cP cut off 30 cP cut off 

 Modified Ross-Minton fitted viscosities 

No. molecules 
Low viscosity 
(<20 cP) at 120 
mg/mL 

High viscosity 
(>20 cP) at 120 
mg/mL 

Low viscosity 
(<30 cP) at 120 
mg/mL 

High viscosity 
(>30 cP) at 120 
mg/mL 

No. molecules 
Low viscosity 
(<20 cP) at 150 
mg/mL 

High viscosity 
(>20 cP) at 150 
mg/mL 

Low viscosity 
(<30 cP) at 150 
mg/mL 

High viscosity 
(>30 cP) at 150 
mg/mL 

Predicted low 
viscosity  

2 2 3 1 
Predicted low 
viscosity  

0 4 0 4 

Predicted high 
viscosity  

5 0 5 0 
Predicted high 
viscosity  

0 5 5 0 

  Growth exponential fitted viscosities 

Predicted low 
viscosity  

2 2 2 2 
Predicted low 
viscosity  

0 4 0 4 

Predicted high 
viscosity  

5 1 5 0 
Predicted high 
viscosity  

0 5 1 1 

 3-parameter exponential fitted viscosities 

Predicted low 
viscosity  

3 1 3 1 
Predicted low 
viscosity  

0 4 0 4 

Predicted high 
viscosity  

2 3 3 1 
Predicted high 
viscosity  

0 5 0 5 
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 Tomar fitted viscosities 

Predicted low 
viscosity  

0 4 3 1 
Predicted low 
viscosity  

0 4 0 4 

Predicted high 
viscosity  

1 4 3 2 
Predicted high 
viscosity  

0 5 0 5 
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Figure 10.9 a, Correlations and b, variable importance plot (VIP) of averaged knee of viscosity profiles for anti-IL-8 panel to computational 

molecular descriptors.  

Highest correlated descriptors (R≥0.5) which are marked with red arrows on the VIP were used in partial least squares regression for predictive 

modelling.  Partial least squared modelling was used to generate the VIP and a threshold of 1.7 (red dotted line) was set.  
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Table 10.10 Molecular descriptors from four in-house proprietary mAbs were used to 

test regression model developed from anti-IL-8 panel.  

Molecule 

Hydrophobic 

index 
TANGO 

Fv number 

of 

hydrophilic 

residues 

Fv number of 

hydrophobic 

residues 

HVI 

Full IgG 

%neg 

patches 

Full IgG 

diffusion 

coefficient 

Count of 

hydrophobic 

protein 

patch(es) 

Count of 

positive 

protein 

patch(es) 

Ab1 1.048 683.77 118 84 14.72 21.07% 4.70E-07 11 11 

Ab2 1.087 863.13 120 81 16.81 27.55% 4.70E-07 10 7 

Ab3 1.124 384.17 125 85 16.81 22.88% 4.70E-07 9 10 

Ab4 1.069 770.32 124 80 18.88 23.82% 4.80E-07 11 11 
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