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Abstract

This thesis reports on experiments towards improving the quantum coherence of trapped

ion qubits, such that coherent control of the qubit can be achieved. This is essential for

the applications that ion traps have in the fields of quantum information processing,

quantum metrology and for use in atomic clocks.

High RF potentials are applied to traps to give tight confinement and long storage

times. Low-noise performance is essential for performing coherent control of the ion

qubits with high fidelities. The ability for the trap to operate under these RF potentials

can be compromised by the presence of electronic breakdown. Even the faintest amount

of breakdown can severely diminish the trapping efficiency. An RF testbed has been

developed to characterise the performance of newly fabricated microtraps is presented.

Should any breakdown occur during testing it is detected optically. Image processing

routines enhance the sensitivity of the measurement such that the onset of surface

flashover type breakdown can be detected at amplitudes up to 90 V less than what is

possible with unprocessed images. A calibrated pickup measurement allows for the RF

voltage amplitude on the trap to be determined without perturbing the resonant circuit

that is used to apply the high voltages. These techniques will be used to improve the

development of future devices. The principles demonstrated here also have applications

beyond ion microtraps to other types of MEMS devices.

One requirement of implementing fault-tolerant quantum information processing

is that the Rabi frequency of the laser-ion interaction must have a fractional stability

between 10−2 and 10−4. Additionally to coherently control the state of a qubit the gate

operations must be performed at timescales that are much faster the coherence time

of the qubit. To achieve both of these the construction of an optical frequency tuner
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for the qubit laser is presented. This subsystem utilises a direct digital synthesis RF

source to apply fast detuning operations to the qubit laser over a ±25 MHz range, whilst

simultaneously stabilising the laser power to the extent that its Allan deviation reaches

the more stringent level for fault-tolerant quantum gates over the 10 − 700 s time

frame, which correspond to the approximate durations of spectroscopy experiments.

To ensure that the tuner and downstream subsystems do not add excessive frequency

noise onto the laser a beat measurement is made against the laser at the source. All

noise and sidebands are observed to be < −36.5 dBc and the linewidth of the beatnote

is < 0.21 Hz.

Fluctuations in the magnetic field that the ion is exposed to will induce modulations

in the Zeeman shift of the 2S1/2(mj = −1/2)−2D5/2(mj = −5/2) qubit transition that

is used here, which in turn causes decoherence in the qubit. Due to this transition

having ∆mj = 2 the qubit transition will have a higher sensitivity to any fluctuations

in the magnetic field, however the geometry of the apparatus results in this Zeeman

component giving the highest laser-ion coupling. The apparatus used for the work in

this thesis features a magnetic shield and a set of coils for nullifying any remaining field

and applying a bias field. The ability of this setup to stabilise the field the ion experi-

ences is investigated. Whilst investigating the stability of the magnetic field the effects

of nearby devices on the magnetic field are considered. The shield is shown to attenu-

ate the external field by a factor of 1065×, and the magnetic field is stabilised enough

that the Allan deviation of the qubit transition frequency is < 10 Hz for 1 s − 7000 s

timescales and < 1 Hz for 20 s − 350 s. Investigation into the magnetic field stability

also revealed the presence of ground loops from the source of the trap DC potentials

and the piezo electric transducers that are used to steer the qubit laser beam pointing.

Finally, spectroscopy experiments on a single ion and two-ion string are demon-

strated. The motional frequencies of the single ion and two-ion string are measured

and are found to agree with the calculated frequencies. The state initialisation into

the S1/2(mj = −1/2) Zeeman component is measured to be ≥ 99.6 %. A raster scan

of the beam pointing is used to ensure that the laser intensity maximum of the laser

is incident on the ion. Coherent control of a trapped ion qubit is demonstrated with
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the generation of Rabi oscillations and Ramsey fringes. By fitting Bloch equations to

the results of these experiments the unknown experiment parameters such as the Rabi

frequency and mean vibrational number are able to be determined. The ability to ini-

tialise the ion into the motional ground state via sideband cooling is shown. Utilising

amplitude shaped pulses to minimise off-resonant excitation has been demonstrated

by applying pulses whose amplitude follows a Blackman profile in time. This pulse

shape has reduced Fourier components that are far from resonance, which manifests as

the suppression of spectral side-lobes. The data fitting routines used iterate on previ-

ous work to reduce the computational overhead and improve computation times. The

experimental procedures to perform and optimise the Mølmer-Sørensen entanglement

gate are presented, as is discussion on how the results of these experiments should

be interpreted. However, demonstration of this routine remains the next step in the

experiment’s investigation.
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Chapter 1

Introduction

In quantum mechanics two states that would be discrete classically can be superposi-

tioned onto each other so that the system exists in both states simultaneously, such

as in the famous Schrödinger’s cat thought experiment where the cat could be alive

or dead with its fate determined by whether a radioactive atom had decayed or not.

Furthermore in cases where multiple particles are present it is possible to entangle

them together so that they are dependent on each other. Experimental realisations of

quantum physics are however difficult to achieve in practice as the quantum system can

easily interact with the external environment. This causes the fragile quantum states

to couple to external sources of noise that destroys the coherence of the quantum states

contained within thus ruining the experiment.

Cooled ions trapped within a linear radio-frequency (RF) trap, a device originally

created by Wolfgang Paul for mass spectrometry [2], present themselves as an ideal

system for use in experimental quantum physics. The main reasons for this are that

within the trap each ion is tightly confined by the trapping potential whilst simultane-

ously being well isolated from its external environment which minimises the coupling

of any deleterious, external noise sources to the fragile quantum states stored in each

ion’s electronic and motional states. This environmental isolation allows for the quan-

tum states to be robustly stored with long coherence times and for precise and rapid

manipulation of these quantum states using external radiation from a resonant laser or

microwave source. The quantum information stored within these states can be trans-
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Chapter 1. Introduction

ferred amongst multiple ions through their collective motion where the motion of each

ion is strongly coupled to that of other ions through the mutual Coulombic repulsion

the ions exert on each other. The numerous research groups around the world who

study and develop ion traps for a wide range of different experiments, including Quan-

tum Information Processing (QIP) and precision metrology, is testament to how robust

and versatile this system is. This is further acknowledged by half of the 1989 Nobel

Prize in Physics being jointly awarded to Hans G. Dehmelt and Wolfgang Paul for

“for the development of the ion trap technique.” and again in 2012 where half of the

that year’s prize was awarded to David J. Wineland “for ground-breaking experimen-

tal methods that enable measuring and manipulation of individual quantum systems”

which he achieved using trapped ions.

This thesis is organised as follows:

The remainder of this chapter will review the historic and ongoing status of ion trap

research; focusing on QIP and quantum metrology. A short summary of ion trap setups

in use by other groups is also presented.

Chapter 2 will examine the relevant background theory and concepts for the work un-

dertaken in this thesis.

Chapter 3 will summarise the main experimental setup used for most of the work in

this thesis.

Chapter 4 will examine the issue of high voltage breakdown of the microfabricated ion

traps and describes a setup that is utilised to characterise the high RF voltage tolerance

of these devices.

Chapter 5 describes a tuner element that is included into the qubit laser. This element

simultaneously performs fast frequency shifting operations whilst stabilising the optical

power of the laser.

Chapter 6 discusses the magnetic field noise that the ion is exposed to and the work

that was done to characterise it.

Chapter 7 covers the spectroscopy routines and the results that are generated. Also

discussed here are improvements to the data fitting routines that have been made.
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Chapter 1. Introduction

1.1 Quantum Information Processing

In 1982 Richard Feynman [3] wrote an article which explained that it would rapidly

become too difficult, if not impossible, to model an extensive quantum system on a

classical computer. Instead a computer based upon quantum mechanics, where infor-

mation is stored in a two-state {|g⟩ , |e⟩} quantum system, would be able to exploit

the same properties that a classical computer would struggle to process, to effectively

simulate a different quantum system. Despite this prediction there was little interest in

creating a quantum computer until 1994 when Peter Shor developed his factorisation

algorithm [4] which required a quantum computer to perform. Since then other QIP

algorithms that would require a quantum computer have emerged, such as Grover’s

search algorithm [5] and the Deutsch-Jozsa algorithm [6] that determines whether an

unknown binary function is constant or balanced (i.e. whether the function always

return the same answer, a 0 or a 1, for any input combination or a 0 for half the input

domain and a 1 for the other half respectively). In 1996 David DiVincenzo [7] defined

a set of stringent requirements that would need to be fulfilled in order to create a

functioning quantum computer:

1) A scalable system with well defined qubits.

Scalable means that the number of basic computational units can be increased with

minimal losses in performance and with little increase in the cost, energy consumption

and physical size of the quantum computer [8]. In the context of trapped ions this

refers to the trap architecture and the method that qubits are encoded in the ions.

This topic is looked in more detail in chapter 1.3

2) The ability to initialise the register to a simple fiducial state.

For the ion qubits used here this involves Doppler and sideband cooling to the motional

ground state and optical pumping to the desired electronic level. The theory behind

these are covered in chapter 2.4.1 and 2.4.3, and the implementation in chapters 3.12.3,

3.12.4, 3.12.6, 7.4 and 7.7.

3) Long relevant decoherence times, much longer than the gate operation time.

The coherence time of a qubit refers to the length of time over which the information
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described by the state is preserved; specifically it is the time in which the probability

of retaining the value of the state has decayed by 1/e [9]. Ion qubits based on hyperfine

or Zeeman sub-levels can have long qubit lifetimes as these are stored in the electronic

ground state of the ion and are not subject to spontaneous decay. An example of each

being coherence times greater than 10 minutes have been achieved for a single qubit

based on the hyperfine sub-levels of Yb+ [10] and a 40Ca+ Zeeman qubit achieving

a coherence time of 2.1 s [11]. In contrast to these, qubits encoded in an optical

metastable excited state have decoherence times in the hundreds of milliseconds [12].

The fundamental limitation for the decoherence time for trapped ion QIP is that the

states used for encoding the qubit have a natural lifetime, with optical qubits generally

having the shortest lifetimes. For the quadrupole transition of 88Sr +, the ion species

used for the work done in this thesis, this lifetime is 390 ms [13]. In practice, the

decoherence time for the qubit will be less than this due to the qubit coupling to noise

in the environment. Ideally these lifetimes should be chosen to be as long as possible

to maximise the number of operations that can be performed before the qubit is lost to

decoherence. Typically gate operations for trapped ion qubits are of the order of ten

to a few hundred microseconds [14–16] in duration although recently qubit gates that

require hundreds of nanoseconds have been demonstrated [17]. These gate times are at

worst three orders of magnitude lower than the qubit lifetimes; such that the coherence

times far exceed the time required to execute simple QIP algorithms that consist of

several qubit gates concatenated together [18].

4) A universal set of quantum gates

If any single arbitrary operation can be broken down into a specific set of operations

this set can be called “universal” and any more complex operations could be achieved

by performing these universal gates a different number of times, on different inputs in

different orders. In classical Boolean logic the NAND gate is the “universal” logic gate

as any Boolean logic operation on any number of inputs can be composed of a sequence

of NAND gates. In QIP the “universal” quantum gates are single qubit operations and

the two qubit controlled-NOT (C-NOT) gate, the QIP equivalent of the classical XOR

gate [18–20].
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5) The ability to measure the state of a specific qubit

State readout for ion based qubits is carried out using Dehmelt’s electron shelving

technique [21, 22]. In this technique the ion’s state is determined by rapidly cycling

photons on a secondary transition that is only resonant when the ion is in the ground

state. Typically this is performed on the Doppler cooling transition due to the short

lived excited state that this cooling technique utilises. After just a few microseconds of

photons being cycled the state of the ion can be determined with near 100 % accuracy

[23]. This method has been able to perform single qubit state detection with error rates

of 5× 10−4 for hyperfine qubits [24] and 1.8× 10−4 for optical qubits [25]. In the cases

where multiple ions are trapped in a linear string, the state of each ion in the string

can be imaged by illuminating all ions in the string and imaging their fluorescence with

a CCD camera [26] or by moving the laser focus across the string [16].

In 1995, Cirac and Zoller [27] were the first to propose that ions stored within a

linear RF trap would serve as an ideal system to make a quantum computer. In their

description of the ion trap quantum computer the internal states of the ions are used

as the qubits, the state of the whole quantum computer is the superposition state of all

the confined ions and each qubit would be manipulated by addressing its corresponding

ion with a laser. C-NOT gates, which are used to implement the quantum computer

algorithms, would be applied by exciting the collective motion of the ion string in

the linear trap, in which the ions’ motion is coupled together through their mutual

Coulombic repulsion. Kielpinksi et al expanded on this outlining what an ion trap

quantum computer would look like in practice [28]. A more recent proposal [29] is to

use a vast 2-dimensional array of microfabricated X-shaped ion traps, where each trap

is a single cell in the array, in conjunction with globally and locally applied magnetic

and RF fields. In this design each cell contains a small number of ions that are used for

qubit operations with a second ion species being used for sympathetic cooling of the

primary ions. Here the single and multi-ion gate operations are performed using these

fields with only simple lasers being required for the remaining operations; these being

state detection and preparation, photionisation and sympathetic cooling.

Trapped ions present one of the more promising systems on which to implement
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QIP. This is due to trapped ion qubits having coherence times that are much longer

than the time it takes to perform each gate operation [30, 31] when compared against

similar systems [32,33], an accurate and easy to perform method of measuring the state

of the qubit [22]. As a result numerous qubit operations can be performed consecutively

before the qubit decoheres. It should also be noted that whilst fast qubit gate operations

are desirable, the actual increase in processing power from QIP, when compared against

classical computers, arises from the exponential scaling from entangling qubits and the

ability to put the qubit into a superposition state. In addition to this, QIP systems

can also be used to solve certain computational problems, which are impossible to do

with a classical computer at practical timescales [18,34]. Qubit operations just have to

be fast relative to the coherence time of the qubit; although generally there is a trade

off between increasing the speed that qubit operations are performed at and fidelity of

those operations [35].

Although trapped ions remain one of the most promising methods of implementing

quantum information processing, other methods area also being investigated, with some

examples being;

1) QIP methods similar to those with trapped ions have been implemented on

trapped neutral atoms [36],

2) Solid state systems based upon Josephson junctions such as SQUIDS [37] and

Transmons [38–40] and other solid state systems involving quantum dots [41,42],

3) Systems of entangled photons [43–45],

4) Adiabatic methods previously mentioned [46] where the qubits of the system

are evolved from the ground state of a simple Hamiltonian to the ground state of the

desired Hamiltonian via the adiabatic theorem [47,48]

5) Measurement-based quantum computation [49,50] methods where the qubit value

is teleported through ancillary qubits in a matrix of entangled qubits. With this type

of QIP the computational algorithm is performed by sequentially measuring ancillary

the qubits with the answer to the algorithm stored in the final set of qubits that are

measured.
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1.2 Ion Traps for Quantum Metrology

Beyond QIP ion traps have numerous metrological uses some of which are detailed here.

Due to atomic transitions being highly repeatable they make ideal reference stan-

dards for atomic clocks. Currently the SI definition of the second is defined by the

9.2 GHz hyperfine transition in 133Cs. In the future the second could be defined by an

optical frequency transition of a trapped ion [51] or a trapped ion that is referenced to

a separate trapped atom or atoms [52,53]. The principle behind this being that optical

transitions have higher Q factor (∼ 105) than those in the microwave frequency region

and thus have a lower inherent instability, which would allow for relative uncertainties

down to the 10−18 level to be reached [54–57]. To achieve this level of uncertainty

particular interest has been given to the utilisation of forbidden quadrupole transitions

of trapped ions that have electron configurations similar to those of alkali metals; these,

depending on the species, have linewidths of single-digit hertz or lower [58–60]. Work

has also been done examining the extremely narrow octupole transition in 171Yb +,

which possesses a 1 nHz natural linewidth, as a potential standard [61–63]. Applica-

tions for this include most uses that are covered by atomic clocks such as GPS navi-

gation [64, 65], characterising other less precise clocks [66] and the use as a reference

clock for the Network Time Protocol [67].

Beyond their possible use in frequency standards ion traps have a wide range of

other potential uses, one of which is the original purpose that Wolfgang Paul originally

created his RF trap for [2], namely, use in mass spectrometers. Some of the recent

developments in ion trap mass spectrometry are covered in the review by Snyder et

al [68]. Other potential metrological applications for ion traps that have been proposed

or investigated include: use as highly sensitive force sensors [69], rotation sensing [70],

magnetrometry [71], measurement of the branching ratios of dipole transitions [72] and

as a quantum lock-in amplifier [73].
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1.3 Ion Trap Architecture and Qubit Implementation

In the 1990s when interest in trapped ion QIP started, the first proof-of-principle trap

designs were mostly millimetre scale custom made traps [74–76] that were only capable

of utilising ∼10 ions. To create scalable traps that could contain more ions, enable

mass production and improve the qualitative consistency of the traps, a considerable

amount of effort has been invested to miniaturise these designs. Generally two different

types of linear trap architectures have been used.

The first of these are two-dimensional architectures where the electrodes of the ideal

linear Paul trap are arranged into a single plane and the ions are suspended above the

ion trap. The advantage of this type of design is that the manufacturing process is

relatively easy compared to three-dimensional traps described below, which in turn

allows for more complex designs to be created such as traps with X shaped [77, 78]

and Y shaped [79] junctions with additional features and modifications being easy to

implement [80]. Some of these designs are intended to be used as “cells” in an array that

link together via shuttling junctions that together function as a quantum information

processor [28, 29]. In these proposals different cells or parts of each cell are used for

different functions such as memory, state readout, etc. However, a significant flaw

in two-dimensional trap architectures is that the harmonicity of the trapping field is

significantly reduced, compared to the ideal case, as the trapping field is only supplied

from one direction, yielding lower trapping efficiencies [81]. Some examples of this

architecture are the trap designs used by NIST [82] and the research group at Georgia

Tech [83].

The other main type of architecture used are of a bulk three-dimensional form, that

more closely resembles the ideal linear Paul trap. Traps made in this architecture are

usually millimetre scale or larger due to the difficulty of manufacturing the required

three dimensional structure at microscale levels. The ion traps used for the work

done in this thesis are of this type of architecture, implemented at microscale, the full

description and properties of which are detailed in chapter 3.1. Other research groups at

Oxford [84] and Innsbruck [85] have recently used traps based on the three-dimensional
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architecture.

Reviews of different manufacturing techniques and modifications have been per-

formed which detail the current architectures used by different research groups [86,87].

Additionally a review by Eltony et al [88] examines several added features and modifi-

cations to trap architectures that have been attempted.

In addition to the scaling of the ion traps themselves, there is also a need to scale the

optical systems to address each trapping zone. Promising developments with waveg-

uides and microscale lenses [89–92] could be implemented to overcome this.

The actual implementation of trapped ion qubits have been realised in three separate

ways:

1) Qubits are encoded between two hyperfine energy levels in the ground state.

These qubits require the ion to have an odd nuclear spin and are controlled and manip-

ulated by either microwaves or Raman fields. The Maryland group has encoded their

qubits using 171Yb + [93,94], the NIST group uses 9Be + [95] and the group at Oxford

has also encoded their qubits this way using 43Ca + [96, 97],

2) Qubits encoded in two Zeeman sub-levels of the electronic ground state such as

the way in which the Oxford and Mainz groups uses 40Ca + [11, 96],

3) Qubits encoded in the optical transition of a ground state and a metastable ex-

cited state. The group at MIT encode their qubits [98,99] in this way. The Weizmann

Institute previously encoded their qubits in Zeeman sub-levels [100] but now use optical

this type of qubit [101].
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Background Theory

2.1 Ion Trapping

2.1.1 Motion of the Ion in an RF Trap

Fundamentally a charged particle cannot be trapped by purely static electric fields [81].

The linear Paul trap used for the work done in this thesis dynamically traps ions by

applying an RF potential that is oscillating at a frequency, ΩRF, and a maximum am-

plitude, URF, to a pair of diagonally opposite electrodes combined with DC potentials,

VDC, from a set of four endcap electrodes. Figure 2.1 summarises the layout of this

configuration with greater detail on the trap architecture described in section 3.1. The

potential that an ion confined in this trap experiences is:

Φ(x, y, z, t) =
VDC

2
(αxx

2 + αyy
2 + αzz

2) +
URF cos (ΩRFt)

2
(βxx

2 + βyy
2 + βzz

2) (2.1)

where αi and βi are geometric factors that are defined by the trap architecture. From

this the equations of motion for the ion in the trap can be obtained [81]. Along one

axis this is:
d2ui
dt2

= −Qe

m

∂Φ

∂ui
= −Qe

m
[VDCαi + URF cos (ΩRFt)βi]ui (2.2)

where u is the ion’s displacement along the i ∈ {x, y, z} axis, Qe and m are the

charge and mass of the ion respectively, αi = (ϵiκ)/r
2
DC and βi = ηtrap/r

2
RF, with

ηtrap and κ being factors that consider effects of the trap geometry on the trapping
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Figure 2.1: Example electrode structure of a linear Paul trap.

efficiency [102, 103]. Here rRF and rDC are the distances from the ion to the RF and

endcap electrodes respectively.

Using the substitutions on each axis

ai =
8QeVDCκ

mr2DCΩRF
2 (2.3a)

qi =
2QeURFηtrap

mr2RFΩRF
2 (2.3b)

the equations of motion become a form of the Mathieu equation [23,81,104]:

d2ui
dt2

+ [ai − 2qi cos (ΩRFt)]
Ω2
RF

4
ui = 0 (2.4)

where the dimensionless terms ai and qi are now the stability parameters of the Mathieu

equation.

A solution to the Mathieu equation can be found using Floquet’s theorem [81,105]:

ui(t) = Ai

∞∑
n=−∞

C2n,i cos

(
(2n+ βi)

ΩRF

2
t

)
+Bi

∞∑
n=−∞

C2n,i sin

(
(2n+ βi)

ΩRF

2
t

)
(2.5)

where Ai and Bi are constants that satisfy boundary conditions, the coefficients C2n

represent a recursion relation that describe the amplitude of the ion’s motion and here
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βi is the characteristic exponent that dictates the frequency of the ion’s motion. n here

are integer values corresponding to higher orders of the ion’s motion induced by the

RF field. Both C2n,i and βi are functions of ai and qi only.

For the Mathieu equation there is a range of ai and qi values for which the motion

of the ion is stable. This area of the parameter space corresponds to solutions where

βi from equation 2.5 has non-integer values. For parameter values that result in βi

being an integer the motion of the ion is periodic but unstable. This limits the allowed

values of ai and qi to an area of the parameter space enclosed by “characteristic curves”

that serve as the boundaries between the stable and unstable regions of the parameter

space [106,107].

For the electrode configuration shown in figure 2.1 the qi parameters are

qx = qy =
2QeηtrapURF

mΩ2
RFr

2
RF

, qz = 0, (2.6)

and the ai parameters are

ax = −ϵaz, ay = −(1− ϵ)az, az =
8QeκVDC

mΩRF
2r2DC

(2.7)

where ϵ is an anisotropic effect that arises from the endcaps being off diagonal relative

to the x̂ŷ plane that the RF is applied on [102].

The C2n terms outside of n = 0, ± 1 provide only small contributions to the ion

motion when the stability parameters are within the limit of (|ai|, qi2) ≪ 1 [108]. This

allows for the lowest-order approximation [23,81] (C±4 ≃ 0) to be made. This removes

higher order terms of the ion’s motion and combined with the boundary condition of

Ai = Bi, provides a solution of the form:

ui(t) ≈ 2AiC0,i cos

(
βi
ΩRF

2
t

)[
1− qi

2
cos (ΩRFt)

]
(2.8)

In this case βi =
√
ai + q2i /2 describes an oscillation at a frequency known as the
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“secular” or “motional” frequency;

ωi = βi
ΩRF

2
=

ΩRF

2

√
ai +

q2i
2

(2.9)

Comparing the secular frequencies given by equation 2.9 against data obtained

experimentally reveals a poor match between the predicted frequencies and what is

observed in practice. Considering βi to higher order than that just given by the lowest-

order approximation gives more accurate values for ωi. A higher order approximation

of βi given in [109];

ωi =
ΩRF

2

[
ai −

(ai − 1)q2i
2(ai − 1)2 − q2i

− (5ai + 7)q4i
32(ai − 1)3(ai − 4)

− (9a2i + 58ai + 29)q6i
64(ai − 1)5(ai − 4)(ai − 9)

] 1
2

(2.10)

provides secular frequencies that are much closer matches for what is observed experi-

mentally1.

In addition to the “ideal” stability conditions mentioned above, secondary sources

of instability exist in the Mathieu equation; where the ion’s motion is parametrically

excited by the RF field, heating the ion out of the trap. These instabilities exist when

the secular frequencies match the resonance condition [103,108]

nxωx + nyωy = ΩRF − kzωz (2.11)

where nx, ny and kz are positive integers. Figure 2.2 depicts the range of values for

ax and qx that would provide stable trapping with the trap architecture used in this

thesis.

If multiple ions are confined within the trap then the mutual Coulombic repulsion

will induce further motional frequencies that can be observed; for N ions in the trap

3N motional frequencies will be observed, adding one extra motional mode per axis

[111–113]. These in turn will add in additional instabilities in a form similar to that

1With the trap architecture used in this thesis, with a single ion these parameters are typically
m = 88 × 1.661 × 10−27 kg, ΩRF = 29.8 MHz, URF = 200 V, VDC = 3.0 V, κ = 0.098
rDC = 223.44 µm, ηtrap = 0.690 and rRF = 240.42 µm which gives secular frequencies of
ωx ≈ 1.44 MHz, ωy ≈ 1.58 MHz and ωz ≈ 570 kHz
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Figure 2.2: a) Stability diagram of the ion trap described in section 3.1 along the x̂−axis,
with the coloured area representing the stable region of the trapping parameters [110].
The instabilities from the resonance conditions given by equation 2.11 are indicated
with magenta lines. Here ax is limited to negative values due to the requirement of the
DC voltages, and thus az, being positive to confine positively charged ions. b) Enlarged
region of the stability diagram with the yellow X corresponding to the typical values
of ax and qx used for the work done in the later chapters of this thesis.

given by equation 2.11; making storage of multiple ions more difficult than for a single

ion, with the difficulty increasing with the number of ions being trapped. For two

ions the three single ion frequencies now correspond to the collective motion of the ion

string and an extra frequency, known as either the stretch or breathing mode, will be

observed at

ωstr = 3
√
ωz (2.12)

and two frequencies that correspond to rocking modes will be found at

ωroc, j =
√
ω2
j − ω2

z (2.13)

where j ∈ {x, y}.

In addition to this classical treatment of the ion’s motion, a quantum mechanical

view of the ion’s motion can be considered. When an ion has been laser cooled the
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kinetic energy of its motion becomes comparable to ℏωi with the motion being described

by the Schrödinger equation. Cook et al [114] showed that in this regime solving

the Schrödinger equation becomes reduced to solving the classical Mathieu equation,

verifying that this is a valid way to examine the motion. With the Schrödinger equation

the motion of the ion is expressed as

− ℏ2

2m

∂2

∂u2i
ψ +

1

2
mω2

i ψ = iℏ
∂

∂t
ψ (2.14)

Defining the creation, â†, and annihilation, â, operators as

â† =

√
mωi

2ℏ
ûi −

i√
2mℏωi

p̂i (2.15a)

â =

√
mωi

2ℏ
ûi +

i√
2mℏωi

p̂i (2.15b)

with ûi and p̂i the position and momentum operators respectively, allows equation

2.14 to be re-written as [115,116]

H |ψ⟩ = ℏωi(â
†â+

1

2
) |ψ⟩ = En |ψ⟩ (2.16)

where En are the energy eigenvalues, which take the usual form for a quantum harmonic

oscillator:

En =
(
n+

1

2

)
ℏωi (2.17)

where n = 0, 1, 2... are the vibrational numbers of the ion’s motion. Even though

the motion of an ion is quantised by n the exact motional state is not actually known.

Instead it is described as a thermal distribution that depends on the mean vibrational

number, n̄ (which can be a non-integer). The probability of the ion being in the nth

vibrational level for any single measurement is [81]

Pn(n̄) =
n̄n

(1 + n̄)(1+n)
(2.18)

This complicates attempts to perform spectroscopy on the ion as the coupling to be-

tween the laser and ion depends on the value of n (see section 2.4.2). As a consequence
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performing spectroscopy on an ion that is in a thermal (n̄ ̸= 0) state will result in a

loss of coherence from the ion-laser couplings giving different excitation results.

2.1.2 Micromotion

On top of the secular motion is a faster, secondary motion known as “micromotion”, so

called due to it oscillating at a smaller amplitude than the secular motion. The origins

of the micromotion can be understood by considering an ion in an RF field at a location

that is not at the null; when the field is confining it gives the ion a large and sudden

“kick” towards the RF null. This causes the ion to move a small amount and gain

velocity. The RF field then changes to be anti-confining; this change imparts a second

“kick” away from the RF null. Since the RF field alternates faster than the secular

motion of the ion the RF field drives this smaller, faster motion on top of the secular

motion. This driving effect on the micromotion will cause it to be 180◦ out-of-phase

with the RF field. This micromotion is intrinsic to the movement of the ion in the trap

and cannot be compensated for or suppressed. In equation 2.5 this corresponds to the

terms that arise when n = ± 1; these give faster frequencies at (±2+βi)ΩRF/2 which

also have a smaller amplitude due to |C0,i| > |C±2,i| [81].

Stray DC patch potentials on surfaces that have line of sight to the ion, such as the

electrodes, vacuum chamber windows, etc, can displace the ion from the RF null [104],

inducing further, excess micromotion [117]. These patch potentials can originate from

flaws in the electrodes during manufacture, laser induced charging of the surfaces [118]

(although this is not expected to be the case for the apparatus described in chapter

3 [118]) or contaminants on these surfaces. The effect of the patch potentials can be

considered by modifying equation 2.8 to account for the ion’s displacement from the

RF null at the centre of the trap (ui,0):

ui(t) ≈
[
ui,0 + 2AiC0,i cos

(
βi
ΩRF

2
t

)][
1− qi

2
cos (ΩRFt)

]
(2.19)

which when multiplied gives the following equation that fully describes the motion of
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the ion in the trap (at least in the lowest-order approximation):

ui(t) ≈ ui,0 + 2AiC0,i cos (ωit)

+
AiC0,iqi

2

[
cos

(
(ΩRF + ωi)t

)
+ cos

(
(ΩRF − ωi)t

)]
− qiui,0

2
cos (ΩRFt)

(2.20)

In this the penultimate term represents the intrinsic micromotion, defined above, and

the final term defines the excess micromotion [81, 104, 119]. As this term shows, the

excess micromotion is proportional to ui,0; as the ion is further displaced from the RF

null the excess micromotion will take up a larger fraction of the ion’s total motion.

Without compensation this can become significant enough that it can couple to the

interacting laser light; leading to a degradation in the performance of any attempted

spectroscopy [104, 117]. Hence, it is important to minimise the excess micromotion.

Typically this done by applying DC voltages onto compensation electrodes in the same

plane as the RF potential (like those marked as being grounded in in figure 2.1) that

rectify the position of the ion.

The driven nature of the micromotion can induce uncontrolled heating onto a cooled

ion [23,104] or in cases where multiple ions are being used the micromotion of one ion

can couple to the motion of other ions inducing further heating [120]. The modulation

of the ions’ motion from the micromotion also adds extra sidebands to the motional

spectrum at ±ΩRF. This not only reduces the strength of the laser-ion carrier interac-

tions but it can also cause laser heating of the ion due to off-resonant excitations on

blue detuned micromotion sidebands near the transitions that are being utilised [104].

2.2 Transitions and Energy Levels in 88Sr+

In the work detailed here atomic strontium (isotope: 88
38Sr) is ionised using the transi-

tions shown in figure 2.3a [121]. After ionisation the 88Sr+ ions have an alkali metal

like electronic structure. Figure 2.3b shows the transitions in 88Sr+ that are relevant

for this work and table 2.1 provides some of their key properties.

The two-photon process shown in Figure 2.3a is used to convert a 88Sr atom into a
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Figure 2.3: a) Selected energy levels of neutral atomic 88Sr. b) Lowest energy levels of
88Sr+. Each transition is labelled with the wavelength associated with that particular
transition

88Sr+ ion. The (4d2 + 5p2)1D2 state is auto-ionising; when the atom enters this state

each electron is excited and bound but together their energy is greater than the first

ionisation potential of 88Sr. As a result one electron is ejected from the atom, ionising

it, and the other electron returns to the ground state.

The 5s 2S1/2 − 5p 2P1/2 transition in 88Sr+ is used for Doppler cooling and state

readout. The state readout utilises Dehmelt’s electron shelving method [22] to verify

that the ion is in the ground state, 2S1/2, or not. If it is in the ground state then

the ion will fluoresce when 422 nm light is applied from the 2S1/2 − 2P1/2 transition

being cycled. If it is in the long-lived 2D5/2 state then the ion is considered to be

“shelved” and will be unable to fluoresce. Due to the 1/13 possibility of the P1/2

decaying down to the dark D3/2 state (τ = 435 ms [127]) 1092 nm laser light that
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Transition Wavelength [nm] Γ/2π [Hz] τ = 1/Γ [s]

5s2 1S0 − 5s5p1 P1 460.8620 [122] 32× 106 5× 10−9 [123]
5s5p 1P1 − (4d2 + 5p2) 1D2 405.2 [122] [124] Ionising Ionising

5s 2S1/2 − 5p 2P1/2 421.6706 [122] 20.22× 106 7.35× 10−9 [125]

5s 2S1/2 − 4d 2D5/2 674.02559 [126] 0.41 0.391 [13]

4d 2D3/2 − 5p 2P1/2 1091.7860 [122] 1.52× 106 105× 10−9 [125]

4d 2D5/2 − 5p 2P3/2 1033.01 [122] 1.38× 106 115× 10−9 [125]

Table 2.1: Wavelengths, and radiative linewidths and excited state lifetimes of the
transitions used in this experiment. The two photoionisation transitions at the top
of the table are for an un-ionised 88Sr atom and the remaining transitions are for the
88Sr+ ion.

excites the 4d 2D3/2 − 5p 2P1/2 transition is continually applied to the ion to prevent

optical pumping into this dark state.

The optical qubit is encoded on the narrow 5s 2S1/2 − 4d 2D5/2 transition. The

D5/2 state is metastable and can only be driven through the weak, forbidden quadrupole

transition, which arises from the long lifetime (τ = 391 ms [13]) of the state. However,

in certain circumstances it would be impractical to wait for the ion to decay naturally

back to the ground state. To get around this, the 4d 2D5/2 − 5p 2P3/2 transition at

1033 nm is used to return the ion to the ground state via the much shorter lived,

otherwise unused 5s 2S1/2−5p 2P3/2 transition. The S1/2−D5/2 transition is also used

to perform sideband cooling.

2.3 Zeeman Effect

In the presence of a magnetic field the S1/2 level splits into two components (mj = ±1/2)

and the D5/2 level splits into six (mj = ±5/2, ±3/2, ±1/2). The strength of the split-

ting is defined by the equation:

∆E = gjµBBmj (2.21)
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with µB = (eℏ)/(2mc) the Bohr magneton, B the magnitude of the magnetic field, mj

the magnetic quantum number. gj is the Landé g-factor and is defined as

gj =
3

2
+
S(S + 1)− L(L+ 1)

2J(J + 1)
(2.22)

where S is the spin quantum number, L is the orbital angular momentum quantum

number and J = L+S is the total angular momentum [128–130]. This has the effect of

splitting the S1/2 −D5/2 into different components, with the energy shift of each being

given by:

ES−D = µBB(m5/2 g5/2 −m1/2 g1/2) (2.23)

Although the splitting of the S1/2 and D5/2 would imply that there are 12 compo-

nents to the transition, the mj = ± 1/2 to mj = ∓ 5/2 (∆mj = 3) components

cannot be utilised due to quadrupole selection rules only permitting ∆mj = 0, ±1,

±2 [129,130]. The coupling strength of each Zeeman component to the laser are scaled

by [111,113]

S(∆mj=0) =
1

2
|cos (χ) sin (2ζ)| (2.24a)

S(∆mj=±1) =
1√
6
|cos (χ) cos (2ζ) + i sin (χ) cos (ζ)| (2.24b)

S(∆mj=±2) =
1√
6
|1
2
cos (χ) sin (2ζ) + i sin (χ) sin (ζ)| (2.24c)

where ζ is the angle of the laser k̂-vector relative to the direction of the magnetic field

and χ is the angle of the laser polarisation with respect to the plane created by magnetic

field and k̂-vector. The Zeeman components, their accompanying frequency shift and

the relative coupling intensity of each are depicted in figure 2.4 using the parameters

used in the experimental apparatus. There is no hyperfine splitting of 88Sr + due to it

having a nuclear spin of zero.
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Figure 2.4: a) The 10 Zeeman components of the 674 nm transition with b) their
corresponding relative coupling strengths calculated via equations 2.23 and 2.24 using
B = 380 µT, ζ = 100.3◦ and χ = 90◦. Red components are transitions that involve
the S1/2(mj = −1/2) state and blue are ones that involve the S1/2(mj = +1/2) state.
The component used for the qubit transition is marked with text.
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2.4 Laser Cooling Techniques

2.4.1 Doppler Cooling

The principle of Doppler cooling [81, 128, 131–133] is that a moving ion has its kinetic

energy reduced by absorbing a photon that is propagating towards the direction of the

ion’s motion. In absorbing this photon the ion also undergoes a change in momentum in

the direction the photon is propagating. After absorption, the ion spontaneously decays

back down to the ground state, emitting a photon in a random direction, resulting in the

ion recoiling in the opposite direction. When averaged over many absorption-emission

cycles the ion’s kinetic energy in the direction of the laser beam is reduced (as the

random direction of the emission results in an average of zero net change in velocity).

This has the effect of “cooling” the ion. Eventually the cooling effect from the mono-

directional absorption is balanced with heating from the random-walk recoil caused by

each emission. At this point no further net cooling occurs. In order to achieve the

lowest possible kinetic energy with this method, known as the Doppler limit, the laser

detuning is set to be −Γeff/2 [128, 132, 133] from the stationary resonance transition,

where Γeff is the effective linewidth due to saturation broadening and Zeeman splitting.

Doing so gives a mean vibrational level of [133]

n̄min =

Γeff

ωs
− 1

2
(2.25)

With ωs/2π ≈ 0.569 MHz this gives n̄min ≈ 17.3. Thus in order to initialise the

motional qubit into the ground state (n̄ = 0) a second stage of cooling must be

applied.

2.4.2 Optical Qubit Transition

To describe the interaction of the laser light with the internal electronic states of the

ion, the Hamiltonian

H = Hge +Hm +HL (2.26)
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can be considered [81, 115]. The first term represents the two-level electronic states of

ion (the ground state, g and the excited state, e) without the presence of the driving

light field

Hge =
ℏω0

2
σz (2.27)

with ω0 the optical frequency that is resonant with the energy difference between the

two electric states and σz is the Pauli matrix. The second term represents the motion

of the ion in the trap

Hm = ℏωi

(
a†a+

1

2

)
(2.28)

and comes from equation 2.16. The third time-dependent term describes the laser-ion

interaction:

HL =
ℏΩR

2
(σ+ + σ−)

(
ei(kx̂+ωLt) + e−i(kx̂+ωLt)

)
(2.29)

where σ± = 1/2(σx± iσy) are the raising and lowering operators [81], ωL and k are the

frequency and wave vector of the laser and ΩR is the Rabi frequency [113] that specifies

the coupling strength between the light field and the ion.

HL can be simplified by making the substitution eikx̂ = eiη(a
†+a) and applying the

unitary operator, U0 = exp (−iH0t/ℏ) (and its adjoint, U †
0), to bring the equation into

the interaction picture, then applying the rotating wave approximation to remove the

fast terms at ωL + ω0 [81, 115]:

HL,int = U †
oHLU0 =

ℏΩR

2

(
σ+eiη(â

†+â)e−iδt + σ−e−iη(â†+â)eiδt
)

(2.30)

Here δ = ωL − ω0, the detuning of the laser, â† = a†eiωit, â = ae−iωit and

η = k cos (θ)

√
ℏ

2Mωi
(2.31)

is the Lamb-Dicke parameter which relates the spatial extent of the ion’s motion to the

wavelength of the light driving the transition [81, 134]. When the ion is cooled such

that the amplitude of its motion is small compared to the wavelength of the light the
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ion is said to be within the Lamb-Dicke regime. When the condition

η
√
2n̄+ 1 ≪ 1 (2.32)

is be met the ion is considered to be in this regime. Doppler cooling with the apparatus

described in chapter 3 is sufficient to place an ion of 88Sr+ in this regime2.

With the right detuning, equation 2.30 shows the Hamiltonian will couple the elec-

tronic states of the ion to the vibrational levels of its motion. Expanding the e±iη(â†+â)

terms [81,119] as a power series changes the equation into

Hint =
ℏΩR

2

(
σ+

( ∞∑
κ=0

(iη)κ(â†e−iωit + âeiωxt)κ

κ!

)
e−iδt + conj.

)
(2.33)

Here the oscillating motion of the ion creates sidebands that couple the electronic states

to the vibrational levels of the ion’s motion. The terms produced by the sum in this

equation create a series of ladder operators that allow the ion to drive the |g, n⟩ − |e, n′⟩

transition if the laser is detuned to be near resonant with the corresponding sideband.

The coupling strength of the laser to these transitions is given by [23,81,135]

Ωn,n′ = Ωn′,n = ΩRe
− η2

2

√
n<!

n>!
η|n

′−n|L|n′−n|
n<

(η2) (2.34)

where n> and n< are larger and smaller values n and n′ respectively and Lα
n(X) is the

generalised Laguerre polynomial.

Since the Rabi frequency depends on the value of n, attempts to perform coherent

excitation of the ion will be complicated by the ion being in a thermal (P (n) ̸= 1)

distribution of states (see the end of section 2.1.1). Instead of a single value of n

determining the final value of the state the final excitation probability will be given

by the weighted average of the Bloch vector rotations at Rabi frequencies ΩR(n). The

weightings for this average being determined by equation 2.18.

Hence the importance of cooling the ion to the motional ground state since n̄ −→ 0

maximises the probability of n being in one state and minimises the contributions from

2η
√
2n̄+ 1 ≈ 0.12 ≪ 1, with ωi = ∼ 0.57 MHz, k = 2π

674 nm
, θ = 52.3◦ and n̄ ≈ 17.3
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other values of n.

2.4.3 Sideband Cooling

After Doppler cooling the ion is subjected to resolved-sideband cooling [136–138] to

complete the process of placing the ion into the vibrational ground state (n̄ = 0). In

order to perform this technique the ion must be in the Lamb-Dicke regime [81, 134].

Here first order sidebands appear on each side of the main carrier transition at the

motional frequencies of the ion as described in section 2.4.2. Detuning the laser to

absorb on the red sideband has the vibrational number being reduced by one on each

absorption-emission cycle as each the ion predominantly emits photons on the carrier

(which has a higher photon energy compared to the photons absorbed on the red

sideband). Likewise absorbing on the blue-detuned sideband will raise n by one per

photon cycled. Here the coupling strength between the carrier, red and blue sidebands

are [81,135];

Ωcarrier = ΩR

[
1− (n+

1

2
)η2

]
(2.35a)

Ωred = ΩRη
√
n (2.35b)

Ωblue = ΩRη
√
n+ 1 (2.35c)

From these it can be seen that at as n −→ 0, Ωred −→ 0 and Ωblue −→ ΩRη. As

a consequence of this when n̄ is low the asymmetry between the two sidebands can

be used to determine the value of n̄. After sideband cooling, the mean vibrational

quantum number can simply be calculated by examining the ratio of the peak excitation

probabilities of the two sidebands [81,119,138,139]:

n̄ =

Pred
Pblue

1− Pred
Pblue

(2.36)

This technique can also be used to measure the heating rate of the trap, dn̄/dt. This

measurement is made by applying a sideband cooling pulse and measuring the peak
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excitation rate of each sideband whilst varying the delay between the cooling and

probing pulses. This measurement will also reveal if the sideband cooling is unable to

place the ion into the motional ground state, which can arise from either an excessively

high heating rate or inefficient sideband cooling.

When the excited state has a long lifetime, the wait time for the ion to spontaneously

decay can severely impact the efficiency of the sideband cooling, to the extent that it

can prevent cooling. To bypass this problem the excited state can be quenched by

coupling it to an auxiliary, short-lived state that quickly decays back to the ground

state. This gives a cooling rate of [81,135]

RSBC = Γeff
η
√
nΩR

2(η
√
nΩR)2 + Γ2

eff

(2.37)

where Γeff is the effective linewidth:

Γeff =
Ω2
QΓ

2

(Γ + ΓQ)2 + 4δ2Q
(2.38)

with ΩQ and δQ being the Rabi frequency and detuning of the quenching laser and ΓQ

is the linewidth of the quenching transition.

2.5 Trapped Ion Qubits

As previously mentioned, the qubit is the quantummechanical equivalent of the classical

bit. The qubit consists of two distinct states, |g⟩ and |e⟩, that can be used to store

and represent a single unit of binary information. However unlike the classical bit, the

states of the qubit can be placed into a superposition of each other. A generic qubit

state can be written as:

|Ψ⟩ = a0 |g⟩+ a1 |e⟩ (2.39)

where a0 and a1 are complex numbers representing the probability of the qubit being

in either state and satisfy the condition |a0|2 + |a1|2 = 1. Equation 2.39 can be

rewritten as:
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|Ψ⟩ = cos

(
α

2

)
|g⟩+ e−iβ sin

(
α

2

)
|e⟩ (2.40)

In this form the qubit state can be visualised as a three-dimensional unit-vector,

known as the Bloch vector, with polar coordinates α, β which represent the vertical and

horizontal angles of the vector respectively. The allowed values for the Bloch vector lie

on the surface of a sphere, known as the Bloch sphere. The north and south poles of this

sphere represent the |e⟩ and |g⟩ states respectively. Any point outside of the two poles

represent a superposition of the two qubit states. Here α represents the population of

the qubit states and β the phase of the coefficient a1 with respect to a0. Single qubit

gate operations have the effect of rotating the Bloch vector across the surface of the

Bloch sphere, with the final position described by equation 2.40.

Figure 2.5: Example of a pulse sequence rotating the Bloch vector around the Bloch
sphere; 1) The qubit is initialised into the |g⟩ state, 2) a π/2 pulse puts the qubit into
the 1√

2
(|g⟩+ |e⟩) state, 3) the pulse source is turned off and its frequency is detuned to

allow a phase difference between the pulse source and the resonant atomic transition
to accumulate, 4) A second pulse with the same ΩR as the first pulse, with the same
detuning as used in the gap period, applies a final rotation after which the qubit
population is measured.

A single measurement of the qubit does not reveal all the information contained in

the qubit state, but rather is a projective measurement that will yield either |g⟩ or |e⟩

with the probability of the qubit being in each state determined by a20 and a21 respec-
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tively. Thus many cycles of the same initialisation, qubit rotations and measurement

must be performed in order to accurately determine the qubit state. For trapped ions

applying laser light that causes the ion to undergo a transition not used to encode the

qubit will project the qubit into either |g⟩ or |e⟩. This corresponds to the collapse of

the qubit wavefunction into one of its eigenstates.

For the trapped ion qubits used here, gate operations are applied via laser pulses,

each with a unique duration 2T , a frequency ωL and phase ϕL whose coupling strength

to the ion is described by ΩR. Figure 2.5 depicts the Bloch sphere with series of example

qubit rotations. The evolution of the Bloch vector can be described via differential

equations similar to those derived by Letchumanan [135,140,141]:

˙̃ρeg = [iδ − (ΓL +
1

2
Γeg)]ρ̃eg − i

ΩR

2
e−iϕL(ρee − ρgg), (2.41a)

(ρ̇ee − ρ̇gg) = −Γeg[1 + (ρee − ρgg)] + iΩR(e
−iϕL ρ̃∗eg − eiϕL ρ̃ge) (2.41b)

where δ = ωL − ω0 is the detuning of the laser from the ion’s transition frequency,

Γeg is the linewidth of the quadrupole transition, ΓL is the contribution to the observed

transition linewidth from the laser, ρi,j are the (i, j)th elements of the density matrix

and

˙̃ρge = e−iωLtρge, (2.42a)

˙̃ρeg = eiωLtρeg (2.42b)

Setting ρ̃∗eg = ρ̃ge, ϕ = 0 and separating ρ̃ge into its real and imaginary parts so

that ρ̃ge = 1/2(u − iv) allows for equation 2.41 to be rewritten as the optical Bloch

equations (OBEs):

u̇ = δv − (ΓL +
1

2
Γeg)u, (2.43a)

v̇ = −δu+ΩRw − (ΓL +
1

2
Γeg)v, (2.43b)

ẇ = −ΩRv − Γeg(w − 1) (2.43c)
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These describe the motion of the Bloch vector R⃗ around the Bloch sphere that

is induced by excitation from a near resonant laser field; u represents the disper-

sive component of the vector’s movement, v represents the absorptive component and

w = (ρee − ρgg) is the population difference. This vector can thus be expressed as:

R⃗ = uê1 + vê2 + wê3 (2.44)

where êj are the axes of the Bloch sphere depicted in figure 2.5.

A laser pulse applied to the qubit will rotate the Bloch vector around the axis

W⃗ = ΩRê1 + δê3 with at an effective Rabi frequency, Ω′
R =

√
Ω2
R + δ2. In cases

where ΩR = 0 the Bloch vector will rotate around ê3 with a frequency of δ, with no

change to the populations of |g⟩ and |e⟩. Varying duration of the laser pulse produces

Rabi oscillations where the Bloch vector rotates around the the sphere at a frequency

of ΩR.

If there is no decoherence in the qubit (ΓL = Γeg = 0) then the Bloch vector will

remain at its unit length (u2 + v2 + w2 = 1) and will remain on the surface of

the Bloch sphere, pointing at a position that corresponds to a pure state. In cases

where decoherence is present it has the effect of reducing the magnitude of the Bloch

vector as time progresses, causing the vector to point to a position inside the Bloch

sphere corresponding to a mixed state. Looking at the Rabi oscillations obtained by

measuring the qubit this has the effect of damping the probability of the qubit being in

either state towards 1/2, which corresponds to the Bloch vector decaying to the centre

of the sphere. In practice it is impossible to eliminate decoherence in an optical qubit

(even if one could obtain a laser with an infinitely small linewidth, ΓL = 0) due to the

finite lifetime of the excited state. However despite this it is still possible to implement

high-fidelity qubit operations on the ion as long as the sequence is on a timescale that

is much faster than the time it takes for the ion to decay (Toperation ≪ 1/Γeg) which

can be done by either employing fast qubit gates or by utilising long-lived excited states

for the |e⟩ state of the qubit.

Experimentally the excitation probability, Pee = (1 + ρee − ρgg)/2, is measured;
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to determine the effect of a laser pulse on the excitation probability equations 2.41 can

be numerically integrated over the duration of the pulse being applied and fitting the

final value of (1 + ρee − ρgg)/2 to the results. For more complex pulses, such as those

with time-varying amplitudes, the effects can be determined by numerically integrating

over modified versions of these equations that replace the fixed, time-independent,

parameters with time dependant ones that describe how the pulse evolves, such as

replacing ΩR with ΩR(t) [142]. This is discussed in greater detail more in chapter 7

which utilises this to perform data fitting on experimental spectroscopy results.

2.6 Dechorence

The upper boundary for the coherence time of an optical qubit is the natural lifetime

of the excited state. For these qubits this lifetime is typically of the order of hundreds

of milliseconds to single digit number of seconds [13, 143, 144] and for hyperfine and

Zeeman transitions the lifetimes can be longer than a year [144]. However in practice the

actual coherence time will be reduced by environmental factors, which originate from

one of three sources, each of which will be discussed in subsequent sub-sections [23].

2.6.1 Motional Dechorence

As mentioned at the ends of sections 2.1.1 and 2.4.3 the heating of the ion causes n̄

to increase, which increases probability of the ion being in different vibrational levels.

This in turn leads to larger contributions from different Rabi frequencies when the

qubit rotations are performed. These cause the qubit to dephase if the ion heating

occurs on a scale that is comparable to the time taken to perform the qubit operation

being done. This heating of the ion comes from noise in the confining electric fields.

Although the sources for this noise are not well understood with multiple origins being

proposed [23, 136, 145–150], it is convenient to just consider the motion of the ion

being coupled to spurious electric fields originating on the surfaces that the ion is

exposed to. The effects these noisy electric fields have on the heating rate of the

ion can be calculated using a method similar to the one used by Savard, O’Hara and
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Thomas [23,139,149–151]. It should be noted that several in-depth studies on the effects

of electric field noise spectral density concluded that the magnitude of the noise scales

as ∼ 1/d4 [139, 149, 150], where d is the ion-electrode separation. As a consequence

of this the effects of the electric-field noise in microfabricated ion trap architectures is

much greater than in macro-scale trap designs [16,137,150].

Three commonly considered sources of the spurious electric field noise are [23, 81,

139]:

1) Johnson noise [152, 153], which can be reduced by utilising electronic filtering

[112,154,155],

2) Thermal blackbody radiation [23,139,156]. In cases where this is a major concern

this source of noise can be minimised via cryogenic cooling [157–161]. However this is

not expected to be an issue for the trap devices used here [156,162] and

3) Surface patch-potentials on the electrodes [163–165]; the effects from which can

be reduced by a factor of two [166] to two orders of magnitude [164] by either crygenic

cooling of the trap [160] or performing in situ cleaning of the electrodes [112,148,160,

164,166].

A fourth, less likely, potential source for electric field noise is the onset of electrical

breakdown, in the form of surface flashover, between high voltage RF electrodes and

grounded surfaces that the ion is exposed to. Although the mechanisms behind surface

flashover are poorly understood it has been observed that it involves both the emission

of electrons from the dielectric-electrode-vacuum triple point and damage to the surfaces

of the electrodes on which the potential is applied; distorting the electric fields applied

to the ion [23,150]. Thus even small amounts of flashover will induce significant heating

of the ion [167]. The subject of surface flashover is covered in more detail in chapter 4.

2.6.2 Electronic State Dechorence

Any fluctuations in the magnetic field that the ion experiences can be a source of

decoherence for the internal electronic states of the ion [23] due to the energy separation

between the two levels being dependent on B as described in equation 2.23. One of the

main sources of magnetic field fluctuations is at 50 Hz and the associated harmonics that
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originate from the mains electricity supply. Multiple methods have been attempted to

minimise or compensate for this 50 Hz noise, such as feed-forwards [168–170], feedback

[169, 171], synchronising the experiment to the mains power cycle [11, 172] or utilising

magnetic shielding [11,144,170]. Often multiple techniques are used in conjunction with

each other to minimise these fluctuations. The apparatus used here utilises a magnetic

shield and a set of coils to nullify the field at the ion and apply a quantising bias field,

with the last of these used to separate the Zeeman components. All coils possess a

feedback mechanism to stabilise their driving currents (setup described in section 3.3

and performance evaluated in chapter 6).

A further way to reduce the decoherence induced by noise in the magnetic fields

is to utilise superconducting coils [170] to nullify and generate the bias magnetic field,

however this requires cooling the apparatus down to cryogenic temperatures; vastly

increasing the complexity of apparatus.

If the fluctuations in the magnetic field are slow relative to the timescales of gate

operation then spin echo techniques [142,173,174] can be used to reduce the error.

2.6.3 Dechorence from the Qubit Laser

Fluctuations and noise in the parameters of the laser light that interacts with the ion

leads to decoherence in the qubit. The two main sources of decoherence originating

from the laser are from the laser frequency stability (via its finite linewidth and any

drift in the laser frequency) of the laser and fluctuations in the laser intensity.

The finite laser linewidth will possess Fourier components that are away from the

transition of interest and may induce off-resonant excitations from nearby components

of the ion’s spectrum, as will drifts in the laser frequency. These are of particular

concern with regards to interacting with the motional sidebands as the non-resonant

Fourier components of the laser may induce off-resonant excitations on the carrier due

to the carrier having much stronger coupling to the laser, as equations 2.35 demon-

strate. Thus it is important to minimise the power spectral density of these Fourier

components that are far from the transition being probed in order to maximise the

coherence of the operation being performed. Amplitude shaped pulses [17, 175], such
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as a Blackman profile [176], with the same pulse area as they would under a square

pulse, can achieve this as described later in chapter 7. A second, less favourable method

to avoid off-resonant excitations is to adjust the trapping parameters to increase the

secular frequency of the ion and thus the spacing between the components of the ion’s

motional spectrum. This can be done by adjusting the RF voltage amplitude, RF fre-

quency and the endcap voltages. The primary problem with implementing this is that

the radial secular frequencies are propotional to the RF amplitude, which if continually

increased can result in the breakdown or damage to the trap device, as described in

chapter 4. Furthermore changing the trapping parameters can change ai and qi such

that ion motion becomes unstable and the trap becomes unable to confine ions. On

the laser side of the apparatus the linewidth and drift of the laser can be reduced by

stabilising the laser to a stable frequency reference such as a cavity [64,101,177,178].

Intensity fluctuations arise from instability in either the optical power or laser point-

ing. Both induce fluctuations in the Rabi frequency, causing decohrerence of the qubit.

The effects of the pointing instabilities can be reduced by using mechanically stable

optics mounts, keeping the laser beam enclosed to minimise air currents and environ-

mental temperature [179, 180] and utilising an adjustable mirror with feedback via a

quadrant photodiode [181]. Instabilities in the optical power of the laser can be re-

duced by implementing a feedback onto the laser [175, 180, 181]. Chapter 5 describes

the feedback mechanism that has been implemented for the laser apparatus described

in section 3.7.

2.7 Entanglement

Qubit entanglement here is achieved using the Mølmer-Sørensen gate operation [182,

183], which maximally entangles two or more ions that are in the Lamb-Dicke regime.

Implementing this gate operation has numerous advantages over the entanglement gate

proposed by Cirac and Zoller [27], namely that it does not require single-ion addressing

and the maximally entangled state that it produces is insensitive to the value of n

at the start of the gate operation. The latter of these means that the ions do not
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require ground state cooling. It should be noted that despite the independence from

the initial value of n, the entanglement fidelity is affected by any heating that occurs

during the gate operation [182, 183]. Although the Mølmer-Sørensen gate can be used

for many ions here, for simplicity, only two ions will be considered. Here bichromatic

laser light of frequencies ω± = ω0 ± ∆ that are symmetrically detuned from the carrier

transition is applied to the ion. The detunings of the two lasers are chosen such that

the following conditions apply: 2ω0 = ω0 + ω− and that ∆ is close to but not equal

to ωi. These conditions allow the ion to undergo a two-photon transition through four

possible pathways, depicted in figure 2.6, without populating the intermediate states.

As a consequence, the gate operation finishes with the same value of n that it begins,

making it independent of n as the ion must follow a pathway that both increases n by

one and reduces it by one. This can also be shown by considering the interaction of

the bichromatic light with the ion in a similar manner to equations 2.26 - 2.30. Here

the interaction is described by the Hamiltonian [182,184]:

Hint =
∑
I,J

ℏΩj

2

(
σ+I e

iηJ (â
†+â)e−i∆t + σ−I e

−iηJ (â
†+â)ei∆t

)
(2.45)

where I ∈ {1, 2} are the ions exposed to the laser and J ∈ {+,−} indicates which

of the two lasers is being considered. Ideally the two components of the bichromatic

laser would have the same Rabi frequency (Ω+ = Ω− = ΩR) and wave vector

(η+ = η− = η). From this emerge terms that raise the value of n by one that

are proportional to (
√
n+ 1ΩRη)

2/(∆ − ωi) and terms that lower it by one that are

proportional to (
√
nΩRη)

2/(ωi−∆), similar to the monochromatic laser case in sections

2.4.2 and 2.4.3. Summing these terms describes the possible paths shown in figure 2.6

and gives the coupling strength of the interaction to be [182,184]

ΩMS =
2(ΩRη)

2

ωi −∆
(2.46)

This sum results in “miracle” outcome where the pathways destructively interfere and

become independent from n due to the different signs on the denominators. Utilising

a bichromatic laser pulse adds in two additional resonant transition pathways from
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|ge⟩ ↔ |eg⟩. These possess a Rabi frequency that is the negative (i.e. is out of phase)

of the |gg⟩ ↔ |ee⟩ transitions [184]. The evolution of the qubits from each possible

initial state can thus be described by:

|gg⟩ → cos

(
ΩMST

2

)
|gg⟩+ eiϕ sin

(
ΩMST

2

)
|ee⟩ , (2.47a)

|ee⟩ → cos

(
ΩMST

2

)
|ee⟩+ eiϕ sin

(
ΩMST

2

)
|gg⟩ , (2.47b)

|ge⟩ → cos

(
ΩMST

2

)
|ge⟩ − eiϕ sin

(
ΩMST

2

)
|eg⟩ , (2.47c)

|eg⟩ → cos

(
ΩMST

2

)
|eg⟩ − eiϕ sin

(
ΩMST

2

)
|ge⟩ (2.47d)

Initialising the qubits into the |gg⟩ state and applying pulses with a duration that

is an integer multiple of T = π
2|ΩMS| maximally entangles the qubits into either the

1√
2
(|gg⟩ − eiϕ |ee⟩) or 1√

2
(|ee⟩ − eiϕ |gg⟩) states.

|ggn⟩

|gen-1⟩

|gen⟩

|gen+1⟩

|een⟩

|egn+1⟩

|egn⟩

|egn-1⟩

ωi

ωi
Δ

Δ

ω+ ω+

ω+

ω-ω-

ω-ω-

ω+

Figure 2.6: The Mølmer-Sørensen Gate operation couples the |ee⟩ and |gg⟩ states to-
gether via a bichromatic laser with frequencies at ω− (red) and ω+ (blue) that are near
resonant with the red and blue sidebands at ωi respectively. This drives a two-photon
transition via four pathways that destructively interfere with each other. As a conse-
quence the intermediate states (|XYn± 1⟩) are left unpopulated and effectively serve
as virtual states.
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3.1 Microtrap

The ion trap devices used in this work are a linear array of three-dimensional, rotationally-

symmetric, Paul traps (depicted in figure 3.1). These traps use a similar design to

previous iterations and are microfabricated from silicon wafers using processes which

are almost identical to those used to create the previous designs [156, 162, 185, 186].

The main differences between previous designs and the current implementation is the

inclusion of more trapping segments, changes to some of the trap aperture dimensions

(relevant dimensions from the current iteration are specified in figure 3.1b) and the

addition of cleaning steps at the end of the fabrication process. The trap geometry is

designed such that the RF and DC electrodes have a unit aspect ratio with each other

giving it a high trapping efficiency for ions along the trap axis.

After fabrication, the trap is joined to a ceramic leadless chip carrier (CLCC) via

an intermediate substrate. The CLCC, when made part of the vacuum system, allows

for external, air-side, electrical connections to be made to the trap which are only ∼

15 mm away from the trap aperture. Additionally an atomic flux shield is added to the

CLCC to restrict the flow of strontium from the atom source to only a pre-designated

loading zone (pictured in figure 3.1c). Without this, strontium flux can deposit onto

the surfaces of other zones which form patch-potentials and leads to degradation of

the trap performance. Figure 3.1d gives a schematic of each electrode’s function. The
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transport zone consists of DC electrodes that have been elongated to the length of three

single segments to further isolate the loading zone from the segments where ions are

to be stored or have spectroscopy performed. To store an ion in an operational zone,

DC voltages are applied to the DC electrodes in the zones adjacent to the one that the

ion is stored in. One of the compensation electrodes (marked Co in figure 3.1b) and

one of the DC electrodes, both from the zone that the ion is stored in, can be used to

minimise the excess micromotion of the ion (process described in section 3.12.2). This

excess micromotion can arise from imperfections in the trap manufacturing or from

stray electric fields, such as from deposited strontium or other contaminants on the

electrode surfaces [148,163].

Each compensation electrode is capacitively coupled through the SiO2 to the RF

electrode on the internal surface of the SiO2, as shown in the inset of Figure 3.1b. The

overlap of a single zone compensation electrode with a single RF electrode results in

a capacitance C1 ≈ 50 fF. This capacitive coupling can be utilised to sense the RF

voltage, URF, applied to the RF electrode [154].

Deficiencies or flaws that occur in the microfabrication process can result in the

electrical breakdown of the ion trap devices, meaning that the URF desired for optimum

ion trapping cannot be achieved. Breakdown could happen through the SiO2 dielectric

layer or via flashover across its surface from the RF electrode to the compensation

electrodes or the grounded Si (see Figure 3.1b). The detection of these breakdown

modes motivated the apparatus and techniques described in chapter 4.

3.2 Vacuum System

To keep the trap in Ultra High Vacuum (UHV) the trap device is kept within a custom

made stainless steel chamber. On one side the CLCC, a steel spacer and window are cold

welded together onto the chamber with a larger window cold welded onto the other side.

These windows are sized and positioned such that any laser that passes through the trap

aperture from the larger window side can pass through the smaller window as depicted

in figures 3.2b-d, allowing for a wide range of optical access angles. The chamber

setup is made in clean-room conditions to minimise the trap exposure to potential
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Figure 3.2: UHV chamber of the microtrap. a) Detail of the assembly layers from the
trap side of the chamber. All cold-welds are made with indium wire. b) Photograph
showing the view of the trap from the small window side once the vacuum chamber
is assembled. c) Cross-section of the optical access provided by the vacuum chamber.
d) View of the trap from the larger window. Images taken from [154] with author
permission.

contaminants and ensure that the cold-welds take. This chamber in conjunction with a

non-evaporable getter and ion pump obtain an internal pressure of ∼ 1× 10−11 mbar.

The vacuum chamber additionally has a selection of screw-holes drilled into it that

allow for the external electronics to be mounted onto the vacuum chamber directly.

3.3 Magnetic Shielding

The vacuum chamber, vacuum pump and a small amount of optics components are

contained within a triple layer mu-metal magnetic shield. Together these provide ∼

1000 × attenuation of external magnetic fields at 50 Hz. The shield is designed such

that two adjacent sides can be removed and replaced for access to the inside of the

shield.

In addition to the other components, inside the magnetic shield is a set of four

magnetic field coils. Three of these are orthogonal to each other to compensate for the

ambient magnetic field inside the shield and the fourth set to apply a bias field. The ẑ-

axis compensation coil is aligned along the axis of the trap aperture and the x̂-axis coil

is perpendicular to the floor. Each coil is connected to a high precision source measure
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unit (NI PXIe-4139) that supplies DC currents up to 3 A with a maximum DC output

power of 20 W with seven digit resolution. Additionally each of the compensation coils

is connected in series to a 1 Ω precision resistor (Wika Instruments CER6000A). The

voltage over each resistor is measured with a 7.5 digit digital multimeter (NI PXI-4071)

which is used to stabilise the coil currents. The bias coils are positioned such that they

create a magnetic field on the zy-plane at an angle of 48◦ from the ẑ-axis. These coils

are connected to a similar supply and measurement setup as the other coils except the

1 Ω resistor is replaced with two resistors in parallel with each other due to the bias coil

requiring higher driving currents. Further details of the coils and evaluation of their

performance is given in chapter 6.

3.4 Trap Voltage Sources

The RF potential is applied to the trap electrodes by making the ion trap part of a

resonant tank circuit. An RF source (HP 8647A) is amplified (via Minicircuits ZHL-

1-2W-S+) to 1 − 2 W of power. The output of this amplifier is fed into a helical

resonator [155] (unloaded resonant frequency of 18 MHz) which along with a 7 cm

coaxial cable creates the tank circuit. When fully assembled the tank circuit has a

resonant frequency of 19.7 MHz and is typically operated with URF = 150 Vpp. A

bi-directional coupler samples the RF signal going forwards to the tank circuit as well

as the signal that is reflected back.

The DC potentials which are applied to both the DC electrode and compensation

electrodes are controlled via an Electric Field Generator (EFG) developed by the Wun-

derlich group in Siegen [187] which is capable of supplying ±9 V with 16 bit resolution.

These outputs are routed through a re-configurable termination board [112] that maps

the EFG output channels to the DC and compensation electrodes on the trap. This

gives the possibility of one EFG channel supplying voltages to one or multiple elec-

trodes with those not connected to an EFG channel being grounded. The output of

the termination board connects to a DC filter board [112] that is mounted onto the

vacuum chamber and makes the contact to the CLCC pins. On the filter board, each
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Figure 3.3: Schematic of the 405 nm and 461 nm lasers. At the dichroic mirror the two
laser beams are overlapped and coupled into the same fibre.

of the CLCC pins is preceded by a 2nd order RC filter with a −3 dB point of 6 Hz [112].

3.5 405 nm & 461 nm Laser

As described in chapter 2.2 the ion is photo-ionised using a two photon transition.

This is achieved using two lasers that are super imposed onto each other before being

transmitted down a fibre to the loading zone of the trap. The laser setup (schematic in

figure 3.3) utilises 461 nm light that is created from frequency doubling a 922 nm ECDL

laser via a frequency doubling cavity with a potassium niobate (KNbO3) crystal [121].

One mirror in this cavity is attached to a piezoelectric mount that is used to tune the

cavity length. This piezo is controlled via a Hänsch-Couillaud polarisation lock [188]

to keep the cavity locked to the 922 nm laser. The 461 nm light is delivered to the trap

by coupling it into a single mode polarisation maintaining (PM) fibre. Typically the

ECDL laser outputs 35 mW of light, which produces up to 2 mW of 461 nm out of the
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cavity and ∼ 330 µW out of the fibre with waist of 2w0 = 200 µm at the ion. The

ECDL has sufficient passive laser stability to not require active stabilisation. A small

amount of 922 nm light is picked off for monitoring purposes on a wavemeter.

The second photo-ionisation laser is a simple free running laser diode operating at

405 nm. Due to this transition having a very broad linewidth (0.9 nm) no frequency

stabilisation is required for this laser. A dichroic mirror is used to overlap both lasers

and couple them into into the same fibre (see figure 3.3). This provides 5 mW of

405 nm light to the trap with a waist of 2w0 = 180 µm at the ion. A pair of

mechanical shutters, controlled via the same TTL signal, are used to switch the lasers’

on-off state.

3.6 422 nm Laser

The 422 nm laser that is utilised for Doppler cooling, optical pumping and state de-

tection on the S1/2 − P1/2 transition is generated from frequency doubled laser light

at 844 nm (schematic in figure 3.4). A Toptica DL-pro which is capable of emitting

∼ 51 mW of 844 nm light is used as the laser source. A portion of this light is picked

off from the main beam for monitoring on the wavemeter and frequency drift compen-

sation. This compensation is achieved with a side of fringe lock on a tunable etalon

(finesse = 115).

The main path of the 844 nm laser (∼ 45 mW) goes onto a frequency doubling

cavity of similar design to the one that produces the 461 nm light. As with the 461 nm

doubling cavity, a Hänsch-Couillaud polarisation lock [188] is used to lock the doubling

cavity to the fundamental laser. This configuration is capable of providing ∼ 7 mW of

422 nm light.

The side-of-fringe lock does not provide sufficient frequency stability to maintain

Doppler cooling and thus requires further stabilisation. A saturated absorption lock [76]

provides this stability using the nearby 5s2S1/2 − 6p2P1/2 transition of 85Rb as an

absolute frequency reference [189]. The error signal from this lock is applied to the

tunable etalon. A double pass AOM at 270 MHz and other downstream AOMs are

used to bridge the 440 MHz gap between the two transitions and to detune the laser.

43



Chapter 3. Background of Apparatus

A zero-order output of the double pass AOM is coupled into a fibre that goes to

a 2 × 4 PM fibre splitter to produce three far-detuned beams that are used only to

cool hot ions immediately after loading. The fourth output of the splitter leads to an

avalanche photodiode (APD) that is used to monitor the power of the beams going to

the trap. Each of these three beams has ∼ 2 µW of power in them and come to a waist

of 2w0 = 70µm at the ion.

The main path of the 422 nm beam is split into two further paths each of which

features two double-pass AOMs operating at fixed frequencies which serve as fast, high

extinction (∼ −80 dB each) optical switches. On one path the output is coupled into

a fibre which goes to the other input port of the fibre splitter. Two of the Doppler

cooling beams have powers of 3.0 µW and one has 3.5 µW. All three beams are

used for micromotion minimisation however only one beam is used during spectroscopy

experiments. Between the fibre splitter and the output couplers that direct the beams

onto the trap is a fibre switcher that currently is only used to independently control

the on/off state of the cooling beams. The second branch of the main path is used to

produce σ− polarised light for optical pumping the ion into the S1/2(mj = − 5/2)

state. This beam enters a different fibre that provides 1.5 µW of light to the ion with

a beam waist diameter of 2w0 = 70µm. A Glan-Taylor prism and Berek compensator

(required for bi-refringence phase shifts from the vacuum chamber window) are used

to control the polarisation of this beam.

3.7 674 nm Laser

Light at 674 nm is used for spectroscopy of the S1/2−D5/2 transition and for sideband

cooling. Up to 1.3 W of 674 nm light is produced by pumping an M2 SolsTiS with

15.5 W of 532 nm light from a Coherent Verdi-V18 (laser schematic in figure 3.5).

A small portion (∼ 1.5 mW) of the output from the SolsTiS is picked off for power

monitoring with a photodiode (PD0). The main branch of the output passes through

an AOM that is used to provide frequency feedback. A fraction of the main beam

(∼ 7 mW) is then split off for generating the error signal that is used for the frequency

stabilisation with an ultra-stable cavity. In this path the beam passes through a variable
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frequency AOM in a double pass configuration that applies ∼ 1.6 GHz frequency shift

to the laser to bridge the gap between the ion transition and the cavity. Around 200 µW

of this beam is coupled into a fibre that passes through an electro-optical modulator,

which adds 5 MHz sidebands to the laser. The output from this fibre is input to the

cavity, which is made from ultra low expansion (ULE) glass and a pair of mirrors

whose substrates are made from fused silica on ULE backings. The cavity is encased

in a double layer thermal shield, both layers of which are temperature stabilised and

mounted on a vibration-isolation stage. A Pound-Drever-Hall lock [190] creates the

error signal that is fed back to the VCO that supplies RF to the feedback AOM to give

the laser a linewidth of ≤ 0.2 Hz. Additionally a frequency ramp of 85.6 mHzs-1 is

applied to the RF source of the double pass AOM to account for the ageing drift in

the resonant frequency of the cavity. A camera on the output of the cavity is used to

check the output mode and to assist in locking the laser to the cavity.

The mainline of the beam after the stabilisation signal has a fraction picked off with

a half wave-plate and polarising beamsplitter that serves as a variable power attenuator.

Next the beam is divided to go down three similar paths, each of which has a single

pass AOM, interferometer setup and a 22 m optical fibre that are used as fibre noise

cancellation systems (FNCS). The interferometer measures the phase changes in the

laser light between the beam at the input of the FNCS system and the light that is

reflected off of the output surface of the fibre. This is then used as the error signal to

perform phase modulation on the AOM [191] at the input of the fibre to compensate

for any fluctuations induced by the fibre.

At one fibre output ∼ 180 mW of light goes through the tuner setup (see chapter

5 for details) to perform fast frequency detuning and power stabilisation. This is fol-

lowed by a setup used for both fast amplitude shaping and phase control of pulses and

for making the pulse bichromatic as required for the Mølmer-Sørensen gate (hereafter

referred to as the “pulse control setup”) [142,175]. The full post-fibre setup schematic

is demonstrated in figure 3.6. Bichromatic light is created by applying two RF sources

(two HP 8647A synthesisers, HP1 and HP2) to a single-pass AOM. Two variable atten-

uators are used to finely adjust the RF amplitudes to maximise the bichromatic beat
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signal. Some of the light at the output of the pulse control setup is picked off and beat

against the output of one of the other FNCS setups. The main output of the pulse

control setup is coupled into a fibre that leads to the inside of the magnetic shield.

The third FNCS system is intended to be used as an out-of-loop measurement of

the laser frequency stability by performing a beat measurement against a frequency

comb setup in the adjacent laboratory [192].

Inside the shield the fibre output is split with a fraction of the beam power being

incident on an APD used for monitoring the laser power. The main beam path is

reflected off of a mirror mounted on a pair of piezo adjusters that are used for fine

adjustment of the beam pointing. After this the beam passes through the ion trap

delivering up to 12 mW of 674 nm light that is focused to a waist of 2w0 = 45 µm at the

ion. After the trap a quadrant photodiode (QPD) is used to monitor the beam pointing

when the piezo adjusters are being altered. The 674 nm probe beam is ∼ 52.3◦ from

the trap aperture axis which corresponds to it being ∼ 100.3◦ from the bias magnetic

field vector.

3.8 1033 nm Laser

The 1033 nm laser is required to return the ion to the ground state after it is excited to

the metastable D5/2 state via the 2D5/2−2P3/2 and
2P3/2−2S1/2 transitions. A Toptica

DL-pro, similar to the one used to generate the 844 nm light (figure 3.7) supplies light

at this wavelength. The output of the laser is split into two paths. One goes to an

input of a 2×2 fibre coupler; one output of which goes to the wavemeter and the other

goes to a side-of-fringe lock provided by a low drift cavity [142]. The other fibre takes

light to a pair of double-pass AOM setups, one of which is used as the quencher and

the other as the clearout with the two beams being 300 MHz detuned from each other,

which is required to perform sideband cooling optimally [81,138] (from equation 2.37).

These two beams are coupled back into fibres which lead to a 2× 2 fibre splitter. One

of the splitter outputs goes to a photodiode for monitoring and the other leads to the

trap, providing up to 700 µW and 100µW of clearout and quench light respectively

that is focused to a waist of 180 µm at the ion. With this setup each beam can be
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Figure 3.5: Schematic of the 674 nm laser up to the three FNCS setups.
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Figure 3.7: Schematic of the 1033 nm laser. Here green mirrors are vertically offset
from the white coloured mirrors, with the retro-reflectors applying a vertical offset to
the beam passing through the AOM. Not pictured are lenses that are used to make a
telescope around the AOM to focus the beams through the AOM crystal and have the
offset beams be parallel to each other at the input and output of the telescopes.

independently switched on and off with a high degree of extinction.

3.9 1092 nm Laser

The 1092 nm laser light is used to depopulate the D3/2 dark state that the ion can decay

into from the P1/2 excited state. The light is generated from a neodymium-doped laser

fibre [76], with a 825 nm diode laser as the pump (figure 3.8). A diffraction grating

couples light back into the doped fibre to form the laser cavity. This laser has a large

number of cavity modes, which have 15 MHz separation under a ∼ 1.5 GHz envelope.

The laser does not feature any form of active frequency stabilisation as when one mode

drifts out of resonance with the 2D3/2 −2 P1/2 transition an adjacent mode will drift

into resonance. A polarisation controller is used to match the polarisation of the output
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to the angle at which the reflection from the grating is maximised.

A small amount of the output light is picked off for monitoring on a photodiode

and the wavemeter. Coarse adjustments to the wavelength can be made by adjusting

the intra-cavity etalon and finer levels of adjustment are made by controlling a piezo

servo on the diffraction grating.

The output of the laser is coupled into a 1 × 2 fibre splitter that provide two

outputs to the trap, each of which provides ∼ 1.8 mW to the ion with a spot size of

2w0 ≈ 580 µm. One output of the fibre splitter goes through a half-wave plate and

Glan-Taylor prism that is used when coarsely minimising the magnetic field to which

the ion is exposed (see section 3.12.5). The second beam passes through free space and

is utilised to maintain fluorescence when the magnetic field is minimised.

825 nm 

diode laser

Nd3+ doped �bre
Etalon

Brewster

window

To ion trap

To wavemeter

PD1

Polarisa�on

controller

Di�rac�on

gra�ng

�/2

Glan-Taylor

prism

Figure 3.8: Schematic of the 1092 nm laser. The two output beams are setup to be
roughly orthogonal to each other.

3.10 Imaging Systems

In order to determine the state of the ion after probing with the 674 nm laser, flu-

orescence from the 422 nm light that is used to perform electron shelving must be

collected and detected. A pair of high numerical aperture (NA = 0.43) lenses are

placed facing the windows of the vacuum chamber to give a ∼ 10× magnification of

the focal point in the trap aperture. A photomultiplier tube (PMT) (Electron Tubes

9893/350A photo-multiplier tube) and an electron multiplying CCD (EMCCD) camera

(Andor iXon Ultra 860) are positioned to observe fluorescence from the small and large
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windows of the chamber respectively so that each observes a different side of the ion

trap. Both devices are fitted with optical filters that block light from the 674 nm,

1033 nm and 1092 nm lasers reaching the detectors. Light at 405 nm and 461 nm can

still reach the sensors of both instruments, however these lasers are only used during

trap loading. When these lasers are incident on the trap, the PMT is not in use and the

EMCCD camera has its shutter closed to prevent the sensor from being degraded by

light at these wavelengths. The PMT, with all lasers off, has a dark count of ∼ 10 s−1.

In order to determine the ion’s state a thresholding operation is applied to the PMT

reading such that a count rate above the threshold is counted as the ion being in the

ground state and below is counted as being in the excited state [22]. This threshold, T

is calculated as

T =
(L− S

√
L) + (D + S

√
D))

2
(3.1)

with D is the count rate when the ion is not fluorescing, L is the count rate when

fluorescing and

S =
L−D − 2√
D +

√
L

(3.2)

is an additional safety factor that places the threshold an equal number of standard

deviations between L and D. For multiple ions a separate threshold is calculated for

the different number of ions that could be fluorescing at once; Here L is replaced with

LN/n where LN is the measured fluorescence when all ions are fluorescing and n = 1,

2, ..., N is the number of ions that are expected to fluoresce. In the future the Andor

camera will be used to determine which individual ion(s) are fluorescing for a particular

measurement, but this is yet to be implemented.

3.11 Control Systems

All experiment control sequences and data collection are performed by a single National

Instruments (NI) PXI machine, containing an embedded control unit (PXIe-8133) and

13 PXI cards that are listed in table 3.1.

The high precision timer card serves two purposes; first to measure the count

rate from the PMT, which is first converted to a digital signal by an ORTEC am-
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Card Description Quantity

NI PXI-6608 High precision timer 1
NI PXIe-6537 High speed digital I/O 1
NI PXI-6733 Analogue output 2
NI PXI-6254 Analogue input 1
NI PXIe-4139 Source measure unit 4
NI PXI-4071 Digital multimeter 4

Table 3.1: Table of National Instruments PXI cards that are mounted into the PXI
machine to control the experiment.

plifier/discriminator, photon signals from the PMT so that the photon count rate can

be determined and secondly to generate the clock signal for the digital I/O card. The

digital I/O card provides 32 independent channels that are used to provide TTL sig-

nals that control the mechanical shutters, RF switches that control the AOM on/off

states and trigger other devices that are required to run the experimental routines. One

of the analogue output cards is used to control the VCO which controls the 422 nm

laser frequency. The analogue input card is used to measure photodiode signals as well

as thermistors that are embedded in the oven and hotplate used to load ions. Each

source measure unit is used to supply current to a magnetic field coil, which in turn is

monitored with one of the digital multimeter cards.

All of the experimental techniques in the next section of this chapter are controlled

from this PXI machine with control software written in LabVIEW, with the exception

of the micromotion minimisation. For this the EFG and lasers are controlled through

LabVIEW and proprietary software reads the time-to-amplitude converter of the PMT.

All RF voltage sources and the master oscillator of the PXI machine are phase-locked

via a stable 10 MHz reference signal derived from a local hydrogen maser.

3.12 Procedures and Results of Standard Operation

3.12.1 Loading Ions into the Trap

The setup used to generate the flux of atoms required to generate ions is a two stage

oven-hotplate system similar to the one described by DeVoe [193].

To load ions into the trap a tantalum hotplate containing a reservoir of Sr is heated
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to 190 − 230 ◦C, evaporating atoms towards the trap [112, 121]. A thermistor inside

the hotplate provides a feedback signal that controls the on/off state of the hotplate

preventing the temperature from exceeding the above temperature range.

If the reservoir of Sr becomes depleted then an oven containing a reservoir of SrO:Ta

can be heated to ∼ 800 ◦C to replenish the hotplate [112]. A thermistor inside the oven

controls the oven temperature in the same manner as the hotplate. The oven is setup

such that it has no direct line of sight to the trap aperture. This two stage system is

required due to free Sr being reactive with the atmosphere.

The two photo-ionisation lasers are alternated with detection periods of the PMT

in conjunction with the EFG shuttling newly loaded ions into the operation zone. In

the operation zone the Doppler cooling lasers and far detuned beam are continually

applied to both cool any loaded ions and detect if an ion has been loaded. Typically it

takes ∼ 180 s to load an ion after beginning the load routine.

3.12.2 Micromotion Minimisation

As mentioned in section 2.1.2, stray DC potentials can shift the ion away from the

RF null at the centre of the potential well and induce excess micromotion on the

ion. Applying a DC voltage onto one the compensation electrodes and one of the DC

electrodes of trap zone that the ion is trapped in allows for the position of the ion to

be fine tuned to the location of the RF null. This can be used in combination with

different methods of evaluating the severity of the excess micromotion to minimise it.

Here a summary of three methods, of varying sensitivity, are presented.

The first and least sensitive is to adjust the ion position whilst observing the ion

fluorescence on the EMCCD camera. When the position of the ion is least affected by

changes in the RF voltage amplitude then the micromotion is considered reduced as

far as this method will allow [104].

The second method is to use the RF-photon correlation technique [76, 104, 194].

Here the ion’s fluorescence is modulated at ΩRF due to the Doppler shift from the

micromotion, with the modulation amplitude being proportional to the severity of the

excess micromotion. Due to the high frequency of the modulation, a histogram of
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photon arrival times is created with a time-to-amplitude converter which correlates the

photon arrival times in the PMT to the phase of the RF drive [104,135]. This technique

relies on the lifetime of the 2P1/2 state (τ = 7.35 ns) being shorter than the period

of the micromotion (1/ΩRF = ∼ 51 ns), which permits multiple scattering events

per micromotion cycle. Thus by adjusting the ion’s position towards the RF null, the

amplitude of the micromotion can be minimised. It should be noted that minimising

the modulation amplitude on just a single cooling beam may project components of the

micromotion onto the plane perpendicular to the laser’s k̂-vector. Thus to completely

minimise the micromotion this process must be iterated on all three cooling beams. To

perform this technique the 422 nm laser is detuned to −Γeff/2, to the steepest part of

the lineshape, so that the modulation amplitude from the Doppler shift is maximised.

However, if the micromotion is severe enough it can become a significant component of

the ion’s motion; this has the effect of “flattening” the lineshape [104]. This decreases

the lineshape gradient, which can create the impression that the micromotion has been

minimised when it actually has significantly increased. Thus to confirm that the mi-

cromotion has been minimised frequency scans of the 422 nm lasers are performed (see

section 3.12.3).

The third and most sensitive technique is to scan of the 674 nm probe laser over the

micromotion sidebands in the motional spectrum of the ion to measure the coupling

strength of the probe laser to the micromotion directly. Adjusting the position of

the ion to minimise these sidebands will minimise the micromotion. Although this

method is the most sensitive the apparatus only provides a single 674 nm beam and

as a consequence can result in part of the micromotion being projected onto the plane

that is normal to the k̂-vector of the laser.

3.12.3 Doppler Cooling Scans

With the micromotion minimised via the RF correlation technique (section 3.12.2) the

lineshape of the cooling transition for each of the three cooling beams are sequentially

obtained. To do this the frequency of the double pass AOM that inputs light to the

saturated absorption lock (see section 3.6) is varied to scan the cooling laser over the
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Figure 3.9: a) Cooling transition for each of the three cooling beams. b) Cooling
lineshape with coherence null. Here the 1092 nm laser would have a detuning of ∼
6 MHz.

S1/2 − P1/2 transition (example depicted in figure 3.9a). At zero detuning and above

the transition begins to mostly cycle blue detuned photons, adding momentum to the

ion rather than removing it. As the ion is heated from this it undergoes an increase

in velocity and shifts the cooling transition out of resonance with the laser causing

the reduction in fluorescence. If the excess micromotion is poorly compensated then

the lineshape will not be a purely singular Lorentzian profile and may appear to be

broadened or flattened. Once the cooling scans have been taken, the laser is detuned

to Γeff/2 so that the cooling efficiency of the ion is maximised.

An additional feature that can sometimes be observed in the scans of the 422 nm

are coherence nulls (example in figure 3.9b). Here the ion is driven from the S1/2

state into the D3/2 and back without scattering a 422 nm photon. This occurs when

the detuning of both the cooling and 1092 nm rempumper are equally detuned from

theP1/2 state [119, 195]. This can occur with this apparatus due to the 1092 nm laser

not featuring frequency stabilisation.
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3.12.4 Optical Pumping

To ensure that the ion begins in the S1/2(mj = −1/2) state the ion undergoes optical

pumping where circularly polarised 422 nm light drives the S1/2−P1/2 transition. This

method of optical pumping exploits the selection rules [128] of the 88Sr+ ion which

dictate that the polarisation of the light and its k̂-vector relative to the magnetic

field will only drive certain transitions between the mj sub-levels of the two states.

With σ− light the only allowable transitions have ∆mj = − 1. Once in the P1/2

state the ion can spontaneously decay into either of the S1/2 sub-levels. If the ion

decays into the S1/2(mj = +1/2) sub-level then it will be re-excited and if it decays

into the S1/2(mj = −1/2) state then no further excitation is possible. The efficiency

of the optical pumping is measured by comparing the number of excitation events

that occur during a detuning scan of the S1/2(mj = −1/2) − D5/2(mj = −5/2) and

S1/2(mj = +1/2)−D5/2(mj = +5/2) transitions. After 10 µs the ion is initialised into

the S1/2(mj = −1/2) state with a probability measured to be ≥ 99.5 %.

3.12.5 Minimising the Magnetic field

The motional spectrum of the S1/2−D5/2 transition possesses ten Zeeman components

each consisting of a carrier and motional sidebands (as well as far detuned micromotion

sidebands). In order to perform precise spectroscopy experiments the quantisation axis

must be well defined. This requires the ambient magnetic field from the Earth, ion

pump, etc to be minimised prior to applying the bias magnetic field which separates

out these components.

A coarse method of minimising the magnetic field can be undertaken by exploit-

ing the selection rules of the quadrupole transition [195]. The unpolarised 1092 nm

is blocked and the remaining 1092 nm beam’s polarisation is alternated between ver-

tical and horizontal; minimising the fluorescence each time by coarsely adjusting the

coil currents. By iteratively repeating this process the Zeeman splitting is reduced to

∼ 200 kHz (≈ 2 µT) when the motional spectrum of the ion is measured with the

674 nm laser. With the coarse adjustments complete the unpolarised 1092 nm beam is

unblocked so that the ion may be able to cycle the 422 nm transition in the reduced
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magnetic field.

Next, fine adjustments are made to the compensation coil currents to further min-

imise the magnetic field by making small changes to the current in one coil followed by

scanning of the 674 nm, then iteratively repeating through all the coils until the Zee-

man components overlap with each other. As the components become overlapped the

scan range is reduced to scanning over only the carrier and the currents are adjusted

until the Zeeman components of the carrier appear to be fully superimposed over each

other (which occurs at ∼ 15 kHz =̂ ∼ 0.15 µT).

Once the ambient magnetic field is minimised a 290 µT field is applied to the ion

with the bias coils.

3.12.6 Spectroscopy Sequencing

With both the micromotion and ambient magnetic field minimised and the bias field

applied the ion is coherently manipulated on the S1/2 − D5/2 quadrupole transition.

A typical spectroscopy experiment is shown in figure 3.10 and proceeds as follows.

Beginning with a Doppler cooled ion (step 1), the ion is optically pumped into the

S1/2(mj = −1/2) state with σ− 422 nm light (2), then sideband cooled into the n = 0

vibrational state (3 & 4). Extra optical pumping pulses are periodically applied during

step 3 to prevent the ion decaying into the S1/2(mj = +1/2) state. During steps 3 &

4 1033 nm light is applied to maintain efficient cooling. Following this the experiment

probe pulses are applied (5). Once complete the state of the ion is read out (6) using

Dehmelt’s electron shelving method [22] with the 422 nm light to the ion. After state

detection the ion is returned to the ground state by applying 1033 nm clearout light (7).

This sequence is repeated for a user specified number of iterations and state readout

results are averaged together to determine the excitation probability. The results of

specific spectroscopy routines are discussed in chapter 7.

3.12.7 Ion Trapping Lifetimes

One key metric of evaluating the performance of ion trap devices is the duration for

which one or more ions may be contained within the trap without being lost. Multiple
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1092 nm Repumper

1033 nm Quench

1033 nm Clearout

674 nm SBC/Probe

422 nm Doppler Cooling

422 nm Optical Pumping

Routine Stage (1) (2) (3) (4) (5) (6) (7) (1)

Figure 3.10: Example control sequence of which lasers are used at different stages of the
routine: 1) Doppler Cooling, 2) Optical pumping, 3) Sideband cooling with additional
optical cooling pulses, 4) Additional sideband cooling without optical pumping, 5)
Experimental probe routine, 6) Ion state readout, 7) State clearout. 1092 nm light is
applied throughout the whole sequence. The full experimental routine can be executed
in less than 10 ms. Once the routine is completed it resets to stage 1. Typically a
sequence is repeated 100 to 500 times per experiment.

possible mechanisms exist that can eject ions from the trap, with the three most likely

to occur in this apparatus being

1) instabilities in the trapping parameters coinciding with the harmonics of the secular

frequencies (as outlined in section 2.1.1),

2) background gas collisions and

3) the Doppler cooling laser going out of lock in such a manner that its frequency drifts

to the blue side of the S1/2 − P1/2 transition and heats ions out of the trap.

Points (1) and (2) become more prominent as the number of ions being stored in the

trap increases. In the first case due to the increasing number of secular frequencies and

in the second the increasing number of ions allow for an increased number of collision

events to take place along the length of the ion string. It should be noted that whilst

background gas collisions can destabilise and destroy large strings of ions, it is possible

that the collision does not end up ejecting all ions from the trap but instead removes

only a fraction of the string or, if the string is small enough, only heats the ions without

removing them, allowing the string to reform. Although the laser lock is independent
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of the number of ions in the string, increasing number of ions will eventually result in

the string becoming long enough that some ions (namely those far from the centre of

the cooling beam) may not receive enough scattering events to be sufficiently cooled.

The effects of sympathetic cooling [196,197] can mitigate this, as adjusting the pointing

of the Doppler cooling beams such that each beam illuminates a different part of the

string.

The number of ions in the trap is monitored by observing the fluorescence from the

string as it is illuminated by the Doppler cooling laser on the EMCCD. A dedicated

LabVIEW routine, written for this monitoring purpose, retrieves an image from the

EMCCD once per second. Each single-shot image then has the grey levels of its columns

summed, such that any columns where the ion is present will contain a higher value

than those that do not. Next a peak finding algorithm is used to determine the number

of peaks that are visible amongst the summed columns. A threshold is applied to

discount any small peaks that may arise from the image background.

It would be expected that a simpler method to determine the number of ions would

be to use the fluorescence signal on the PMT. In this, it would be expected that each

ion would provide a similar fluorescence signal and thus the number of ions could be

counted by dividing the measured signal by the one-ion fluorescence count. However,

due to the unequal, spatially dependent illumination of the ions, combined with the

inter-ion spacing being determined by the number of ions in the trap [113] a change in

the number of ions may result in the fluorescence counts per ion changing as well. This

can also be further complicated by the different Doppler beams possessing differing

intensities. Despite this it is possible to simply monitor both at the same time.

With this the storage times for one, two and six ions were monitored. A single ion

could be held in the trap seemingly indefinitely (storage times exceeding five days) and

is only lost when the apparatus is shutdown or deliberately removed from the trap.

Two ions could be stored for several days without being lost. Additionally the trap is

capable of storing a single ion for over 12 hours without the application of the Doppler

cooling lasers. For six ions, the string was maintained for 11.2 hours before one ion

was lost from the string, after which the remaining five ions were held for a further
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17.9 hours after which the string was lost by the cooling laser going out of lock and

heating the ions out of the trap. Examining the fluorescence counts reveals that after

a background gas collision onto a two ion string will recrystallise after∼ 2 s.
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RF Characterisation of

Microtrap Chips

4.1 Introduction

As described in section 2.6.3, when a laser pulse is applied to the ion, the various

Fourier components of the pulse may induce off-resonant excitations onto other nearby

transitions. Increasing the RF voltage applied to the trap will increase the separation of

each of the motional sidebands and the carrier from each other and reduce the likelihood

of off-resonant excitations from occurring. Substituting equation 2.6 into equation 2.10

shows that the x̂− and ŷ−axis secular frequencies of the ion are proportional to the

RF voltage amplitude, URF, that is applied to the trap; thus it is desirable to maximise

the applied RF voltage to the trap. Furthermore, operating the trap with higher URF

values requires larger RF frequencies to be applied, so as to retain low values for the

qi parameters (and additionally, requires adjustments to the DC voltages to retain a

consistent value for the ai parameters). This in turn also gives higher secular frequencies

due to the linear ΩRF term at the start of equation 2.10. A secondary benefit to

operating with a larger value for URF is that the stronger electric field provides greater

isolation from the external environment and improves the ion storage time. For storing

strings of multiple ions, the extra motional modes added by the ion-ion Coulombic

interactions can be parametrically excited via the same effects described by equation
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2.11, making it difficult to retain the strings for long periods of time. Therefore, the

ability to keep the qi parameter low, with higher URF and ΩRF, allows for the trap to

be operated in the low qi region of the stability diagram (see figure 2.2b), away from

these instabilities. This, together with the improved environmental isolation provided

by the higher URF, enables long storage times for strings of ions.

In practice however, the RF voltage cannot be increased indefinitely; eventually

the ion trap device will experience breakdown across the gaps between the different

electrodes or between the electrodes and nearby grounded surfaces across exposed di-

electric sections of the trap. Micro-scale ion traps in particular are at risk from this due

to the short distances involved between the high voltage RF and grounded parts of the

device. This breakdown manifests either as a change in the electrical properties of the

trap due to breakdown through the bulk material, or as surface flashover between the

RF electrode and exposed features at low DC or ground potentials [150,198–200]. Man-

ufacturing techniques to improve electrical electrical breakdown performance include

the etching and milling of the exposed dielectric surfaces [201] or redesigning the device

with alternative material systems [202]. To aid with device development, including the

microfabrication process, it is essential to accurately characterise the RF performance

of each individual device as they are manufactured. Measurements have shown that

the heating rate of a trapped ion is dependent on URF as increasing this voltage results

in an increase in the surface flashover [167] if it is present in the device. The onset of

even the faintest breakdown likely generates excessive electric field noise in the region it

occurs. In turn this will increase the ion heating rate and lead to reduced coherence in

controlling the sensitive quantum states of the trapped ions. It has also been observed

that surface flashover, if significant enough, can reduce the trapping times and trap

reliability [199]. It is therefore important to determine the bounds of breakdown-free

operation for ion microtrap devices.

The following sections of this chapter will describe the RF testbed that was de-

veloped to evaluate the ability of ion microtraps with the 3D structure described in

section 3.1 to withstand high RF voltage amplitudes. The testbed is designed for the

sensitive detection of surface flashover, whilst measuring the URF being applied to the
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RF electrodes of the trap in order to determine the suitability of each device for ion

trapping. Much of the testbed operation is automated to provide straightforward mea-

surements of the trap resonance, calibration of URF and the value of URF that flashover

is detected at.

4.2 Apparatus

For testing under the application of large RF amplitude URF , the microtrap device be-

ing tested is contained within an RF setup similar to the main experiment. The traps

are kept in high vacuum (HV) below 10−4 mbar to avoid gas-based discharges. This was

achieved using a stainless steel chamber, similar to the form of that detailed in section

3.2 where the ceramic carrier forms the electrical feed through for the vacuum. This

procedure is almost identical to that used to package a device for ion trapping exper-

iments [154]. In the apparatus described here, butyl rubber under pressure forms the

vacuum seal between the stainless steel and ceramic chip carrier in place of the indium

seals. This sealing method is sufficient for pumping down to pressures of 10−7 mbar

yet it permits rapid and straightforward swapping of devices under test.

4.2.1 Radiofrequency System

The RF circuit for driving the microtraps and measuring the applied amplitude URF

is illustrated in Figure 4.1. The output of the synthesiser (HP 8647A) is amplified

by 36 dB (by a Minicircuits ZX60-100VH+) before being transmitted to the input

of the helical resonator. Directional couplers (Minicircuits ZMDC-10-1) prior to the

helical resonator sample the forward and reflected powers to and from the resonant

circuit (i.e. the LC tank circuit formed by the resonator and microtrap under test, in a

similar configuration to what is used on the main experiment apparatus) respectively.

RF power tolerances of the components limit the resultant URF to ≤ 500 V. The front-

and back-side compensation electrodes are each connected to ground via a 50 Ω resistor,

forming RF potential dividers with trap capacitances C1,F and C1,B (see section 3.1)

respectively. Since the reactance of the capacitors dominates the potential divider
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(X(C1) ≥ 310 kΩ at ΩRF/2π ≈ 10 MHz), URF can be sensed across the 50 Ω

resistors with negligible perturbation to the resonant frequency of the tank circuit.

Calibration of the divider performed at ΩRF enables the value of URF to be measured

in the same way as in [154]. An RF switch enables URF to be measured on two separate

compensation electrodes, typically from equivalent positions on each side of the trap,

which is important to establish that both sides of the device operate as expected. A

custom PCB, designed to fit onto the vacuum chamber in a similar fashion to the RC

filter board described in section 3.4 [112], containing in-line 50 Ω resistors connects the

CLCC pins to SMA jacks for straightforward use and aids in the ease and speed of

changing over the trap under test. The detected RF signals from the 50 Ω resistors are

amplified by a second 36 dB amplifier and transmitted forwards to the power meters. A

digitally controlled step attenuator (Minicircuits ZX76-31R5-PN+) is used to prevent

downstream components from being damaged when higher RF powers are in use.

The testing sub-routines used for this apparatus require the RF power to be mea-

sured over a wide range, and thus requires two separate power meters; one for a low-

power range (−60 dBm ≤ Pmeas ≤ +5 dBm) and the other for a higher-power range

(−30 dBm ≤ Pmeas ≤ +20 dBm). RF switches are used to select the relevant power

meter as well as the desired path to measure. The circuit provides four signal paths to

measure:

1) The forward-going signal to the helical resonator (Pfwd),

2) The signal reflected from the resonator (Prfl),

3) The signal sensed from the front-side of the device (Pp,f ) and

4) The signal sensed from the back-side of the device (Pp,b).

All the RF switches and the step attenuator are controlled via a multiform I/O

device (NI USB-6001) that is also used as an analogue-to-digital converter for the

analogue signal from the low-range power meter. The choice of RF power meters over

a spectrum analyser for power measurements was motivated by cost considerations. The

low-range power meter outputs an analogue voltage signal that is proportional to the

power it measures in dBm. An automated calibration of this power meter is performed

by matching its output to the digital, high-range one in the region of measured powers
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where their responses are both linear (−30 dBm to 0 dBm). The calibration routine

is iterated so that in the region of overlap the two power meters have less than 0.2 %

in the difference between the RF powers they measure. Every power measurement

that is taken is an average of 10 readings from the power meters. The control software

chooses which power meter to use based on what the last individual power measurement

was. If the recorded power crosses a −5 dBm threshold then the setup will switch to

use the appropriate power meter for measuring above or below this power threshold.

This threshold is chosen as the response of both power meters is still linear at powers

around this value with enough of the low-range power meter’s measurement range above

it for an accurate first measurement to be made. During normal operation large step

changes in the power that would potentially damage the low-range power meter are

not expected to occur. The control software is also setup to remember which power

meter was last used for each measurement path so as to prevent the circuit damaging

the low-range power meter by switching from a path that measures low-power to one

where high-powers are present.

4.2.2 Optical System

To detect breakdown in all locations across SiO2 gaps, two distinct areas around each

RF electrode must be observed: 1) at the external surface between the RF and com-

pensation electrodes at normal incidence, and 2) at the internal surface between the

RF electrodes and the doped Si of the microstructure at an oblique angle of ∼ 45◦ (see

Figure 4.2). Four independent, identical imaging systems afford simultaneous observa-

tions of each location on the device as the applied URF is ramped up. All systems can

detect light emitted from surface flashover, but those looking at external surfaces are

better suited to detecting light from bulk breakdown. In each system, an aberration-

corrected objective lens (f = 80 mm, f/4, NA = 0.12) images the internal and external

surfaces with magnification = -1.1 and -0.57 respectively, and corresponding depths of

focus = 80 µm and 77 µm, onto a high-sensitivity monochrome CMOS camera (Thor-

labs DCC3240M). These properties are more than sufficient to detect bulk breakdown

through the 15 µm thick SiO2 dielectric layer and surface flashover across its surface.
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Figure 4.1: Circuit diagram of the RF test setup. The high range power meter can
measure powers over the range −30 dBm to +20 dBm and the low range power meter
measures powers over −60 dBm to +5 dBm, RFS refers to the radiofrequency switches
(all of which are Minicircuits ZASWA2-50DR-FT+), Rp are the 50 Ω resistors. The
step attenuator is required to prevent high powers from damaging the RF switches
after Amp 2 whilst also allowing low RF powers to be measured when needed. The
test setup is designed to measure the voltage on both sides of the trap, hence there
being two trap capacitors in the circuit, where C1,F = C1,B = 50 fF. CAu-Si is the
capacitance that arises from the coupling of the RF electrodes to the silicon bulk and is
∼ 4 pf. Power meters are Minicircuits ZX47-60LN+ (lower) and PWR-4GHS (higher).
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Each camera has two sets of parameters that they operate under; the first being used

for room-light conditions to aid in focusing the cameras onto the regions of interest,

which is required for each trap device under test as the gluing of the trap to the

intermediate substrate and the substrate to the CLCC results in small deviations in

the position of the electrodes from the camera on all three axes. The second set of

parameters are set to maximise the detection sensitivity for low-light measurements

described later in section 4.6. The analogue gain of the sensor is maximised (at 8×)

and the pixel clock rate is set to its minimum value of 7 MHz to minimise the read

noise. The single-image exposure time is set to 1 s. The gamma value (γ = 1/2.2)

characterises the image transfer function Sout = βΦγ , where Φ is the photon flux, β

is a constant and sout is the is the camera pixel’s associated output signal. The black-

level offset, kBL, was independently optimised for each camera using a device known

to strongly emit flashover (to such an extent that it could be seen without image

processing). The value of kBL was varied as URF was gradually reduced until flashover

could no longer be observed using the image processing techniques described in section

4.5. The effect of kBL is that a constant DC signal is applied to each pixel in the camera

CCD array; by doing so, any faint background noise that would produce a signal is offset

below the minimum signal required for the analogue-to-digital converter to generate a

grey level of one. This process was repeated for each of the four cameras then repeated

with three other traps known to produce flashover to verify the optimisation. The full

equation for determining digital grey level value for the ith pixel, Γi that camera reads

is:

Γi = ⌊(8× (βΦi + kBL))
γ⌉ (4.1)

which is limited to a range of 0 ≤ Γi ≤ 255.

To minimise background on the sensor signals and enable 1 s exposures, a light-tight

enclosure, made from black acrylic, surrounds the imaging systems and the vacuum-

contained microtrap. All active electronic components (i.e. those producing heat)

except the cameras are located outside of the enclosure to minimise ambient heating of
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Figure 4.2: Cross section of the electrodes in the microtrap device to illustrate the
camera observation directions. The front- and back-side external surfaces are observed
along directions with unit vectors -ŷ and ŷ respectively. The oblique viewing directions
are 1√

2
(−ŷ + ẑ) and 1√

2
(ŷ− ẑ), corresponding to the internal surfaces of the front- and

back-side RF electrodes respectively. The colour scheme from figure 3.1c is used to
colour the electrode surfaces. In (a) & (b) the external surfaces, which the cameras
are not focused on are coloured grey.

the cameras and an increase in their sensor noise level. All instrumentation and data

acquisition is controlled by LabView software routines. The entire testbed apparatus

is located in a cleanroom environment to avoid device contamination.

4.3 Testing Routine

To test the electronic performance of each device, a specific routine is followed. First,

the resonant frequency of the circuit depicted in Figure 4.1 is measured. Second, the

part of the circuit sensing URF by electronic pickup is calibrated. Finally, images of the

device electrode gaps are captured as URF is ramped up; these images are processed
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by an algorithm optimised to detect the onset of surface flashover. For the parameters

associated with the test routines described here, typical values are quoted.

4.4 Determining the Resonant Frequency

The resonance frequency of the tank circuit is determined by scanning the frequency

of the synthesiser; both forward and reflected powers are measured and their ra-

tio Prfl/Pfwd calculated at each frequency step. To perform the scan with ade-

quate resolution throughout, the frequency increments δν are coarser in the wings

and finer at the resonance. Changes to the frequency increments occur at thresholds

of Prfl/Pfwd = {0.6, 0.1}. Typically, δν = 5 kHz for Prfl/Pfwd ≥ 0.6, 3 kHz for

0.6 > Prfl/Pfwd > 0.1, and 1 kHz for Prfl/Pfwd ≤ 0.1.

The measured data is expected to match the transfer function of the tank circuit

Prfl

Pfwd
= k

1− 1

1 +
(
ν2−ν20
ν∆ν

)2

 (4.2)

where ν = ΩRF/2π, ν0 is the resonance frequency, ∆ν is the linewidth (full-width at

half maximum) and k is a scaling factor that accounts for there being less than 100 %

reflection far from resonance (due to system losses). By fitting this function to the data

with the Levenberg–Marquardt algorithm, ν0 is determined. An example data set is

displayed in Figure 4.3. The coarse value of ν0 is determined by the particular helical

resonator used in the apparatus; higher resonant frequencies can be achieved using

alternative resonators. These scans are typically done at low input powers to avoid

inducing unintentional flashover when the scan passes over the resonant frequency.

4.5 Voltage Calibration

Determining URF relies on the capacitive coupling of this signal from the RF electrodes

to the compensation electrodes whose origin is explained in section 3.1. Typically this

capacitance is C ≈ 0.05 pF (corresponding to a reactance of ∼ 310 kΩ at ν ∼ 10 MHz)
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Figure 4.3: a) Example of a resonance scan that the test setup performed. The reso-
lution of the frequency sweep changes when the ratio crosses 0.6 and again at 0.15.
b) Residuals of the data from the fit of equation 4.2.
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with variations from where on the wafer the trap was created, which side (front or back)

of the trap is being considered, and variations on a wafer-to-wafer level. Calibrating the

sensing circuit permits accurate measurements of URF with a technique similar to that

described in [154]. This stage of the routine is performed at ν0 due to the reactance of

the trap being dependent on the RF frequency; thus this stage of the routine must be

done after a frequency scan establishes what ν0 is.

In order to obtain the value of URF, the amount of attenuation on the pickup signal

that is measured on the compensation electrodes, relative to URF, must be known. To

measure this attenuation, the helical resonator element of the circuit (see Figure 4.1

is replaced by a 50 Ω resistive load in parallel with the RF electrodes of the device

to maintain impedance matching. A calibration signal of frequency ν0 and amplitude

Ucal (known by measuring Pfwd) is applied across this load; this is the same amplitude

present on the RF electrodes (to within 1 %) as the reactance between the resistor

and the device is negligible. The capacitively-coupled pick-up signal of power Pp,i

and amplitude Up,i is measured across a resistive load Rp,i = 50 Ω. This is done

separately for front- and back-side RF electrodes to determine their attenuation factors

αi (i ∈ {f, b}) using the equations

Up,i = 10(Pp,i/20 dBm) (4.3)

αi =
Ucal

Up,i
. (4.4)

Designating the voltage amplitude across the device capacitance as Uc,i (i.e. be-

tween the RF and compensation electrodes), then Ucal = Uc,i +Up,i. Since Up,i ≪ Uc,i,

then the approximation Ucal = Uc,i is made. So far traps from two wafers have been

analysed with the setup. Traps from the first wafer had αi in the range of 3000-3400

and those from the second wafer were within 2500-2900, which verifies that this as-

sumption can be made. Therefore equation 4.4 can be rearranged to convert a pickup

power measurement to the voltage on the trap for any RF voltage at that frequency.

It is prudent to perform the calibration routine for both sides of the device, since small
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differences in capacitances can arise due to fabrication tolerances. Once the αi values

are established the resonant circuit is restored. To ensure that the resonant frequency

has not been perturbed by this process, and to verify that the electrical connections

are properly re-established, a second frequency scan with reduced range is performed.

This step of the routine is performed at low input powers, as even though the helical

resonator is removed and thus the voltage on the trap cannot reach the voltages re-

quired for flashover, high input powers can begin to saturate Amp 1. At this point the

amplifier will output harmonics of ν0 which can distort the power that is measured by

the power-meters. When the resonator is included these harmonics are filtered out and

do not make significant contributions to the voltage on the trap.

4.6 Image Processing

After αi are determined and the circuit has been returned to its standard configuration

the cameras are focused on the electrode gap surfaces of interest and their detection

parameters are set at optimal values. For the trap architecture used here the devices

are limited by surface flashover rather than breakdown through the bulk SiO2. How-

ever the detection routine and apparatus presented here is suitable for detecting both

bulk breakdown as well as surface flashover, since the camera depth of focus (which is

80 µm) is sufficient enough to see through the 15 µm thick SiO2 that would undergo

bulk breakdown. The general principle of the breakdown detection procedure is de-

tailed below. With URF = 0, a background image is recorded by taking the average of

20 single-shot 1 s exposures. URF is then increased in 5 V increments, with each value

measured using the sensing circuit and the αi determined in section 4.5. This URF is

used to calculate the subsequent synthesiser setting to achieve the required increment.

At each URF, a single-shot and averaged camera images are analysed with image pro-

cessing algorithms for the presence of breakdown. The averaged image is calculated

first as a cumulative average, then as a 20-shot simple moving average when sufficient

single-shot images are acquired. If breakdown is detected, then URF is switched off

and the final value of URF and the accompanying images (background, last single-shot,

averaged and processed) are recorded. If no breakdown is detected, URF is incremented
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and the image analysis is repeated. If breakdown has not been detected before URF

reaches a user-specified threshold (typically this is set to URF = 250 V), then the test

is considered complete.

Two types of breakdown can be observed and detected: a) a bright transient spark

that is captured only in a single image, and b) a faint, persistent glow along the length

of the RF electrode, whose onset is only visible in the processed average of many

sequential images. If the RF voltage is continually increased, the faint glow type of

breakdown increases in brightness and can become visible without the image processing;

however by this point the the breakdown is likely to have caused some damage to the

trap microstructure. Two separate image processing routines have been developed to

detect these events (see flowcharts in figure 4.4); both were implemented using the

LabVIEW IMAQ module. They begin by recording the background reference signals

on each camera sensor for 1 s exposures and URF = 0. Each sensor may be subject

to an uneven background, shot-to-shot fluctuations in individual pixel signals, as well

as hot pixels. Thus an average of many (e.g. 20) consecutive exposures forms the

reference images; examples are shown in Figure 4.5b. Both algorithms [203, 204] are

constructed from standard image processing techniques with both algorithms featuring

thresholding and filtering operations, and the detection of faint glow breakdown also

using morphology operations. Additionally a region of interest is applied to the images,

so that the algorithms only consider the high voltage RF electrode and the surrounding

grounded surfaces; reducing the computational overhead from processing regions of the

image where breakdown cannot occur and preventing false detection events in these

regions.

Detecting transient sparks relies on measuring signal on small numbers of adjacent

pixels that is significantly above their background values in a single-shot image. The

first stage of that detection algorithm applies a basic global thresholding operation

and a spatial low-pass filter [203] to both the background reference and single-shot

images (the same processing parameters are applied to each image). The thresholding

operation compares the grey level Γi of each pixel to a threshold Γt1 = 40, leaving Γi

unchanged if Γi ≥ Γt1, or setting to zero if Γi < Γt1. This has the effect of removing
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low level fluctuations from the background of both images so that only pixels with high

signal values area considered. A low-pass spatial (i.e. pixel-based) filter is next applied

to both reference and single-shot images. The grey level Γi of each pixel is compared to

the mean value Γn of its first- and second-order neighbours’ grey levels using a tolerance

factor ηs. If Γi > ηsΓn, then the pixel grey level is set to Γn, otherwise it remains at

Γi (for transient spark detection, ηs = 0; so that each pixel is always set to the

average value). This minimises the effects of single pixel fluctuations and hot pixels.

This does not affect either algorithm’s ability to detect breakdown as in both cases

the signal is detected across a large number of contiguous pixels, which outside of the

pixels at the borders of these regions, will have average values above their equivalents

in the background image. Following this, the difference between the filtered signal and

background images is computed. The transient spark signal is likely much greater than

the lower noise of the shot-to-shot background; thus a second thresholding operation is

applied to remove low level shot-to-shot fluctuations and drift in the background. Note

that this threshold Γt2 is not directly comparable with Γt1 due to the former being

applied after the difference operation. Thereafter any remaining signal is considered to

be detection of breakdown.

The algorithm to detect faint, persistent-glow breakdown analyses the moving av-

erages of single-shot images (see Figure 4.5c). This detection routine begins once the

cumulative average has reached the 15th image and proceeds until the simple moving

average has reached 30th image. The background reference image and averaged sig-

nal images are both processed by a low-pass spatial filter (ηs = 0.4) and difference

operations. Following this, a second low-pass spatial filter (ηs = 1) is applied to the

difference image to remove single pixels with non-zero values due to small differences

between background and averaged signal. Some of these occur at spatial frequencies

that are not removed by the subsequent Fourier frequency filters. A Fourier transform

creates an image spectrum containing high spatial frequencies in the centre and low

frequencies at the edges. This permits application of ideal low- and high-pass filters in

the frequency domain [203]. The ideal filters remove the lowest 0.5% (high-pass) and

the highest 10% (low-pass) of frequencies from the Fourier image by applying circular
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masks to the Fourier images that multiply the frequencies to be kept by one and the

discarded ones are multiplied by zero. In doing this, spatial frequencies composing

the background of the original image are filtered out, while those remaining are due to

breakdown signal and noise at similar spatial frequencies. Thereafter an inverse Fourier

transform reconstructs the filtered image. The grey levels of pixels containing any faint

breakdown signal occurs at similar grey levels to the remaining noise, thus a simple

thresholding operation will be ineffective for breakdown detection (cf. transient spark

algorithm). Analysing the spatial distribution of signal in the filtered image provides

a means to do this. First, the image is transformed to a binary form by setting pixels

with grey level Γi ̸= 0 to 1 and leaving those with Γi = 0 unchanged. This binary

image contains clusters of adjacent pixels showing a 1; hereafter these are referred to

as particles. These correspond to breakdown as well as noise that is located away from

the region of interest on the device. A dilation operation is applied to this image; where

each pixel is checked if one of its eight neighbours has a value of 1. If it does then that

pixel has its value set to one and is left as unchanged if it does not. When repeated a

further two times, it enlarges the spatial extent of particles where the signal is sparsely

distributed. A proper close operation enlarges as per a single dilation, then contracts

around the perimeter but not within it. Both morphology operations have the effect

of restoring any edges that were truncated during the thresholding and filtering opera-

tions. Moreover, they fill the gaps between particles in proximity; this will be the case

for those due to breakdown, but not for isolated particles remote from the region of

interest. If breakdown is present, particles will merge and a larger group of contiguous

particles will be evident within the region of interest in the image. The final stage of

the algorithm to detect faint-glow breakdown analyses the area of all particles in the

processed image. Within each particle, the number of signal pixels, nsig, is counted

and used as a measure of particle area. Particles are classified by their area and the

number of particles Np in each class is counted. If there is a sufficient number with

large areas, or indeed a single particle with a much larger area, then breakdown is

deemed to be present. The detection criterion applied is that Np ≥ xi when nsig ≥ yi,

for one combination of x ∈ {1, 2, 3, 4, 5}, y ∈ {3250, 2500, 2250, 2000, 1750}. In
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comparison, particles away from region of interest that are considered to be noise have

typical areas nsig ≤ 1000. Upon detection, the triggering particle(s) are highlighted

in the processed image. Statistical analysis of particles considers particles of largest

areas first. If detection arises from these, then other smaller particles which also fit the

criteria are not explicitly highlighted by the procedure; if required, this could be done

in subsequent post-test analysis of the data.

The algorithm for detecting faint, persistent-glow breakdown was developed using

a device exhibiting signal visible to the eye in the averaged image. The parameter

values for each step of the routine were optimised by iterating with the same device

at successively lower values of URF (and thus fainter breakdown), until the breakdown

signal was no longer evident. These parameter settings were confirmed by performing

the same optimisation routine on an additional two devices.

4.7 Testbed Results

The transient spark type of breakdown is caused by a particulate contaminant on the

surfaces of the device at the location of the particulate on the gap between the RF

electrode and the grounded surfaces. Here the particulate acts like an antenna between

the RF electrode and the grounded surfaces, with the high voltages incinerating the

particulate. Persistent faint-glow flashover is usually observed thereafter at that loca-

tion. Larger particulates can fragment with subsequent sparks at different locations

on the electrode being caused by these fragments. These behaviours were observed in

early manual testing of microtrap devices and motivated the development of the detec-

tion algorithm described here. Upon introducing more thorough cleaning procedures

for devices (that were introduced prior to the development of the image processing

algorithm), transient sparks were no longer detected or observed.

Example results showing detection of persistent faint-glow flashover from two sepa-

rate microtrap devices are shown in Figure 4.5. These show: (a) the oblique view of the

device, where the internal surface containing an RF electrode and the SiO2 insulator

runs laterally in this view; (b) a background image with URF = 0; (c) the unpro-

cessed, signal-averaged image when breakdown was detected; (d) partially-processed
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image (taken prior to Fourier transform and morphology operations and with the pixel

grey levels multiplied by 50 for visibility); and (e) fully processed image with detected

breakdown highlighted.

The processed detection image can be superimposed upon the image recorded under

ambient light to reveal the spatial location of the detected breakdown. Figure 4.5f shows

the extent of this breakdown along the internal edge of the RF electrode, where particles

on the electrode/insulator surface are coloured magenta and those outside this spatial

region are coloured green. This correlation between signal particles and the expected

spatial location is evidence that the detection algorithm is correctly identifying signal

attributed to breakdown. Results from other devices not presented here show that

the particle detection criteria consistently detects the breakdown signal at the correct

spatial location in the device.

There are only a few occasions when the detection algorithm is triggered by a par-

ticle (or group of particles) remote from the spatial regions of interest on the device.

These infrequent events are easily assessed by the user and are not found to be repeat-

able. It is observed that genuine breakdown results in a signal that is repeatable in the

position and applied voltage URF,flash at which it occurs.

The effectiveness of the faint-glow breakdown detection algorithm is evidenced by

comparing (b) and (c) in Figure 4.5. To an observer’s eye, there is no perceptible

signal above the background between these. After detection of flashover when the

location of the trigger signal is known, the grey levels on the relevant pixels can be

compared between signal and background images. Typically, the signal is on average

only 2 grey level counts above the background (estimating that ∼ 40 incident photons

correspond to an increment of 1 count in the grey level). Thus using only statistical

methods as a threshold discriminant would not achieve the sensitivity demonstrated

here. The result of the detection algorithm was compared to simple detection by a

user’s eye discriminating between Figures b) and c). Performed using a few devices,

it was found that the algorithm would detect the faint-glow flashover at a amplitude

URF,flash between 60 V and 90 V lower than was possible by manual eye detection.

Under these faint-glow conditions, there is no detectable electronic signature of this
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weak breakdown in the reflected power signal from the resonant circuit. Changes in

that signal are only detectable when there is a change in the impedance of the reso-

nant circuit. Large enough changes to device impedance usually arise with breakdown

through bulk material, although strong surface flashover would also give rise to this.

It has been established that the voltage required to induce surface flashover is a fac-

tor of 2.5 less than the voltage required to induce electrical breakdown severe enough

to change the traps’ impedance [150]. Any minor change to device impedance dur-

ing faint-glow flashover would require further detailed investigation into more sensitive

electronic measurements to detect changes in the reflected power.

While the results presented here were with ΩRF/2π = 8.4 MHz, tests at higher

values (i.e. ∼ 20 MHz) are straightforward with an alternative resonator. In earlier

investigations based on manual detection, no noticeable dependence of URF,flash on ΩRF

was observed in this range. A second set of tests performed with RF frequencies in

the 1 kHz − 100 kHz with voltage amplitudes up to 250 V resulted in no breakdown

being produced on traps that had previously produced flashover at voltages below

this threshold. In this case the Amp 1 in figure 4.1 was replaced with a high voltage

RF amplifier, the directional couplers were replaced with a pair that were capable of

sampling RF voltages over this frequency range and the helical resonator was bypassed

such that the directional coupler output connected directly to the trap.
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Figure 4.5

81



Chapter 4. RF Characterisation of Microtrap Chips

Figure 4.5: Recorded images from two devices that produced breakdown in the form of
surface flashover. The algorithm detected faint-glow breakdown at URF,flash = 198 V
for device 1 and 176 V for device 2. In all images, the device aperture is viewed
obliquely with the same perspective as in figure 4.2a.The gap in the internal surfaces
between the bulk Si and the RF electrode has been annotated with dotted, orange lines
for clarity, with the exposed SiO2 surface between the lines. In figures (a)-(c).
a) Image under ambient illumination conditions. The camera is focused on the internal
surface of the front-side RF electrode, which here is the side of the trap furthest from
the camera. The viewing direction means that the external electrode surfaces in the
upper part of the image are closer to the camera than those in the lower part.
b) Reference image produced with URF = 0.
c) Signal image produced by averaging 20 single-shot images together. To the eye,
there is no observable difference between the preceding reference image and the signal
despite breakdown being present.
d) Image from c) partially processed by the algorithm, (taken after the second spatial
low-pass filter but prior to the Fourier transformation). The grey levels in this image
have been multiplied by 50 to help the user determine the presence of breakdown. The
scaling also results pixels with Γi ≥ 6 being scaled to the maximum value of Γi = 255.
e) Fully processed image after the detection of breakdown. The particle that triggered
the detection is highlighted in red.
f) Particle data from e) superimposed on image a). Magenta particles occupy the space
where one would expect to observe the breakdown whereas those in green are particles
outwith this space.

4.8 Summary

This chapter has presented an electrical testbed for ion microtrap devices for the pur-

pose of aiding developments in their fabrication and to determine their suitability for

purpose once fabricated. The hardware used for the apparatus was designed to be cost-

effective and fit for cleanroom use. The techniques to calibrate the electronic circuit

that is used to sense the RF amplitude present on the device under test have been

described. Also described are the principles for the sensitive optical detection of the

onset of persistent faint-glow breakdown in these devices as well as the detection of any

transient sparks that may arise from any particulate contaminants on the surface of the

device. After establishing the principles of image processing routines for this purpose,

the detection system parameters were optimised empirically.

The principal result of this work is a testbed which can detect the onset of faint-glow
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breakdown at a much more sensitive level than by straightforward analysis of unpro-

cessed images. The algorithm for processing images and sensing breakdown resulted in

detection at RF amplitudes between 60 V and 90 V lower than was possible by manual

eye detection (where 120 V ≤ URF,flash ≤ 300 V). This enhancement in sensitivity is

important for assessing the operating bounds of devices expected to achieve minimised

ion heating rates. This device performance metric has been shown to be dependent on

visible breakdown [167] thus it is reasonable to expect that faint-glow breakdown will

also be detectable in the behaviour of the trapped ions. Knowledge of URF,flash and

the position(s) where it occurred on the device can be correlated with optical or elec-

tron microscope images of the specific device and used to interpret and inform steps in

the microfabrication process. Similarly, knowledge of devices where no breakdown was

observed up to a defined test limit of URF is also informative for future developments.

There are several possible improvements to the testbed that can be considered.

Replacing the power meters with a spectrum analyser, whilst considerably more ex-

pensive, would provide frequency information about the RF voltages applied, reflected

and picked up from the trap. Reducing the temperature of the camera sensors through

cooling would achieve a modest reduction in sensor noise and permit detection of fainter

emission from the breakdown site. This could be achieved via a Peltier device but would

necessitate engineering measures to control condensation and heat dissipation, which

could be cumbersome to implement. A more significant reduction in sensor noise could

be achieved by using an electron-multiplying CCD with spectral sensitivity chosen to

match breakdown emission; however this is an order of magnitude more expensive than

the cameras used in this work. The consistency, ease and speed of focusing the cameras

onto the relevant areas of the trap could be improved by attaching a step motor to

each of the cameras to enable computer control and automation of this process. In

the present setup this is a difficult and time consuming process to do and due to the

position of the trap varying on each tested trap, must be done for every device that is

tested. In the present image processing algorithm, the Fourier low- and high-pass fil-

ters are circular in the image spectrum and thus relatively simple. The geometry of the

device, in particular that of the RF electrode (on both internal or external surfaces),
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suggests that breakdown will occur along a particular direction. A bespoke Fourier

filter could be tailored to account for this. That would require that each device under

test was located identically or that the exact alignment was quantified and a specific

filter calculated for that device such as by utilising machine learning to fit a template

to an ambient light image.

Although the testbed described here was developed for ion microtrap devices with a

3D electrode microstructure, the principles are directly applicable to such devices with

2D electrodes geometries [150]. The underlying principles of the testbed and methods

described here could be used to analyse performance of other MEMS devices that are

susceptible to breakdown, such as micro-and nano-thrusters [205, 206] for spacecraft,

as well as miniature RF light sources [207] in which the occurrence of flashover is

desirable. These principles may also be useful for investigations into material properties,

such as dielectric barrier breakdown studies where most previous studies seem to have

investigated catastrophic breakdown [208] and its aftermath [209] or on the high speed

formation of breakdown [210,211] rather than the onset of the breakdown. The image

processing routine could also be adapted for other types of electrical breakdown that

can produce a faint glow such as corona discharges [212].
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Chapter 5

Optical Frequency Tuner for the

674 nm Qubit Laser

5.1 Introduction

Trapped ion spectroscopy, along with other laser applications [213,214] requires the abil-

ity to quickly change the laser frequency over a wide range to manipulate the quantum

state of the ion (here the apparatus needs to cover a detuning range of ∼ ±20 MHz). To

practically implement qubit gate operations these detuning operations need to be per-

formed at sub-millisecond timescales, so as to complete the gate sequence at timescales

that are practical relative to the qubit coherence times. Additionally, in performing

the detuning operations the frequency stability of the laser must be preserved in order

to fully exploit the narrow linewidths [13,63,143,215] of the transitions into which the

qubits are encoded. Furthermore these qubit operations require that the Rabi frequency

remains stable for the whole experimental routine; both throughout the duration of the

routine (which can require repeating the specific gate sequence hundreds of times con-

secutively) and over the previously specified frequency range. This is of crucial impor-

tance to the goal of achieving fault tolerant QIP [30,216], which requires that the Rabi

frequency has a minimum fractional stability between 10−4 and 10−2 [172, 217–219],

depending on the task being performed.

In terms of implementation, this can be done by stabilising the qubit laser power, as
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the Rabi frequency is proportional to the square root of the qubit laser’s intensity. One

method of stabilising the laser power is to control parameters of the laser source such

as the driving current to the lasing medium [220]. However if this method is being used

to stabilise the frequency of the laser [177,221,222] then simultaneously implementing

power feedback here could induce the cross-talk between the two feedback sources and

destabilise both the laser frequency and its power. For the qubit laser described in

section 3.7 the frequency stabilisation is performed at the laser source by locking to

an ultra-stable cavity, which prevents both fast detuning operations and optical power

stabilisation via the laser source parameters. Therefore these must be performed down-

stream from the laser source. In this chapter the development and evaluation of an

optical tuner apparatus that simultaneously performs both the fast frequency detuning

operations and laser power stabilisation will be described.

5.2 Tuner Apparatus

The output of FNCS-1 (figure 3.5a) is input into the tuner setup (figure 5.1a) via a 22 m

optical fibre. Here it passes through a variable frequency AOM (Isomet 1250C) that is

placed at the focal point of a telescope composed of two 200 mm focal length lenses. A

retro-reflector is used to return the +1st order beam back through the AOM to create a

double pass setup with the second order +1st beam being used as an output. The AOM

is positioned and angled to maximise the double pass transmission efficiency. After be-

ing setup, the resonant circuit inside the AOM was adjusted to minimise the reflected

RF power and thus further optimise AOM’s double-pass transmission efficiency. These

give the AOM a single pass transmission efficiency of 79 % and a double pass efficiency

of 60 %. The lenses of the telescope are raised by 1.5 mm so that the output beam is

3 mm above and parallel to the input beam as depicted in figure 5.1b. Doing this allows

the output beam to travel over the mirror used to steer the fibre output into the tele-

scope. Similar double-pass setups to this have used wave plates and a polarising beam

splitter to separate the input and output beams without the spatial offset [223–225].

However these introduce further losses in optical power from the added components

and introduce the risk of a small number of photons that have not passed through the
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Figure 5.1: a) Optical Circuit for the tuner setup. b) Side on view of the AOM showing
the path of the beam in the vertical direction.
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AOM being reflected into the output beam. By utilising the setup described the proba-

bility of these non-detuned photons entering the output beam is minimised. When the

frequency of the AOM is varied the angle of the single beam is changed in proportion

to the magnitude of the change. This can cause small deviations in the output beam

pointing from imperfections in the retro-reflector alignment, the effects of which would

become more pronounced on optical components further downstream. To compensate

for this the output beam from the double pass AOM is input into a fibre (fibre 4 in

figure 5.1) so that any deviations in beam pointing are converted into deviations in the

optical power due to more or less of the beam being coupled into the fibre. At the

output of the fibre the beam has its polarisation cleaned by a Glan-Taylor prism. A

beam sampler at the tuner output then takes ∼ 5 % of the optical power and re-directs

it onto a photodiode (Hamamatsu C10439-07) that is used as the sensor for providing

power stabilisation feedback.

Feedback is implemented by inputting the photodiode output to a Proportional-

Integral feedback circuit (that was created from a repurposed Moglabs B3120 signal-

conditioning board which was modified to have a higher integrator bandwidth) to create

an error signal. This signal is then used to attenuate the RF drive of the AOM through

an RF mixer (Minicircuits ZLW-1). This mixer was chosen to be the servo mechanism

in preference of other components, such as variable voltage attenuators, due to its high

bandwidth. A Direct Digital Synthesis (DDS) (Moglabs XRF) is used to supply the

RF which, after the mixer, is amplified (by a Minicircuits ZHL-03-5WF+) before being

applied to the AOM. The DDS source permits frequency changing at 1 µs − 1 s

timescales and can queue up to 8000 detuning operations, which should be more than

sufficient for performing gate sequences. To ensure that small amounts of the RF drive

do not bleed through the mixer input port to the feedback circuit a 5 MHz low-pass filter

is inserted between the mixer and the feedback circuit. Additionally RF attenuators

are placed on the output of the DDS to ensure that the maximum power applicable

to the AOM is limited to +31.4 dBm, keeping the applicable power below the AOM

damage threshold of +33 dBm.

To ensure that the frequency stability of the laser is maintained by the tuner and
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pulse control setup, a small portion of the light is picked off from the output of the

pulse control setup, prior to the input of fibre 5, and sent to the pulse beat setup.

This is a simple optical circuit that superimposes the picked off light onto the output of

FNCS-2 via a glass wedge. The superimposed lasers are input into a fibre that goes to a

fast photodiode (Thorlabs DET02AFC) that has a 1 GHz bandwidth for measurement.

The two beams produce a beat with a frequency of fb = 184.8 MHz, which arises from

the detunings imposed by the different AOMs that they pass through. Detecting the

signal from the photodiode on a spectrum analyser will show the Fourier spectrum of

the beat and reveal any unwanted features or noise in the spectrum.

5.3 Power Stabilisation Performance

The issue of power fluctuations is expected to be a major limiting factor in imple-

menting high-fidelity gates. Due to the AOM being a resonant circuit, detuning the

RF frequency away from the centre frequency will reduce the transmission efficiency.

The effect of this reduction is squared due to the AOM being used in a double pass

configuration. Additionally, as mentioned in the previous section, the detuning of the

AOM also causes changes in the input coupling efficiency of fibre 4 which in turn influ-

ences the output power. Scanning the frequency of the DDS source, whilst comparing

the tuner output power against the input power (measured at the output of fibre 1),

reveals how the RF frequency affects the overall efficiency of the system. The central

frequency of the tuner, which corresponds to zero detuning, is the chosen to provide

the optimum output efficiencies for the required ±20 MHz optical detuning range (here

this occurs at 161 MHz in the RF domain). The feedback setpoint is chosen such that

the output power can be successfully stabilised over an extended ±25 MHz scan range.

This extended range is utilised so that the limits of the required ±20 MHz detuning

range are not at the edge of what the system can stabilise and not liable to fluctuations

if the laser power decreases below the setpoint power, taking it out of lock at the edges

of the detuning range. The results of this scan with and without the feedback enabled

are shown in figure 5.2a and b. With the feedback disabled, the output of the tuner has

∼ 43 % of the optical power that comes out of fibre 1 over much of the detuning range.
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The output efficiency then begins to decrease after ±15 MHz, lowering by ∼ 1.3 %

at ±20 MHz and ∼ 2.5 % at 25 MHz, with the change in efficiency decreasing at a

higher rate as the detuning is further increased. With the feedback on at the typical

setpoint the output efficiency is 40.7 %. The output efficiency also remains consistent

(to within ±0.031 %) over the whole scan range in this case. Here a typical input

power of 170 mW allows the tuner system to output ∼ 70 mW of 674 nm light, which

corresponds to ∼ 8.5 mW at the ion with the pulse shaping AOM operating at full

power. This output is far more than the micro- and nanowatt level powers that most of

the experiments in chapter 7 require. To compensate for this, lower RF powers are used

in the downstream pulse control setup when generating pulses. This has the benefit of

reducing the RF amplitude that needs to be applied to the pulse shaping AOM, which

lessens the effects of heating in the pulse control AOM’s crystal. Should the detuning

range ever need to be extended then setpoint value can be lowered to cover a wider

detuning range and higher RF powers applied to the pulse shaping AOM to provide

pulses of the same output power. The feedback has been implemented such that as long

as the unlocked laser power is above the feedback setpoint then the servo will remain

locked.

A more aggressive means of testing the stabilisation capacity of the tuner is to

apply a sequence of randomly generated detuning steps that are within the ±25 MHz

stabilisation range. A sequence of 2000 random frequency steps, each separated by

1/2 ms, was created to test the setup and applied via the DDS source. The same

sequence was used to test for both the the feedback being enabled and disabled. A

subset of the tuner output whilst running this sequence is depicted in figure 5.2c.

With the feedback disabled, step changes in the output power can be observed when

at the points in time where the detuning is altered; with the feedback enabled the

output power remains mostly constant over each detuning step, with spikes in the

power occurring at the times where the detuning is initially changed. The polarity

and magnitude of the step changes and spikes here are determined by the size and

direction of the corresponding detuning change according a change in the unstabilised

efficiency from figure 5.2a. The magnitude of the step changes and spikes is roughly
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proportional to ||δ2| − |δ1||. To establish the time constant of the servo system, a fit to

the 10 largest spikes was made. This established the time constant of the servo after

experiencing a change in the laser detuning to be 45.5 µs (figure 5.3 shows a typical

example), corresponding to a bandwidth of 22.0 kHz. This limitation was found to

originate from the bandwidth of the servo circuit. Replacing the servo circuit could

bring this down to t < 10 µs. The spikes, which a feedback servo cannot fully remove,

could be reduced by implementing a feed-forward into the DDS source.

To evaluate the tuner’s improvement to the stability of the laser power, the optical

circuit in figure 5.1 is modified to have a glass plate sample a portion of the output

and a second photodiode (also a Hamamatsu C10439-07) is used to take out-of-loop

measurements of the beam power. With this modified setup an Allan deviation is

calculated using the equation [226],

σ2y(τ) =
1

2m2(M − 2m+ 1)

M−2m+1∑
j=1

[ j+m−1∑
i=j

(yi+m − yi)
2

]
(5.1)

where τ = mτ0 is the averaging time with τ0 the smallest time between measurements,

m the averaging factor and yi is the ith of M consecutive power measurements aver-

aged over τ . The Allan deviations of the in-loop and out-of-loop data, with and without

feedback are given in figure 5.4. These show the tuner reducing the power fluctuations

by almost two orders of magnitude at 103 s and achieving 10−4 out-of-loop fluctuations

at times between 10 s and 700 s, which are the approximate timescales needed for

the experimental routines. Implementing the previous suggestion of an improved feed-

back circuit would likely improve this further with major gains to be made at shorter

timescales.

It was noticed that after a period of operation that the tuner output power would

periodically drop by up to 30 %, going below the stabilisation setpoint for times that

could last up to several minutes. Examining the transmission of each component in

the tuner revealed that the laser polarisation was rotating in a fast and uncontrolled

manner. As a consequence the Glan-Taylor prism was dumping a significant fraction

of the beam power. Further examination of the laser polarisation revealed that these
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Figure 5.2: a) Tuner output efficiency with and without stabilisation over the range
of frequencies required for the experiments described in chapter 7. Each data point is
the average of 50 measurements with a scan resolution of 200 kHz. b) Subsection of
(a) that only shows the stabilised efficiency. c) Tuner output with a random change in
frequency made every half millisecond with and without stabilisation, using the same
sequence in both cases. The magnitude of the step changes and spikes correspond to
the change in efficiency on the unstabilised curve in (a).
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Figure 5.3: A single detuning step change going from 0 MHz to −25 MHz, showing the
largest possible detuning change and thus the largest possible step change in the laser
power. The time constant was determined by averaging the value from the 10 largest
spikes, each obtained via a Levenberg-Marqardt algorithm, to be 45.5 µs. A fit created
with the averaged time constant is shown here. Data recorded before the dotted line
was not used in the fit either because it was before the step change or the data was
dominated by the bandwidth of the photodiode. A rolling average of the recorded data
is included to increase the visibility of how the out-of-loop data evolves.
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Figure 5.4: a) In-loop and b) Out-of-loop Allan deviations for the tuner operating at a
fixed frequency.

polarisation fluctuations originated in fibre 1. It was discovered that the input inter-

face of the fibre had been damaged by fluctuations in the source laser power, which

periodically exceeded the fibre’s damage threshold. Replacing the fibre and reducing

the input power to the present values has solved this issue. Without the monitor of the

tuner servo signal it would have been likely that spectroscopy experiments would have

been compromised by the damaged fibre.

5.4 Transfer of Frequency Stability

Experiments utilising optical qubits require the laser being used to manipulate the

internal state of the ions to possess a high degree of frequency stability. To ensure

that the addition of new subsystems into the laser, namely the tuner and pulse control

setup, do not reduce the spectral purity of the laser, a beat measurement is made

between a sample of the output from the pulse control setup and the output of FNCS-

2 with the pulse beat setup (described in section 5.2). The spectral purity of this

beat is then examined on a Tektronix RSA5103B spectrum analyser with the results

this shown in figure 5.5. It should be noted that this measurement does not give an
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absolute measurement of the laser linewidth, nor does it factor in the effects of drift

and fluctuations at the laser source and thus the laser spectrum as observed by the

ion may be different than what is depicted in figures 5.5. Instead this measurement

shows the relative stability between the laser at the point that the subsystems have

been added and the laser as it is when it is delivered to the magnetic shield.

Figure 5.6 reveals that the beat has a linewidth of at most 0.21 Hz up to the fibre

that goes to the trap by fitting a Gaussian function to the main peak from figure

5.5d via the Levenberg–Marquardt algorithm. Since the observed linewidth is a little

above the resolution bandwidth of the spectrum analyser, it is likely that this is the

main limitation on the ability to obtain this linewidth. To verify this a second fit

was made using a Blackman-Harris function, which was used as the window function

on the spectrum analyser that was used for this measurement. Since this second fit

also produces small residuals and a similar linewidth, this confirms the finite resolution

of the instrument as being the main limitation on the measurement, as a linewidth

narrower than the resolution bandwidth would be expected to reproduce the window

function that was used. This combined with the fact that the sidebands present in the

spectra depicted in figure 5.5 are smaller than −36.5 dBc are strong indicators the tuner

and pulse control systems do not add significant noise onto the qubit laser and thus

are suitable for use in spectroscopy experiments. In order to maintain the frequency

stability of the laser, the tuner and pulse control setup are encased in a metal enclosure

to minimise the effects of air currents and temperature drifts [179, 180]. Without this

the laser linewidth increases to ∼ 6 Hz.

5.5 Summary

This chapter described the construction and characterisation of a frequency-agile tuner

system that is designed to perform fast laser detuning operations whilst maintaining

a stable optical power. The feedback servo allows for laser detuning operations to be

performed over a 50 MHz optical frequency range without losing the power stabilisa-

tion lock. The main limitation on the system is the 22 kHz servo bandwidth arising

from the electrical circuit being used to generate the servo signal. After improving
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Figure 5.5: a) RF spectrum of the beat note. b-d) beat measurements with reduced
scan ranges and higher bandwidths around fb. In all cases the largest sidebands and
noise features are at least −36.5 dBc. The acquisition times, over which ten averages
were taken, and bandwidths used for each plot are a) 8.9 s & 10 kHz, b) 1.1 s & 1 kHz,
c) 24.4 s & 1 Hz and d) 115 s & 0.2 Hz.
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Figure 5.6: Gaussian and Blackman-Harris fits to the main peak in figure 5.5d reveals
that the beat note has a linewidth of 0.21 Hz that is maintained at least up to the fibre
input that delivers light to the trap (fibre 5 in figure 5.6). Both functions produce good
fits as the residuals are small (≤ 2.6 %)
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this, the next limitation on the servo bandwidth would be the 100 kHz bandwidth

of the servo photodiode. At this stage the feedback mechanism could be further im-

proved by implementing a two-stage feedback system that utilises a faster photodiode

for short timescale corrections in conjunction with the existing photodiode correcting

to correct longer term drifts. Implementing a feed-forward onto the DDS source would

also improve performance at short timescales; where the power suddenly changes at the

frequency step and the feedback is unable to immediately compensate. The Allan devi-

ation of an out-of-loop photodiode at the output of the tuner reveals that the feedback

stabilises the fractional optical power to the < 10−4 level over the 10 − 700 s range;

below the more stringent threshold for fault-tolerant QIP and does so for the required

duration of the experimental routines performed in chapter 7. This also corresponds to

a factor of seven improvement over the unlocked laser stability for 1− 10 s timescales,

increasing up to a two order of magnitude of improvement at 1000 s. It should be noted

that the performance of the tuner system was evaluated at its output rather than at

the ion, due to the pulse shaping AOM that immediately follows the tuner converting

the laser from continuous operation to microsecond timescale pulses, which addition-

ally can have varying amplitudes depending on the pulse sequence required for the

given experiment. The power-stabilised laser that is input to the pulse control setup

ensures that the pulses created by this system are consistent throughout the whole

experimental routine. Furthermore, the pulse control setup also features a power sta-

bilisation [142,175] subsystem that facilitates cleanly shaped optical pulses and would

improve the power stability of the laser at pulse length timescales. Evaluating this is

beyond the scope of the work done in this chapter.

The frequency stability of the tuner and pulse control setup was also verified by

measuring a beat between a sample of the output light prior to the fibre that leads to

the trap and light from the other active FNCS system at the laser source. At this point

the beat note linewidth was measured to be at most 0.21 Hz, with the measurement

being limited by the resolution bandwidth of the spectrum analyser that was used to

make the measurement. Additionally the measurement showed that any noise and

sidebands present in the beat were at least −35 dBc. These together show that the
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tuner system (and pulse control setup) do not add significant noise onto the power

spectrum of the laser and thus the qubit laser should be suitable for performing fault

tolerant QIP gates and for use in the spectroscopy experiments in chapter 7. In the

future a second tuner and pulse control setup are intended to be created on the output

of the other FNCS system to create a second qubit laser for a new ion trap setup.
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Chapter 6

Magnetic Field Stabilisation

6.1 Introduction

As described in sections 2.3 and 2.6.2 the application of a magnetic field to the ion will

lift the degeneracy of the quadrupole transition via the Zeeman effect. This makes the

transition frequency susceptible to noise in the magnetic field, which now becomes a

source of decoherence.

This chapter will evaluate the performance of the magnetic field system described

in section 3.3 that is used to nullify the background magnetic field and apply the

bias field to the ion. A LabVIEW control programme is used for setting the currents

in each of the coils and for applying software based PI feedback to the set currents

based on the 7.5 digit readings from the high precision digital multimeters (each one

is a single NI PXI-4071 card). The readings from these multimeters are used as in-

loop measurements of each coil’s performance. Out-of-loop measurements are made

with a Bartington MAG-03IE500 magnetic field sensor. Previous measurements with

these sensors revealed the presence of cross talk between the different sensor probes

in the ribbon cable connecting the main sensor unit, limiting the sensitivity of the

measurements made. To compensate for this only a single probe is connected which

measures the field parallel to the k̂ − vector of the 674 nm laser. At this angle the

probe has a degree of sensitivity to the field from all four sets of coils. Additionally

whilst recording, the sensor probes generate a 15.625 kHz, ∼ 1 mG magnetic field that

100



Chapter 6. Magnetic Field Stabilisation

Coil Operating current [mA]

x̂−axis 70

ŷ−axis 397

ẑ−axis 18

Bias 2000

Table 6.1: Coil operating currents for the measurements taken here in this chapter
where the coils are on. For the x-axis, z-axis and bias coils these are close to the typical
operating values for the experimental routines used in chapter 7. For the measurements
in this chapter the ŷ−axis coil is being operated at half of the typical operating current
due to the typical current producing a magnetic field that saturates the Bartington
sensor.

prevents their use for out-of-loop measurements of the magnetic field during experiment

operation.

6.2 Evaluation of the Magnetic Field Stabilty

The magnetic shield’s ability to attenuate the external magnetic field has been evaluated

by examining the power spectrum of the magnetic field inside and outside the shield

with the Bartington sensor. For these measurements the coils were operated at the

values specified in table 6.1. The results of the measurements are depicted in figure 6.1

as both the magnetic field and as the optical frequency modulation that the magnetic

field spectrum would impart onto the S1/2(mj = −1/2)−D5/2(mj = −5/2) transition.

These were calculated from the voltage measurements using the Bartington conversion

factors specified in table 6.2 and the corresponding frequency shifts were calculated

using equation 2.23. At 50 Hz, the largest component of the power spectrum, the

fluctuations are reduced by a factor of 1065, which meets the specification given in

section 3.3.

A series of measurements were undertaken to verify that none of the devices and

external power supplies which were located inside or near the shield produced a mag-

netic field strong enough to perturb the ion under standard operating conditions. The

only exceptions to this were the ion pump that provides the UHV in the vacuum cham-

ber and the strontium oven that is used to replenish the hotplate once depleted [112].
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Figure 6.1: Power spectrum of the magnetic field inside and outside of the shield. The
left scale shows the magnetic field that the ion is expected to experience as measured
by the sensor and the scale on the right shows the corresponding frequency shift in
the S1/2(mj = −1/2) − D5/2(mj = −5/2) transition. The magnetic field at 50 Hz is
reduced by a factor of 1065. Here Gauss (1 G = 10−4 T) is used as the unit for
magnetic field, as a 1 µG field corresponds to a Zeeman shift on the order of a single
hertz (∼ 2.8 Hz) for the S1/2(mj = −1/2)−D5/2(mj = −5/2) transition.

Meter Factor [G V-1]

x̂−axis 3.00× Vx
ŷ−axis 1.88× Vy
ẑ−axis 1.31× Vz
Bias 0.725× Vbias

Bartington mag-03 0.1× VOoL

Table 6.2: Calibration factors for converting the high precision multimeter readings for
each coil and the out-of-loop Bartington sensor to convert the voltage measurements
to the magnetic field at the ion. These factors were calculated from measurements of
the magnetic field generated by each coil taken by Guido Wilpers and the specified
resistance of the precision resistors. The frequency shift that these impart onto the
qubit transition can be calculated by multiplying these by 2µB/ℏ via equation 2.23.
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The ion pump was left on during all tests due to the long pump down time required

to reach UHV and with that, its steady state operation. The oven was left untested

due to the rarity of its use and a desire to avoid depleting it’s SrO:Ta reservoir. The

device testing was split into two categories: “passive”, where each device was left on

in a steady state fashion, without user input for ≥ 8 hours both alone and in differ-

ent combinations with the other devices that are passively tested, and “active”, where

the main parameter of the device was adjusted to observe its immediate effect on the

magnetic field. The devices investigated and the type of tests that were carried out for

each are listed in table 6.3. For passive testing the in- and out-of-loop recordings were

compiled into Allan deviations (see equation 5.1 on page 91). The results of these tests

were then compared against a background measurement that served as the noise floor

of the apparatus. In the background measurement all of the devices were disconnected

from their power supplies and the source measure units that supply current to the coils

were bypassed and disconnected from their circuits. In these tests there was no notice-

able difference in the Allan deviations between the background measurement and the

individual devices operating in their steady state. For measurements taken when the

source measurement units were connected the tests were performed twice, once with the

feedback off and once with it on to evaluate the ability of the feedback to compensate

for fluctuations in the coil current under the given apparatus configuration. Figures

6.2 and 6.3 show the Allan deviations produced when the apparatus is fully operating

under steady state conditions, with and without the feedback engaged. The latter of

these two figures shows that the magnetic field is stabilised to < 10 Hz over 1 s to 7000 s

timescales and manages to reach < 1 Hz for times between 20 s and 350 s; although

for times greater than ∼ 400 s the measurement becomes limited by the noise floor

of the out-of-loop sensor. This also prevents accurately describing the effectiveness of

the software feedback during standard operating conditions. Despite this, the level of

stability achieved should be sufficient for the experiments described in chapter 7.

The active tests were carried out in the span of minutes and were not used to

create Allan deviations, as in all three of these tests, a noticeable effect on the out-of-

loop measurement of the magnetic field was observed. The results of these tests are
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Device Test Type

Hotplate Active

EFG & DC electrodes Passive & active

Qubit laser piezo adjusters Passive & active

Source measure units Passive

Trap RF drive Passive

Table 6.3: List of devices that were tested for influence on the magnetic field inside
the magnetic shield. An “active” test refers to a test where the main parameter of the
device (applied voltages for the EFG and piezo adjusters and source current for the
hotplate) was varied during the device operation, whilst a “passive” test refers to a test
where the device was left in steady state operation, without being manually adjusted.
Passive tests lasted for times ≥ 8 hours and were used to produce Allan deviations
that were compared against a background Allan deviation that was obtained with all
devices switched off.

presented and discussed in sections 6.4 and 6.3.

The out-of-loop sensor is specified to have a temperature scaling sensitivity of ∼

±20 ppm/◦C. As a consequence variations in the temperature inside the magnetic

shield will impose drift onto the magnetic field measurements taken with this sensor.

Thus, the temperature inside the shield is recorded to check for any correlations that

may appear in the Allan deviations created from the out-of-loop measurements. For

this, one thermistor is glued onto the ŷ−axis coil, a second to the outside of the ion

pump heat sink and a third is suspended in the air above the coils, near the top of the

inside of the shield. The out-of-loop magnetic field data used to calculate the Allan

deviations in figure 6.3 and the corresponding thermistor measurements are presented

in figure 6.4. Here the ŷ−coil and suspended thermistors show a temperature change

of 0.3 ◦C and 0.45 ◦C in the feedback off case, which was recorded prior to the feedback

on case, indicating that the inside of the shield had yet to thermalise at the time of

recording, caused by the coils having been set to their standard operating currents

immediately prior to the beginning of the measurement. By the time of the second

measurement began the system had themalised. The thermistor measurements in the

feedback off case would indicate that the magnetic field readings would increase by

∼ 4 µG over the course of the recording, which as can be seen in figure 6.4a is factor of

∼ 7.5 lower than the drift of the out-of-loop sensor over the same duration (∼ 30 µG).
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Figure 6.2: Allan deviations of the in-loop measurements from the high precision mul-
timeters. The voltage measurements from these meters are converted into the expected
magnetic field using the factors given in table 6.2 and the conversion to the expected
frequency shift of the qubit transition is calculated from these via equation 2.23.
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Figure 6.3: Allan deviations of the out-of-loop measurements from the Bartington
sensor inside the shield. The Allan deviation indicates that between < 1 s and 7000 s
the system is able to stabilise the magnetic field such that it only induces fluctuations
at the < 10 Hz level in the qubit transition and to the < 1 Hz level for 20 s − 350 s
timescales. This measurement is limited by the noise floor of the sensor at the timescales
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its effectiveness.
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This would suggest that thermal effects are unlikely to be the main limiting factor on

the noise floor of the Allan deviation. This is reinforced by the measurement where

the feedback is on, where the same rate of change in the magnetic field can be seen,

despite the temperature being thermalised according to the thermistor recordings.

6.3 Effect of the Hotplate on the Magnetic Field

In addition to measuring the passive stability of the setup, the effect on the magnetic

field from running the strontium hotplate, as if it was being used during a loading

sequence, was tested. Due to the high currents (up to 6 A) involved in running the

hotplate there is no surprise that there is an effect on the magnetic field whilst ions

are being loaded into the trap (figure 6.5). In addition to the magnetic field changing

during hotplate operation there is also a settling time for the magnetic field after the

ion loading sequence is completed. Figure 6.6 shows that after the hotplate operation

is ceased the magnetic field slowly returns to its pre-loading value. Fitting a two phase

exponential determines the fast time constant of the decay to be 15.2 minutes and the

slow time constant to be 2.13 hours. Examining the thermistors inside the magnetic

shield (figure 6.7) show that the temperature decreases after the hotplate is switched off,

with the ŷ−coil thermistor showing the largest change at 0.6 ◦C, corresponding to an

expected 5 µG decrease in the magnetic field. A two phase exponential fit to the ŷ−coil

data gives time constants similar to those of the fit to the out-of-loop sensor data. This

indicates that either the out-of-loop sensor is more sensitive to variations in temperature

than specified in the manual or that there is a slight temperature dependent variation in

the magnetic field inside the shield. The corresponding frequency shift induced on the

ion by these effects is small ∼ 300 Hz/◦C as shown by the figures 6.6 and 6.7. Further

investigations into this could be carried out by placing a heating element inside the

magnetic shield and examining the effect this has on the ion’s motional spectrum in

a nullified field. If this effect turns out to be significant for future work then it may

be possible to use the thermistor measurements as part of a feedback mechanism to

compensate for any temperature induced change in the qubit transition frequency.
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Figure 6.4: a) Data used to calculate the out-of-loop Allan deviation of the magnetic
field and b-d) the corresponding thermistor measurements. The feedback off data
was recorded prior to the feedback on data, hence why the temperature readings are
stabilised in the case where feedback is on but not so when the feedback is off. Fitting an
exponential function to the feedback off data in (d) determined that the time constant
of the coil was 13760 s.
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Figure 6.5: a) Out-of-loop measurement whilst running the strontium hotplate as if it
were loading an ion. At the end of the sequence the magnetic field does not fully return
to its initial value. b) Current applied to the hotplate during a loading sequence.
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Figure 6.6: Out-of-loop measurements that were continued after the hotplate was
switched off in figure 6.5. Fitting a two phase exponential to these readings with a
Levenberg-Marqardt algorithm gives time constants of 911.4 s and 7650 s. A rolling
average of the recorded data is included to increase the visibility of how the out-of-loop
data evolves.
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Figure 6.7: Thermistor readings taken after the hotplate loading routine is completed.
Each thermistor shows a change in temperature with a time constant of the same
order of magnitude as that seen by the out-of-loop sensor in figure 6.6. A two phase
exponential fit to the ŷ−coil data gives time constants τ1 = 1394 s, τ2 = 6552s.
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6.4 Observed Ground Loops

During testing of the magnetic field stabilisation system it was observed that changing

the DC voltages applied to the trap electrodes produced a small change in the magnetic

field (see figure 6.8a). Each electrode imparted the same magnitude of change onto

the field and changing multiple electrodes produced a cumulative change in the field.

There also appears to be no hysteresis when changing these voltages. Together these

implied the presence of a ground loop, which was confirmed by removing the ground

connection between the EFG and the filter board and applying the same sequence of

voltage changes to the trap. With this, changing the DC voltages produced no change

in the out-of-loop sensor reading. Unfortunately this change rendered the trap unable

to load ions and thus the ground connection, and with it the ground loop, had to be

re-instated. As a consequence of this the magnetic field is re-nullified after any shuttling

sequence or changes to the DC voltages are made that do not end with the electrodes

having the same voltages as they did when the field was initially nullified.

A similar observation was made when changing the pointing of the 674 nm laser with

the piezo transducers inside the shield (figure 6.8b). Unlike the DC voltages applied to

the trap changes to these induce large amount of hysteresis. Due to the beam pointing

rarely being adjusted no further changes or investigations were made other than to

re-nullify the magnetic field if the beam pointing is adjusted.

6.5 Summary

The efficacy of the magnetic field stabilisation for the purpose of reducing decoherence

has been evaluated in this chapter. The ability for the magnetic shield to attenuate the

external magnetic field was evaluated and found to meet its specification of nullifying

noise at 50 Hz by a factor of 1065.

The possibility of devices inside and located near the magnetic shield influencing

the magnetic field that the ion would be exposed to were investigated by comparing Al-

lan deviations calculated from > 8 hours of measurements from the in- and out-of-loop

sensors. Each device that could possibly influence the magnetic field, except the stron-
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Figure 6.8: a) Out-of-loop sensor readings whilst changing the DC voltages on the
trap DC and compensation electrodes. A change of ±8 V, the limits of applicable
voltages, on an electrode impart a cumulative ∼ ∓10 µG change onto the magnetic
field (∼ ∓28 Hz qubit transition frequency shift). The testing sequence used here was
I) sequentially setting each electrode to +8 V for 10 s then back to 0 V for 10 s, II)
setting each electrode to +8 V then to −8 V and back to 0 V with a pause after setting
all electrodes to ±8 V.
b) Out-of-loop sensor readings whilst changing the voltages applied to the 674 nm
beam pointing piezo transducers. Here the testing sequence was I) Ramp the beam
horizontally across the full width of the QPD in one direction. II) Ramping with the
reverse motion. III) Moving the beam to the centre of the QPD. IV) Ramping the
beam position from the top of the QPD to the bottom. V) Ramping the beam position
from the bottom to the top. VI) re-centring the beam again.
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tium oven and ion pump, was investigated under its steady state operating conditions

in isolation and in combination with the other potential sources by comparing against

a background measurement in which all devices were disconnected. These measure-

ments found no noticeable differences between the steady state measurements and the

background reference. Out-of-loop Allan deviations of the nullified magnetic field with

the bias field applied show that the field can be stabilised to a degree that corresponds

to < 10 Hz fluctuations in the qubit transition for 1 s − 7000 s timescales and < 1 Hz

for 20 s − 350 s. However for times greater than ∼ 400 s this measurement became

limited by the noise floor of the out-of-loop sensor. This limitation also prevented an

accurate assessment of the performance of the software feedback system. Despite this

the system is sufficiently stable for the timescales that the experiments in chapter 7

are performed over. The possibility of thermal effects affecting the measurement were

investigated and were found not be a major limiting factor on these measurements.

In addition to these steady state tests, the effects on the magnetic field when running

the hotplate as if loading an ion was tested. It was found that after the hotplate

finishes the loading routine the magnetic field does not immediately return to its pre-

routine value, but instead is offset by ∼ 1.2 × 10−4 G at the end of the sequence

before settling back to the steady state value. A fit with a two phase exponential

gives a decay with fast time constant of ∼ 15 minutes and a slow time constant of

∼ 2.12 hours. The possibility of thermal effects either being the source of the offset

and decay or otherwise influencing the sensor due to the hotplate heating the inside

of the magnetic shield were also considered. Fitting the same formula as before to

the thermistor attached to the ŷ−axis coil, which measured the greatest change in

temperature (∼ 0.6 ◦C), gave similar time constants to the fit of the magnetic field over

the same duration (τfast = 23 minutes and τslow = 1.82 hours), which combined with

the magnitude of the change in the magnetic field being only slightly above the expected

change from the sensors temperature sensitivity, leave this as a probable origin of the

effect. The possibility of further investigations into this effect were considered, however

due to the small effect that this has on the ion’s Zeeman splitting (∼ 300 Hz/◦C),

it is not considered an immediate priority. Additionally, ongoing work to replace the
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oven-hotplate based ion loading mechanism [112] with a laser ablation based method

[227,228] may render further investigations unnecessary. With this loading method the

high current heating element inside the shield will not be required for routine operation

of the apparatus and will thus increase the thermal stability inside the shield in addition

to removing the magnetic field from the high current.

Tests on the voltages applied to the DC and compensation electrodes revealed the

presence of a ground loop between the EFG which supplies the DC voltages and the

vacuum chamber that serves as ground for the trap electrodes. Attempts to remove this

ground loop resulted in the trap being unable to load ions, thus the ground loop has

been left in the system with further investigation required on how to effectively remove

this problem. A similar issue was observed with the piezo transducers that are used to

steer the 674 nm beam pointing. Due to the rarity of these being used it was decided

that no further investigation was to be done and the magnetic field was to be re-nullified

in the event that they are altered. Implementing chip-scale waveguides [91, 229] that

would remove the need and ability to adjust the beam pointing would circumvent this

problem. Until then re-nullification of the magnetic field after adjusting the beam

pointing of the qubit laser is required.
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Ion Spectroscopy

7.1 Introduction

The universal set of QIP gates is composed of the single qubit rotation and the two

qubit C-NOT gate [18–20]. Thus the ability for the apparatus to perform the component

operations that would comprise these gates serves as the fundamental benchmark of

its performance. The key metrics used to evaluate this are the coherence times of the

qubits and the fidelities of the gates applied to the qubits. The coherence time of the

qubit serves as an indicator for how many qubit gates can be applied before the qubit

decoheres. For qubits encoded in an optical transition the lifetime of the excited state

serves as the ultimate limit for what this value is; however other sources of decoherence

can reduce this further, such as those described in section 2.6. The gate fidelity is simply

how well the output state of the gate operation agrees with the ideal outcome [230].

The ability for two qubit gates to perform entanglement operations extends beyond

QIP to uses in metrology, as it offers faster and more sensitive measurements than that

offered by uncorrelated single qubits [231,232].

This chapter will feature investigations into the coherent control and manipulation

of the states of one and two ions that are encoded in the S1/2(mj = −1/2)−D5/2(mj =

−5/2) Zeeman component of the quadrupole transition. These experiments were per-

formed using the apparatus described in chapter 3. As demonstrated in chapters 5 and

6 the apparatus should be sufficiently capable of performing the experimental routines
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presented here. These experimental sequences, unless otherwise stated, follow a similar

formula to that outlined in figure 3.10 (page 59):

1) Doppler cooling,

2) Optical pumping into S1/2(mj = −1/2),

3) Spectroscopy pulse(s),

4) State readout and

5) State clear out.

Each experimental sequence utilised applies a different set of spectroscopy pulses for

stage three. Each measurement is taken by repeating the sequence many times (mini-

mum of 100×) and averaging the state readouts to obtain an excitation probability for

each value of the parameter that the apparatus is scanning.

First a discussion on the data fitting routines via the numerical simulation of the

Bloch equations (equations 2.41 on page 29) is presented. Following this section 7.3

demonstrates that the qubit laser beam pointing was optimised for one and two ion

spectroscopy. Section 7.4 presents the motional spectra of one and two ions obtained

via frequency-resolved spectroscopy, where the laser detuning is varied. Section 7.5

demonstrates coherent control of the qubit by the use of time-resolved spectroscopy

to create Rabi oscillations. Further coherent control is demonstrated with Ramsey

spectroscopy in section 7.6 where a sequence of laser pulses are used to control the qubit

state. The ability to cool the ion into the motional ground state with sideband cooling

is demonstrated in section 7.7. In this section the experimental routine uses the full

experimental sequence described in figure 3.10. Section 7.8 covers the effects of applying

amplitude-shaped pulses to a single ion. Finally section 7.9 covers considerations that

have been made for performing the entanglement of two ions via the Mølmer-Sørensen

gate operation and how the expected results are to be interpreted.

7.2 Data Fitting

The rotation of the Bloch vector around the Bloch sphere and its decay due to de-

coherence can be modelled by numerically integrating the Bloch equations (equations

2.41, on page 29) over a pulse of duration TL with the ion initialised into ρgg = 1 and
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ρee = 0 at t = 0. The effects of an experimental sequence with multiple pulses, such

as the Ramsey spectroscopy techniques used in section 7.6, can be simulated by simply

simulating each section of the routine in sequence using the output of the numerical

integration from the end of the first part as the initial condition for the second part

and so on. The effects of free precession times where the ion is not exposed to the

laser can be simulated by setting the Rabi frequency to zero for the duration of the

period. Fitting the final state values of the whole sequence to data sets acquired from

the experimental spectroscopy routines allows for unknown experimental parameters to

be found. However due to the projective nature of the experimental state measurement

only the excitation probability, Pee, is measured. The population difference (ρee − ρgg)

from the Bloch equations can easily be converted to Pee via

Pee =
((ρee − ρgg) + 1)

2
(7.1)

When numerically integrating the Bloch equations, any dephasing that originates from

the apparatus (such as the laser linewidth and any fluctuations or drift in the magnetic

field, laser frequency or intensity) is encoded into the parameter for the observed laser

linewidth ΓL [135, 140]. However, it should be noted that the fitted values of ΓL have

large uncertainties as the pulse durations being used here are much smaller than the

coherence time of the qubit (i.e. Tpulse ≪ 1/(ΓL+Γeg/2) from equations 2.41). Due to

this the decay from ΓL will only make a small contribution to the evolution of the Bloch

vector and thus the determined value for the effective laser linewidth is unlikely to be

accurate. The effects of imperfect state initialisation and measurement can be factored

into the model by simply multiplying the simulated Pee by an efficiency factor, A, which

in section 7.4 is determined to be 0.996. The different vibrational levels that ion can

occupy provide different Rabi frequencies, which complicates accurate simulations of

the excitation probability. By numerically integrating equations 2.41 for each n that

have a realistic occupation probability (where the occupation probability is given by

equation 2.18 and such that
∑
Pn ≥ 0.9999), allows for the effects of each Ωn,n′ (via

equation 2.34) to be considered. This, more accurate, representation of Pee is then
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determined by calculating Pee =
∑
n

PnPee(n).

Due to the binomial statistical nature of the measurement, where the excitation

probability is determined by the average of N binary measurement outcomes, least

squares algorithms cannot be used to perform the fitting to the data. Instead the

more general maximum likelihood estimation (MLE) must be used [233, 234]. In this

method the point in the parameter space that maximises the probability of producing

the observed data set is determined to be the best fit. Here to evaluate this, the

log-likelihood is calculated with

L(ξ) =
∑
i

[
ln(N !)− ln((N−Xi)!)− ln(Xi)+Xi ln(ASi)+(N−Xi) ln(1−ASi)

]
(7.2)

where Xi = Pee,iN is the number of excited state detection events for the ith data

point and Si are the results of the numerical integration with the given parameter set,

ξ. This particular method of evaluation is utilised for ease of computation and the

large increase in the value of |L(ξ)| for values of Si that poorly correspond to the value

of Xi. Due to the large number of calculations involved in performing each iteration of

the MLE routine it can be inefficient to raster scan through the parameter space if two

or more parameters are considered free and there is a large parameter space to scan

through. The implementation of parallel computing for the simulation can reduce the

required computation time, however scanning over the parameter space with sufficient

resolution can still be time consuming. To get around this, it can more computationally

efficient to search through the parameter space for the maximum value of L(ξ). After

evaluating a pre-provided initial condition the fitting routine takes a small step in each

direction of the parameter space to establish an initial gradient on each axis of the

space. Next the search routine iteratively tries to maximise equation 7.2 by reaching

the point in the parameter space where where the derivative on all axes is either zero or

the gradients between successive measurements become smaller than a given tolerance

factor. This routine was implemented in a Matlab code that performs the parameter

space search and numerical integration with the considerations discussed above.

Uncertainties in parameters determined by the fitting routine are calculated by
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determining the Hessian matrix, the second derivatives on each axis of the parameters

space around the ξmax that give the maximised L(ξ), which is then inverted to give

the covariance matrix. This details how inter-related the parameters are with each

other, with the diagonal elements providing the variance of each parameter, and from

which the confidence region around ξmax can be calculated. In the parameter space,

the confidence region take the form of an ellipsoid centred on ξmax that is rotated by

the parameters inter-dependency. To establish the uncertainties for each parameter the

ellipsoid is projected onto each axis of the parameter space [135, 235]. In this chapter

the uncertainties correspond to the 68 % confidence intervals given by a one-tailed χ2

distribution with a number of degrees of freedom equal to the number of parameters

being fitted.

7.3 Beam Position Optimisation

To ensure that the ion is exposed to the centre of the qubit laser, a raster scan of the

beam pointing was conducted by varying the voltages applied to the piezo adjusters on

the final mirror before the ion trap. For each measurement, the pointing of the beam

was determined and set by using measurements from the QPD (Thorlabs PDQ80A) on

the far side of the trap as feedback for the adjusters. Next the experimental routine was

performed with a 100 µs, 16 µW spectroscopy pulse of 674 nm light being applied to the

ion and then recording the excitation probability. These pulse parameters were chosen

such that the maximum the excitation probability would be less than one and thus

the maximum recorded excitation probability would correspond to the optimum beam

position. Figure 7.1a depicts the results of this scan. Once completed the adjusters were

set to settings that produced the maximum excitation probability. It would be expected

that when more ions are added into the trap the centre of their common motion would

lie at the same location as the single ion’s maximum excitation probability. It should

be noted that due to neither of the ions being at the centre of the beam, the two ions

will experience slightly lower, but still approximately equal, laser intensities than in

the case of the single ion. Attempting to repeat the raster scan with two ions (figure

7.1b) however only reveals that the PMT observes the maximum excitation when both
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ions are illuminated and lacks the sensitivity to spatially resolve each individual ion.

In cases where three or more ions are trapped the laser will provide higher intensities

(and thus higher Rabi frequencies) for ions closer to the centre of the string, which

may complicate the implementation of qubit operations or introduce a reduction in

gate fidelity. Future developments in integrating laser-written waveguides [91,229] that

mate to the vacuum chamber may aid in overcoming this. This would also remove

the need to perform this routine as the optimum beam pointing would be pre-written

into the waveguide. This could work by either supplying multiple qubit lasers to the

operation zone of the trap with waveguides written for different numbers of ions, or

each ion could be trapped in a separate zone with a single qubit laser being used for

each.
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Figure 7.1

122



Chapter 7. Ion Spectroscopy

Figure 7.1: Raster scan of the beam pointing with a) a single ion and b) two ions con-
fined within the trap. Here an increment of one on the x̂-axis of the QPD corresponds
to the beam centre moving by 463 nm on the plane at the ion and the same increment
on the ŷ-axis corresponds to a 534 nm shift of the beam position and (0, 0) corresponds
to the centre of the QPD. Each data point was acquired with 100 interrogations using
780 nW, 100 µs pulses for the measurement phase. In b) the EMCCD image of the two
ions under Doppler cooling that was taken after the scan was completed is provided in
the inset.

7.4 Motional Spectra

To verify that the magnetic field has been sufficiently nullified the second method from

section 3.12.5 is typically used, unless significant changes have been made inside the

magnetic shield. An example of the end product of this process is shown in figure 7.2,

where all 10 Zeeman components are superimposed on top of each other such that they

cannot be differentiated.

Once the magnetic field has been nullified a bias field of 3.8 G is applied to separate

the Zeeman components. Under this field the carrier transition of the S1/2(mj =

−1/2)−D5/2(mj = −5/2) Zeeman level is shifted by −10.5 MHz from its 0 G bias field

frequency. This particular frequency shift was chosen to minimise the possibility of

off-resonant excitations from the motional spectrum of adjacent Zeeman components,

within the limits that the bias-coil current source can apply.

Next the ability for the apparatus to initialise the ion into the S1/2(mj = −1/2)

state via optical pumping with σ− 422 nm laser light is evaluated. The theory behind

this process is described in section 3.12.4 (page 57). The effectiveness of the pumping

is evaluated by comparing the carrier transitions of the S1/2(mj = −1/2)−D5/2(mj =

−5/2) and S1/2(mj = +1/2)−D5/2(mj = +5/2) Zeeman components. The positions of

these are first located by performing a frequency scan of the qubit laser without optical

pumping. Next the scans are repeated with the optical pumping pulse preceding the

qubit laser frequency scan. The optical pumping pulse duration is varied to optimise

the state initialisation by minimising the number of excited state detection events from

the S1/2(mj = +1/2) − D5/2(mj = +5/2) transition. The effectiveness is gauged by
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Figure 7.2: Carrier transition of all 10 Zeeman components in a nullified magnetic field
and zero bias field. Each data point is the average of 100 interrogations of the ion with
each interrogation consisting of a ∼ 50 nW, 200 µs pulse, with the scan incrementing
in 1 kHz steps. The full-width half maximum of the observed lineshape is ∼ 14 kHz,
indicating that the magnetic field is well nullified.
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using the formula

A =
c−1/2

c−1/2 + c+1/2
(7.3)

where ci is the total number of excited state detection events from the transition be-

ginning in the i ∈ {−1/2, +1/2} mj level of the ground state. Typically these scans

are conducted over a 50 kHz scan range around the carrier with a 1 kHz resolution,

500 interrogations per scan increment and a ∼ 300 nW spectroscopy pulse, that has a

200 µs duration. With a single 10 µs optical pumping pulse an efficiency of A ≥ 99.6%

is typically achieved.

Figure 7.3 depicts the motional spectrum of the ion centred on the carrier of qubit

transition in a 2.8 G bias field. In this magnetic field the ∆mj = +2 Zeeman component

is shifted by +10.5 MHz. The measured secular frequencies obtained here match up well

to those predicted by equation 2.10 (page 14), which are shown in table 7.1a. The x̂−

and ẑ−axis frequencies show very good agreement between the calculated and measured

values, to the extent that the differences are comparable to the scan resolution. The

ŷ−axis frequencies, whilst still close, have a larger difference of 17 kHz. Similar results

were obtained for the case with two ions confined in the trap, with an example of the

two ion spectrum of the same transition presented in figure 7.4 with the six secular

frequencies indicated on the figure. Again the secular frequencies measured here show

good agreement with the expected values from equations 2.10, 2.13 and 2.12, which are

shown for comparison in table 7.1b. Like in the single ions case the calculated ŷ−axis

motional frequency is off by 15 kHz (and as a consequence, the ŷ−rocking frequency is

also off from the predicted value), whilst the other frequencies show good agreement.

The observed difference between the calculated ŷ−axis frequency and the measured

value may be originate from an imperfection in the trap fabrication or an error in the

definition of the electrode anisotropy used in equation 2.7.
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Figure 7.3: Motional spectrum of a single ion in a bias field of 3.8 G that has been
centred on the S1/2(mj = −1/2) − D5/2(mj = −5/2) carrier transition. Laser pulses
with a pulse power of 260 nW and duration of 200 µs were applied to the ion, with a
scan resolution of 1 kHz, 3.0 V applied to the endcap electrodes and an RF amplitude
of 200 V was applied to the RF electrodes at 29.781 MHz. The measured secular
frequencies and the expected locations of the first-order sum and difference terms are
annotated.
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Figure 7.4
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Figure 7.4: a) Full motional spectrum of two ions in a bias field of 3.8 G that has been
centred on the S1/2(mj = −1/2)−D5/2(mj = −5/2) carrier transition. The laser pulse
power used was 260 nW with a duration of 200 µs and had a scan resolution of 1 kHz.
Voltages applied to the trap electrodes were the same as in figure 7.3 and no sideband
cooling was applied for this scan. The text markers indicate the expected frequencies.
At this point the beam power was to low to to detect the motional sidebands through
the two ion excitations and the large number of sum and difference terms make it
difficult to determine the frequencies from the single-ion excitations. Furthermore, the
many nearby and overlapping features from sum and difference terms make determining
the motional frequencies from the single ion excitations impossible. By repeating the
experiment with a higher pulse power (2.2 µW) and the same pulse duration, the
sidebands from the motional modes can be measured for the b) lower and c) upper
sidebands. Due to the close proximity of the frequencies on the two rocking, x̂− and
ŷ−axis frequencies, their locations on the spectrum are indicated with coloured lines
and the measured values are displayed in table 7.1b.

7.5 Rabi Flopping

Although the motional spectrum of the ion has dependencies on the coherence of the

states, it is not by itself an explicit demonstration of the coherent control of the ion.

Rabi flopping, which demonstrates Rabi oscillations, is an explicit demonstration of

the coherence. Here the excitation probability is measured as a function of the pulse

duration for δ = 0 on the carrier, with a fixed laser intensity. Since the ion has

been initialised into the S1/2(mj = −1/2) state, the oscillations should begin from zero

excitation probability. In an ideal system, which possesses an infinitely long coherence

time, the population of the two states would oscillate with full contrast as the increasing

pulse length drives the Bloch vector further around the meridian of the Bloch sphere. In

this excitation probabilities that are not exactly one or zero correspond to superposition

states of |g⟩ and |e⟩. In practice however the oscillation between the two states will

be dampened from two sources. The first cause being dephasing from the thermal

distribution of the vibrational levels, where each vibrational level gives a different Rabi

frequency (see sections 2.4.2 and 2.4.3). Here longer pulses impart larger dephasing of

the qubit as the different Rabi frequencies cause the ion to be driven by increasingly

different amounts around the Bloch sphere. This can be overcome by applying sideband

cooling prior to the spectroscopy pulse to ensure that the ion only occupies a single
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a) Single ion

Secular frequency Calculated [MHz] Measured [MHz]

ωx ±1.443 −1.444, 1.445
ωy ±1.584 −1.601, 1.601
ωz ±0.570 −0.569, 0.570

b) Two ions

Secular frequency Calculated [MHz] Measured [MHz]

ωx ±1.443 −1.441, 1.440
ωy ±1.584 −1.597, −1.597
ωz ±0.570 −0.567, 0.567

ωroc,x ±1.551 −1.55, −1.548
ωroc,y ±1.683 −1.702, 1.702
ωstr ±2.264 −2.268, 2.268

Table 7.1: Calculated and measured secular frequencies for a) one and b) two ions. The
parameters used to calculate the one and two ion secular frequencies are specified in
figures 7.3 and 7.4.

(n = 0) vibrational level for the spectroscopy pulse. The second of these sources

being finite coherence time from the apparatus and excited state lifetime, which cause

the decay of the Bloch Vector (see section 2.5). The effects of the apparatus, namely

the laser linewidth and fluctuations in the magnetic field, on the coherence can be

considered as random detuning errors that are imparted onto the qubit rotations. These

build up a cumulative decrease in the contrast of the Rabi oscillations as pulse duration

is increased. Demonstrations of the Rabi flopping are shown in figure 7.5. The error

bars associated with each data point represent the statistical noise given by the (1σ)

quantum projection noise [236];

QPN(1σ) =

√
Pee(1− Pee)

N
(7.4)

where N here is the number of interrogations performed with each measurement. These

are statistical errors associated with rotations of the Bloch vector around the Bloch

sphere, with smaller errors at the poles and larger errors near the equator. If the error

bars obtained from measuring the excitation probabilities are significantly greater than

those predicted by the quantum projection noise, then it would imply that there is

some facet of the apparatus that requires either improvement or maintenance. How-
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ever, the measurements detailed in chapters 5 and 6 demonstrate that the apparatus

should possess a sufficiently high stability such that the quantum projection noise is

the dominant source of uncertainty in the recorded data. To verify this, the outcome

of each interrogation of the ion at the end of the spectroscopy sequence would need

to be recorded to calculate the error bars for each data point, however the apparatus

has not yet been configured to record these. Additionally, to fully grasp the long-term

stability of the apparatus and witness the effects of any longer term drifts the spec-

troscopy routine (i.e. the full scan) would be repeated several times to observe any

emerging differences between scan results. The simulated fit for figure 7.5 determines

the value of n̄z = 19.2± 3.8, which overlaps with the expected Doppler cooling limit

of 17.3 that is predicted in section 2.4.1 for the ẑ−axis, ΩR/2π = 15.257± 0.001 kHz

and an equivalent laser linewidth of ΓL/2π = 113 ± 1990 Hz, which corresponds to

a coherence time of 1.4± 24.8 ms. As described in section 7.2 the large uncertainty in

ΓL arises from the pulse durations used here being much shorter than the coherence

time of the qubit and thus an accurate value cannot be extracted from this fit. The

dephasing here is expected to be dominated by the axial, ẑ−axis, motion of the ion as

the secular frequency along this axis is 2.5× smaller than the frequencies of the other

motional modes (and thus has the largest Doppler cooling limit) and furthermore the

x̂−and ŷ−motional sidebands also have much weaker coupling to the laser (see figure

7.3). Attempting to factor the two other motional modes to the fitting routine also

results in a massive increase in the computational overhead of the fitting routine; more

than cubing the total number of operations that need to be performed. Were this to be

attempted then rather than just considering the the probability of the ion occupying

each nz vibrational level the calculation would need to consider the occupation prob-

ability of each nz level for each ny and then calculate these for each nx level, whilst

also expanding the parameter space that must be searched through by two dimensions

in order to get the values of n̄x and n̄y. Therefore the x̂− and ŷ−axis contributions to

the numerical simulations are not considered for the data fitting here, nor in the rest

of the chapter. For Doppler cooled ions the nx and ny values can be estimated using
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the ratios of the Doppler cooling limits (pg 23):

n̄i = n̄z

Γeff

ωi
− 1

Γeff

ωz
− 1

(7.5)

where i ∈ x, y. Utilising this the values of n̄x and n̄y can be estimated to be 7.23 and

6.47 respectively.
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Figure 7.5: Rabi Flopping on the carrier of the qubit transition produced from a Doppler
cooled ion with no sideband cooling. The pulse duration is incremented in steps of 2 µs
with a pulse power of 7.5 µW.

7.6 Ramsey Spectroscopy

As demonstrated in the previous section the qubit laser can drive the ion qubit into a

superposition state of |g⟩ and |e⟩. This implies that more complex pulse sequences, such

as Ramsey’s method of separated oscillatory fields [237, 238], can be used to demon-

strate further coherent control of the qubit. In this technique the ion is interrogated
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by two pulses of laser light, of equal duration τ , that are separated by a period of free

precession, T , without exposure to the laser. Here the two pulses have their duration

and power chosen such that ΩRτ = π/2, becoming “π/2-pulses”. The first of these

pulses prepares the ion into the 1√
2
(|g⟩+ |e⟩) superposition state. Should there be any

frequency difference between the laser and the atomic transition frequency, then a rel-

ative phase difference will accumulate during the free precession period, corresponding

to the Bloch vector rotating around the equator of the Bloch sphere. As a consequence

of this the second π/2-pulse would rotate the Bloch vector around a non-prime meridian

of the Bloch sphere, leaving the qubit in a superposition state unless the accrued phase

difference meets one of two conditions. In first case where there is no net accumulated

phase difference or the phase difference is an even multiple of π the Bloch vector would

rotate around the Bloch sphere as if no precession period had occurred, ending in the

|e⟩, whilst if the phase difference is an odd multiple of π it will return the qubit to

the |g⟩ state. Since the phase difference accrued over T is linearly dependent on the

laser detuning, scanning the frequency of laser (keeping the frequency the same for all

three time periods) will create fringes in the spectral lineshape, with the approximate

separation between them being 1/(τ + T ). An example of these fringes is shown in

figure 7.6. Due to the laser frequency being kept the same for all three time periods

here, the initial pulse does not drive the Bloch vector fully to the equator except when

δ = 0. Instead during the free precession period the Bloch vector will precess around

the line of latitude that the initial pulse ends at, with the second pulse driving the

vector from the end point of the precession, hence why the fringes are observed in

figure 7.6. As the dephasing of the qubit causes the Bloch vector to recede from the

surface of the Bloch sphere towards its centre the second pulse will become unable to

fully drive the Bloch vector to the |e⟩ or |g⟩ states. This manifests in the spectrum as

a decrease of the fringe contrast towards an excitation probability of 1/2. In figure 7.6,

the fitting routine had ΓL and n̄z as free parameters and determined that the values

that maximised the likelihood of generating the data to be ΓL/2π = 31.2 ± 1730 Hz

and n̄z = 17.4± 2.7. As in the case of the Rabi flopping, the value of n̄ overlaps with

the expected Doppler cooling limit value of 17.3 and little meaningful information can
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Figure 7.6: Ramsey fringe pattern obtained by scanning the laser frequency over the car-
rier transition. Two 7.5 µW pulses of duration τ = 17 µs are used with a T = 100 µs
free precession period. The scan resolution was 500 Hz and each data point was com-
posed of 100 interrogations of the ion.

be extracted from the determined value of ΓL due to the duration of the pulse sequence

being much shorter than the coherence time given by the laser linewidth. Since the

pulse power used here is the same as that used in figure 7.5 the Rabi frequency has

been left as a fixed parameter with the same value as in figure 7.5.

Since the fringe pattern is a result of the phase difference accrued between the

interrogation fields, it is expected that introducing an extra phase offset, ∆ϕL, to the

second pulse will affect the observed fringe pattern. The degree to which this affects

the fringes can be observed by setting the laser to a fixed detuning and varying ∆ϕL.

This rotates the trajectory of the Bloch vector to move at an angle proportional to ∆ϕL

from the start of the second pulse allowing for the phase of the fringes to be controlled

as demonstrated in figure 7.7, where two π/2-pulses are applied with the phase offset

of the second pulse being incremented for each data point.
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Figure 7.7: Excitation probability at the centre of the qubit carrier transition as the
phase shift between the Ramsey pulses is varied. For this experimental routine 7.5 µW,
17.5 µs pulses were used with a 200 µs free precession period. Each data point is
composed of 200 interrogations and the scan had a resolution of 0.05π.
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The results presented in this section demonstrate the coherent control of a single

qubit via the use of the laser detuning and phase of the interrogating pulses relative

to the ion. Furthermore the demonstration of Ramsey spectroscopy also demonstrates

that the apparatus can apply a series of pulses to the ion, which can easily be scaled

up to include more complex pulse sequences. Additionally any desired phase shift can

be introduced, either for qubit control purposes or to counteract unwanted drift in the

laser frequency that could exist for longer pulse sequences.

7.7 State Initialisation

The sideband cooling efficacy, whose theory is discussed in sections 2.4.2 and 2.4.3

(beginning on pages 23 and 26 respectively), is determined by comparing scans of the

red and blue sidebands to each other after the application of a sideband cooling pulse.

For these the detuning of the spectroscopy probe pulse was scanned whilst a preceding

sideband cooling pulse is kept at a constant frequency, at the peak of the red motional

sideband. Additionally four extra 10 µs optical pumping pulses are applied during

the sideband cooling pulse, followed by a period where only the sideband cooling is

applied. The efficiency is determined by the value of n̄ obtained from equation 2.36

(page 26) [135]. An example of this for the ẑ-motional sidebands of a single ion is given

in figure 7.8 and gives n̄z = 0.041± 0.015. This routine can also be used to evaluate

the heating rate of the trap by varying the time between the end of the sideband cooling

pulse and the probe pulse and calculating dn̄/dt.

As described in section 2.4.3 and chapter 3, quenching light at 1033 nm is applied in

conjunction with the sideband cooling pulse to achieve efficient cooling. This quecnhing

light induces an AC-Stark shift in the D5/2 state and as a consequence the frequency of

the motional sidebands is altered whilst the cooling pulse is applied. To characterise the

AC-Stark shift induced by the quencher, the frequency of the sideband cooling pulse was

scanned whilst the detuning of the probe pulse was kept constant on the red motional

sideband at −0.893 MHz. When the cooling pulse is scanned over the shifted sideband

the excitation probability will drop as the cooling efficiency increased. The sideband

cooling pulse duration and power were varied to create the largest flat-bottom region
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Figure 7.8: a) Red and b) Blue ẑ-motional sidebands after a 10 ms, 3.95 mW sideband
cooling pulse was applied to the red ẑ-motional mode of a single ion. The probe pulse
had a duration of 200 µs and a power of 85.8 µW. The probe beam was scanned in
1 kHz steps, with 200 interrogations per step and five 10 µs optical pumping pulses
applied during the sideband cooling. There was a 230 µs gap between the end of the
cooling pulse and the start of the spectroscopy probe pulse. Here the endcap voltages
had been increased to 7.5 V
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Figure 7.9: Scan of the sideband cooling pulse detuning with fixed probe pulse detuning
with optimised parameters. The cooling and probe parameters were the same as those
specified for figure 7.8, except for the probe pulse detuning, which was kept on the peak
of the unshifted red sideband and the number of interrogations per step which were
reduced to 100.

possible, so that any drift or fluctuations in the quenching beam parameters would

have minimal impact on the efficacy of the cooling. An example of this scan with the

optimised parameters is shown in figure 7.9. The effects of this AC-Stark shift were

accounted for in the sideband cooling pulses used to generate figure 7.8, where the

sideband cooling pulse was set to the centre of the flat region at −2.35 MHz.

7.8 Spectroscopy with Amplitude-Shaped Pulses

Thus far the spectroscopy experiments have been conducted utilising only square-

shaped probe pulses. However by utilising shaped pulses, whose amplitude varies with

time, the power spectral density at frequencies far from the resonance can be reduced by

a significant amount. Reference [176] lists many potential pulse windows and their prop-

137



Chapter 7. Ion Spectroscopy

erties. Of these Blackman shaped pulses are commonly chosen for spectroscopy due to

their high side-lobe suppression and minimal broadening near resonance [172,239,240].

With this pulse window the electric field amplitude follows the function

E(t) =


E0(0.42− 0.5 cos (2πt/TL) + 0.08 cos (4πt/TL)), for 0 ≥ t ≥ TL

0, elsewhere

(7.6)

This property is highly desirable when interacting with weaker components of the

motional spectrum, such as the motional sidebands, as off-resonant components of

the pulse can couple to parts of the motional spectrum with higher laser-ion coupling,

namely the carrier, and introduce infidelities in the applied qubit operation [142,175].

Figure 7.10 shows the comparison between two scans of the carrier transition, one

with a standard square pulse and the other with a Blackman-shaped pulse. The slight

difference in the Rabi frequencies that give the best fits (Ω(square) = 2630 Hz for the

square pulse and Ω(Blackman)(t = T/2) = 2960 Hz for the Blackman) may be due

to thermal effects in the AOM building up during the longer pulse. It can be seen

that the side-lobes of the spectral line are suppressed in the case where shaped pulses

are utilised. When creating the shaped pulses, the non-linear response of the pulse-

shaping AOM is accounted for by an automated calibration routine performed by the

experiment control software at the start of the experiment sequence. This calibration

routine correlates the RF output of the pulse-shaping AOM’s DDS source to the optical

power measured on the APD inside the magnetic shield. A ninth order polynomial is

then used as a calibration function for creating pulses of arbitrary amplitude shape

relative to the maximum applicable power. A full description of how the pulse-shaping

setup is calibrated is described in references [142,175]. The implementation of the pulse

shaping is of particular importance for the Mølmer-Sørensen entanglement gate as the

bichromatic pulses need to be detuned near to, but not on the motional sidebands;

without the suppression it is more likely that these side-lobes can couple to the motional

sidebands as well as the carrier and reduce the fidelity of the entanglement gate.
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Figure 7.10

7.9 Towards Entanglement

The next stage for the apparatus would be to demonstrate the entanglement of two

qubits via the Mølmer-Sørensen gate operation [182–184] described in section 2.7. The

work done in previous sections of this chapter has established the required techniques

for state initialisation and determined the relevant experimental parameters that would
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Figure 7.10: A laser frequency scan of the carrier transition with square pulses and
Blackman shaped pulses. Both scans and use the pulses of power 210 nW. Both scans
are conducted with a 1 kHz resolution with 500 interrogations per step. The square
pulse uses a 200 µs pulse whilst the Blackman pulse has a duration of 800 µs. a)
Recreation of the pulse envelopes used for this experiment. The simulated fits to the
data from (b) the square pulse and (c) the Blackman utilise the pulse envelopes from
(a) in the numerical integration of equations 2.41. The equations have been modified
to utilise time varying Rabi frequencies, Ω(t) −→ ΩRE(t), to generate these fits.

be required to perform this operation. The initial experimental routine here would be

to verify the parameter set that maximally entangles the qubits from their ground

states, |gg⟩, into the (|gg⟩ + i |ee⟩)/
√
2 Bell state. To do this the duration of the gate

pulse, Tgate, is varied to find the optimal gate time, τ , that gives equal probability of

detecting both ions in either the |ee⟩ or |gg⟩ state and at the same time the minimal

probability of detecting the ions in the |eg⟩ or |ge⟩ states.

The results of this experimental routine are described by the analytic equations

[101,172,183,239,241]

P2(t) =
1

8

[
3 + 4e−|α2|(n̄+ 1

2
) cos (γ) + e−4|α2|(n̄+ 1

2
)

]
(7.7a)

P1(t) =
1

4

[
1 + 4ie−|α2|(n̄+ 1

2
) sin (γ)− e−4|α2|(n̄+ 1

2
)

]
(7.7b)

P0(t) =
1

8

[
3− 4e−|α2|(n̄+ 1

2
) cos (γ) + e−4|α2|(n̄+ 1

2
)

]
(7.7c)

where Pj is the probability of observing j ions in the excited state and

α =
ηΩMS

ϵ
(eiϵTgate − 1) (7.8a)

γ =
ηΩ2

MS

ϵ
Tgate −

η2Ω2
MS

ϵ2
sin (ϵTgate) (7.8b)

in which ΩMS is the effective Rabi frequency given by equation 2.46 and here ϵ = ωi −∆

is the symmetric detuning of the bichromatic light from the chosen motional frequency.

Outside of the weak field regime (the weak field regime is defined as ηΩMS ≪ ϵ) the

electronic state of the ion is strongly coupled to the vibrational level of the ion over the
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duration of the gate. Here the maximally entangled state is created when

ηΩ

ϵ
=

1

2
√
K

(7.9)

where K is an integer greater than zero [183] that is used to ensure that the system

returns to its initial vibrational level. To ensure that this is the case the condition

ϵτ = K2π (7.10)

must be met. Combining this with the condition from 7.9 gives the required gate time

to be

τ =
π

ηΩMS

√
K (7.11)

Experimentally this value and the optimum value of ϵ can be determined via an iterative

process described in [101]. In this procedure first a scan of ϵ is performed with an

arbitrary Tgate to find the value of eϵ that gives P0 = P2. Next Tgate is scanned with

this value of ϵ to find the gate time that minimises P1. The second and third steps

are then repeated until the two parameters converge on values that simultaneously

minimise P1 and give P0 = P2.

A simulated example of these using the parameters obtained from previous sections

is depicted in figure 7.11, with the expected optimal gate time being τ = 215 µs for

a pulse with ΩMS/2π = 50 kHz.

After establishing τ the creation of the Bell state should be verified by performing

a parity measurement. Here the parity, P = P0 +P2 −P1, is measured as a function of

the phase of an extra π/2 pulse that is applied after the entanglement gate. From this

the gate fidelity F , of the gate operation is calculated using the equation [101]

F =
P0(τ) + P2(τ)

2
+ 2|ρgg,ee| (7.12)

where 2|ρgg,ee| is the amplitude of the observed parity oscillations.

Beyond this a further condition, ΩMS/ω
2
i ≪ 1, should be met to avoid off-resonant

141



Chapter 7. Ion Spectroscopy

0 100 200 300 400

T
gate

 [ s]

0.0

0.2

0.4

0.6

0.8

1.0

P
o

p
u
la

ti
o

n

P
2

P
0

Real(P
1
)

Imag(P
1
)

215 s

200 210 220 230

T
gate

 [ s]

0.475

0.480

0.485

0.490

0.495

0.500

0.505

0.510

P
o

p
u
la

ti
o

n

Figure 7.11: a) Simulated outcome of the Mølmer-Sørensen gate operation using equa-
tions 7.7 and 7.13. Here a pulse with ΩMS/2π = 50 kHz would be applied to the
ẑ−axis motional sidebands. It is assumed from section 7.7 that the ions will be side-
band cooled to n̄ = 0.027. The pulse duration and symmetric detuning are determined
via equations 7.11 and 7.10 respectively gives ϵ = 4660 Hz and τ = 215 µs. b) Section
of part (a) around the point of maximal entanglement. It can be seen that the fast
modulation from of the signal from off-resonant excitations prevents the gate from fully
entangling the qubits into the ideal Bell state, which occurs at P2 = P0 = 0.5.
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excitations. Adding this as a consideration produces a term for the the fidelity

FOR ≈ 1− ΩMS

δ2
(1− cos 2δTgate) (7.13)

that is multiplied onto equations 7.7 [183], adding a fast modulation on top of the

signal. These effects can be mitigated by employing the amplitude shaped pulses from

section 7.8.

In practice the bichromatic laser is created by simultaneously applying two RF

sources to an AOM downstream of the pulse-shaping AOM, as described in section

3.7. Should the two components of the bichromatic laser have different intensities (and

thus different Rabi frequencies), the gate will suffer a loss of fidelity from the reduced

destructive interference in the pathways that the gate can take between the |gg⟩ and

|ee⟩ states. This imbalance can arise from either differences in the RF powers used to

drive the AOM or the AOM responding differently to the two RF frequencies, or from a

difference in the fibre coupling efficiencies for the final fibre that delivers light into the

magnetic shield. This modifies the effective Rabi frequency of the gate to become [239]

Ω =

√
ΩMS,redΩMS,blue

1− ξ2
(7.14)

where ξ is a parameter that describes the imbalance in the Rabi frequencies of the red

(Ω̃red) and blue (Ω̃blue) Rabi frequencies. This imbalance, if detected, can be rectified

by adjusting the variable voltage attenuators on the RF output of the driving sources.

The experimental control routines required to implement the Mølmer-Sørensen gate

and perform the parity measurement have been made and implemented however data

acquisition was prevented by the failure of the 532 nm pump for the qubit laser. The

replacement of the pump and the required re-characterisation of the qubit laser once

it is installed mean that performing these measurements remains a subject for future

work.
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7.10 Summary

In this chapter spectroscopy of a one and two ion string has been demonstrated. The

ability for the apparatus to nullify the magnetic field and initialise the ion into the

S1/2(mj = −1/2) state with efficiencies exceeding 99.6 % has been shown. Once in

a bias field the one and two ion motional frequencies have been recorded and show

good agreement with the expected values obtained from calculation. The ability for

the apparatus to apply shaped pulses was demonstrated with square and Blackman

shaped probing pulses; the latter of which showed suppression of the spectral side-lobes

by suppressing the pulses Fourier components that were far from resonance. Coherent

control of the ion was demonstrated by the generation of Rabi oscillations on the carrier

transition and via Ramsey spectroscopy. The ability for the apparatus to initialise

the ion into the motional ground state was demonstrated with the use of sideband

cooling; with the mean vibrational number at the end of the sequence determined to

be n̄z = 0.041 ± 0.015. A discussion on the Mølmer-Sørensen gate and the expected

results that it should generate has also been presented, however the failure of the pump

laser for the qubit laser has prevented further spectroscopy experiments from occurring,

including the performing the two qubit entanglement. When the pump laser is replaced

and re-characterised the next stages of the spectroscopy experiments can continue. The

experimental routines and the rest of the required apparatus has been implemented.

144



Chapter 8

Conclusion

8.1 Summary

This thesis has described research into improving the coherent control of trapped ion

qubits. Specifically, methods to investigate the maximum applicable voltage to micro-

fabricated ion traps without inducing break down, perform fast detuning operations

on the qubit laser whilst simultaneously stabilising the laser power and characterising

the stability of the magnetic field that the ion is exposed to have all been investigated.

The work presented here is relevant to the long term goal of this project; to develop

microfabricated ion traps and test them for uses in quantum computing and metrology.

To minimise the probability of off-resonant excitations and thus improve the co-

herence time of the qubit, high RF voltage amplitudes need to be applied to the trap.

Additionally, a high RF voltage amplitude improves the trapping efficiency, providing

long ion storage times. However, the voltage cannot be increased indefinitely, as even-

tually the device will electronically breakdown. Microfabricated ion traps in particular

are likely to experience this due to the high voltages involved combined with the short

distances between the high voltage components and those that are either grounded or

used to apply low DC potentials. To verify that newly produced microfabricated ion

traps are capable of withstanding these voltage amplitudes an RF testbed was created.

When testing for breakdown all possible locations that are expected to experience elec-

trical breakdown are observed by a set of cameras. The testbed firstly establishes that
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the electrical properties of the trap are functioning as expected by establishing the

resonant frequency of a tank circuit made by connecting the trap to a helical resonator.

The voltage amplitude on the tested trap is determined via a pickup measurement that

exploits an innate capacitance that exists in the device. This pickup measurement is

performed by measuring the voltage across a small resistor, whose resistance is small

enough that the resonant circuit is essentially unchanged. This resistor is connected

to the input of the CLCC that is usually used to apply voltages to the trap compen-

sation electrodes. To ensure that both sides of the trap device function as expected a

pickup measurement is made from each side of the trap. A calibration routine is used

to ensure that these measurements are accurate, this compensating for device-to-device

variations in the device capacitance. The voltage on the trap is then gradually increased

whilst two image processing algorithms examine the images from the cameras, one for

detecting short transient sparks and another for detecting faint glow. These algorithms

enable spatial correlation of the breakdown to a physical location on the trap. In addi-

tion determining if the device can withstand the required voltages. This also provides

feedback that can be utilised to improve the fabrication process. The image processing

algorithm that detects faint glow like breakdown is capable of detecting this type of

breakdown 60 V and 90 V lower than was possible by manual eye detection.

In order to implement qubit gate operations, the qubit laser must be able detune

its frequency by ±20 MHz, and to be able to address all Zeeman components of the

motional spectrum once the ion is subjected to the bias magnetic field. These operations

must be performed at timescales that are much shorter than the qubit coherence times

to practically implement QIP gates, meaning that these frequency changes must be

made at sub-millisecond timescales. In addition to this, performing fault-tolerant QIP

requires the Rabi frequency have a fractional instability of 10−2 − 10−4 depending on

the particular gate operation [172, 217–219]. Since the Rabi frequency is proportional

to the square root of the laser intensity, this requirement can be achieved by stabilising

the laser power. To achieve both of these tasks an optical frequency tuner subsystem

was created for the qubit laser. This system achieves both of these by utilising an

AOM in a double pass configuration; the DDS source for the AOM permits detuning
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operations at 1 µs − 1 s timescales and a feedback mechanism, whose error signal

is sourced from a pickup measurement at the tuner output. This is used to attenuate

the amplitude of the AOM’s driving voltage, which in turn controls the optical power.

An optical fibre between the AOM and the the output pick-off converts any deviations

in beam pointing, that occur due to small misalignements in the optical components,

when the AOM frequency is adjusted into deviations in the laser power, which are

then compensated for by the feedback. To ensure that the power feedback can reliably

compensate for the required detuning range the setpoint for the feedback was chosen

such that the tuner could stabilise the laser power over an extended ±25 MHz range.

With the feedback engaged at this setpoint the tuner efficiency is 40.7 % to within

±0.031 % and without the feedback it has a peak efficiency of ∼ 43 % that decreases

to {41.2, 41.6} % at {−25, + 25} MHz.

A second test of the feedback system where a sequence random detuning opera-

tions was applied to the laser was also performed. This test revealed the presence of

spikes when the frequency of the AOM was altered with the feedback enabled, which

correspond to the step change in the output efficiency of the tuner. These spikes had

a time constant of 45.5 µs which was found to arise from the bandwidth of the feed-

back circuit. A replacement circuit could improve the time constant to ≤ 10 µs. After

this further improvements at shorter timescales may be achieved by implementing a

two stage feedback system using a faster photodiode in conjunction with the existing

one. Additionally, to remove the spikes a feed-forward system would need to be imple-

mented. The long term improvement of the (out-of-loop) output stability was measured

via an Allan deviation to be a factor of 20× at 10 s, increasing to ∼ 110× at 103 s

and achieving a fractional uncertainty of < 10−4 for 10 s − 700 s timescales within

the stricter fault-tolerant QIP requirement for the timescales needed to complete a full

spectroscopy routine. For shorter timescales, namely those at single pulse durations,

the power stabilisation can be performed by the pulse shaping setup that follows the

tuner. Evaluating this was outside of the scope of the work done here.

To ensure that the tuner subsystem does not negatively affect the frequency stability

of the qubit laser a beat measurement is made on a spectrum analyser between a sample
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of the laser at the output of the pulse shaping setup and the other functioning FNCS

output at the laser source. Although this measurement was only relative and did not

show the laser power spectrum that the ion experiences, it does give an indication of

how much influence the systems downstream of the FNCS systems have on the laser

frequency stability. Multiple measurements over different frequency ranges showed that

any sidebands and noise were < −36.5 dBc. A fit with window function used by the

spectrum analyser to the carrier of the highest resolution spectrum determined that

the linewidth of the beat note was < 0.21 Hz, with the measurement being limited by

the instrument.

The stability of the magnetic field and its influence on the Zeeman shift of the

S1/2(mj = −1/2) − D5/2(mj = −5/2) qubit transition was investigated. The atten-

uation to the external magnetic field provided by the mu-metal magnetic shield is

examined through measurements of the power spectrum of the magnetic field taken

inside and outside the shield. These show that the shield provides a 1065× attenuation

at 50 Hz, the largest component of the spectrum, which meets the specification of the

shield. The effects of nearby electronic devices on the magnetic field stability were

investigated by comparing Allan deviations measured with each device turned on in

isolation and in conjunction with the other devices. These revealed the existence of

ground loops in the voltage supply and connections to the DC electrodes and in the

piezo adjusters used to steer the qubit laser pointing. Attempts to remove the ground

loops from the DC electrodes resulted in the trap being unable to trap ions and as a

consequence the ground loop had to be restored, with further investigation required

on how to effectively remove it. Should the ground loop somehow not be easily re-

moved and results in problems for future experiments, it would be possible to create

a feed-forward to compute the expected frequency shift from the DC electrode voltage

settings and to apply an offset to the frequency of the tuner system. No attempts

were made to find or fix the ground loop in the piezo adjusters due to the rarity of

their use. The effects of running the hotplate as though it were being used to load an

ion were also investigated. During operation it could be seen that that the hotplate

induced a magnetic field that would shift the qubit transition by −8 kHz. Once the
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sequence finished, the magnetic field was offset from its initial value by ∼ +180 Hz

that decayed back to the initial value via a two-phase exponential with time constants

of τfast = 911 s and τslow = 7650 s. Performing the same fit to a temperature

measurements obtained via thermistor located inside the magnetic shield returned sim-

ilar time constants (τfast = 1394 s and τslow = 6552 s). This indicated that this

was likely due to the temperature and the fact the change in the magnetic field is

only slightly above the expected change from the temperature sensitivity of the sensor,

leaving this as a probable explanation. The stability of the magnetic field measured

on an out-of-loop sensor, with all devices on and operating in a steady state fashion,

determined that the system could stabilise the magnetic field to the level where there

were < 10 Hz fluctuations in the qubit transition for 1 s − 7000 s timescales and

< 1 Hz for 20 s − 350 s. The improvements to the magnetic field stability from the

current feedback system were considered. However, the noise floor of the out-of-loop

sensor prevented an accurate assessment of this capability.

Spectroscopy experiments on one and two ions has been demonstrated. The ability

of the apparatus to to nullify the magnetic field and initialise the ion into the S1/2(mj =

−1/2) state with efficiencies exceeding 99.6 % has been shown. Once in a bias field the

one and two ion motional frequencies have been recorded and show good agreement

with the expected values obtained from calculation. The application of amplitude

shaped pulses to reduce the effects of off-resonant excitations has been demonstrated.

Coherent control of the qubit state was performed via the generation of Rabi oscillations

and the application of Ramsey spectroscopy on the carrier transition. Fitting the Bloch

equations to the results of these allowed for the parameters of the experiment that could

not be directly set or measured to be determined. A fit to a Rabi flopping spectroscopy

sequence determined the the Rabi frequency to be Ω/2π = 15.257±0.001 kHz and the

mean vibrational level for a Doppler cooled ion to be n̄ = 19.2± 3.8, which overlaps

well with the calculated cooling limit of the expected limit of nz,min = 17.3. Fitting

to the results of a Ramsey spectroscopy sequence gave and n̄ = 17.4± 2.7 which also

comes close to the cooling limit. The effective laser linewidth, ΓL, was not able to be

reliably determined from the fits to either the Rabi flopping nor Ramsey spectroscopy
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due to the duration of the pulse sequences being far shorter than the coherence time

that ΓL provided. This indicates that ΓL was not a limiting factor on the ability

of the apparatus to perform coherent control of the qubit at timescales of hundreds of

microseconds. To reduce the value of n̄ to zero sideband cooling is employed. Measuring

the ratio of the red and blue sideband Rabi frequencies after a 230 µs gap between the

sideband cooling pulse and the probe pulse gave n̄z = 0.041 ± 0.015. Additionally,

the Stark shift imposed by the 1033 nm quenching light was examined and determined

to shift the red motional sideband from −0.893 MHz to −2.35 MHz. The work in

this thesis concludes with a presentation of the methods that will be used to do the

data analysis for the Mølmer-Sørensen entanglement gate, however the failure of the

532 nm pump for the qubit laser has prevented the execution of this. The routines used

for data fitting iterate on previous work that have been previously used, allowing for

the simulation of amplitude shaped pulses and reducing the computational overhead of

the calculations by searching through the parameter space rather than raster scanning

through it.

8.2 Conclusion

The experimental apparatus summarised and presented here represents within this the-

sis represents 25 years of continuous development in the field of ion trapping. Through-

out its history the apparatus has continually given high-quality outcomes and results,

which are reflected in both this thesis and and in a long history of previous publi-

cations [76, 112, 119, 135, 142, 154, 156, 162], that compares well against its peers (see

sections 1.1 - 1.3). This thesis summarises the current state of the apparatus and the

contributions made by the author to its development. The extensive capabilities and

high stability of the setup have been demonstrated, as has its ability to deliver high

quality spectroscopy results. These have been verified via precise and detailed mea-

surements that have been described in previous chapters. Additionally, a method for

verifying that the RF properties of newly manufactured ion trap devices conform to

rigorous expectations has been demonstrated, ensuring that future microtraps are ca-

pable of supplying a suitable bedrock for the development future experiments. Despite
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the hindrance of the qubit laser’s pump diode failing, preventing the entanglement of

two-ions from being realised during the author’s time as part of the microtrap team,

the short- and long-term future of the experiment looks promising, with a wide variety

of potential research avenues that could be explored.

8.3 Future Work

Once functionality is restored to the qubit laser the implementation of the Mølmer-

Sørensen gate can be completed and the fidelity of the operation can be determined.

Further steps to this work could involve the creation of Greenberger–Horne–Zeilinger

states. Implementing this with a high fidelity may involve modifications to the qubit

laser to ensure that the ions are exposed to equal laser intensities. Work on implement-

ing laser-written waveguides [91,229] that mate to the vacuum chamber may be utilised

to overcome the difficulty in implementing this and will be required if the complexity of

the qubit operations is expanded to involve ions stored across multiple array segments

of the trap. With the entanglement gate demonstrated, the apparatus will have proven

that it is capable of providing a universal set of QIP gates and the focus can be directed

to either implementing more robust gates by improving the gate fidelity or onto more

complex QIP routines.

Improving trap loading times and extending the atomic source lifetime by imple-

menting a loading routine based on laser ablation [227, 228] is currently being investi-

gated.

The RF pickup measurement used by the RF testbed could be applied to a trap

that is in use for experimentation. The RF amplitude can be sampled on an unused

compensation electrode, such as the transport zone or an endcap segment, and used as

an error signal to stabilise the amplitude of the RF voltage. In turn this can stabilise

the motional frequencies of the ion in a manner similar to [242].

The construction of a second apparatus for further QIP experiments is currently

in preparation. This apparatus will utilise the second FNCS port as the source of

its qubit laser and is expected to use copies of the optical frequency tuner and pulse

shaping setups for coherent control of its ion qubits. Additionally, this new apparatus
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will utilise a similar, if not identical, magnetic shield and coil system as the current

apparatus. This will be characterised in the same manner as in the work undertaken.

As mentioned in section 3.7, the third FNCS system is intended to be used as an out-

of-loop measurement of the laser frequency stability by performing a beat measurement

against a frequency comb setup in the adjacent lab [192].
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