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Chapter 1. INTRODUCTION

There are many areas of human activity in which artificial
intelligence, when defined as "that part of computer
science concerned with designing intelligent computer
systems, that is, systems that exhibit the characteristics
we assocliate with intelligence in human behaviour" (Barr &
Feigenbaum, 1981), could be expected to have an applica-
tion. Visual perception and the ability to distinguish
patterns in the world, working with numbers in such a way
as to display mathematical discrimination rather than
merely an ability to calculate, and the ability to process
natural language at a higher level than formal symbol
manipulation, are three areas of investigation that are
embraced by the topic of artificial intelligence. The rate
at which research in artificial intelligence has progressed
has been uneven, and has varied from one topic to another.
Sometimes, as in natural language processing, little has

been achieved beyond revealing how difficult the problems
are.

The activity of architectural design, which touches upon
all three of these topics, might be thought to be another
subject which is suitable for artificial intelligence
research. An architect must display visual ability, he must
have a grasp, perhaps somewhat rudimentary, of mathematics,
and he must be verbally literate. Workers in artificial
intelligence (AKin, 1978 & 1986) have made a number of
efforts to investigate design. Ramesh Krishnamurti (1985)
has attempted to interpret the activity of design as a kind
of set-based expert system. However, the topic has so far
resisted researchers from artificial intelligence, and
indeed from almost all other academic specialisms including
the discipline of engineering. It is instructive to inquire
as to why this is so, and the first half of this thesis is
an attempt to elucidate the relationship between architec-
ture and artificial intelligence.
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The purpose of this introductory chapter is, in the first
place, to describe the point of view from which the inves-
tigation has been carried out. This entails a discussion of
the activity of design, and the drawing of a distinction

between the notions of reason and logic. Secondly, I give a
brief account of the main ideas contained in the body of

the work and outline the argument by which these ideas are
connected. In the third place, I identify the three topics

in the thesis which I claim to be contributions to knowl-
edge.

Four Generations of Design Studies

During the course of the last 30 years a sustained effort
has been made to study and understand design, including
architectural design, from a positivist point of view. An
area of study has grown up in which design is studied as an
academic topic, and in which it is assumed, often tacitly,
that design is an objective procedure which results in the
creation of a definable product. Design studies 1s now
referenced at D620.0042 in the Dewey library classification

system, and the topic is complete with research prograns,
learned journals and shelves of specialist books. The

American journal Design Methods and Theories has been
published since 1976 while Design Studies has appeared 1in

Britain at regular intervals since July 1979. Many confer-
ences devoted to the subject have been held in Britain and

North America in the years since the pioneering meeting at
Imperial College in 1962 (Page, 1963). As a result of three
decades of research and publication in design studies, the
connotation of the word design has expanded and the notion

of design has come to embrace a broad spectrum of related
activities.

Brian Logan (1987) has distinguished four generations of
theories about architectural design. These he entitles A
Systematic Methodology, Participation in Design, The Nature
of the Design Activity, and The Failure of Method.
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The first generation was a search for a systematic model of
the design process. The search was directed towards discov-
ering a working method which could be used by designers,
and which would enable them to improve their results.

Thomas Markus (1969) and Thomas Maver (1970) advanced their
development of Asimow’s 1962 model of analysis-synthesis-

appraisal, Christopher Alexander (1964) prescribed a severe
Cartesian purgative, John Page (1964) advanced the virtues
and limitations of using physical three-dimensional models
in design, while Bruce Archer (1969) proposed a conceptual
model "which is intended to be compatible with the neigh-
bouring disciplines of management science and operational
research." It is notable that graph theory played a promi-
nent part in the thinking of these investigators, particu-
larly Maver and Alexander. In Chapter 9 of this thesis I
also employ some aspects of the theory of graphs in an
attempt to explain why the formalisms of logic are poor
ways to try to represent the activityhdesign.

First generation models were inadequate as descriptions of
design, and few designers found them to be useful. However,
they were successful in revealing some of the complexities
of the activity of architecture and design. The most pene-
trating description of the difficulties which have been
brought to light by the study of design is that given by
the German-American architect Horst Rittel in 1967. He
characterised design problems and the process of design as
"wicked". The 11 properties of a wicked problem as listed
by Rittel in 1972 are:

1. Wicked problems have no definitive formulation. Any
time a formulation is made, additional questions can

be asked and more information requested.
2. Every formulation of the wicked problem corresponds

to the formulation of the solution (and vice versa).
The information needed to understand the problem is

determined by one’s idea or plan of a solution. In
other words, whenever a wicked problem is formulated
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3.

there already must be a solution in mind. (If the lack
of a desirable view is defined as a deficiency of an

architectural design, a solution to that problem -
the provision of the particular view - has also been
stated).

Wicked problems have no stopping rule. Anytime a
solution is formulated, i1t could be improved or
worked on more. One can stop only because one has run
out of resources, patience, etc. (An architect could
keep modifying a design solution forever - he stops
because he has exhausted his fee, because the build-
ing has to be finally built, or because he has ex-
hausted some other resource.)

Solutions to wicked problems cannot be correct or
false. They can only be good or bad. (There is no
correct or false building: there can only be a "good"
building or a "bad" building.)

In solving wicked problems there is no exhaustive
list of admissible operations. Any conceivable plan,
strateqgy or act is permissible in finding a solution
and none can be prescribed as mandatory.

For every wicked problem there is always more than
one possible explanation. The selection of an expla-
nation depends upon the employed Weltanschauung; the
explanation also determines the solution to the
problem. (The high cost of construction of a building
may be attributed to the "expensive" design, to the
high cost of materials, to the wages demanded by
unions, to high interest rates and inflation, etc.)
Every wicked problem is a symptom of another "higher
level" problem. (If the maintenance of the residence
is "too expensive" to its inhabitants, this indicates
that there is a problem with the income of the inhab-
itants.)

No wicked problem and no solution to it has a defini-
tive test. In other words, at any time any test is
"successfully" passed it is still possible that the
solution will fail in some other respect. (If large
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windows are designed for a residence to provide the
desired views, the heating of the residence may
become too expensive.)

9. Every wicked problem is a "one shot" operation. There
1s no room for trial and error, and there is no
possibility for experimentation. (A house is designed

and built - there is no going back to the beginning
to design and rebuild it.)

10.Every wicked problem is unique. No two problems are
exactly alike and no solutions or strategies leading
to solutions can readily be copied for the next
problem. (Even if two residences are designed for the
same family, under the same geographical conditions
they will never be identical.)

11.The wicked problem solver has no right to be wrong -
he is fully responsible for his action.

Every architect will recognise in this list an apt descrip-
tion of the type of problem to which he must address him-
self whenever he sits down to the drawing board or the
keyboard. Property number 1, according to which no step in
design 1s definitive, has influenced the interpretation of

graph theory that I give in Chapter 9 of this text. If
every formulation of a design problem can raise another

question or call for more information, then each new formu-
lation can invalidate any already-existing formulation.

This is the architectural equivalent to what has become
known recently as non-monotonicity in reasoning. It may be

contrasted with a monotonic inference, in which the deduc-
tively logical requirement that a conclusion cannot be
accepted without accepting that the premises are main-
tained.

The second generation of design studies, as identified by
Logan, tried to meet the difficulty of the wicked problem
by proposing to describe design as a dialogue rather than

in terms of a model. Perhaps no useful prescriptive model
of design could be found, but the usefulness and relevance
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of design work might be improved if the level of design
discourse could be raised. Natural language has, since the
beginning of history, been a method of grappling with
wicked problems, and it might be that framing design in the
form of dialogue would meet the difficulty.

Rittel suggested a structure for argumentation, whereby
"the artificial separation between the expert who does the
work and the client (whose problem) the work is supposed to
deal with" (Rittel, 1972) 1s closed. Design as argumenta-

tion is described by Rittel himself in his 1972 paper as a
"second generation" in design studies. Alexander shifted
his attention away from mapping a problem onto a solution,
and towards providing good information to the designer by
means of patterns for building design. The patterns which
he describes are intended to provide a common ground for

discussions between client, architect and other partici-
pants in the design of a building.

"towns and buildings will not be able to become
alive, unless they are made by all the people
in a society, and unless these people share a
common pattern language, within which to make
these buildings, and unless this common pattern

language 1s alive itself." (Alexander et al,
1977)

Second generation design methods proved to be no more

successful than their predecessors because, although the
complexity of design was to some extent recognised, the

methods themselves gave no guidance to the designer. As
noted by Geoffrey Broadbent:

"whilst functionalist/behaviourist techniques
cannot possibly work, citizen participation,
advocacy planning and ‘charette’ cannot work
either. At best they may identify a ’‘highest
common factor’ of user needs, but compounded by
the existentialist designer’s needs to become
himself, they may mislead him into thinking
other people want the same things... It 1s
gquite impossible for either of them to avoid
feeding their own preconceptions and values
into the solution of design problems" (Broad-
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feeding their own preconceptions and values
into the solution of design problems" (Broad-
bent, 1979)

The third of Logan’s generations was characterised by an
empirical, rather than a conceptual or a discourse-struc-

tured, approach to the activity of design. The intention
was to move design practice closer to the model of the

scientific method, and was influenced by readings from the
work of Karl Popper.

William Hillier and his colleagues draw parallels between
design and Popper’s principle of falsification.

"Design proceeds by conjecture-analysis rather
than by analysis-synthesis. It is argued that
i1f research is to make an impact upon design it
must influence designers at the pre-structuring
and conjectural stages. The idea that research
should produce knowledge in the form of pack-
aged information, coupled to rationalised
design procedures is therefore inadequate. The
aim of research should be seen more in terms of
providing designers with a stronger theoreti-
cal, operational and heuristic basis from which
to conjecture, rather than in terms of knowl-

edge to determine outcomes." (Hillier et al,
1972)

But this interpretation of the matter is based upon a
misunderstanding of Popper’s thought. Popper’s intention is
not to provide a methodology of science, but rather to show
how scientific and non-scientific statements can be distin-
guished from one another.

"Thus my proposal was, and is, that it is this
[boldness of prediction], together with the
readiness to look out for tests and refuta-
tions, which distinguishes ‘empirical’ science
from non-science, and especially from pre-
scientific myths and metaphysics. [This] pro-
posal is what I still regard as the centre of
my philosophy." (Popper, 1974:981)

The only claim that Popper makes for his proposal is that
it has the power of demarcation between empirically scien-

tific and metaphysical statements. He nowhere prescribes
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how science is to be conducted nor does he claim to de-
sCcribe ’‘what science really is’. Notions about design
which assume that Popper has invented a methodology of
science, and that an analogous methodology of architecture
can be formulated, are misguided. This may be clearly seen
if an effort is made to apply Popper’s principle of falsi-
fiability to a problem of design. A wicked problem cannot
be definitively formulated, and it will be found that in
consequence it cannot be empirically falsified. We should,
I think, draw a Popperian conclusion from this, and recog-

nise that architecture and design are inherently non-scien-
tific in character.

The same objection must be made to Jane Darke’s (1979)
notion of primary design generators. She adds a preliminary
stage, the generator, to the would-be Popperian conjecture-
analysis model. These unsatisfactory attempts to draw an
analogy between Popperian philosophy and design method has

lead Nigel Cross to stigmatise this area of design studies
as "the bastard field of design science." (Cross, Naughton
& Walker, 1981)

Logan’s fourth generation differs from the previous three.
The fourth generation is one of disillusion, and he enti-

tles it ’The Failure of Method’, by which he means the
failure of the scientific method to function as an adequate

analogy for design. Third generation notions of design have
not proved to be useful to architects or to other design-

ers. Indeed, the lack of agreement about the correct inter-
pretation of the term ’scientific method’ has lead some

commentators to doubt if improved clarity in design studies
can be achieved by reference to a notion that is itself

cloudy.

In his account of the modern history of design theory Logan
has shown, I think convincingly, that a number of otherwise

well-established models cannot be made to serve as analo-
gies for design. In their turn operations research, manage-
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ment science, graph theory, advocacy planning and science
have failed to do much more than to show how hard it is to

understand the activity of design.

Architectural Design

Despite its allegedly dubious antecedence, the study of
design has brought into play a number of phrases and gener-
al concepts. Logan distinguishes and defines five important

terms.
design activity : a global term for all
actions of design
design theory : a system of ideas

describing or explain-
ing the design activity

design methodology : a framework within which
design decision making
is sequenced, the
strategic level of the
design activity.

design method : a technique selected at
a particular point in
the design process to
achieve some objective
in relation to the
design problemn.

design problem : the context of the design

So pervasive have these phrases become that one or another
of them is apt to spring to mind unbidden whenever the term
'design’ 1s heard. But lying behind such definitions 1is the
central notion of the act of design. Everyone who has
experience of designing a building must have been struck,
and sometimes thrilled, by the mysterious way in which an
idea will arrive before the conscious mind. Sometimes an
idea will give the impression that it was formulated far
out in space before dropping swiftly to earth and coming
silently to one’s attention. It will often come into the
mind at some apparently inappropriate moment, when one’s
conscious attention is occupied with other matters.

"When assigned a task I am in the habit of
storing it in my memory, that is not allowing
nyself to make any sketches for months. The
human brain is made in such a way that it has a
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certain independence; it 1s a box into which
one can pour 1in bulk the elements of a problem
and then let them float, simmer, ferment. Then,
one day, a spontaneous initiative of one’s
inner being takes shape, something clicks, you
pick up a pencil, a stick of charcoal, sonme
coloured pencils (colour 1is the key to the
process) and give birth onto the paper: out
comes the idea ..." (Le Corbusier, undated)

This creative act, upon which the whole process of design
is focussed, can be facilitated, and the ability to think
creatively can be fostered, but the act itself cannot be
predicted, described or explained. That is why so much of
what has been written under the heading of design studies
seems to be merely pushing the description of design back a
few steps in the explanation. The industrial designer
Christopher Jones, for example, lists (1970) four methods
of searching for ideas, but devices such as brainstorming,
synectics, removing mental blocks and using morphological
charts are all ways of facilitating rather than explaining
the creative act. Hillier and his colleagues (1972), after
referring to instrumental sets, solution types, informal

codes, analogy and metaphor, are finally driven to call
upon "what is called inspiration" as a notion of last re
sort. In short, the whole panoply of models and methods

that have been proposed under the rubric of design studies
may have furthered understanding of matters peripheral to

the act of design, but they have little to say about the
act itself. I think that the topic of design studies, for

all the time and effort that has been expended upon it, 1is
concerned with the trappings but not the substance of

design.

When I employ the term ’‘design’ in this thesis I am refer-
ring to the creative act of design and not to the concepts

and notions of design studies. Similarly, I use the phrase
‘architectural design’ in the sense of the intuitive crea-

tion of the idea of the building. The creative act, in the
course of which the substance of a design is formulated, is
the activity from which all else in design springs. Its
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centrality 1s responsible for the fact that the designer,
and particularly the architect, will see the subject of
design from the point of view of one whose role it is to
practice creative invention. This thesis is written from
that same viewpoint, and my effort is therefore focussed
upon bringing artificial intelligence to bear not upon

design method, but upon facilitating the act of design
itself.

"Computers can aid in the design process by
generating alternative solutions that nurture
the intuitive leap, and can help design devel-
opment. However, they do not partake in per-
forming the intuitive leap itself, only facili-
tate it." (Norman, 1987)

The unhappy history of design studies convinces me that
creation is not in fact explicable, nor 1is the process of
obtaining a novel notion capable of being imitated. T
suspect, although I cannot prove, that the intultive leap
is inherently inexplicable and that it will always remain
inimitable. Therefore I confine my attention in this thesis
to finding ways of facilitating the work of the designer

rather than trying to replicate, formalise or mechanise the
central act of design itself.

Logic
It is sometimes asserted that there are three types of

reasoning. In most texts these are given as deduction,
induction and abduction.

"Deduction is the basic building block of
formal reasoning systems. It 1s generally
recognised, however, that people have recourse
to two other modes of reasoning: namely, induc-
tion and abduction." (Coyne et al, 1990)

However, I think that to include all three types of reason-
ing under a single undifferentiated heading, as 1f they are

equivalent, is to confuse the two quite different notions
of logic and of reasoning.
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Reasoning is a more general term than logic, and by it is
meant the cognitive activity of making inferences. The word
inference has as its root the Latin verb infero, meaning to
introduce or to carry in. Inference implies no more than

the transference of meaning or, as the Oxford English
Dictionary has it "the forming of a conclusion from prem-
ises, either by induction or deduction". Reasoning therefore
allows one judgement to follow from another, but nothing is
specified about the inferential method to be employed. I

try in this thesis to use the terms reason and reasoning in

this general sense of thinking in an orderly and account-
able manner.

Logic, however, is more circumscribed and is concerned with
the study of valid argument. A concise statement of the
distinguishing features of the validity of a logical argu-
ment are:

"(a) its conclusions could not be false if all
its premises were true.

(b) 1its conclusions contain no more content
than is already provided in its premises.

(c) the addition of further premises can
neither strengthen nor weaken the argument,
which 1s already maximally strong.™" (Rankin,
1988)

The effect of these requirements is that the conclusion of
a logical argument must necessarily be true so long as its

premises are true. A well-known example of argument by
means of deductive logic takes the form of the syllogism.
In a syllogism of what is known as the first figure form, a
major and a minor premise result in a conclusion which
differs from the premises. For example, if a major premise
is that all cats are animals and a minor premise is that
Orlando is a cat, then the conclusion 1s that Orlando 1is an
animal upon pain of contradiction. The terms given by
Aristotle to the parts of a syllogism are still in use.
Argument from premises to conclusion, of which the syllo-
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gism is but one type, is known as deduction and when con-
ducted without contradiction it is logically valid of
necessity.

The phrase ‘inductive logic’ occurs frequently 1in texts

dealing with the methodology of science. Sometimes there is
a tone of desperation about efforts to establish the logi-
cality of induction. Bertrand Russell, for example, argues

that induction is indispensible to scientific thought.

"it seems clear that whatever 1s not experi-
enced must, if known, be known by inference...
If I ever have the leisure to undertake another
serious investigation of a philosophical prob-
lem, I shall attempt to analyse the inferences
from experience to the world of physics, assum-
ing them capable of wvalidity, and seeking to
discover what principles of inference, 1if true,
would make them valid. Whether these princi-
ples, when discovered are accepted as true, 1s
a matter of temperament; what should not be a
matter of temperament should be the proof that
acceptance of this is necessary if solipsism is
to be avoided." (Russell, 1944)

However, despite the desirability and usefulness of induc-
tion, I think that induction cannot be looked upon as a
form of logic. This 1s because no inductive argument can be
relied upon to be valid in all circumstances. An often-
quoted example of this fragility is the fact that swans
were known, on the basis of inductive ‘logic’, to be white
until the exploration of western Australia. When evidence
of the existence of the black swan Chenopis Altrata reached
Europe in the eighteenth century the supposed fact that all
swans are white had to be abandoned, and the argument upon
which the supposition was based was shown to be invalid.
Popper generalises this criticism of induction when he
observes that,

"T hold with Hume that there simply 1s no such
logical entity as an inductive inference: or,
that all so-called inductive 1inferences are
logically invalid - and even inductively in-
valid, to put it more sharply... We have many
examples of deductively valid inferences, and
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even some partial criteria of deductive validi-

ty:; but no example of an inductively wvalid
inference exists." (Popper, 1972)

Valid deduction, then, is argumentation in which the prem-
ises cannot be true while the conclusion is false, while
induction can be summarised as argumentation from many
particulars to one conclusion. In the early vears of this
century the American philosopher Charles Peirce proposed a
third type of reasoning derived from Aristotle’s work on
the syllogism. Peirce’s notion is that the minor premise of
a syllogism can be derived from the major premise and the
conclusion. Furthermore, according to Peirce, Aristotle
himself must have thought of abduction.

"he would have asked himself whether the minor
premise of such a syllogism is not sometimes
inferred from its other two propositions as
data. Certainly he would not have been Aristo-
tle to have overlooked this question.™
(Peirce, 1901)

To take the example of Orlando the cat, an abductive syllo-
gism would say that if all cats are animals and Orlando is
an animal, then Orlando is a cat. Clearly in this circum-
stance Orlando may be a cat, but the argument does not
preserve him from being a dog, a horse or any other example
of the class of animal. Peirce himself put forward abduc-
tion as a vehicle for discovery, but he nowhere describes
it as a logic.

In everyday thought one habitually employs abduction as a
method of speculation{ but it is a mistake to suppose that
it is a generally valid form of logic. One may, for example,
suppose that today is a bank holiday from the major premise

that no newspapers appear on bank holidays and the conclu-
sion that the Correspondent cannot be bought today. Howev-

er, there are clearly other possible explanations for the
unavailability of the Correspondent, and such an abductive
argument 1s not a secure one.
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In fact, Peirce likens abduction not to logic but to per-
ception.

"abductive inference shades into perceptual
judgement without any sharp line of demarcation
between them; or, in other words, our first
premises, the perceptual judgements, are to be
regarded as an extreme case of abductive infer-
ence, from which they differ in being absolute-
ly beyond criticism. The abductive suggestion
comes to us like a flash. It is an insight,
although of extremely fallible insight."
(Peirce, 1903)

I conclude that the inherent fallibility of induction and
abduction means that arguments based upon them can never be
secure. We are left only with properly formed deductive
argument as a logically valid procedure. As the American
philosopher David Israel (1987) has put it "logic - deduc-
tive logic, for there is no other kind". I have therefore
confined the use of the words logic and logical in this
thesis strictly to deductive argument. Other forms of
inference, despite the fact that they are often described
elsewhere as logics, are referred to in this text as rea-
soning.

The Structure of the Thesis
This thesis 1s divided into three main sections. The first

two sections are a critical examination of some aspects of
artificial intelligence, and are theoretical in character.

The last section is an implementation based upon some parts
of the topic of knowledge engineering. It takes the form of
a non-deductive expert system working with a library of
photographs of buildings which is stored on an optical
disk.

The first part of the main body of this thesis 1s concerned
with a consideration of artificial intelligence in its role

as a way of using computers to replicate or to study the
action of the mind. This topic is variously known as ma-
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chine thinking, machine intelligence or cognitive science.
In order to avoid prejudging the issue, I have used the

term cognitive simulation as a general designation for this
aspect of artificial intelligence.

Those theories that state or imply that a computer can
actually think I describe as strong cognitive simulation. A
well-known example of this line of thought 1is the idea of
scripts put forward by the American computer scientists
Roger Schank and Robert Abelson in 1977. Scripts are
equipped with an underlying theory of meaning referred to
by its authors as conceptual dependence. I give an account
of Shank and Abelson’s theory of strong cognitive simula-
tion, and of its refutation by the Berkeley philosopher
John Searle.

In a less extreme version of cognitive simulation the claim
that the machine is thinking is abandoned, and the object
of the search becomes a machine that imitates, rather than
replicates, human thought. Three areas in which this has
been attempted are examined. These are machine translation
of natural language, computer chess and pattern recogni-
tion. I think that the American philosopher Hubert Dreyfus
shows convincingly that these activities, which I collec-

tively refer to as weak cognitive simulation, are also
impossible at any but a very elementary level.

There is a close parallel between the earlier and the later
epistemology of Ludwig Wittgenstein, and the evolution of
ideas about artificial intelligence which has occurred
during the last 35 years. In both cases the movement has
been away from logic and towards a recognition that meaning
is a function of the complex nature of human thought and
language. Chapters 6 and 7 are taken up with an examination
of some aspects of Wittgenstein’s thought, from which
emerges the conclusion that if the later Wittgenstein 1is
correct, then the earlier positivist program for artificial
intelligence is impossible. I claim that establishing a
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Wittgensteinian perspective upon some aspect of artificial
intelligence is the first of the three contributions to
kKnowledge that is made in this thesis.

Dreyfus successfully disposes of weak cognitive simulation,
but he overstates his case when he concludes that artifi-

cial intelligence is a futile study because a computer
cannot fully imitate a human mind. It is true that high
quality human thinking will always rise above the best
performance of a computer, but that does not, in my opin-
ion, mean that such intelligence as a computer can simulate
may not be useful. This leads me to propose a taxonomy for
the whole field of artificial intelligence, from which I
have chosen the topic of expert systems as suitable for
further investigation. Intelligent tutoring systems are
also a department of artificial intelligence in which
progress could be made.

Expert systems, as they are usually constructed, are an
outcome of the automation of logic. I examine through the

medium of graph theory the rule-based expert systems that
emerge from this type of programming, and conclude that
they do not meet the needs of the architect. This is large-

ly as a result of the incompatibility of wicked design
problems and deductive logic.

However, an alternative type of expert system has been
suggested by the American computer scientist Peter Frey
which promises to be useful in the context of design. It is
possible to see an expert system as a method of classifying
solutions in terms of domain attributes. This notion opens
the way to producing an expert system which can classify
aspects of design with reference to the preoccupations and
interests of the designer, rather than according to some
inappropriate scheme of logic.

As a result of examining the coding of Frey’s classifica-
tion system I propose in Chapter 12 an improved algorithm
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for a classification expert system. The new algorithm
incorporates Frey’s bit-matching technique while extending
it by improving the calculation of probabilities, by pro-
viding explanations for questions and solutions, by storing

the knowledge base in files and by replacing Microsoft
BASIC with the Prospero implementation of Pascal. This

program, called Cortex, is the second innovation to which I
lay claim in this text.

The method by which an expert system is controlled is the
part of its algorithm that has the greatest effect upon the
performance and effectiveness of the system. Cortex incor-
porates a novel method of control that is applicable to any
type of expert system. The control method used in Cortex is

the third of the three contributions to knowledge that I
claim 1in this thesis.

The final part of the thesis is an implementation of a
prototype version of Cortex which accesses an optical disc
intelligently. Sets of photographs of buildings are select-
ed from the 10,000 images on the disc, and are displayed
according to the user’s conception of architecture and his
attitude toward the design of buildings. The result is
intended to be a system that responds to an individual

architect’s viewpoint, and which casts light upon his
interests as a designer.
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Chapter 2. ARTIFICIAL INTELLIGENCE AS MACHINE INTELLIGENCE

The two words that are Jjuxtaposed in the phrase ’‘artificial
intelligence’ possess widely different connotations when
they are used apart from one another in ordinary discourse.
'Artificial’ in the sense of the Oxford English Dictionary
definition of ‘made by art in imitation of what is natural
or real’ carries with it an implication of something
feigned or fictitious. A thing which is artificial is close
to being an inferior substitute for that which is real and
natural. On the other hand intelligence is a human quality,
extended somewhat to the rest of the animal kingdom, which
is universally admitted to be estimable, natural and in-
nate. The dictionary definition of intelligence as "quick-
ness of mental apprehension; understanding as a quality
admitting of degree" is applicable, to at least some ex-
tent, to all the higher animals. It is a faculty that can
be trained and developed during life, but only nature can
create it. To speak of artificial intelligence is therefore
to employ a syncretism with an highly tensioned internal
structure. The connotation of artifice in the first term
strains against the implication of naturalness in the
other. Artificial intelligence is thus an inherently ambig-
uous piece-of terminology, and it is therefore not surpris-

ing that discussions in which the phrase occurs are often
- confused and contradictory.

Definitions

Many attempts to formulate a specification for AI have been
made since the phrase was coined in 1956. The spectrum of
meaning to be found in the following 19 definitions closely
reflects the compound nature of the phrase itself. The
definitions are listed in chronological order.

John McCarthy proposed that "a two-month, ten-
man study of artificial intelligence be carried
out during the summer of 1956 at Dartmouth
College in Hanover, New Hampshire. The study is
to proceed on the basis of the conjecture that
every aspect of learning or any other feature
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of intelligence can in principle be so precise-
ly described that a machine can be made to
simulate it." (Charniak & McDermott, 1985)

"artificial intelligence is the science of

making machines do things that would require
intelligence if done by men." (Minsky, 1968)

"By ’artificial intelligence’ I ... mean the
use of computer programs and programming tech-
nigques to cast light on the principles of

intelligence in general and human thought in
particular." (Boden, 1977)

"artificial intelligence is the use of programs

as tools in the study of intelligent processes"
(Boden, 1977)

"Our approach to the AI problem involves iden-
tifying the intellectual mechanisms required
for problem solving and describing them pre-
cisely...... General intelligence will require
general models of situations changing in time,
actors with goals and strategies for achieving
them, and knowledge about how information can
be obtained." (McCarthy, 1979)

"The ultimate AI program that we are all aiming
for is one that specifies the form in which
knowledge is to be input to the program, as
well as the form of the rules that use that

knowledge, and produces a program that effec-
tively models that domain."™ (Schank, 1979)

"ATI is that part of computer science concerned
with designing intelligent computer systens,
that is, systems that exhibit the characteris-
tics we associate with intelligence in human
behaviour - understanding language, learning,

reasoning, solving problems, and so on." (Barr
& Feigenbaum, 1981)

"Artificial intelligence is the study of how to
make computers do things at which, at the
moment, people are better." (Rich, 1983)

"Artificial intelligence is the study of tech-
niques for solving exponentially hard problems
in polynomial time by exploiting Kknowledge
about the problem domain." (Rich, 1983)

"the discipline of Artificial Intelligence, a
principle concern of which is the design of
computer programs to undertake activities

thought to require human intelligence." (Alty &
Coombs, 1984)
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"for the time being we are going to have to
define intelligence in machines in the same way
that Justice Potter Stewart described pornogra-

phy: ‘I can’t define it but I know it when I
see 1t.’" (Michie & Johnson, 1984)

"Artificial intelligence is the study of ideas

that enable computers to be intelligent.™
(Winston, 1984)

"Artificial intelligence is the study of mental
faculties through the use of computational
models." (Charniak & McDermott, 1985)

"Artificial Intelligence has two different

products: models of human cognition and intel-
ligent artifacts." (Sell, 1985)

Al "covers a broad spectrum of interests loose-
ly linked by a shared ambition to represent

more of human intelligence in machines." (Bijl,
1986)

"A discipline concerned with the building of
computer programs that require intelligence

when done by humans." (Illingworth, Glaser &
Pyle, 1986)

"The real goal of AI, after all, is to design
or understand systems that can reason about the
world, not themselves." (Smith, 1986)

"As an attempt to sum up the various defini-
tions of AI, I would like to categorise sophis-
ticated programming techniques (the so-called
‘smart programs’) as syntactical approaches,
and the search for ’principles of intelligence’
as a semantic approach. A further development
would then be a pragmatical approach which I
would like to consider as a new paradigm (or
working philosophy)." (Born, 1987)

"As engineering, AI is concerned with the
concepts, theory, and practice of building
intelligent machines... As science, AI is
developing concepts and vocabulary to help us
to understand intelligent behaviour in people

and in other animals." (Genesereth & Nilsson,
1987)

Most of these quotations define artificial intelligence as
programming a computer to simulate, which is to say to

assume the appearance of, cognition. These definitions in
effect equate AT with cognitive simulation, which I shall
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hereafter abbreviate to CS. The artificiality of artificial
intelligence is emphasised, and the intelligence that is

looked for is of an operational, not an ontological, type.
I shall discuss later the sense in which artificial intel-

ligence can be said to simulate human intelligence under
the heading of weak CS.

In the meantime, however, I propose to discuss the very
different conception of artificial intelligence which is
implied by the two definitions of artificial intelligence
produced by McCarthy and by Schank in 1979, Artificial
intelligence is, according to these authors, a matter of
creating the reality rather than the appearance of intelli-
gence. The emphasis in McCarthy and Schank is upon intelli-
gence rather than artifice. The intelligence displayed by
the computer, in this view of the matter, would be manufac-
tured by man but would possess a real existence. I refer to
this interpretation of artificial intelligence as strong
CS.

The ambition to create strong CS programs propelled much of
the early work on artificial intelligence, particularly
during the 1950’s and 60’s, and echoes of this idea can
still be heard. For example, the 1986 paper by Smith from
which one of the definitions in the above list is taken.
Several influential authors, Herbert Simon (1977) and
Marvin Minsky (1966) in particular, have written optimisti-
cally on the prospects for the achievement of strong CS.
Furthermore, the vision of a machine with its own independ-
ent intelligence is widespread in the popular imagination
and it is a favourite topic with, for instance, television
journalists (Vaux, 1988) and film makers (Austin, 1968). It
is important, therefore, for both theoretical and histori-
cal reasons to establish clearly what is meant by the term

intelligence and the sense, if any, in which a machine can
correctly be said to possess it.
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It is easier to anthropomorphise the computer than any
other machine. One may, perhaps, speak of a motor car as
‘tired’ or a sailing vacht as ’‘gentle’. Sometimes, when
typing mistakes occur frequently, a typewriter may seen to

have acquired ‘a mind of its own’. These phrases, of
course, are never meant to be taken in other than an ironic
or metaphorical sense. But a computer is a symbol manipu-
lating machine which is able to accept natural language

input, and which can produce output to which meaning may be
attributed. The process by which these symbolic transforma-
tions take place will generally be so complicated that no
human brain can comprehend it in its totality. A certain
mysteriousness adheres to the inner workings of a computer,
even for those who are accustomed to using them. Moreover,
output can follow input amazingly quickly. When faced with
the speed, complexity and dependability of a working com-
puter an observer can allow himself to suppose that the
machine is thinking, and consequently he may be prone to
attribute to it at least some of our own cognitive facul-
ties.

Furthermore, the use of phrases such as ’‘meaningful gutput'
in the previous paragraph can be taken to signify that
meaning is a property which resides in the output material
itself. I shall shortly give some reasons as to why this
single-term definition of ’meaning’ is mistaken. But 1it

remains that our language has not yet developed ways of
describing accurately the new aspects of the relationship

between man and machine which the invention of the computer
has brought about. There is, for example, no accepted
linguistic distinction between, on the one hand, the way in
which information is processed by a computer and, on the
other, the sense in which human beings make use of informa-
tion. Indeed, some investigators allow themselves to assume

that because the same word is used the meaning must be the
same in the two cases. The confusion that characterises

Minsky’s editorial introduction to Semantic Information
Processing (1968), for example, is principally due to a

page 23



failure to observe this distinction between two or more
different uses of such words as ’learn’, ’‘understand’ and
‘intelligent’.

It seems to me that for the present we must live with a
situation in which the appearance of thinking possessed by
a functioning computer is compounded in our minds with a
deeply~-seated verbal ambiguity about the nature of computer
operations. With the publication of his paper entitled
'Minds, Brains and Programs’ in 1980 John Searle has tried
to dispel some of the confusion which results when familiar
concepts are used unguardedly i1n the novel context of
computing. I believe that Searle has, in large part, made
his case and the next chapter of my thesis is occupied with
an account of why I think that he has been successful.

Scripts and Conceptual Dependency

In 1977, three years before Searle’s paper appeared Roger,
Schank and Robert Abelson published their ‘Scripts, Plans,
Goals and Understanding’. These two authors were working at
that time at the Department of Computer Science of Yale
University, and their book has since become well known in
artificial intelligence circles. ’Scripts, Plans, Goals and
Understanding’ rehearses the author’s notion of conceptual
dependency and it proposes a novel method of representing
knowledge under the name of scripts. The notion of scripts,
and the claims made for this method of representation by
Schank and Abelson, is the specific target of Searle’s
critique. In his paper Searle attacks the idea of strong CS
as exemplified by scripts, and it is therefore necessary at

this point to devote some space to an account of Schank and
Abelson’s proposal.

Two models of human memory are currently favoured by psy-
chologists. According to the semantic conception of memory
we possess in our minds, or from the physicalist perspec-
tive our brains, a permanent store of knowledge the items
of which are related to one another according to their
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meanings. Meaning is then attributed to words or other
objects of experience by a mental process of searching a
tree-like structure of semantic concepts. For example,
‘claws’ are related to ‘tigers’, ’‘tigers’ to ’cats’, ‘cats’
to ’carnivores’ and ’‘carnivores’ to ‘animals’ by means of a
hierarchy organised on semantic principles. The structure
of concepts, once learned, remains with us through life and
we access it as required during cognitive activity. The
semantic model of memory assumes, in effect, that our minds
are analogous to a library and that we make use of some-
thing equivalent to the Dewey Decimal Classification for
the purpose of locating and attributing meaning.

Schank and Abelson adopt the alternative view of memory,

according to which we accumulate a store of personal expe-
riences rather than semantic concepts, and that the mind

accesses memory according to a scale of time. This is
referred to in the literature of psychology as the episodic
model of memory.

"The over-all organisation of memory 1s a
sequence of episodes organised roughly along the
time line of one’s life. If we ask a man ‘Who
was your girlfriend in 19687’ and ask him to
report his strategy for the answer, his reply
is roughly: ‘First I thought about where I was
and what T was doing in 1968. Then I remembered
who I used to go out with then.’ In other
words, 1t really isn’t possible to answer such
a question by a direct look-up. Lists of ‘past
girlfriends’ do not exist in memory. Such a
list must be constructed. The process by which
that list is constructed is a search through
episodes organised around times and location in
memory." (Schank & Abelson, 1977:19)

It is a consequence of this view of memory that the mind
must be able to work with an assembly of items whose mean-
ings bear no intrinsic relationship to one another. Memory
episodes occur as a result of the chances of life, and
their structure and relationship in the mind reflects the
fortuitousness of events. The question therefore arises as
to how the mind relates one episode to another in such a
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way as to acquire general knowledge or recognise repeating
occurrences? Some mechanism must be at work to place the

episodes into an organised and comprehensible form.

"If memory is organised around personal experi-
ences then one of the principal components of
memory must be a procedure for recognising
repeated or similar sequences. When a standard
L repeated sequence is recognised, it is helpful
in ’filling in the blanks’ in understanding.
Furthermore much of the language generation
behaviour of people can be explained in this
stereotyped way." (Schank & Abelson, 1977:18)

This requirement for a principle upon which memory episodes
_é can be ordered provides Schank & Abelson with the clue
which leads them to their notion of scripts.

"Some episodes are reminiscent of others. As an

economy measure in the storage of episodes,
when enough of them are alike they are remem-

bered in terms of a standardised generalised
episode which we will call a script. Thus,
rather than list the details of what happened
in a restaurant for each visit to a restaurant,
memory simply lists a pointer (link) to what we
call the restaurant script and stores the items
in this particular episode that are signifi-
LJ cantly different from the standard script as
the only items specifically in the description
of that episode. This economy of storage has a
side effect of poor memory for detail. But such
a side effect, we shall arque, is the price of
having people able to remember anything at all.
Script based memory is what will enable comput-
ers to understand without having their memories
filled up with so much that search time 1is
horrendously long." (Schank & Abelson, 1977:19)

Schank and Abelson have developed the notion of scripts
into a structured formalism by means of what they refer to

 as the theory of conceptual dependence. According to this
theory, which in point of fact is no more than an asser-
tion, there exists beneath language a foundation of meaning
which can be precisely described and to which any sentence
in any language can be reduced.
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"Conceptual Dependency (henceforth CD) 1is a

theory of the representation of the meaning of

sentences. The basic axiom of the theory is:

A For any two sentences that are identical
in meaning, regardless of language, there
should be only one representation.

The above axiom has an important corollary that
derives from it.

B Any information in a sentence that is im-
plicit must be made explicit in the repre-
sentation of the meaning of that
sentence." (Schank & Abelson, 1977:11)

They proceed to list the 11 primitive actions which they
claim can, when qualified by means of a numerical scale
running from =10 to 10, serve to represent the meaning of
every conceivable sentence. The primitive actions are
presented as;

ATRANS The transfer of an abstract relationship such
as possession, ownership or control. .

PTRANS The transfer of the physical location of an
object.

PROPEL The application of physical force to an object.

MOVE The movement of a body part of an animal by
that animal.

GRASP The grasping of an object by an actor.

INGEST The taking of an object by an animal to the
inside of that animal.

EXPEL: The expulsion of an object from the body of an
animal into the physical world.

MTRANS The transfer of mental information between
animals or within an animal.

MBUILD The construction by an animal of new informa-
tion from old information.

SPEAK The action of producing sounds.

ATTEND The action of attending or focusing a sense
organ towards a stimulus.

It is then asserted that separate sentences expressed in
this notation can be assembled into a complete text by

means of inferentially connected causal chains.

"not any action can result in any state, and
not any state can enable any action. Thus, for
every primitive action, there is associated
with it the set of states which it can affect
as well as the states that are necessary 1in

order to effect it." (Schank & Abelson,
1977:25)
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The theory of conceptual dependency is made up, then, of
two components. Firstly, the idea that all discourse can be
described by reference to a definable set of senmantic
concepts, and secondly the notion that these concepts can
be related to one another in a causal manner. A full de-
scription of conceptual dependency, including examples of
the notation, is given in Schank (1975).

The concept of a script reaches its complete formulation
when the problem of generality is addressed. A separate

script to describe each story would defeat the purpose of
scripts, which is to provide an economical way of repre-

senting meaning. Some generalising mechanism is called for.
Schank and Abelson propose to achieve this by uniting a

script, representing the structure of a type of situation,
with a knowledge base containing the events that are char-
acteristic of a particular state of affairs. The new com-

posite and flexible representation they call a Knowledge
structure.

"we are establishing a level of representation
different from Conceptual Dependency. The
primitive ACTS and causal links of Conceptual
Dependency are used to describe real world
events, while script names make reference to
the knowledge structures that motivate or
underlie real world events. These levels of
representation are connected by what we will
call the Script link. The representation that
we used above (with $SCRIPTNAME and its various
roles) 1s this higher Knowledge Structure
level. It is connected by a Script link to the
Conceptual Dependency structure that instanti-
ated it.

What we are proposing then is that there be
both a knowledge structure (KS) and a Conceptu-
al Dependency (CD) representation for any given
text. Some texts will not actually impart
information about both, but it is to be expect-
ed that in most texts there will be enough
complexity to necessitate that both levels be

represented, with links between them." (Schank
& Abelson, 1977:152)

A script is thus a stereotyped representation of a sequence
of events occurring in a particular context. It has proved
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to be a serviceable idea when the events and their context
permit the two axioms of conceptual dependency to be ad-
hered to. That is to say, scripts are found to be adequate
in straightforward contexts where a single representation
is capable of embracing the meaning of two or more sen-
tences, and in which the meaning is simple enough to be
represented explicitly. Under these circumstances a text
can be expressed fairly adequately in the form of the
conceptual dependency notation. A restaurant is the context
which crops up most often in the literature of scripts, and
the events are such things as ordering a meal, eating it
and paying the bill. In such circumstances the meaning of a

sentence is unambiguous and the causal chain 1s reasonably
clear.

The authors have derived the notion of scripts from the
episodic theory of memory, and they go on to claim that the
script concept can in its turn throw light on the psycholo-
gy of cognition. Scripts, they say, are a pattern for the
way in which we understand the world.

"By subscribing to a script-based theory of
understanding we are making some strong claims
about the nature of the understanding process.
In order to understand the actions that are
going on in a given situation, a person must
have been in that situation before. That 1is,
understanding is knowledge based. The actions
of others make sense only in so far as they are
part of a stored pattern of actions that have
been previously experienced." (Schank & Abel-
son, 1977:67)

But circumstances in life are rarely so clear-cut. While it
is true that previous experience is necessary for under-
standing, it is also true that most real-life situations
are too complicated to be explicable by reference to any
one script or set of scripts. This 1s because as events
occur they have the effect of redefining the significance
of those events that have previously occurred. A diner'’s
conduct i1n a restaurant, to take Schank and Abelson’s
favourite context, will be affected by, among other things,
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what he has been told that he should expect of the particu-
lar restaurant. What he makes of the food and the service,

and how he responds to them, may then reflect back upon his
judgement upon the restaurant itself or upon his opinion of
his informant, or upon both. Scripts are dependent upon

understanding, as well as understanding being to some
extent dependent upon scripts.

That is why most texts, or stories to adopt the terminology
of scripts, are to some degree metaphorical and allusive.
In everyday discourse understanding is achieved by meta-
phorical transference of meaning and accepted patterns of

knowledge, for which one may read scripts, are modified by
a process of allusion. To take an extreme and therefore

illustrative example, no ’script-based theory of under-
standing’ could represent adequately the meaning, or rather

the meanings, of the following passage from The Third
Policeman.

"The reader will be familiar with the storms
that have raged over this most tantalising of
holograph survivals. The ’‘Codex’ (first so
called by Bassett in his monumental De Selby
Compendium) is a collection of some two thou-
sand sheets of foolscap closely handwritten on
both sides. The signal distinction of the
manuscript is that not one word of the writing
is legible. Attempts made by different commen-
tators to decipher certain passages which 1look
less formidable than others have been characte-
rised by fantastic divergences, not in the
meaning of the passages (of which there is no
question) but in the brand of nonsense which 1s
evolved. One passadge described by Bassett as
being ‘a penetrating treatise on old age’ 1is
referred to by Henderson (biographer of Bas-
sett) as ’‘a not unbeautiful description of
lambing operations on an unspecified farm’.
Such disagreement, it must be confessed, does

little to enhance the reputation of either
writer." (O’Brien, 1967)

O’Brien’s paragraph 1s meant to be read in at least four
distinct ways. It functions as a part of the plot of his
novel, it is an ironic comment on the difficulty of reading
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accurately, it takes a swipe at self-important editors, and
it implies that the only response to really intractable

problems 1s laughter. The four levels of meaning interact
with one another, and they alter their relative importance
according to the presuppositions which each particular
reader brings to the text. Consequently, there is no one

representation into which even a single sentence of The
Third Policeman could be mapped. It is therefore impossi-

ble, because of axiom A, to apply the technique of Schanki-
an scripts to a text which is as multi-layered and expres-
sive as 1is the work of Flan O’Brien.

However, it 1is sufficient for the present purpose to note
two things about the notion of scripts. Firstly, it follows

from axiom B above that a formal system of symbols would
suffice to describe a script fully and completely. Scripts

are therefore by definition computable. Secondly, Schank
and Abelson make some large claims for their work.

"SAM (Script Applier Mechanism) is a program
running at Yale that was designed to understand
stories that rely heavily on scripts....

SAM understands these stories and others like
them. By ‘understand’ we mean SAM can create a
linked causal chain of conceptualizations that
represent what took place in each story. SAM
parses the story into conceptualizations using
Reisbeck’s analyser (Reisbeck, 1975). These are
then fed to a program that looks for script
applicability (Cullingford, 1976). When a
script seems to be applicable, it is used by
the script applier to make inferences about
events that must have occurred between events
specifically mentioned.

The final representation is a gigantic Concep-
tual Dependency network. We could claim that
this output indicates understanding, but as no
one can read it (and for the more obvious
reasons) we have developed programs that oper-
ate on the output of the understanding
program." (Schank & Abelson, 1977:177)

This amounts to saying that they have instantiated strong

CS in the computer centre at Yale. The fact that they draw
close parallels between human understanding and computer
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processing of scripts demonstrates that their use of the
word understanding in the phrase ’‘this output indicates

understanding’ is to be taken literally rather than figura-
tively. The computer understands, they say, in the same way

as a human being and strong CS has, for them, become a
reality. However, I believe that Schank and Abelson are
deluded when they claim to have reproduced cognition. John

Searle’s paper of 1980 shows, I think, why it is that they
are mistaken.
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Chapter 3. THE CRITIQUE OF JOHN SEARLE

It falls to few philosophers to describe a Gedankenexperi-
ment that becomes famous. It is true that Christian Huy-

gens’ use of symmetry arguments in the seventeenth century
to derive the conservation laws for momentum and energy

appear frequently in modern textbooks of mechanics (Layzer,
1984). The paradox of Schrodinger’s cat (Schrodinger,
1935), which raises as-yet unanswered questions about
quantum theory, is referred to reqularly in recent scien-
tific discussions. But Searle’s Chinese room argument has
appeared at least twice before the general public (Searle,

1984, Vaux, 1988) as well as attracting the attention of
innumerable philosophers, linguists and workers in artifi-

cial intelligence since its publication only ten years ago.
It has, in fact, come into use as a standard shorthand

description of a certain type of critical comment on arti-
ficial intelligence.

The Chinese Roon

Searle describes his thought experiment in the following
way.

"Suppose that I'm locked in a room and given a
large batch of Chinese writing. Suppose fur-
thermore (as is indeed the case) that I know no
Chinese, either written or spoken, and that I’m
not even confident that I could recognise
Chinese writing as Chinese writing as distinct
from, say, Japanese writing or meaningless
squiggles. To me, Chinese writing is just so
many meaningless squiggles. Now suppose further
that after this first batch of Chinese writing
I am given a second batch of Chinese script
together with a set of rules for correlating
the second batch with the first batch. The
rules are 1n English, and I understand these
rules as well as any other native speaker of
English. They enable me to correlate one set of
formal symbols with another set of formal
symbols, and all that ’‘formal’ means here 1s
that I can identify the symbols entirely by
their shapes. Now suppose that I am given a
third batch of Chinese symbols together with
some instructions, again in English, that
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enable me to correlate elements of this third
batch with the first two batches, and these
rules instruct me how to give back certain
Chinese symbols with certain sorts of shapes in
response to certain sorts of shapes given me in
the third batch. Unknown to me, the people who
are giving me all these symbols call the first
batch ’‘a script’, they call the second batch a
‘story’, and they call the third batch ‘ques-
tions’. Furthermore, they call the symbols I

give them back in response to the third batch
ranswers to the questions’, and the set of
rules in English that they gave me, they call
‘the program’. (Searle, 1980a:417-418)

The events that take place in the Chinese room form an
almost exact parallel with the highly anthropomorphic
account of running the Script Applier Mechanism which is
given by Schank and Abelson in section 8.2 of Scripts,
Plans, Goals and Understanding. In a run of SAM, one or
several scripts is read into computer memory, next a second
input is made in the form of the story, then questions
about the story are input, and lastly answers are computed
and printed out. The function of SAM is to organise and
control these processes. The only difference, and it is a

critical difference, between the procedures at Yale and
operations in the Chinese room is that SAM 1s processed on

a computer while Searle’s Chinese symbols are processed in
a human brain.

Searle’s point is that when the Chinese room is regarded as

an input/output system it is in fact simulating, and not
replicating, understanding.

"it seems to me to be quite obvious in the
example that I do not understand a word of the
Chinese stories. I have inputs and outputs that
are indistinguishable from those of the native
Chinese speaker, and I can have any formal
program you liKke, but I still understand noth-
ing. For the same reasons Schank’s computer
understands nothing of the stories, whether in
Chinese, English or whatever since in the
Chinese case the computer is me, and in cases
where the computer is not me, the computer has
nothing more than I have in the case where 1
understand nothing." (Searle, 1980a:418)
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I think that it is no more than the simple truth to say
that Searle, locked in his room and performing his role of
an English speaking manipulator of Chinese symbols, does
not understand the Chinese language. Searle’s understanding
of English suffices for him to follow the English program,
and by following it to apply a Chinese script to a Chinese
story. Similarly his knowledge of English enables him to
use the English language program to supply answers 1n
Chinese to questions about the story which are presented to
him in Chinese. But the distinction between, on the one
hand manipulating a system of formal symbols, as he is
doing, and on the other hand understanding a story, remains
clear and incontrovertible. It follows that if Searle does
not understand the story then neither ddes a functionally
analogous CPU in a computer which is occupied with, for
example, a run of SAM. Claims made for strong CS thus

emerge as the result of confusing symbol manipulation with
understanding.

Searle’s refutation of the case for strong CS is important
because he offers a conceptual, not an empirical, argument.

"It is an empirical question whether any given
machine has causal powers equivalent to the
brain. My argument against strong AI is that
instantiating a program 1is not enough to guar-
antee that it has those causal powers."
(Searle, 1980b:452)

A better argument or a more accurate piece of logic might
perhaps prove him wrong, but no experimental finding could,
I believe, overturn his conclusion. Most commentators,
including Danto (1980), Eccles (1980) Libet (1980), Maxwell
(1980), Natsoulas (1980), Obermeier (1983), Puccetti (1980)
and Ringle (1980) agree with this conclusion. However,
there are those such as Dennett (1980), Minsky (1980) and
Moor (1988) who adopt a naive empiricism, and claim that
the progress of science may one day show how a machine can
acquire intentionality. But they do not explain how it is

page 35



that an experiment could establish the truth of a faulty
argument.

The last part of Searle’s paper is taken up with his at-
tempt to answer the question of why the claims of strong
CS, or strong AI as he phrases 1t, must necessarily be
mistaken. He appeals to the concept of intentionality, and
he puts forward in support of his position a "monist-inter-
actionist" (1980b) view of cognition. He explains the
impossibility of strong CS by trving to demonstrate that an
unbridgeable gulf exists between the operation of a machine
and the functioning of the brain. These are experimental

rather than conceptual matters, of course, and Searle’s
critics have not failed to try to undermine his explana-
tions by reference to empirical data.

Conclusion

Most hostile comments upon the Chinese room argument attack
it not directly but by criticising Searle’s attempt to
justify his conclusion. Searle’s critics raise objections
based upon the nature of cognition, about which there has
been and is much controversy, and thelr arguments bear upon
weak as much as upon strong CS. The attack which has been
made upon both strong and weak CS by Hubert Dreyfus is the
subject of the next chapter. Dreyfus approaches the subject
of artificial intelligence from a phenomenological point of
view, and his critique casts a great deal of light upon the
nature of human thinking and its relationship to machine
computation. I shall therefore postpone a discussion of
Searle’s views on cognition, which underpin his Chinese
room argument, until Chapter 5 of this text.
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Chapter 4. THE CRITIQUE OF HUBERT DREYFUS

Alfred North Whitehead, who was co-author with Bertrand

Russell of ’Principia Mathematica’, has observed in his
‘Adventures of Ideas’ that:

"(Plato’s) later dialogues circle round seven
notions, namely - The Ideas, The Physical
Elements, The Psyche, The Eros, The Harmony,
The Mathematical Relations, The Receptacle. I
mention them because I hold that all philosophy
is in fact an endeavour to obtain a consistent
system out of some modification of these no-
tions." (Whitehead, 1933:354)

That is as much as to say that more than 2000 years of
Western philosophy amounts to little other than a series of
footnotes on Plato.

The work of Hubert Dreyfus goes some way to corroborate
Whitehead’s remark, for Dreyfus has much to say about Plato
in his influential book ’What Computers Can’t Do’ first
published in 1972. Dreyfus is interested in the legacy of

Plato not on account of the metaphysical doctrines it
contains, but rather as a foil and counter-example to his

own epistemological point of view. Furthermore, he is a
critical rather than an adnmiring commentator. Plato, for

Dreyfus, 1s the originator of the view that thought can
only be described as knowledge if it can be stated explic-
itly. |

"Since the Greeks invented logic and geometry,
the idea that all reasoning might be reduced to
some kind of calculation - so that all argu-
ments could be settled once and for all - has
fascinated most of the Western tradition’s
rigorous thinkers. Socrates was the first to
give voice to this vision. The story of artifi-
cial intelligence might well begin around 450
BC when (according to Plato) Socrates demanded
of Euthyphro, a fellow Athenian who, in the
name of piety, is about to turn in his own
father for murder: ’I want to know what 1is
characteristic of piety which makes all actions
pious... that I may have it to turn to, and to
use as a standard whereby to judge your actions
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and those of other men." Socrates is asking
Euthyphro for what a modern computer theorist
would call an ‘effective procedure’, ‘a set of
rules which tell us, from moment to moment,
precisely how to behave’.

Plato generalised this demand for moral cer-
tainty into an epistemological demand. Accord-
ing to Plato, all knowledge must be stateable
in explicit definitions which anyone could
apply. If one could not state his know-how 1n
terms of such explicit instructions - if his
knowing how could not be converted into knowing
that - i1t was not knowledge but mere belief."
(Dreyfus, 1979:67-68)

Dreyfus goes on to trace the progress of the interpretation
of kKnowledge as something necessarily explicit through the

work of Galileo, Hobbs and lLeibniz to Boole and Babbage.
The development of computers in the 1940’s brought this

strand of Western thought to its culmination.

"For, since a digital computer operates with
abstract symbols which can stand for anything,
and logical operations which can relate any-
thing to anything, any digital computer (unlike
an analogue computer) is a universal machine.
First, as Turing puts it, 1t can simulate any
other digital computer....Second, and philo-
sophically more significant, any process which
can be formalised so that it can be represented
as a series of instructions for the manipula-
tion of discrete elements, can, at least in
principle, be reproduced by such a machine.

But such machines might have remained overgrown
adding machines had not Plato’s vision, refined
by two thousand years of metaphysics, found in
them its fulfilment. At last here was a machine
which operated according to syntactic rules on
bits of data. Moreover, the rules were built
into the circuits of the machine. Once the
machine was programmed there was no need for
interpretation; no appeal to human intuition
and Jjudgement. This was just what Hobbs and
Leibniz had ordered, and Martin Heideggar
appropriately saw in cybernetics the culmina-

tion of the philosophical tradition." (Dreyfus,
1979:72)

But if the power and generality of the new machine was to
be realised in practice then some "technique for converting

any practical activity such as playing chess or learning a
language into a set of instructions" (Dreyfus, 1979:74) was
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needed. Some of the early artificial i1ntelligence programs
appeared to be examples of such a technique.

"With digital computers solving such problems
as how to get three cannibals and three mis-
sionaries across a river without the cannibals
eating the missionaries, it seemed that finally
philosophical ambition had found the necessary
technology: that the universal high-speed
computer had been given the rules for convert-
ing reasoning into reckoning.

The field of research, dedicated to using
digital computers to simulate intelligent
behaviour, soon became Kknown as ‘artificial
intelligence’." (Dreyfus, 1979:77)

We have seen earlier that John Searle defines strong AI as
the reproduction of human intelligence by means of a com-
puter. He proceeds to prove, I think convincingly, that
what he calls strong AI is impossible. For Dreyfus, howev-
er, artificial intelligence means not the reproduction of
5’ intelligence but the simulation of intelligent behaviour.
This 1s the undertaking which Searle refers to as weak Al.
I think that the two activities are more usefully described
as strong and weak CS respectively. But regardless of
terminology, it is clear that Searle and Dreyfus are ad-
dressing themselves to different, if related, topics.

Dreyfus’s criticism of artificial intelligence is more far-

reaching than Searle’s. For Dreyfus, the point to be refut-

(| ed is not that computers can think, but that thought itself
is a species of computation. For, he argues, if reasoning
could be converted into reckoning by becoming mechanised,
then far-reaching consequences for our ways of seeing
everything will ensue.

"Aristotle defined man as a rational animal,
and since then reason has been held to be of
the essence of man. If we are on the threshold
of creating artificial intelligence we are
about to see the triumph of a very special
conception of reason. Indeed, if reason can be
programmed into a computer, this will confirm
an understanding of man as an object, which
Western thinkers have been groping toward for
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two thousand years but which they only now have
the tools to express and implement. The incar-
nation of this intuition will drastically
change our understanding of ourselves. If, on
the other hand, artificial intelligence should
turn out to be impossible, then we will have to
distinguish human from artificial reason, and
this too will radically change our view of
ourselves. Thus the moment has come either to
face the truth of the tradition’s deepest
intuition or to abandon the mechanical account
of man’s nature which has been gradually de-
veloping over the past two thousand years."
(Dreyfus, 1979:78-79)

Dreyfus’s proclaimed intention to refute the notion that
calculation is the same thing as thinking is therefore much

more than an attempt to undermine artificial intelligence.
It is, for him, the final battle in the war between man as

a rational mechanism and man as a free intellect. And the
casus belli is artificial intelligence.

Dreyfus divides his task into three distinct stages. He
begins by claiming that the promise of artificial intelli-
gence remains unrealised, and will never in fact be ful-
filled, because of intractable methodological difficulties.
He takes as examples of unrealised promise the early of

attempts at machine translation of natural language, prob-
lem solving and pattern recognition.

\jﬁunfulfilledPronise - Machine Translation
one of the early machine translation programs was developed
by a team at the National Physical Laboratory in Teddington
lead by A ] Szanser. Work began in 1959 and by 1966
it had achieved an assessment of "slightly less than good"
(Szanser, 1967) The NPL program, like others which appeared
during the late 50’s and early 60’s, was based upon a much

oversimplified procedure which can be illustrated diagram-
matically as;

Source language =—===- > Target language.

The NPL program made use of a large dictionary of technical
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terms in English and Russian which had been compiled at
Harvard University (Oettinger, 1955). The hope was that by
selecting matched English and Russian words, and then
ordering them according to syntactic rules, a high quality
machine translation in the direction of either 1angua§e
would result, at least of technical texts. But, as was
suspected at the time and is known now, the complexity of
natural langquages will quickly overwhelm such a primitive
scheme. There are four main defects in the simple NPL
algorithm and other similar machine translation programs.

In the first place, the source language may employ a single
word with two meanings while the target language expresses
each meaning with a separate word. For example, the two
meanings of the English word ’‘pen’, used of an implement
for writing with ink and also to denote a small enclosure,
is represented in French by ’‘plume’ and ’‘parc’ respective-
ly. Therefore, in order to select the correct French word
when translating an English text, and vice versa, it is
necessary to know the meaning as well as the syntactical
description of the words in a translation program’s dic-
tionary. This difficulty in making a translation is re-
ferred to as lexical ambiguity.

A corresponding difficulty, known as grammatical ambiguity,
results from the fact that an ambiguous sentence in the

source language may be represented by several different
grammatical structures in the target language. To say in
English that ’He follows Darrida’ could be correctly trans-
lated into French either as ‘Il suit Darrida’ or ‘Il sous-
crire au Darridism’. The intransitive English verb in the
first case is translated into a French intransitive verb,
while in the second case a transitive verb is required in
the translation. As with the lexical ambiguity of individu-
al words, the meaning of the English sentence must be

disambiguated before a corresponding French construction
can be found.
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When a connective or a pronoun serves the grammatical
purpose of pointing back to something which has been said,
it is described as anaphoric. But a difficulty, in the
context of machine translation, is that it may well be
capable of referring to more than one preceding word or
clause. For instance, the pronoun ‘it’ in the last sentence
may refer to the nouns ‘connective’ or ‘pronoun’ in the
sentence before, or to the noun phrase ’a difficulty for
machine translation’ in the same sentence. References to
objects which occur later than the pronoun or which 1lie
outside the text altogether are known as cataphoric and
exophoric respectively (Halliday & Hasan, 1976). The prob-
lem of referential cohesion occurs frequently in linguistic
analysis. Texts containing these types of reference can
only be translated correctly if the exact referent is
known, and this is of course a question of semantics rather
than syntax.

A particularly intractable difficulty in all language
translation, both for a human linguist and a computer, is
dealing with idioms. An idiom is a linguistic construction
approved by usage whose significance differs from its
grammatical meaning. Elaine Rich (1983) observes that;

"An idiom in the source language must be recog-
nized and not [mechanically] translated direct-
ly into the target language. A classic example
of the failure to do this is illustrated by the
following pair of sentences. The first was
translated into Russian, and the result was

then translated back to English, giving the
second sentence:

1. The spirit 1is willing but the flesh is weak.
2. The vodka is good but the meat is rotten.

It 1is evident that a third element must be added to the
simple diagrammatic representation of machine translation
if it is to become a method capable of overcoming the
lexical, grammatical, referential and idiomatic obstacles.
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The diagram must be expanded into the form;
Source language =---=-> Semantic encoding ---> Target language

Dreyfus agrees with the need for a semantic component 1in a
workable automatic machine translation algorithm. He goes

on to argue that fully automatic high quality translation,
often abbreviated to FAHQT, is impossible because meaning
cannot in fact be represented by any formal symbolic sys-
tem. Furthermore, he applies his comments on semantic
processing to problem solving and pattern recognition
programs as well as attempts at machine translation. His
reasons for this assertion, which makes up the second part

of his analysis of weak CS, are interesting and, I think,
cogent.

Unfulfilled Promise - Computer Chess

It is possible, in principle, to solve many problems Dby
enumerating every possibility and then attempting to select
the best solution from the list. The problem to which this
exhaustive process of ’‘counting out’ has most often been
applied is the game of chess. The conduct of a chess player
is completely rule bound but the immense number of possible
board states, some 10120, means that playing and winning
the game is not a simple matter. The combination of strict
formality and enormous extent has made chess a favourite
vehicle for experiments in problem solving by computer.

The algorithm upon which all modern chess playing programs
are based is the ’lookahead=-evaluate-minimax’ model that
was first proposed by Claude Shannon in 1950. Using this
method the machine proceeds by searching ahead from the
current position along a branching tree of possible moves.
The result of each possibility is recorded on a numerical
scale and the move with the highest score is selected and
made. It has been found that in chess there is an average
of about 35 lookahead branches for each board state. Other
things being equal, therefore, the lookahead tree would
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grow by powers of 35. Advances in the design of chess
playing programs have taken the form of finding ways to
prune the lookahead tree, and the recent Cray Blitz program

(Hyatt et al, 1986) grows by a power of only about 8 for
each ply.

By 1967 the MacHACK chess program had achieved the standard
of an average club player (Greenblatt, Eastlake & Crocker,
1967). More recently the Cray Blitz program has beaten
players of National Master standard and is rated at about
2300 on the United States Chess Federation scale (Hyatt et
al, 1986). Although progress in the techniques available
for pruning the lookahead tree have helped to reach what
is, by the standard of ordinary mortals, a very high rating
the most important factor has been an enormous increase 1in
the power of computers. MacHACK ran on a DEC PDP-6 capable
of 2 x 10> arithmetic operations per second, while the Cray
X-MP two processor machine upon which the 1983 version of
Cray Blitz was implemented has a speed of 1012 arithmetic
operations per second, a five million-fold increase in
speed of processing.

Chess playing programs show clearly the effects of a funda-
mental difficulty facing any problem solving routine which
relies on exhaustively counting out the possibilities,

which is the fact that the necessary number of computations

increases exponentially with the size of the problem. This
phenomenon is known in computer jargon as ’‘the combinatori-
al explosion’.

"Chess, however, although decidable in princi-
ple by counting out all possible moves and
responses, presents the problem inevitably
connected with choice mazes: exponential
growth. Alternative paths multiply so rapidly
that we cannot even run through all the branch-
ing possibilities far enough to form a reliable
judgement as to whether a given branch 1is

sufficiently promising to merit further explo-
ration." (Dreyfus, 1979:101)
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Few people would disagree with Dreyfus when he claims that
an attempt to simulate cognition, even using a very large

computer to count out all the possibilities, is doomed to
fail in the case of any but trivially small problems. The
processing power of the human brain, which is about 1018
arithmetic operations per second, is some million times
faster than a supercomputer. However, desplte the remarka-
ble power of the chemical computer housed within his skull,
a human player is no more able to count out all possible
moves in a game of chess than is Cray Blitz. The number of

possibilities remains much too large for the brain as it is
for the supercomputer.

Unfulfilled Promise - Pattern Recognition

Nearly everything that we do involves, i1f it does not
actually follow from, an act of perception. The word
'perceive’ derives ultimately from the Latin ‘capere’
meaning ‘to lay hold of’, and the modern usage similarly
implies the active acquisition of information or knowledge.
The enterprise of "making machines do things that would
require intelligence if done by men" therefore leads natu-
rally to experiments in computer perception. A sub-division

of this undertaking is the attempt to program a computer to
recognise patterns.

One might hope that pattern recognition would be easier to
do than perception by computer because the pre-existence of
the pattern to be recognised restricts the scope of the
problem. Perception in the general sense leaves open the
question of what it is that is to be perceived. But it
quickly emerges that pattern recognition is more difficult
than it at first seems. In his role of the gadfly of the
artificial intelligence community, Hubert Dreyfus has not
been slow to point out some of these difficulties and their
consequences.

"A computer must recognise all patterns 1in
terms of specific traits. This raises problems
of exponential growth which human beings are
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able to avoid by proceeding in a different
way. Simulating recognition of even simple
patterns may thus require recourse to each of
the fundamental forms of human ‘information

processing’ discussed this far. And even if in
these simple cases artificial intelligence
workers have been able to make some headway
with mechanical techniques, patterns as complex
as artistic styles and the human face reveal a
loose sort of resemblance which seems to re-
quire a special combination of insight, fringe
consciousness, and ambiguity tolerance beyond
the reach of digital machines. It is no wonder,
then, that work in pattern recognition has had

a late start and an early stagnation." (Drey-
fus, 1979:120)

I think that much of what Dreyfushsays here is perfectly
true. It is impossible to see how a computer, which has no
human or personal history nor is possessed of intentionali-
ty, can ever be programmed to recognise a Tinoretto, to
distinguish between a string quartet by Hayden and another
by Mozart, or to pick out a particular face in a crowd. He
could also have included in his list of impossibilities the
perception of significant patterns in a game of chess. But
the passage that I have quoted above displays the charac-

teristic weakness, as well as the cogency, of Dreyfus’s
line of argument.

He correctly points out the impossibility of doing some-
thing difficult by imitating human methods of thought and
he goes on to imply, erroneously I think, that simpler
tasks of a similar type are therefore also impossible to
carry out. This follows from his failure to distinguish
between the imitation and the mere simulation of cognition.

Just as he was lead in 1965 to dismiss the possibility of
expert computer chess by the fact that:

"situations will always occur in which the
machine cannot pursue the chain of moves which
contains the winning combination; thus, there
will always be games that people can win and
machines cannot." (Dreyfus, 1965)
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So he concludes that all pattern recognition research 1is 1in
a state of stagnation because no computer could recognise a
painting in a museum. But more humble lines of pattern
recognition research are not at a halt. The last twenty
vears has, for example, seen a great deal of progress in
the automatic recognition of printed and typewritten char-

acters. The topic of character recognition is often abbre-
viated as CR.

The most simple type of CR machine makes use of magnetic
printing ink. Serial numbers on bank cheques, for example,
when read using a magnetic scanner, produce a characteris-

tic waveform. The waveform can be compared very easily with
a stored bank of waveforms representing. the elements of the
font used in printing the cheque forms, and the result
output to a computer screen or file. Magnetic CR machilnes

work very fast, but little intelligence, real or artifi-
cial, is required of thenmn.

The reverse is true of programs written to recognise hand-
writing. The great variety of graphical forms which appears
in handwritten texts is often sufficient to confuse the
human eye. But despite great differences in size, regulari-
ty, shape and connectedness in cursive script it is possi-
ble to achieve recognition rates as high as 97% (Davis &
Lyall, 1986). This is done by extracting the elements of

which a character is composed and comparing them with a
database containing the set of possible graphical strokes

(Eden, 1968). The advantage of this method is that a stroke
which does not precisely match the pattern, a crossing of a
't’ which 1s not accurately horizontal for example, can be
recognised as a rotated crossing stroke rather than being
rejected as outside the set. Furthermore, a character can
be recognised correctly even if one of its elements is
missing provided that the combination of characters that it
does exhibit 1s possessed by no other character. Cursive
script recognition, or CRS, programs have decipherment
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capabilities which, were they exhibited by human readers,
would be considered to demonstrate intelligence.

An intermediate position on the artificial IQ scale is
occupied by the optical character reading, or OCR, na-
chines. The type now frequently seen on office desks can
usually read only a restricted number of printed character
fonts. The DEST PC machine, for instance, can read a piece
of text provided that it is printed on one of 12 daisywheel
typefaces or 9 produced on a dot-matrix printer. Recogni-
tion is carried out by comparing the character as it is
read with a prepared database of standardised character
forms. These machines are accurate within their design
limits, but they are somewhat restricted in their capabili-
ties. The DEST PC will fail to recognise text that has, for
example, been enlarged or reduced in a photocopier. This
machine is a long way from displaying the '"special combina-
tion of insight, fringe consciousness and ambiguity toler-
ance" which Dreyfus supposed to be indispensable, but it is
nevertheless a very useful device to anyone who has to
handle text.

However, the type of OCR machine that possesses a database
which is trainable rather than standardised can perform at
a level that i1s a convincing imitation of intelligence. The
KDEM system (Hockey & Scott, 1981) employs a vertical slit
optical reader by means of which an enlarged image of a
character is sent to the screen, together with the system’s
guess as to which alphanumeric character it is. The opera-
tor confirms or corrects the system’s -judgement, whereupon
the character is entered into the database. The key to the
effectiveness of the system is that a character is stored
not as a single complete image, but rather as an assembly
of graphical features. This enables subsequently read
characters to be identified even if they differ in some
ways from any of the database records. An ‘i’ without a
dot, for example, will be read correctly because the pro-
gram has been supplied with the fact that no other charac-
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ter in the Roman alphabet possesses only a short perpendic-
ular stroke which springs from the baseline. The result of

the process of training is that the system soon ceases to
call for confirmation of the identity of a character, and

it i1s able to go ahead and read the rest of the document
without help from the operator. If the ability to accept

training is held to be a feature of intelligence, then the

KDEM system can lay claim to the artificial variety of that
faculty.

The Human Situation

It appears, on Dreyfus’s assessment, that a computer will

never be able to translate text, play chess or recognise
patterns. He points to our human ability to recognise a
Degas, or to translate Dante, and one must concede in his
favour that a grandmaster can still defeat even a program
as powerful as the Cray Blitz. Wherein, then, lies the
difference between computing machines on the one hand and,
on the other, our own selves as cognitive beings? This
question brings us to the last part of Dreyfus’s argument

against weak CS, which he sees as the final incarnation of
the Platonic tradition.

The last stage of Dreyfus’s attempt to rebut the claims of
researchers in artificial intelligence consists of giving
an alternative account of how it is that humans display

actual intelligence. This he does from a phenomenological
point of view.,.

Dreyfus the phenomenologist approaches the question of
human performance by examining what a chess player thinks
he is doing while he is conducting his game. The American
chess master Eliot Hearst attributes the skill of the human
player not to the number of moves he can foresee, but to

his ability to judge the significance of the pattern and
structure which a game displays.
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"Apparently the master perceives the setup in
large units, such as pawn structure or cooper-
ating pieces, and can even decide which side
has the advantage. When he does make an error,

it is very often one of putting a piece on a

very desirable square for that type of posi-
tion." (Hearst, 1967:35)

That is to say, the player begins by seizing upon the
overall pattern of the game. He identifies the places in
which he and his opponent is strong or weak, he recalls
previous games in which he has faced a similar situation,
and he exploits what he knows about his opponent’s style of
play. Only then does he count out the possible moves. This
type of problem solving Dreyfus calls ‘zeroing-in’. Zero-
ing-in 1is based upon intuition and interpretation, not upon
calculation, and it works from the general to the particu-
lar. It is, in fact, the converse of ‘counting out’.

Zerolng-in works for us because we can use the context of
our situation to judge the significance of things. A piece
is vulnerable in the context of a particular state of the

board, and a move is made because of later moves that it
may facilitate. But the context of the board is influenced
by the context of experience of the two players, and that
in its turn is partly a function of the state of chess
culture. And the culture of chess is a part of general
culture, which exists in history. It is impossible to

provide a computer with all that is needed to zero in on a
problem because the sequence of the layers of context forms
an infinite regress.

"Thus, for example, to pick out two dots in a
picture as eyes one must have already recog-
nised this context as a face. To recognise this
context as a face one must have distinguished
its relevant features such as shape and hair
from the shadow as and highlights, and these,
in turn, can be picked out as relevant only in
a broader context, for example, a domestic
situation in whlch the program can expect to
find faces. This context too will have to be
recognised by its relevant features, as social
rather than, say, meteorological, so that the
program selects as significant the people
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rather than the clouds. But if each context can
be recognised only in terms of features select-
ed as relevant and 1nterpreted in terms of
broader context, the AI worker is faced with a

regress of context." (Dreyfus, 1979:289)

Human beings, as sentient creatures, can cut short the
regress of context because they have a personal point of
view from which to decide what aspects of the context are
relevant. As Ludwig Wittgenstein puts the matter, "What has
to be accepted, the given, is - so one could say - forms of
life." (PI II, 226). But a computing machine, which can do
no more than manipulate a formalism of symbols, would need
an infinite amount of information if it were to be able to
arrest the infinite regress of the problem context.

Conclusion

In the previous chapter I have given an account of Searle’s
Chinese Room experiment in which, in my opinion, he dis-
poses of the notion that a computer can be said to be
thinking just because it is able to manipulate symbols.
Dreyfus’s attack on artificial intelligence research has
been described in this chapter. He dismisses artificial
intelligence not just because it cannot instantiate think-
ing but because it cannot, he asserts, simulate thinking
either. But there are many parallels between the two analy-
ses offered by Searle and Dreyfus. In the next chapter 1
attempt to compare their arguments in such a way as to come
to a conclusion about the status of cognitive simulation as
a sub-division of the topic of artificial intelligence.
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Chapter 5. SEARLE, DREYFUS AND THE SIMULATION OF COGNITION

Some conscious states of mind occur without direct refer-
ence to the outer world. For example, voluntary movement of
the body, the sensation of a painful tooth or the exercise
of memory are states of mind that are directed inwards upon
oneself. They are complete without reference to external
reality, and are in a sense intransitive. But other states
imply the relevance of something in the outside world. One
may believe that something is not so, one may wish some-
thing to be so, or one may be afraid of something. These
states, which are directed at an external object or set of
independent circumstances, are known as intentional states.

Intentional States

The fact that intentional states are internal mental phe-
nomena rather than percepts 1s shown by the fact that an
intentional state can be directed at an unknown or ficti-
tious object.

"for a large number of Intentional states I can
have the state without the object or state of
affairs that the Intentional state is directed
at even existing at all: I can believe that the
king of France is bald even if, unknown to ne,
there is no king of France; and I can hope that
it will rain even if it doesn’t rain." (Searle,
1979:74)

Searle has capitalised the word Intentional in the text of
his paper in order to distinguish the philosophical use of
the term from its meaning in ordinary usage of '"done on
purpose". In the absence of intentional states, in this
technical sense of the word, the mind would be isolated
from its environment and thinking would be impossible.
However, the essential point, in the context of artificial
intelligence, about the notion of intentionality is that it
involves a two-term relationship. There has to be the
object or circumstance which is referred to, and there must

be a conscious being capable of directing attention to

page 52



( those things. Intentionality is the name for the logical
link which connects the two sides of the relation.

However, in the notion of meaning as proposed by Schank

Z (1975) as part of his theory of conceptual dependency there
is no room, nor any need, for intentional states.

"We define an interlingua as a representation
of meaning of natural language that does not
involve any of the words of the language. This
representation of meaning should be extractable
from any language and capable of being generat-
ed into any other language.

In order to try to develop an interlingual
j; representation it is necessary to reject the
idea that thought does not exist independent of
language. We thus propose that language has
words which name thoughts and that thoughts can
be separated. Thus we assume that any language

can be translated into any other language."
(Schank, 1975:8)

That is to say, meaning resides in the words themselves,

d independently of the linguistic relation of an observer to
those words.

The semantic autonomy of the object is, no doubt, required
if semantic processing by computer is to become a reality.
- But I think that Searle has placed his finger accurately
upon the feature that most clearly distinguishes thought
from computation. He explains the result of the Chinese

room experiment as following from the necessarily inten-
tional character of thought, and that this intentionality

is possessed by the programmers, not the computer.

"formal symbol manipulations by themselves
don’t have any intentionality; they are quite
meaningless; they aren’t even symbol manipula-
tions, since the symbols don’t symbolise any-
thing. In the linquistic jargon, they have only
a syntax but no semantics. Such intentionality
as computers appear to have is solely in the
minds of those who program them and those who
use them, those who send in the input and those
who interpret the output." (Searle, 1980a:422)
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In short, intentionality, which is indispensable for
thought, is a two-term relationship between a conscious
being and the external world. Conceptual dependency, on the
other hand, is based upon single terms each of which is
held to characterise something in the world. In short,
conceptual dependency attempts to replace a two-term inten-
tional relationship with a single-term property attribu-
tion. A computer may indeed be programmed to manipulate the
components of a Schankian script, but Searle’s analysis of

intentionality shows why we should not mistake this for
thought.

Although Searle claims (1980b:454) that "I am
concerned....only incidentally with the ’‘mind-brain prob-
lem’.", he does in fact devote much of the space in his
paper to what he calls the causal powers of the human
brain. He has shown that intentionality is indispensable to
thought, and he wants to go on to demonstrate that only
brains can display intentionality. Thus he is led, despite
a disclaimer, to say something about the vexed problem of
the relationship between the brain and the mind.

It is possible to argue, as did Rene Descartes, that the
brain as a part of the body is a physical object while
thought is immaterial and takes place in a sphere remote
from space and time where the laws of physics do not apply.
A person’s bodily life, from this point of view, takes
place 1n the physical world and is external to him, while
those things that occupy his mind constitute his internal
life. There are a number of difficulties with Cartesian
dualism, the most intractable of which is the problem of
accounting for the interactions of the mind and the body.
David Hume was the first thinker to acknowledge this com-
pletely, and he found himself in consequence driven to
embrace a completely solipsistic view of the world. If
one’s mind is indeed remote in space and time from one’s

brain, then the only thing of which the possessor of a mind
can have knowledge is that same mind.
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Most thinkers other than Hume have felt it necessary to try
to modify the doctrine of Cartesian dualism so as to evade
solipsism. Gilbert Ryle in his ’‘The Concept of Mind’ (1949)
made a comprehensive attack of what he called "the ghost in
the machine", by which he meant the idea that our machine-

like bodies are inhabited by an immaterial ghost-like mind.
He advanced a monist conception of the relation of brain

and the mind. According to Ryle, to speak of a mind is to
discuss someone’s propensity to do things.

"To talk of a person s mind is not to talk of a
repository which is permitted to house objects
that something called ‘the physical world’ is
forbidden to house; it is to talk of the per-
son’s abilities, liabilities, and inclinations
to do and undergo certain sorts of things, and
of the doing and undergoing of these things in
the ordinary world. Indeed, it makes no sense
to speak as 1f there could be two or eleven
worlds. Nothing but confusion is achieved by
labelling worlds after particular avocations.
Even the solemn phrase ’‘the physical world’ is
as phllOSOPhlcally pointless as would be the
phrase ’‘the numismatic world’, ‘the haberdash-

ery world’, or ’the botanical world." (Ryle,
1949:190)

To suppose otherwise, he says is to make the "category
nistake" of inventing a thing for whose reality the only
evidence is the existence of a word. Ryle’s critique of
dualism is, like Descarte’s proposal, conceptual, and

neither thinker makes any appeal to empirical evidence to
support his position.

For his part, Searle produces in his paper a sketch of a
position on the brain-mind problem which rests a little
awkwardly between the views of Ryle and Descartes. He
claims that there is a necessary biological relationship
between cognition and the kind of creatures we are.

"Tt is not because I am the instantiation of a
computer program that I am able to understand
English and have other forms of intentionality
(I am, I suppose, the instantiation of any
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number of computer programs), but as far as we
Know it is because I am a certain sort of
organism with certain biological (i.e. chemical

and physical) structure, and this structure,
under certaln conditions, is causally capable

of produ01ng perception, action, understanding,
learning, and other intentional phenomena. And
part of the present argument is that only
something that had those causal powers could
have that intentionality." (Searle, 1980a:422)

It seems to me that Searle has quite unnecessarily muddied
the water by appealing to what he claims is accepted empir-
ical knowledge. We have in recent years learned quite a lot
about how nerve impulses in the brain are transmitted, and
we know where in the brain some cognitive processes are
centred. But the manner in which thoughts and feelings are
related to, or result from, the physiological working of
the brain remains a deep and fascinating mystery. Neurobi-
ologists have been able to push back the frontier of our
understanding of how the brain works, but the mind-brain
problem has retreated in step with the advance of science.
One therefore stands on very shaky ground when one tries to
put neurobiology to use in epistemological discussions.
Searle would have saved himself some inconclusive skirmish-
es wWith empirically oriented critics such as Fodor (1980)
Hofstadter (1980) and Minsky (1980) had he recognised this.
But, 1t seems to me, Searle’s case stands by its logical
coherence rather than by virtue of any empirical buttress-
ing. One may accept the conclusion of his argument while

fegretting his ill-judged excursion into the biology of the
brain.

The fact that all formal symbol manipulation systems suffer
from a complementary pair of related limitations, which are
the combinatorial explosion in the direction of counting
out and infinite regress in the opposite direction of
contextual assessment, is Dreyfus’s central insight and it
is the thought that underpins the whole of his book. I
think he 1is correct to conclude from this discovery that a
computer can never simulate thinking, and that the project
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of weak CS 1is impossible. A computer that is instructed to
count out all possibilities will never complete the task,

while 1f 1t 1s to zero-in upon the problem it will require
an infinite amount of contextual information.

Searle has shown that strong CS, in the sense of the repro-
duction of cognition by computer, is also impossible. But

he does not attempt to extend his disproof to weak CS, or
to artificial intelligence in general.

"He (Schank) thinks I want ‘to call into ques-
tion the enterprise of AI.’ That is not true. I
am in favour of weak AI, at least as a research
program." (Searle, 1980b:453)

Phenomenology
Dreyfus, however, extends his argument against weak CS to

embrace any attempt to use computers in cognitive studies,
and indeed he takes it so far as to reject the entire

Western analytic attitude towards personal experience.

"We have seen that what counts as ’a complete
description’ or an explanation is determined by
the very tradition to which we are seeking an
alternative. We will not have understood an
ability, such as the human mastery of natural
language, until we have found a theory, a
formal system of rules, for describing this
competence. We will not have understood beha-
viour, such as the use of language, until we
can speclfy that behaviour in terms of unique
and precisely definable reactions to precisely
defined objects in universally defined situa-
tions. Thus, Western thought has already com-
nitted itself to what would count as an expla-
nation of human behaviour. It must be a theory
of practice, which treats man as a device, an
object responding to the influence of other
objects, according to universal laws or rules.

But it 1is just this sort of theory, which,
after two thousand years of refinement, has
become sufficiently problematic to be rejected
by philosophers both in the Anglo-American
tradition and on the Continent. It is just this
theory which has run up against a stone wall in
research in artificial intelligence. It is not
some specific explanation, then, that has
failed, but the whole conceptual framework
which assumes that an explanation of human
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behaviour can and must take the Platonic form,
successful in physical explanation; that situa-
tions can be treated like physical states; that
the human world can be treated like the physi-
cal universe. If this whole approach has
failed, then in proposing an alternative ac-
count we shall have to propose a different sort
of explanation, a different sort of answer to
the question ’‘How does man produce intelligent
behaviour?’ or even a different sort of ques-
tion, for the notion of ’‘producing’ behaviour
instead of simply exhibiting it is already
coloured by the tradition. For a product must
be produced in some way; and if it isn’t pro-
duced in some definite way, the only alterna-
tive seems to be that it is produced
magically." (Dreyfus, 1979:232)

The point of view from which Dreyfus conducts his critique
of artificial intelligence is that of the phenomenological
school of thought. This many-syllabled word denotes a
method of philosophical enquiry whose twentieth century
form was initiated by Edmund Husserl with the publication
in 1913 of his ’‘Ideen zu einer reinen Phanomenologie und
phanomenologishen Philosophie’. The central idea upon which
phenomenology is founded is Husserl’s assertion that a
study of meaning must rest upon insight rather than, as
empiricists would have it, upon generalisations from expe-
rience. Husserl maintains that no distinction can be made
between perception and what is perceived, and that objects
are correlated with states of mind. For Husserl conscious-
ness was all. Husserl’s ideas were developed principally by
Martin Heidegger with his ’Sein und Zeit’ of 1927 and by
the French philosopher Maurice Merleau-Ponty whose ’‘Pheno-
menologlie de Perception’ appeared in 1945. The later
thought of Ludwig Wittgenstein has many parallels with, and

some important differences from, the phenomenological
mainstream.

It 1s at once apparent that phenomenology is in conflict

with the entire Western tradition of analytic philosophy,
and in particular with the scientific view of reality. The

scientific viewpoint is based upon the assumption that
there exists an external physical reality and that human
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thought occurs with reference to it. It is precisely this
attitude to which Husserl attributes all our troubles and
confusion.

"Husserl contends that in striving to build up
an objective picture of reality, scientific

practice has progressively cut off subjective
experience from the life-world to such an

extent that Western man is in a permanent state
of crisis, i.e. he feels that science is his
only source of facts and loses consequently his
lived relations to the historical and social
reality of life. In brief, Western man is
deprived of the immediate evidence of his world
considered as the realm of significant rela-
tions to objects and to his fellow men, and is
condemned to rely on 1intermediate abstract
constructs: the life-world is concealed by the

transcendental act of scientific elaboration.™
(Thines, 1987:327)

Few people whose reflective capacities are not completely
atrophied can fail to see the force of Husserl'’s conten-
tion. A purely calculative attitude, characterised 1in
French by the adjective ’Cartesian’, dominates much of
modern life and it brings alienation as often as enlighten-
ment in its train. The world does indeed turn to stone when
it is subjected to the stare of an exclusively scientific
Minerva. But only an over-riding impulse to be completely
consistent in all of one’s thoughts can drive one to place
personal experience in diametric opposition to scientific
knowledge. Fortunately, scientific rationality and human
experience are only obliquely in conflict and one need not,

I think, be either inflexibly scientific nor steadily
introspective about everything.

Hubert Dreyfus came to the study of artificial intelligence

from a phenomenological background, and he has a character-
istically wary attitude to science.

"if my favourite thinkers (who might be called
antiphilosophers) were right, the new computer
approach should not work, based as it was on
using programs or rules to impart ’knowledge’
to machines. So I confidently continued to
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teach Merleau-Ponty’s claim that perception and
understanding are based in our capacity for

picking up not rules, but flexible styles of
behaviour. For example, someone who knows how
to drive a car with a shift on the steering
column can easily transfer the skill to a shift
on the floor, even though the rule describing
the sequence of movements requlred would be
very different. Explaining Heideggar, I contin-
ued to assert that we are able to understand
what a chair or a chair or a hammer is only
because it fits into a whole set of cultural
practices in which we grow up and with which we
gradually become familiar. As I taught I won-
dered more and more how computers, which have
no bodies, no childhood, and no cultural
practices, but are disembodied, fully formed,
nonsocial, purely analytic engines, could be
intelligent at all. Clearly, if the word I was
getting from the robot factory was right, then
the antiphilosophers I was teaching were wrong.
I realised that if I was to go on teaching
those antiphilosophers to skeptical students,
whom I now thought of as the heirs of Plato,
Kant and Husserl, I had better find out just
how intelligent computers were and how intelli-

gent they were likely to become." (Dreyfus &
Dreyfus, 1986:5)

When Dreyfus turns his eye upon artificial intelligence he
sees 1n it the culmination of the analytic de-humanisation

of the Western world view. While this may seem to be rather
a heavy burden to be borne by a mere sub-division of com-

puter science, I think that it is important to take note of
what he says. Dreyfus speaks as a philosophical historian,
as a well informed critic of artificial intelligence and as
a lucid spokesman for an anxiety about computers and compu-
tation that is widespread in the educated public.

"During the past two thousand years the impor-
tance of objectivity; the belief that actions
are governed by fixed values; the notion that
skills can be formalised; and in general that
one can have a theory of practical activity,
have gradually exerted their influence in
psychology and in social science. People have
begun to think of themselves as objects able to
fit into the inflexible calculations of disen-
bodied machines: machine for which the human
form-of-life must be analysed into meaningless
facts, rather than a field of concern organised
by sensory-motor skills. Our risk is not the
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advent of superintelligent computers, but of

subintelligent human beings." (Dreyfus,
1979:280)

The Limits of Phenomenology

I am not equipped to adjudicate upon Dreyfus’s attempt to
overturn nearly everything that has been thought in the
West since the time of Plato. However, I do feel able to
say that, so far as artificial intelligence is concerned,
his argument against weak CS is sound, and that there is
indeed a wide ontological gulf lying between our minds and
our machines. But I also think that Dreyfus underestimates
the scope and complexity of "the enterprise of AI", and
that he fails to recognise that artificial intelligence is
not an exclusively conceptual undertaking. He is on weak
ground when, embarking upon the last section of his task,
he attempts to consign all parts of the subject of artifi-
cial intelligence to the paper shredding machine.

There i1s a discontinuity between the analysis that Dreyfus

offers of machine thinking and the predictions he makes
about the future of artificial intelligence. He has identi-
fied, I think correctly, the reason why FAHQT is impossi-

ble, which 1s the problem of the infinite regress of con-
text. He then goes on to say,

"The foregoing considerations concerning the
essential role of context awareness and ambi-

guity tolerance in the use of a natural lan-
guage should suggest why, after the success of
the mechanical dictionary, progress has come to
a halt in the translating field. Moreover,
since, as we have seen, the ability to learn a

language presupposes the same complex combina-
tion of human forms of ‘information processing’
needed to understand a language, it is hard to

see how an appeal to learning can be used to
bypass the problems this area must confront."
(Dreyfus, 1979:111)

It follows from the impossibility of FAHQT, Dreyfus main-
tains, that every language translation program must be
useless. But to say this is to needlessly circumscribe the
topic artificial 1ntelligence. Peter Sell’s definition of
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the subject which is given in Chapter 2 points out that
"intelligent artifacts" and "models of human cognition" are

equally important in artificial intelligence.

Dreyfus 1is so preoccupied with what he thinks are faulty
computer models of cognition that he fails to attach any

importance to intelligent artifacts, in the field of ma-
chine translation or elsewhere. But the development of

translators’ assistant programs (NLP, 1984), which facili-
tate rather than conduct the process of translation, would

not have occurred had Dreyfus’s condemnations encompassed
the whole truth about artificial intelligence. His assess-

ment of the future of computer chess 1s similar to his
predictions about machine translation. The human chess

player, Dreyfus says,

"sees that his opponent looks vulnerable in a
certain area (just as one familiar with houses
in general and with a certain house sees it as
having a certain sort of back), and zeroing in
on this area he discovers the unprotected Rook.
This move is seen as one step in a developing
pattern.

There is no chess program which even tries to
use the past experience of a particular game 1in
this way. Rather, each move is taken up anew as
if it were an isolated chess problem found in a
book. This technique is forced upon program-
mers, since a program which carried along
information on the past position of each piece
would rapidly sink under the accumulating data.
What is needed is a program which selectively
carries over from the past just those features
which were significant in the light of its
present strategy and the strategy attributed to
its opponent. But present programs embody no

long-range strategy at all." (Dreyfus,
1979:105)

This 1is all perfectly true, and it is indeed hard to see
how it will ever be possible for a computer to be pro-

grammed to assess the state of the board in the same way as
a human player. But despite this, computer programs can be
formidable and effective opponents for even highly skilled
players. Dreyfus himself discovered this when, despite his
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early claim that "Still no chess program can play even

amateur chess" (1965), he was beaten by MacHACK (Hayes &
Levy, 1976:6).

It has been pointed out by the Canadian psychologist Zenon
Pylyshyn that Dreyfus’s phenomenological point of view may
be responsible for his blindness to pragmatic matters.

"Clearly then the ‘information’ which Dreyfus
is concerned to have represented involves that
of which we have ‘experiential evidence’ in-
cluding such subjective phenomena as the feel-
ing of ‘’zeroing-in’ and our ‘sense of
oddness’.... It would not be enough to describe
the function but one would have to simulate the
appearances. But this amounts to a request that

we reproduce the phenomena rather than simulate
themn.

This can only reveal a basic misunderstanding
as to the function of scientific understanding.
As Einstein is said to have remarked, it is not
the function of science to produce the taste in
the soup! The scientist’s task 1s not to
duplicate phenomena but to make them accessible
to the intellect. In contemporary Western
science this can mean only one thing: The
scientist must substitute for the ’real thing’
a system built on principles which he can
understand." (Pylyshyn, 1974:65)

Dreyfus, like a good phenomenologist, wishes to emphasise
the over-riding importance of authentic human experience
and to marginalise those abstract and disembodied cerebra-
tions which collectively go by the name of science. This
viewpoint has enabled him to furnish a penetrating critique
of that part of artificial intelligence which is closest to
direct human experience, which is CS, but it also blinds
him to the importance and usefulness of the other near-
scientific topics which go to make up the subject of arti-
ficial intelligence. Dreyfus’s thought exhibits the
strengths but also the weaknesses of those who adhere to
the cause of insight in the ancient contest between ab-
stract rationality and human intuition.
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Cognitive simulation may well be, as Dreyfus claims, a
tainted study, but he takes no account of those artificial
intelligence topics for which a mere correspondence, rather
than an actual or conceptual identity, between thinking and
computing is sufficient. Most of the traditional artificial
intelligence topics other than CS are of this type, and I
think that these survive his strictures intact. Dreyfus may
be said to have carried out a valuable piece of surgery on
the body of artificial intelligence, but far from expiring
upon the operating table the patient has recovered success-
fully and 1s now more healthy than before.

The great changes that have occurred in artificial intelli-
gence research during the last decade and a half are partly
the result of the strictures of writers such as Searle and
Dreyfus. After 15 years of publishing, during which it grew
from 300 pages to 1000 pages a year, the journal Artificial
Intelligence published a long article entitled ’‘Artificial
Intelligence - Where Are We?’ (Bobrow & Hayes, 1985). The
purpose was "to ask some of the people who have been in, or
observers of, the field during these years to comment on
where we have been, where we are and what the future might

hold." The article is a stocktaking of the artificial
intelligence workshop.

Many replies were of the ’its early days yet’ kind. Donald
Michie, for example, commented that:;

"A historical analogy is with the first synthe-
sis of an organic compound in 1828, when a
trace of urea was made, previously believed

impossible except by participation of living
cells."

Most contributors reflected that ’‘its tougher than we
thought it would be’. Roger Schank observes that;

"The most significant advance in the last
decade has been the appreciation of just how

complex the nature of thinking is. We have come
to understand how complex the issues are."
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But the usually tacit thought that informed most of the
respondents’ comments was that a fundamental change has
come over all parts of the field of artificial intelligence
studies. The nature of the change was most clearly de-
scribed by Terry Winograd, who wrote:;

"My own work underwent a major change, as I
moved away from the assumption that the way to
make better and more useful computers (and
interfaces) was to get them to be intelligent
and use natural language. I recognised the
depth of the difficulties in getting a machine
to understand language in any but a superficial
and misleading way, and am convinced that
people will be much better served by machines
that do well-defined and understandable things
than those that appear to be like a person
until something goes wrong (which won’t take
long), at which point there is only confusion."

However, the magazine editors did not ask their contribu-
tors to give their reasons for their assessment of the
direction in which artificial intelligence is evolving. No
answers were sought or provided on the exact nature of the

difficulties that have been experienced, nor why it is that
many aspects of artificial intelligence have turned out to

be so much harder than was once supposed.

Conclusion
I think that much light can be shed on these more fundamen-

tal questions by making a comparison between the develop-
ment of research in artificial intelligence and the evolu-

tion of the thought of Ludwig Wittgenstein.

In the second quarter of this century Wittgenstein evolved
two very different philosophies. His first attempt upon the
problems of meaning was close in spirit to that of the
early workers on machine cognition. The cast of Wittgen-
stein’s later thinking has many parallels with the more
mature attitudes towards AI that are exhibited in the 1985
Artificial Intelligence article from which the preceding
quotations have been taken. In the next two chapters I
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shall try to contrast early and late notions of artificial
intelligence by correlating them to the development of

Wittgenstein’s thought. The early Wittgenstein has little
to offer the architect. However, the interpretation which

Wittgenstein gives in his later work to the notion of

meaning throws much light upon the process of architectural
design.
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Chapter 6. WITTGENSTEIN AND ARTIFICIAL INTELLIGENCE

During his lifetime Ludwig Wittgenstein published only one
book, his Tractatus Logico-Philosophicus, the German edi-
tion of which appeared in 1921. The translation into Eng-
lish by Charles Ogden and Frank Ramsey, which was published
in the following year with an introduction by Bertrand
Russell, has been superseded by the 1961 translation of
David Pears and Brian McGuiness, and it is the later ver-
sion of Wittgenstein’s text that I use in this thesis. The
Tractatus is a young man’s book - iconoclastic, rigorous
and concise to the point of terseness. But Wittgenstein,
despite the difficulty of the Tractatus, and even though he
took no part in public life and shunned .all publicity, is
"the most influential philosopher of the 20th century"
(Block, 1987). He is the only philosopher in modern times

to have fathered not one but two distinct schools of
thought.

The Vienna Circle

The Vienna Circle, a group whose best-known members were
Moritz Schlick, Rudolph Carnap, Kurt Godel, Otto Neurath
and Friedrich Waismann, were the originators of logical
positivism. Their purpose in philosophy was to develop the
empirical tradition of John Locke, David Hume and Ernst
Mach by applying to it the techniques of symbolic logic.
The modern study of logic was begun by Gottlob Frege with
the publication in 1884 of his Die Grundlagen der Arithme-
tik and continued by Russell and Whitehead with their
Principia Mathematica of 1913. But Wittgenstein in the
Tractatus transformed the discoveries of these pioneers
into a lucid and internally coherent logical system. The
importance of his achievement was recognised immediately.
Russell in his 1922 introduction to the first English
edition said of the Tractatus,

"whether or not it proves to give the ultimate
truth on the matters with which it deals, [the
Tractatus] certainly deserves, by its breadth
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and scope and profundity, to be considered an
important event in the philosophical world."

The members of the Vienna Circle, whose collaboration
spanned most of the 1920s and 1930s, were greatly indebted

to Wittgenstein’s ideas. One of the founder members of the
group, and a central figure in the development of logical

positivism, Moritz Schlick, has recorded his assessment of
the Tractatus.

"This book, which in my firm conviction 1is the
most significant philosophical work of our day,
cannot be assigned to any particular ‘tenden-
cy’, but it contends for the fundamental truth
on which all empiricism is founded........the
inestimable significance of Wittgenstein’s work
lies precisely in this, that in it this nature
of the logical is completely elucidated and
established for all time to come. This happens
in that, for the first time, an entirely clear
and rigorous concept of ’‘form’ 1s provided,
which banishes at a stroke those difficult
problems of logic which have lately given so
much trouble to serious investigators."
(Schlick, 1928)

It is ironic that Schlick’s high hopes of the Tractatus

were to be undermined by the subsequent work of Wittgen-
stein hinself.

After his return to Cambridge and to philosophy in 1929,
Wittgenstein’s ideas evolved away from the pure and crys-
talline world of the Tractatus. He found reasons to doubt
the status of logic as the irreducible structure of lan-
guage, and from these doubts there emerged a fresh concep-
tion of language as a type of game whose meaning was lnsep-
arably bound up with usage. Wittgenstein in his work of the
1930s and 1940s telescoped Schlick’s "for all time to come"
into barely more than a quarter of a century. His later
work was published posthumously, and collectively 1t con-
stitutes the core texts of the Oxford school of natural
language philosophy.

"At Oxford Wittgenstelin’s ideas entered a very
different philosophical atmosphere from that
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which prevailed at Cambridge. Oxford philoso-
phers, for the most part, have learnt their
philosophy as a part of a course of study which
is based upon classical scholarship: in partic-
ular, the influence of Aristotle has been
strong at Oxford as it has never been at Cam-

bridge, where so far as any classical philoso-
pher has been influential it is Plato, not
Aristotle.... At Oxford, then, Wittgenstein’s
l1deas were grafted onto an Aristotelian-
philological stock; the stock has influenced
the resultant fruits which, amongst other

things, are considerably drier and cooler than
their Cambridge counterparts." (Passmore 1957)

But Wittgenstein’s association with the Vienna Circle was
not entirely forgotten in the ebb of philosophical fashion
and the flow of events. One of the Wittgensteins’s 14
posthumously published works, ’‘Ludwig Wittgenstein and the
Vienna Circle’, is a transcription and translation, pub-
lished in English in 1979, of conversations with Wittgen-

stelin recorded in shorthand by Waismann between 1929 and
1932.

Although Continental European thinkers of the late twenti-
eth century continue to be interested mainly in questions
of logic and structure, the line of thought that derives
from the Oxford school retains its philosophical dominance
in the English speaking countries to this day. So great was
Wittgenstein’s intellectual fertility that the doctrines of
the Oxford philosophers, particularly their notion of
meaning, effectively refute the earlier logical positivist
school of thought. His unique achievement was to father two

influential schools of thought, the second of which is a
refutation of the first.

Wittgenstein’s death in 1951 occurred only five years
before the first recorded use of the term ’artificial
intelligence’ (in Charniak & McDermott, 1985). The charac-

ter of the new discipline of artificial intelligence that
emerged in the 1950s had much in common with the concep-

tions that lay behind the Tractatus. There was the same
preoccupation with logic, a similar drive towards calcula-
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bility and a shared assumption that meaning is synonymous
with the truth function of a proposition. I think that the
early workers 1in artificial intelligence were misguided in
their approach to their subject for the same reasons that
the assessment by Schlick and the Vienna Circle of the
Tractatus was mistaken. The shortcomings in the Tractatus
were elucidated by Wittgenstein himself in his later work,
and they are summed up in the book published in 1953 as his
Philosophical Investigations.

Wittgenstein did not arrange his texts into the normal
pattern of sentence, paragraph, page and chapter. The

questioning nature of his thoughts could not be reconciled
with a flowing and connected prose style. He therefore

adopted the practice of extracting material from his note-
books and editing it together into groups of short entries
arranged according to topic. His literary executors have
followed the same principles when preparing his posthumous-
ly published works for the press.

The Tractatus, for instance, consists of 526 continuously
printed paragraphs which vary in length from a short sen-
tence to nearly a whole page of text. In this book the
paragraph numbering system follows an hierarchical classi-
fication system and serves to guide the reader by grouping
entries together under topic. Philosophical Investigations
is divided into only two sections. Part II contains only 14
long entries. Perhaps the editors despaired of subdividing
and classifying such complex material more finely. The
entries in Part I, however, are nearly as short and pithy
as those of the Tractatus, and as in the earlier work they
are roughly gathered into paragraphs according to topic.
The editors of his notebooks and his conversations with
Waismann, however, have provided no numbers to the para-
graphs.

Because Wittgenstein’s style is so compressed, and his

prose so pregnant with meaning, the customary method of
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annotating a commentary is too clumsy to be applied to his
work. When referring to his texts one needs to be able to

identify a smaller unit than the complete page. In this
section of my thesis I have therefore abandoned the Harvard

convention of referencing. Following the practice of other
commentators, my references to the Tractatus and Philosoph-
ical Investigations are to the titles of these works,
abbreviated to capital letters, followed by the paragraph
number. The numbers following the abbreviations of the
Notebooks and his conversations with Waismann are, however,
to page numbers only. I refer to the Notebooks as NB, the
Tractatus as TLP, to Ludwig Wittgenstein and the Vienna

Circle as WVC, and to the two parts of Philosophical Inves-
tigations as PI I and PI II. Full descriptions of all four
books appear 1in the list of references.

That an observable phenomenon must necessarily have an
abstract theoretical cause is a conviction that comes
easlly to those of us who inherit the tradition of Western
thought. A heated gas expands according to Boyle’s law, an

lce skater spins like a top because of the principle of the
conservation of angular momentum, and the motion of an

atomic particle cannot be described completely because of
Helisenberg’s uncertainty principle. These laws of nature
are the culmination of 2500 years of intellectual effort

and are 1n some ways the summit of our cultural achieve-
ment.

The profundity and durability, and the respect in which
scientific generalisations are held, has lead many inferior

writers to try to cloak speculation in the trappings of
abstract principle. The ’laws’ of Marx and the ’systems’

beloved of sociologists come to mind. But despite these
abuses I think that most people would agree that necessary
principles are more illuminating than contingent facts, and
1t is therefore not surprising that early workers in the
field of artificial intelligence should begin by assuming
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that explanation of observations made in the new discipline
would follow from the discovery of fundamental principles.

"The field of artificial intelligence is full
of intellectual optimists who love powerful
abstractions and who strive to develop all-
embracing formalisms. (Schank & Abelson, 1977)

I shall now try to show that the early investigators, when
trying to deduce the "all-embracing formalisms" that would
be appropriate to artificial intelligence, adopted a view-
point very similar to that of the author of the Tractatus.

The Search for a Conceptual Base

A clear statement of the epistemological expectations of
early workers in artificial intelligence is given in Roger
Schank’s contribution to a collection of papers that he and
Kenneth Colby edited in 1973. This is the paper which

introduced the idea of scripts to artificial intelligence.
In it he says,

"One basic assumption presented in this work is
that since it is true that people can under-
stand natural language, it should be possible
to imitate the human understanding process on a
computer, 1f it is possible to state those
processes explicitly. Basically, the view of
language understanding expressed here 1is that
there exists a conceptual base into which
utterances 1n natural language are mapped
during understanding. Furthermore, it is as-
sumed that this conceptual base is well-defined
enough such that an initial input into the
conceptual base can make possible the predic-
tion of the kind of conceptual information that
is likely to follow the initial input.

Thus, we will be primarily concerned with the
nature of the conceptual base and the nature of
the mapping rules that can be employed to
extract what we shall call the conceptualisa-

tions underlying a linguistic expression."
(Schank, 1973:187)

Wittgenstein had a very similar notion when he wrote the
Tractatus. In this work he gave to logic the role of

"conceptual base". Logic must, as he says, "look after
itself" because logic is prior to all experience.
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"To give the essence of a proposition means to
give the essence of all description, and thus
the essence of the world." (TLP 5.4711)

"The description of the most general proposi-
tional form is the description of the one and
only general primitive sign in logic."™ (TLP
5.472)

"Logic must look after itself." (TLP 5.473)

An unqualified, and as I think ill-founded, faith in the

zZ’ power of abstraction 1s characteristic of both early arti-
ficial intelligence theory and of the Tractatus.

Calculi and Computability

The machine orientation of artificial intelligence carries
;5 with it a requirement for computability. Nearly 20 years
ago Allen Newell summarised this aspect of artificial
intelligence research from a Carnegie-Mellon point of view.

"T should be explicit about the meaning of the
term mechanism for me (and for the field of
computer science, I might add). A mechanism 1is
any determinate physical process. An abstract
process constitutes a mechanism if, in princi-
ple, there are ways to realise it by a physical
process. Thus, any program for a digital comn-
puter constitutes a mechanism. Similarly, a
rule for which we can build a physical device
that can realise its application is a mechanismn
(or represents one, i1if we want to be fussy).
This idea can be formalised in the notion of
{-«\ effective procedure, Turing Machine, Markov
Algorithm, Post Production System. Or we can
start with the formal system as the primitive
(ideal) notion of mechanism, and work back
toward physical processes. But it all comes to
the same thing. Extension of usage to stochas-
tic, statistical, or probabilistic mechanism is
straightforward, going from the abstract no-

tions of probability to physical processes that
obey these formal models." (Newell, 1973:4)

A researcher who is of necessity concerned with issues of

.5; computability will be attracted to a conception of knowl-
edge that has the characteristics of a calculus. The Trac-
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tatus is built round a method of calculation based upon

symbolic logic, and it was later referred to by Wittgen-
stein as a calculus.

"For there 1s not a mere analogy between our
way of using words in a language and a calcu-
lus; I can actually construe the concept of a

calculus in such a way that the use of words
will fall under it." (WVC, 168)

The term ’‘mechanism’ as used by Newell is virtually identi-
cal to Wittgenstein’s conception of a ‘calculus’.

Independence of Atomic Facts

By analogy with scientific reductionism, it is possible to
hope that the bedrock of philosophy can be reached by means
of analysis. If philosophical concepts are divided and
subdivided sufficiently, and with enough rigour, then one
will eventually get down to the irreducible pellets, or
atoms, of thought whose existence serves to support all
cognitive processes. This line of investigation took Rus-
sell to his empirical version of logical atomism, a title
of his own creation, in which the atoms are indivisibly
simple sense impressions (Russell, 1918). For Wittgenstein,
however, the atoms of interest were of a logical rather
than an experiential character. Wittgenstein, it should be

noted, never applied the term ‘logical atomism’ to his own
work.

"Every statement about complexes can be re-
solved into a statement about their constitu-

ents and into the propositions that describe
the complexes completely." (TLP 2.0201)

Wittgenstein’s enquiries lead him to believe that the world

can be described by the logical structuring of the names of
irreducible things.

"The world is the totality of facts, not
things." (TLP 1.1)

"The facts in logical space are the world."
(TLP 1.13)
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One consequence of this conception of reality is that
logical facts are independent of one another. If two or
more facts were found to be i1n any way dependent upon each
other, then they would be composite rather than simple in

nature and they would for this reason have to forfeit their
atomic character. "Each item can be the case or not the

case while everything else remains the same." (TLP 1.21)
Wittgenstein constructs the whole edifice of the Tractatus

upon the simplicity and combinability of facts, and the
logical innovations made in his work could not be based
upon on any other supposition.

But atomic simplicity and unfettered combinability are also
attractive features in the symbols to be used in a comput-

ing environment. Symbols that are independent of one anoth-
er can then be manipulated freely, and the patterns that

emerge from a computation would reflect the rules of combi-
nation rather than the status of the symbol. Furthermore, a

group of symbols can be added to or subtracted from without
disturbing the structure of the set. These desirable fea-
tures were not overlooked by early workers in the field of
artificial intelligence. Terry Winograd, for instance, in a

discussion of the problems involved in natural language
processing, remarked that;

"We can view production systems as a program-
ming language in which all interaction is
forced through a very narrow channel..... The
temporal interaction [of individual produc-
tions] 1s completely determined by the data in
this STM [short term memory], and a uniform
ordering regime for deciding which productions
will be activated in cases where more than one
might apply.... Of course it is possible to use
the STM to pass arbitrarily complex messages
which embody any degree of interaction we want.
But the spirit of the venture is very much
opposed to this, and the formalism is interest-
ing to the degree that complex processes can be
completely described without resort to such
kludgery, maintaining the clear modularity
between the pieces of knowledge and the global
process which uses them." (Winograd, 1975)
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In fact, Winograd’s paper proposes to construct an entire
automatic natural language processing system upon the
pattern of a production system.

The claim that facts were independent of one another was
the first doctrine of the Tractatus to be abandoned by
Wittgenstein when he took up the study of philosophy again

in 1929. Speaking in December of that year to Waismann
about the Tractatus he said,

"I thought that all inference was based oOn
tautological form. At that time I had not vet
seen that an inference can also have the form:
This man 1s 2m tall, therefore he is not 3m
tall. This is connected with the fact that I
believed that elementary propositions must be
independent of one another, that you could not
infer the non-existence of one state of affairs
from the existence of another. But if my
present conception of a system of propositions
is correct, it will actually be the rule that
from the existence of one state of affairs the
non-existence of all other states of affairs

described by this system of propositions can be
inferred." (WVC 64)

Wittgenstein is saying here that some propositions are
mutually exclusive in such a way that no amount of analysis

will make them otherwise. In this he is, I think, correct.
One must conclude, therefore, that Winograd’s ambition to

be able to add or subtract rules from a production systemn

as and when convenient, while maintaining its integrity as
a semantic system, is impossible. The meaning of the indi-
vidual rules will establish ’‘kludgery’ connections between

them despite their formal independence. Furthermore, these
connections will be invisible to a machine which is engaged

in simply manipulating symbols according to a program.

The Logic of a Double Negative

The Tractatus interested Russell, and later the members of
the Vienna Circle, for technical as well as philosophical
reasons. In the central third of the Tractatus, occupied by

the paragraphs beginning with 4., and 5., Wittgenstein 1s
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concerned with the nature and status of logical operations.
He devotes such a large section of his text to this topic

because of a dissatisfaction with the earlier methods
adopted by Russell and Whitehead in their Principia.

The logical notation adopted by Russell and Whitehead

(1913, Vol I:6) 1s based upon that invented by Frege.
Propositions are to be related to one another by means of
five connectives, which can be set out in a list.

Contradictory (negation)

Logical Sum (either....or) v
Logical Product (and) .
Implicative (if....then) _—
Equivalence (equivalent) =

Wittgenstein in paragraph 5.101 gives the 16 truth-func-
tions which can be derived from two propositions by using
these connectives in all possible meaningful combinations.
But he 1s dissatisfied with the notation because to make

use of it at all is to imply that the two propositions are

unrelated until they are brought together into one of these
16 expressions.

Wittgenstein’s whole case in the Tractatus is that proposi-
tions are related to one another on account of their inter-

nal logical nature, not the contingent fact that they have
been juxtaposed in an expression.

"If the truth of one proposition follows from
the truth of others, this finds expression in
relations in which the forms of the proposi-
tions stand to one another: nor is it necessary
for us to set up these relations between them,
by combining them with one another in a single
proposition; on the contrary, the relations are
internal, and their existence is an immediate

result of the existence of the propositions."
(TLP 5.131)

He 1s therefore driven to seek another notation which

recognises the pre-existing nature of the relationship
between one proposition and another. This he immediately
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does in the next paragraph when he brings into his argument
the notational device known as the Sheffer stroke, |

(Sheffer, 1913). The Sheffer stroke means 'neither...nor’,
so that ‘p|q’ means ’‘neither p nor q’. By employing this
notation, an expression which would have been written

‘P v 9’ by Russell and Whitehead can be stated as

‘pla.|.plg’, and furthermore the double negative expression
!~(~p.~q)’ can be reduced to the single Sheffer connective.
Wittgenstein describes the idea as follows:

"When we infer q from p v q and ~p, the rela-
tion between the prop051t10nal forms of ’'p v g’
and ‘~p’ is masked, in this case by our mode of
signifying. But if instead of p vV q’ we write,
for example, p|q .plg’, and instead of '~p’,

'plp’ (pla = neither p nor q), then the inner
connexion becomes obvious." (TLP 5.1311)

Wittgenstein is saying that the fact that the five connec-
tives used by Russell and Whitehead can be replaced by a
single symbol proves his central point. This is, that a
proposition can be inferred from others not on account of
the connectives that we choose to place between them, but
by the fact that when they are brought into relation by

means of a connective their sense becomes immediately
obvious from their nature.

Wittgenstein has now established the two fundamental no-
tions upon which his explication of language in the Tracta-
tus are based. These are the independence of atomic facts
and the derivation of propositions from previous proposi-
tions by means of a single all-sufficient operation in
logic. In paragraphs 5.2 to 5.52 Wittgenstein expands this
argument, by means of a negative recursive procedure, into
what he refers to as "the general propositional form" (TLP
5.54). His description of general propositional form,
omitting the long and difficult argument by which it was
arrived at, is given in paragraph 5.3 of the Tractatus.
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2

"All propositions are the results of truth-
operations on elementary propositions.

A truth-operation is the way in which a truth-

function 1s produced out of elementary proposi-
tions.

It 1s the essence of truth-operations that,
just as elementary propositions yield a truth-
function of themselves, so too in the same way
truth-functions yield a further truth-function.
When a truth-operation 1s applied to truth-
functions of elementary propositions, it always
generates another truth-function of elementary
propositions, another proposition. When a truth
operation is applied to the results of truth-
operations on elementary propositions, there is

always a single operation on elementary propo-
sitions that has the same result.

Every proposition is the result of truth-opera-
tions on elementary propositions.™

Wittgenstein’s expansion of Sheffer’s discovery into a form
in which it can be applied to the derivation of general
propositions is the aspect of his work that most impressed
his contemporaries. It is what is referred to by Russell as

"an amazing simplification of the theory of inference" in
his introduction to the Tractatus.

I have thought it worthwhile to describe Wittgenstein’s
conception of the general form of a proposition at some
length because it entails the use of the logical device of
the double negatiéé. In logic, but not in language, a
double negative is equivalent to a positive. The whole

crystalline structure of the Tractatus would shatter with-
out the support of this notion.

"The sense of a truth-function of p is a func-
tion of the sense of p.

Negation, logical addition, logical multiplica-
tion, etc. etc. are operations.

(Negation reverses the sense of a
proposition.)" (TLP 5.2341)

"An operation can vanish (e.g. negation 1in
toap?:s ~~p = pP). (TLP 5.254)

The same conventional equivalence of the double negative
and the positive is used in the logic of computer program-
ming. It functions as part of both propositional and predi-
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cate logic, where it is sometimes known as the generalised

form of De Morgan’s law, as well as doing duty in normal
mathematical notation.

"Theorem 1.4 (Generalised De Morgan’s law)

For an arbitrary proposition A constructed
using only the connectives ~.

A i ~A i ~~2
R
T , F , T

Fig. 1.15. Truth table showing the equivalence

of A and ~~A." (Dowsing, Rayward-Smith &
Walter, 1986:20)

It 1s clear that all computer operations, including pro-
grams written for the purpose of artificial intelligence,

are as dependent upon the equivalence of the double nega-
tive and the positive as is the Tractatus itself.

Rules and Truth-Functions

One of the participants in the 1956 Dartmouth Summer
Project on Artificial Intelligence, for which John McCarthy

coined the phrase ’‘artificial intelligence’, was Marvin
Minsky. His contribution to the proceedings was published

later in an amplified form as ’Steps Toward Artificial
Intelligence’. Most of his paper is taken up with describ-
ing the domain of AI and with speculating about likely
avenues of advance. But in his concluding remarks Minsky
gives an account of the epistemological assumpt<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>