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Abstract

Ultrasonic phased array imaging is an effective tool to detect and characterise defects

for NDE relevant applications. In order to achieve ultrasonic focusing in all dimen-

sions for volumetric imaging, two dimensional arrays are required. However, in various

applications, currently available transducer-based phased arrays are challenging to ap-

ply, such as in extreme environments, in places of restricted access or on objects with

complex geometries.

Laser ultrasound is an alternative transduction method that utilises lasers for gen-

eration and detection of ultrasound. It is able to address various current challenges of

NDE, as it is remote, non-contact, couplant-free, has a small footprint and can adapt

to complex shapes. In comparison to transducers, the hardware for laser ultrasonic

sources and detectors are significantly more costly per element. In consequence, laser

ultrasound arrays with multiple lasers for generation and detection is not a viable op-

tion. Laser Induced Phased Arrays (LIPAs) overcome this challenge by scanning a

single generation and a single detection laser over the desired array aperture, indepen-

dently of each other, in order to capture the signal from each generation and detection

element combination. This data acquisition method is called the Full Matrix Capture.

Images are formed in post-processing by synthetically focusing on each pixel of the

image, using a delay-and-sum algorithm called the Total Focusing Method. LIPAs re-

quire long acquisition time, due to the mechanical scanning of lasers, and the inability

to perform parallel data acquisition. These characteristics of LIPAs, coupled with the

fact that two dimensional (2D) arrays require significantly higher number of array el-

ements have been limiting their application for three dimensional 3D imaging towards

remote volumetric evaluation of defects.
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Chapter 0. Abstract

In this Thesis, 2D laser induced phased arrays are explored for 3D imaging. Sparse

array designs, that can perform imaging without producing high amplitude grating

lobes are investigated towards reducing the number of LIPA elements without intro-

ducing imaging artefacts. For this purpose, two approaches are implemented: aperiodic

designs and designs with decoupled generation and detection layouts. By utilising these

sparse array designs, the imaging efficiency of LIPAs is increased, leading to faster ac-

quisition.

A novel adaptive data acquisition method is proposed that is able to adjust ar-

ray parameters, towards optimising the array designs for the need of inspection. This

method utilises a selective array building strategy that maximises generation and de-

tection efficiency. The ultrasonic image quality achieved by this method is compared

to that of the Full Matrix Capture with respect to signal-to-noise ratio and defect

characterisation ability. It is shown that images of comparable signal-to-noise ratio

or characterisation ability are achieved with a 10 times faster data acquisition time,

utilising the adaptive acquisition method.

Finally an infrastructure is developed to synthesise the first 2D Laser Induced

Phased Array. This system is utilised to remotely inspect a Wire Arc Additively Man-

ufacture component in 3D. Image combination is performed to provide high quality

3D images of the interior of the test component. High accuracy in defect sizing and

defect locating abilities is demonstrated. Furthermore, the improvements in array de-

sign and data acquisition method are adapted to 2D LIPAs in order to increase the

data throughput and reduce the subsequent acquisition time, towards improving the

industrial adaptability of 2D LIPAs.
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Chapter 1

Introduction

1.1 General Introduction

Non-Destructive Evaluation (NDE) is a collection of methods that evaluate the qual-

ities and properties of components, without causing damage. A commonly used NDE

method is ultrasonic imaging, which can be used to produce images of the interior of

opaque objects. This can be utilised for a wide range of applications in fields such as

aerospace [1, 2], nuclear power [3], manufacturing [4], locomotive [5] industries.

Ultrasonic imaging needs in industrial applications are most commonly addressed by

the use of ultrasonic phased arrays. Ultrasonic transducer phased arrays contain multi-

ple transducer elements, each of which capable of generating and detecting ultrasound.

They are able to achieve focusing and steering of the ultrasonic field by constructively

and destructively interfering the ultrasonic waves produced by the individual elements.

These abilities of a phased array (i.e.: steering and focusing) enable the production of

significantly higher quality imaging, when compared to imaging methods that do not

use steering and focusing (e.g.: B scan) [6].

A one dimensional (1D) array, contains all of its elements in a linear manner, of-

fering cross-sectional imaging capabilities, when used from a single location. Two di-

mensional, cross-sectional imaging however only offers information about a single slice

of the test object and not about the entire test component. Another disadvantage is

that observing three dimensional (3D) features through two dimensional (2D) images
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Chapter 1. Introduction

can be misleading, as information at a wide range of angles relating to the shape of

the defect is missing. Knowing the shape, size and orientation of defects is critical

for evaluating their risk factor of component failure, thus 3D imaging is necessary for

NDE towards more accurate assessment of defects. For this reason the adoption of

volumetric evaluation for ultrasonic imaging has been rapidly gaining popularity over

previous decades [7–9].

A commonly used approach to achieve 3D imaging with a 1D phased array is to

translate the array perpendicular to the plane of imaging [10, 11]. Depending on the

imaging algorithm, this approach, however can have significant disadvantages. When

the most simple approach, the C scan is utilised, where A scan signals captured over

a 2D region are stacked [2], information about the location of defects are provided,

however overall low imaging quality (e.g.: low SNR, low resolution, etc.) is achieved

[12]. Alternatively, when focusing is applied during the mechanical scanning of the

1D array [11], the focusing itself is limited to the plane of imaging, thus defects are

considerably distorted in the direction of scanning, as demonstrated by McKee [13].

In order to characterise defects volumetrically, 2D arrays are required, which allow

beam forming in 3D, achieving volumetric imaging [12–14]. However, the wide-spread

adoption of 2D arrays is currently prevented by a number of factors such as: the

cost of manufacturing the large number of array elements required for commonly used

inspection array apertures (e.g.: a 1D array of 30 mm aperture and 0.5 mm pitch

has 61 elements, while a 2D array with 30× 30mm2 aperture requires 3721 elements);

producing hardware capable of controlling arrays with such large number of elements;

the corresponding data volumes produced by of 2D arrays and the associated processing

time.

Focusing using ultrasonic phased arrays can be achieved either during data acqui-

sition by physically focusing for every section of the imaging region, or synthetically in

post-processing. Physical and synthetic focusing provide the same results based on the

superposition theorem [12], however the former is significantly more time consuming

when focusing is performed throughout the entire image. For this reason synthetic

focusing is the most commonly used method when high quality imaging is required

2



Chapter 1. Introduction

within the entire imaging region.

There are a wide range of ultrasonic imaging algorithms available for synthetic

ultrasonic focusing, of which the Total Focusing Method (TFM) is the most commonly

used, due to the high quality and versatility that this technique offers [6,15]. The TFM

achieves focusing at each point of the ultrasonic image by delaying and summing the

signals of a Full Matrix Capture (FMC) data set, in post-processing. The acquisition

of an FMC data set consists of capturing an A scan signal for every generation and

detection element combinations, thus capturing all the information that can be achieved

from a single position of the phased array [6].

Utilising the TFM and FMC can provide high quality imaging, however the current

conventional ultrasonic phased array imaging paradigm (i.e.: utilising transducers for

generation and detection), is challenging, or sometimes impossible to utilise for certain

applications. Such applications include inspection in extreme environments (e.g.: ele-

vated temperature or radiation), in places of restricted access (e.g.: within aeroengines)

or on complex components (i.e.: arbitrary shapes manufactured using additive manu-

facturing). Currently wheel probes are being used to address some of these inspection

needs.

Ultrasonic wheel probes, utilise a dry-coupling approach, such as rubber [16]. Ul-

trasonic wheel probes can adjust to slightly curved surfaces due to the flexibility of

the rubber, which makes the technique suitable to address inspection for processes

such as Wire Arc Additive Manufacturing (WAAM) [17]. Wheel probes can also be

applied for high-temperature, in-process inspection of additive manufacturing, as the

piezo-electric elements are not in direct contact with the test object, and the rubber

can be made of materials that are able to cope with high temperatures. In a previous

work, Vithanage et al. have demonstrated wheel probe inspection up to temperatures

of 350 ◦C [10]. Using wheel probes, complex ray tracing must be employed in order

to enable imaging through the multiple layers (i.e.: delay line, rubber and the test

object), including the requirement for defining the surface profile of the test object

and the consequent refraction, relative to the surface tangent [18]. Furthermore, as

reflection also occurs at each interface, less energy is propagated into the test object,
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when compared to conventional liquid coupling. To overcome this, Zimermann et al.

proposed the use of virtual sources, firing multiple elements simultaneously, increasing

the amount of energy propagated into the material [18]. More complex components

are commonly inspected in immersion [19], which allows for inspection of any arbitrary

shapes. However, this approach is significantly time consuming, limiting in-process in-

spection capabilities, it cannot be used on all types of objects (eg.: object that contain

electronics) and component sizes are limited by the size of the immersion tank.

The limitations of inspecting complex components described above are posed by the

need for physical contact and couplant between transducers and the test components.

There are various alternative means for ultrasound generation and detection that are

non-contact, however many of these are not suitable to address the limitations in ques-

tion. An example is the capacitive transducers [20], which needs to be in very close

proximity to the sample, not addressing the need for hostile environments. Another

example is the electromagnetic acoustic transducer (EMAT), which has a big footprint,

limiting its ability to work in a phased array configuration, with sufficient number of

array elements [21]. Currently EMAT phased arrays are limited to low element counts

in the range of 8-12 elements [22,23], which is not sufficient for high quality ultrasonic

imaging [12].

From the non-contact ultrasonic transduction methods, only one technique can ad-

dress all the previously mentioned challenges, which is laser ultrasound (LU). In laser

ultrasonics, ultrasound is generated and detected by the use of lasers [24]. It is non-

contact and couplant-free technique, that can be applied from considerable ranges,

which has been demonstrated for up to 40 meters [25], making it a truly remote ultra-

sonic inspection technique. Laser ultrasound enables inspection through a pane of glass,

which can be useful for inspection of radioactive components contained in a chamber

with a window [26], or inspecting of components in a furnace [27]. Optical beams can

be focused and coupled through optic fibres [28–30], and the technique has an overall

small footprint, with the potential to offer NDE capabilities in hard to access spaces,

such as the interior of aeroengines. Finally, laser beams can conform to any surface

shapes, thus LU can be utilised on components with complex shapes [31,32].
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Laser ultrasonic imaging has the potential to address critical NDE challenges, as

demonstrated in this section. The aim of this Thesis is to develop volumetric laser

induced phased array imaging in order to provide 3D defect characterisation methods,

as well as the ability to inspect the entire interior of test objects with respect to the

depth and spatial dimensions of internal structures. In addition, the aim of this study

is to develop techniques towards improving data acquisition speed of LIPAs, to increase

the adaptability of the technique towards industrial use.

1.2 Ultrasonic Imaging using Laser Ultrasonics

As stated in the previous section, a couplant-free, remote transduction method that

has a small footprint and can be used on components with complex shapes is required

to address various current NDE challenges. Also volumetric imaging is necessary to

achieve more accurate defect characterisation. Laser ultrasonic volumetric imaging can

address these requirements.

Laser ultrasonics cannot utilise the same approach for imaging as transducer-based

ultrasonics for imaging, which is the approach of having multiple array elements and

electronically scanning them to acquire phasing of the ultrasonic waves. For lasers

this would be significantly more hardware demanding as different lasers are used for

generation and detection. The current cost of suitable laser systems makes a hardware

approach of laser ultrasound phased arrays significantly more costly than transducers

per array element. While laser ultrasound arrays have been reported in the literature

[33, 34], with a maximum of 16 elements [33], this is not comparable to the 32, 64

and 128 elements which are commonly used in conventional, transducer-based phased

arrays. Furthermore the arrays were only achieved for generation, utilising a single

detection point (i.e.: no parallel data acquisition).

Synthetic arrays have been proposed for laser ultrasonic imaging as a means to over-

come the hardware limitations of LU [35]. A synthetic array is produced by scanning

a single generation and single detection laser over the surface of the sample, forming

the images in post-processing. This technique was initially used for two dimensional,

cross sectional ultrasonic imaging. B-scan imaging was performed by stacking multiple
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laser ultrasound acquired A scan signals without focusing [36, 37] and later utilising

the Synthetic Aperture Focusing Technique (SAFT) [35, 38, 39], using the same acqui-

sition method (i.e.: coincidental generation and detection points). The SAFT method

performed focusing in post-processing, using a delay-and-sum algorithm on a data-

set acquired in the same manner as B scan, with the generation and detection lasers

scanned at the same time. As focusing is performed over the entire imaging region, this

technique achieves significant improvements over B scan imaging in terms of Signal to

Noise Ratio (SNR) and imaging resolution [40]. However, a significant disadvantage of

the SAFT method as it was presented by Blouin et al. [35] and Levesque et al. [41,42]

is that, a laser beam with a significantly high power was utilised leading to ablation of

the test objects. This was needed in order to overcome the low generation efficiency

and detection sensitivity associated with laser ultrasonics [41, 42]. This characteristics

of the technique however means that the technique is not truly non-destructive (i.e.:

not an NDE method) and cannot be used in a range of applications where damage

cannot be afforded even at the micro-scale level of laser ablation.

C-scan imaging has been the most prevailing method to provide 3D imaging using

laser ultrasonics [43–45]. This method is similar to the B-scan imaging method, such

that individual A scans are stacked to produce an ultrasonic image, however in this

case acquisition is performed by a 2D array, producing a 3D image. C-scan imaging can

provide depth information of internal features, however as it does not utilise focusing,

overall low SNR and resolution is achieved. Furthermore, this technique is only suitable

for detecting the closest feature to the inspection surface axially, thus, in the case that

two features are offset in the z axis (depth), only the feature closest to the surface would

be detected, whereas any other features would be shadowed. C scan imaging provides

the same quality imaging as the B scan method, as they utilise the same acquisition and

image forming strategies. B scan imaging has been shown to provide limited quality

imaging, especially when it is compared to the modern paradigms of TFM imaging [12],

thereby C scan imaging is also not sufficient for high quality 3D imaging.

There have been very limited instances in the literature where synthetic laser ultra-

sound arrays have been demonstrated for 3D imaging for NDE, outside the basic C-scan
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imaging. These very few instances have been achieved by scanning the lasers in two

dimensions and synthetically focusing the acquired signals in 3D to create 3D SAFT

images [41]. Two medical implementations have also been reported in the literature,

one using a static detection point [46], and another using the conventional approach of

coincidental generation and detection points [47]. The SAFT method utilises the ac-

quisition method of the C-scan imaging, however additional post-processing is carried

out to synthetically focus on every pixel of the image. To the author’s knowledge, two

demonstrations of laser ultrasonic 3D SAFT imaging for NDE have been reported in

the literature, by Levesque et al. [41] and very recently by Ni et al. [48]. In [41] the

data acquisition is done at the ablation regime, hence the same associated problems of

damage mentioned earlier in this section are prevailing. In [48] , the authors state that

imaging is performed in the low power, non-destructive regime [48]. However in this

case, in order to achieve generation of waves with sufficient amplitude, a line source

was used and imaging was performed by producing multiple cross-section slices and

stacking them. Thus imaging is performed using SAFT in 2D, and 3D images are pro-

duced by stacking the 2D SAFT images, leaving one of the dimensions under-resolved.

McKee [13] has demonstrated that this approach of 3D imaging (i.e.: stacking slices)

causes considerable distortions in the dimension of stacking (i.e.: the unresolved di-

mension) and thus it is not sufficient for 3D defect characterisation, which is one of the

main goals of 3D imaging for NDE. Overall, SAFT imaging has been demonstrated to

be an imaging algorithm that produces lower quality ultrasonic imaging compared to

algorithms such as TFM [12]. This is because of the limited angles of inspection viewed

by the ultrasound, using this algorithm.

Recently another method has been proposed for laser ultrasonic imaging, the Laser

Induced Phased Array (LIPA) that significantly outperforms the previous SAFTmethod

by employing the Full Matrix Capture for data acquisition and Total Focusing Method

for image processing [49]. In laser ultrasonics, this is achieved by scanning the genera-

tion and detection lasers independently of each other, as opposed to the simultaneous

scanning utilised for SAFT. This enables capturing signals for each generation and de-

tection element combination, acquiring N2 A scan signals, compared to the N signals
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of SAFT, where N is the number of array elements.

Advantages of LIPAs, using the FMC and TFM, include the increased sensitivity

afforded by the increased number of signals, and the ability to detect and characterise

a wider range of defects [50], as well as the capability to apply various post-processing

algorithms [50, 51]. However, a disadvantage associated with the FMC acquisition is

the requirement to capture large volumes of data. A current limitation of LIPAs is the

considerable acquisition time, due to the mechanical scanning of lasers to synthesise an

array, and due to the single detection laser preventing parallel acquisition of signals.

Previous demonstrations of the technique were in the data acquisition time range of

hours, to image regions of around ∼ 30× 30 mm [49,52].

LIPAs for NDE applications that are able to produce 3D images, with all three di-

mensions resolved through focusing, has not been demonstrated in the literature, prior

to the present study. SAFT can only be utilised either destructively or by sacrificing

focusing in one of the dimensions. Furthermore it significantly limits the viewing angles

and consecutively the information in the produced image. On the other hand, LIPAs

utilising the FMC and TFM achieve much higher sensitivity, thus theoretically, they can

achieve 3D imaging, with point sources (i.e.: not line sources) towards true 3D imag-

ing, with all dimensions resolved, in the non-destructive, thermoelastic regime. This

technique has the potential to address various NDE needs highlighted towards NDE

4.0: volumetric imaging in extreme and hazardous environments, in-process inspection,

places of restricted access and couplant-free inspection of complex components. [53] In

these cases a variety of defects must be detected and characterised, such us cracks, de-

lamination, lack of fusion or pores. LIPA inspection utilising FMC and TFM is a recent

development in the field of ultrasonic imaging, thus before it can address the volumet-

ric imaging requirements for NDT-relevant cases which are detailed in this paragraph,

the basic methodology for 2D LIPAs must be established. In order to realise this,

idealistic defects (i.e.: cylindrical and flat-topped defects) are utilised throughout this

thesis. These have the advantage of being omni-directional scatterers at the planes of

ultrasonic imaging presented, which makes them excellent cases to examine some of

the fundamental of ultrasonic principles of laser ultrasonic arrays, before addressing
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the varying scattering profile of defect types more relevant to the field of NDT. The

aspiration of this thesis is to become a starting point for a future study where the defect

scattering behaviour will be examined.

1.3 Motivation

The aims of this PhD Thesis is to: 1) investigate the capabilities of LIPAs to per-

form 3D imaging towards addressing current NDE challenges and 2) to demonstrate

the industrial potential of 2D LIPAs by increasing the data acquisition speed through

advanced signal processing, data acquisition and phased array designs techniques.

Multiple factors must be considered towards volumetric imaging for LIPAs, most

important of which is the data acquisition time. It was stated in the previous section

that data acquisition times for 2D LIPA imaging has been demonstrated in the order

of hours [49,52]. Another factor highlighted in Section 1.1 is the fact that 3D imaging

requires a significant increase in array elements, and consequently the number of signals

captured. Thereby scanning a 2D LIPA for 3D imaging would lead to long acquisition

times, which is not industrially viable. Hardware improvements (e.g.: higher laser

detector power, faster acquisition hardware, etc.) can increase LIPA acquisition speed,

however these are not sufficient to fully address the problem. Thus this study aims

to address the challenge by introducing novel LIPA imaging concepts in terms of data

acquisition strategy, phased array design and advanced signal processing.

In this Thesis the first aim is to investigate the phased array improvements for LI-

PAs towards faster acquisition without compromising imaging performance. Previously

LIPAs have only been demonstrated using equidistant, periodic phased array designs,

which can lead to artefacts, when spatial under-sampling occurs. Data acquisition

times can be improved by developing new sparse LIPA designs, that can suppress these

artefacts.

A second aim is to consider the data acquisition strategy of Full Matrix Capture.

This method was designed for transducer-based phased, where parallel acquisition is

possible, and the array design is set. In comparison LIPAs are reconfigurable and can

adapt to the inspection needs. Thus the question is, whether the acquisition strategy
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designed for transducers is the most suitable for LIPAs and whether adaptive acquisition

strategy can improve the data-throughput of LIPAs.

An infrastructure is necessary in order to synthesise 2D LIPAs and realise remote,

3D imaging. This infrastructure can demonstrate the 3D imaging capabilities of LIPAs.

Finally, the demonstration of improved acquisition times and imaging performance, will

progress 2D LIPAs towards industrial applications.

1.4 Thesis Outline

Chapter 2 describes the experimental setup constructed during this Thesis, including

both the hardware and software elements. In this chapter the experimental test samples

used in concurrent chapters are shown.

The structure of the rest of the Thesis is split into two main sections: one section,

consisting of Chapters 3, 4 and 5, presents developments to 1D Laser Induced Phased

Arrays, demonstrated on cross-sectional imaging; the other section consists of Chapter

6, where these advancements are utilised to 2D LIPAs, towards realising a remote volu-

metric imaging system. The first section’s improvements are targeted towards reducing

the required LIPA scan time by means of: a) improved data processing (Chapter 3);

improved phased array design (Chapter 4); and development of a fast, adaptive data

acquisition technique (Chapter 5).

In Chapter 3 the concept of a Laser Induced Phased Array is introduced and ex-

plained in detail. The mechanisms of ultrasound generation by lasers is introduced.

Phased Array imaging is then explained, and is adapted to laser ultrasonics. This

is then advanced by proposing the use of phase information during post-processing.

The ultrasonic frequency produced by laser ultrasonics, and its effects on ultrasonic

imaging is investigated. Furthermore, ultrasonic array sensitivities are calculated to

demonstrate ultrasonic blind spots.

Sparse designs for LIPAs are considered, compared and experimentally explored

in Chapter 4, with the aim of achieving phased array layouts with comparable grat-

ing lobe levels to that of a conventional array layout with more array elements, thus

achieving faster acquisition without introducing imaging artefacts, while using fewer
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array elements than a dense array. An analytical model based on Huygens’ principle

is constructed in order to evaluate the proposed array designs. Finally, the improve-

ment in grating lobe suppression of the optimised sparse array designs is validated

experimentally and compared to a conventional equidistant array layout.

Chapter 5 presents a novel, highly efficient, adaptive data acquisition strategy. This

technique consists of two stages: an initial, rapid defect detection stage and a second

stage with a focused scan, optimised to the location of the defect to achieve high qual-

ity imaging. The data acquisition during the first stage follows an iterative scanning

process that builds multiple periodic sparse arrays until a defect or the lack thereof

can be decisively found. During the second stage, an array with the ideal sensitivity

can be constructed for the location of a defect, without synthesising redundant array

elements, by possessing the information about the location of the defect provided from

the first stage. Data acquisition is significantly improved and data volume is signifi-

cantly reduced because signals from array elements that do not contribute information

to the final image are not scanned. This is a key process towards enabling 3D LIPA

imaging for real-life applications.

The methods presented in the previous chapters are applied and adapted for 3D

imaging in Chapter 6. This includes data acquisition and image processing, sensitivity

map calculation and array modelling. Phased array designs are explored for volumetric

imaging, based on the concepts presented in Chapter 4. Furthermore, the optimised

array concept presented in the second stage of the adaptive acquisition is developed for

3D imaging. Finally, the interior of a large additively manufactured steel component

is imaged through the use of image combination and the above detailed techniques.

The work presented in this Thesis is summarised and concluded in Chapter 7 where

the potential for future work and developments is discussed.
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Experimental Framework

In this Thesis multiple experiments and experimental results are presented. The general

experimental setup used is the same in all experiments with a few variations. The aim

of this chapter is to describe this experimental setup, and its differences when used

for the data acquisition of 1D and 2D LIPA . This will serve as a guide which can be

referred to in the following chapters.

2.1 Experimental Setup

A generalised version of the experimental setup used in this work can be seen in Fig.

2.1. In this setup two lasers were utilised, one for generation and one for detection of

ultrasonic waves. The generating laser was an Nd:YAG, Q switched laser (Elforlight,

FQ1064) with a pulse width of 8 ns at Full Width Half Maximum. The laser beam

had a wavelength of 1064 nm and an average power of ∼600 mW, measured using a

powermeter. The repetition rate of this laser was 1 KHz, thus the energy per pulse was

600 µJ, calculated using the following equation:

Energy per pulse =
AveragePower

RepetitionRate
(2.1)

The laser used for the detection of ultrasound was a rough surface interferometer

(Sound & Bright, Quartet), that measures the displacement caused by the ultrasonic

waves where the laser illuminates the surface of the test object. An Nd:YAG continuous
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Figure 2.1: Graphical representation of experimental setup. M is a stationary mirror,
SM is a galvo scanning mirror. Half-wave plate is signified by λ/2. Diagram is not to
scale.

wave laser is used in this equipment, operating in its second harmonic, thus the emitted

light has a wavelength of 532 nm. It has an average power of 780 mW, operates in

continuous wave mode and is coupled through an optic fibre to an optical head with

a 50 mm diameter light collecting lens. The interferometer had a lens, provided by

the manufacturer, of 200 mm focal depth which determined its stand-off distance from

the inspected sample and was mounted on two linear, motorised stages (Thorlabs,

KMTS50E/M with 50 mm travel range & PI, M-511.DD1 with 100 mm travel range).

Multi-Channel Random Quadrature detection is utilised by the Quartet, thus it can

operate on rough surfaces [54, 55]. By using a random quadrature demodulation, the

random nature of the reflected light speckles reach the multi-channel sensor where they

interfere with the reference beam, providing high sensitivity to displacement, even on

rough surfaces. Figure 2.2 shows three samples with differing surface roughnesses in-

cluding: (A) machined and polished surface, (B) machined surface and (C) as-deposited

surface with no surface alteration. The component in Fig. 2.2 (C), was manufactured

by the additive manufacturing process called Selective Laser Melting (SLM), and had

a surface Roughness Average (RA) of 0.43 µm [56]. A 1D LIPA was synthesised on
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each sample in order to image interior defects located in each of them. Note that these

results are not comparative. On the contrary, the shape and location of the defects,

as well as the the material types, manufacturing processes and consequently the mi-

crostructure properties varied, leading to significant differences in imaging capabilities.

However these images demonstrate that LIPAs utilising a rough surface detector such

as the Quartet, can successfully be utilised from polished (Fig. 2.2 (A)) to rough (Fig.

2.2 (C), RA = 0.43 µm.) surfaces. These samples were titanium (A) and aluminium

(B-C), had 1 mm (A), (B) and 0.25-0.75 mm (C) diameter cylindrical defects. Note

that these figures are only utilised to demonstrate the imaging capabilities of LIPAs on

varying surfaces and will not be referred to later on in this Thesis.

Figure 2.2: Photos of surface finish of a polished (A) a machined (B) and an as-
deposited (C) samples and the corresponding ultrasonic images produced by inspecting
the samples. Colour bar indicates the intensities of the ultrasonic images.

Furthermore, the detection system has a bandwidth of 1 to 66 MHz and it detects

the out-of-plane component of the displacement caused by the ultrasonic waves, while
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being insensitive to the in-plane component. The signals that are output by the receiver

are then captured by an oscilloscope (InfiniiVision DSO5014A, Agilent Technologies),

which then transfers the data to a computer.

The optics used in this setup, are shown on Fig. 2.1 and included a half-wave

plate (λ/2, Edmund Optics, 43705), a Glan-Taylor prism (Edmund Optics, 89548),

a stationary mirror (M, Thorlabs, BB1-E03), a focusing lens and a motorised, 2-axis

galvo mirror (SM, Thorlabs, GVS302), with a maxmimum scane angle of ±10◦. The

Glan-Taylor prism is a polarising beam splitter, that divides the incoming beam based

on its polarisation into transmitted and reflected beams. The half-wave plate located

in front of the Glan-Taylor prism rotates the polarisation of the generation beam with

respect to its optical axis. Thus the ratio of the horizontal and vertical components

of the polarisation is controlled by the orientation of the half-wave plate. As the

Glan-Taylor prism reflects one of the components, changing the ratio consequently

changes the amplitude of the transmitted beam. Thus these two components provide a

mechanism to control the amount energy of the generating laser beam that is incident

on the stationary mirror.

The optical lens used after the stationary mirror, before the scanning mirror, fo-

cuses the generating beam on the surface of the test object, to achieve high optical

density. Two types of lenses were used in this work, a plano-convex cylindrical (Thor-

labs, LJ1558RM-C) and an achromatic doublet (Thorlabs, AC254-200-AB) lenses . The

cylindrical lens focuses the laser beam of diameter d into a line of length d and width

of w where d≫w (∼0.5×4 mm). The spherical lens focuses the incoming circular beam

of diameter d into a small circular spot with diameter of c (∼1.5 mm), where d≫c.

The focal depths of these lenses were respectively, 300 and 200 mm. The linear source

from the cylindrical lens was used for the 2D imaging setup (1D LIPA synthesis) and

the point source from the spherical lens was used for volumetric imaging (2D LIPA

synthesis) as demonstrated on Fig. 2.3. The fluence of the laser was ∼ 0.03 J/cm2 for

both cases.

The 1 kHz repetition rate of the generation laser translated to a time interval of 1 ms

between each emission. Synchronisation of the data acquisition on the oscilloscope was
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Figure 2.3: Graphical representation of source shapes and their respective imaging
setups.

achieved by setting a rising edge trigger on the output of the photo-detector (Thorlabs,

PDA10A2). Hence, as soon as the photo-detector senses the generating laser-pulse, it

triggers the data acquisition.

The multiple instruments on the experimental setup were interfaced using the soft-

ware called LabVIEW. Figure 2.4 shows the User Interface (UI) that was developed

during the course of this study for setting up experiments and optical alignment for

experiments presented in this Thesis. Using this UI, the 2-axis galvo mirrors and the

motorised stages can be independently controlled in order to locate the desired starting

position for LIPA scanning. Within this UI a section for controlling and viewing the

screen of the oscilloscope is present. Using this, the generation and detection beam

positions can be precisely aligned on the inspection surface by measuring the arrival

time of the surface acoustic wave. Finally, a section of the code within this UI, performs

calculations for calibration of the galvo mirror to enable translation of mirror rotation

to linear movement of the generation beam on the scan surface. This calibration is

further explain in section 2.2.

On the second panel of the UI shown in Fig. 2.5, the scanning parameters of the

LIPA can be defined, and scanning can be initiated. This scanning can be performed,

either in 1D or 2D and independently for the generation and detection lasers alike. The

step sizes for scanning can be independently defined for generation and detection, in
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Figure 2.4: The user-interface constructed for the code that was utilised for alignment
purposes for experiments.

both scanning dimensions. A section of this UI was constructed for the purposes of

controlling the oscilloscope parameters for the scanning, such as the number of signal

averaging, or length of time trace. Finally two indicators were installed: a graph

that shows the currently captured A scan signals, and progress bars that show the

progression of the scan.

2.2 Laser Beam Scanning

Scanning of the two lasers was achieved by two different mechanisms. Two motorised,

linear stages (Thorlabs, KMTS50E/M with 50 mm travel range & PI, M-511.DD1 with

100 mm travel range) were used to translate the detection laser beam horizontally

and vertically and a 2-axis galvo scanning mirror (Thorlabs, GVS302) comprised of

two independently controlled mirrors was used to translate the generation laser beam.

The galvo mirrors were optimised to reflect light at 532 and 1064 nm, had a damage
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Figure 2.5: The user-interface constructed for the code that was utilised for scanning
purposes for experiments

threshold of 5 J/cm2 and mirror size of 8.5 by 14.5 mm for ones axis and 10 by 8 mm

for the other. While the linear, motorised, scanning stages achieve slower scanning

due to the higher inertia, they were necessary for the detection in order to maintain

the laser beam’s normal incidence angle relative to the inspection surface. A deviation

from the normal incidence would result in some loss of the returning light, reducing

SNR and this would depend on the roughness of the reflecting surface and the spread

of the reflected scattered beam at the entrance of the receiving lens with respect to the

lens aperture size. As the translation of the detection beam in both dimensions was

achieved in a linear manner (i.e.: the movement of the stage results in an equal amount

of movement of the laser beam position on the surface), the arbitrary positioning of the

detection point was simplified. However, the positioning of the generation laser beam,

required the need to convert spatial values to rotations of the galvo mirror.

The relationship between the rotation of the galvo mirror and the movement of the
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beam is tangential. In order to find the rotation required for the galvo mirror to move

the beam a certain distance the following equation was used:

θ = tan−1(xdt) (2.2)

Where θ is the rotation of the mirror relative to its zero position, x is the desired

movement of the laser beam relative to when the mirror is at its zero position, and dt is

the distance between the galvo mirror and the test object, which will be referred to as

stand-off distance for the remainder of this Thesis. As the stand-off distance between

the galvo mirror and the surface of the test object is unknown, a calibration process

was developed and followed prior to each experiment, with the aim of experimentally

measuring the stand-off distance with high precision. This was achieved by positioning

the detection laser beam at two subsequent arbitrary positions on the sample, and

finding precisely the angles that correspond to the same positions for the generation

laser beam. As the relative distance can be measured by the change in position of the

linear stage where the detection laser head was mounted on, the following equation was

used to calculate the stand-off distance:

dt =
∆x

tan(θ1 +∆θ)− tan(θ1)
(2.3)

Where ∆x is the distance between the two positions, θ1 and θ2 are the angles

between the stand-off distance and the 2 sequential positions of the laser beam and

∆θ is the relative angle difference between angles θ1 and θ2. Figure 2.6. visually

demonstrates this procedure.

The scanning utilised throughout this Thesis performs N2 signal measurements,

where N is the number of array elements. Each signal is captured for a unique com-

bination of generation and detection laser positions, thus this results in the movement

of one laser N times (slow axis) while the other laser N2 times (fast axis). In this

work to achieve high scanning speeds, the generation laser was selected to be the fast

axis, which is moved by the galvo mirror. This was done to achieve faster scanning, as

the detection laser as the fast axis, moved by the linear stages would lead to limited
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Figure 2.6: Graphical representation of the mirror calibration process. Red and green
continuous lines show the generating and detecting beam paths respectively, for the
first position. Red and green dashed lines show the beams for the second position.
Gray doted line shows the distance between galvo mirror and the inspection surface
(stand-off distance, dt).

scanning speed.

2.3 Experimental Samples

Defect types Defect diam. Dimensions In Chapter

Sample A Through holes (E) 1 mm 58 × 58 × 25 mm 3

Sample B Blind holes (E) 1 mm 90 × 49 × 20 mm 4,5,6

Sample C Blind holes (D) 2 & 3 mm 106 × 61 × 10 mm 6

Table 2.1: Table of defect types (E - EDM, D - Drilled), defect diameter, test sample
dimensions, and corresponding chapter number where the sample is used.

In this work three test samples were utilised for imaging which are shown on Fig 2.7.

These samples were made of aluminium (Sample A and B) and steel (Sample C) and

had acoustic shear velocities of ∼ 3350 m/s and ∼ 3250 m/s respectively. Each sample
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had artificially introduced defects. Sample A, contained 9 cylindrical through-holes

in a radial layout relative to the the centre of the sample. Each defect was 1 mm in

diameter. Sample B had three types of defects: 1 mm diameter through holes, 1×3 mm

through slots and 1 mm diameter blind holes at varying depths. Only one of the blind

holes were imaged in this work, which is marked by a yellow arrow in Fig. 2.7 while the

rest of the defects were outside the imaging region. All imaged defects on Sample A and

B were produced using electron discharge machining (EDM). The defects on Sample C

were created by drilling. The way defects are created affects the surface finish of the

defect, for example EDM produces smooth defect-walls, while drilling generally results

in rougher walls relative to the acoustic wavelengths that are commonly used in NDT

(i.e.: 1-10 MHz). This is important when the interaction of the ultrasonic waves is

considered at the defect interface. The quality of roughness impacts the way defects

scatter ultrasound, with smooth interfaces leading to more specular reflections, while

rougher defects causing the reflections to be more diffused [57,58].

Figure 2.7: Aluminium (Samples A & B) and steel (Sample C) test samples used for
experimental inspection.

The scan surface of the different samples varied. Sample A had a polished scan

surface. Sample B, when imaged from the side indicated by the red arrow (Fig. 2.7

for cross-section imaging had a rough machined side, while when it’s imaged from the
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opposite side from the one that is visible in Fig. 2.7 (i.e.: imaging the tip of the blind-

hole shown by the yellow arrow) it had a smooth, polished surface. Finally Sample

C had a rough, machined scan surface. Table 2.1 summarises the properties of the

samples and their corresponding defects.
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Chapter 3

Laser Induced Phased Arrays -

Data Acquisition and Processing

3.1 Laser Ultrasonics

In laser ultrasonics, acoustic waves are generated by illuminating the surface of an

object with a pulsed laser beam. Depending on the energy density of the laser light,

there are two LU generation mechanisms: in the thermoelastic and in the ablative

regime as shown on Fig. 3.1.

Figure 3.1: Laser Ultrasound generation mechanism in the thermoelastic regime (left)
and the ablative regime (right)

When the laser light illuminates the test sample, a portion of the optical beam

is absorbed by the test sample, while the rest is reflected. In the case of metallic
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objects this absorption happens in the electromagnetic skin depth, which extends at

the order of nanometers from the surface. For example, for irradiation using the 1064

nm wavelength of a Nd:YAG laser, the absorption depth would be 5 nm for the case

of aluminium [24]. In the thermoelastic regime, some of the energy absorbed by the

sample is then converted into heat which in turn causes the region that absorbed the

energy to expand. As the material tries to expand, stresses and strains are generated,

producing elastic waves also known as acoustic waves.

The other generation mechanism, the ablative regime occurs when the energy den-

sity of the light on the surface exceeds the damage threshold of the sample. The

high-power beam results in the production of plasma on the surface, causing the ma-

terial to evaporate. During this process, the particles from the test object are ejected

away from the surface. This produces a recoil force with an opposite polarity, directed

towards the bulk of the sample.

These mechanisms produce all wave modes: surface acoustic waves (SAW), as well

as bulk longitudinal and shear waves. In general, waves produced in the thermoelastic

regime exhibit lower amplitudes [36], however as this generation mechanism is truly

non-destructive, only this regime is considered and utilised for experiments, described

in this Thesis.

In the thermoelastic regime, ultrasound is not generated uniformly at all angles

relative to the normal to the surface. The directivity of the induced waves can be

defined by the following equation for shear and longitudinal wave, respectively [59]:

GL(θ) =
sin θ sin 2θ(κ2 − sin θ2)1/2

2 sin θ sin 2θ(κ2 − sin θ2)1/2 + (κ2 − sin 2θ2)2
(3.1)

GT (θ) =
sin 2θ cos 2θ

cos 2θ2 + 2 sin θ sin 2θ(κ−2 − sin θ2)1/2
(3.2)

Where θ is the angle of ultrasound wave propagation relative to the surface normal,

within the sample and κ is the ratio of longitudinal to shear acoustic velocity of the

test object.

As shown in Eq. 3.1 and 3.2, the ultrasound directivity of laser generated shear and
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longitudinal waves are defined solely by the acoustic velocity properties of the material.

For example, the directivities of laser induced ultrasound in aluminium can be seen in

Fig. 3.2, obtained by substituting the corresponding velocities in Eq. 3.1 and 3.2. The

values used were 3200 and 6300 m/s for shear and longitudinal waves respectively, which

are typical values for aluminium. These figures indicate that ultrasound is generated

at the highest intensities at ∼30◦ and ∼60◦ relative to the surface normal, for shear

and longitudinal waves, respectively.

Figure 3.2: Ultrasonic directivity patterns of laser generated ultrasonic transverse (left)
and longitudinal (right) waves in aluminium.

In the thermoelastic regime, laser generated shear waves are generally stronger than

longitudinal waves for metals [60]. For the case of aluminium, this difference is of an

order of magnitude [60]. It is due to this reason, that in the work presented in this

Thesis shear waves are utilised for imaging, while the longitudinal waves are ignored.

Acoustic wave detection is also performed by optical means, in laser ultrasonics.

The detection hardware used in the present study is an interferometric detector, which

is sensitive to the out-of-plane component of the detected ultrasound waves [54]. It is

due to this reason that the sensitivity of the system is not uniform at all ultrasonic

incidence angles of the received ultrasound waves. The sensitivity pattern of an out-of-

plane detector can be calculated using the following equation [61]:

DL(θ) =
cos θ(κ2 − 2 sin θ2)

F0(sin θ)
(3.3)

DT (θ) =
sin 2θ(κ2 sin θ2 − 1)1/2

F0(κ sin θ)
(3.4)
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Where,

F0(ξ) = (2ξ2 − κ2)2 − 4ξ2(ξ2 − 1)1/2(ξ2 − κ2)1/2 (3.5)

Similarly to the case of the directivity, the ultrasonic sensitivity is governed by the

acoustic velocities, as per Eq. 3.3 and 3.4. Applying the same velocity values used

to produce the directivity pattern on Fig. 3.2 (i.e.: 3200 and 6300 m/s for shear and

longitudinal waves, respectively) to Eq. 3.3 and 3.4, the sensitivity patterns for an

out-of-plane component detector on an aluminium sample are shown on Fig. 3.3.

Figure 3.3: Ultrasonic sensitivity patterns of an out-of-plane component detector for
transverse (left) and longitudinal (right) waves in aluminium.

3.2 Data Acquisition and Processing

In order to produce high quality ultrasonic images, phased arrays utilise ultrasonic

beam steering and focusing through constructive and destructive interference. This

is achieved by applying delays to each array element, carefully calculated in order to

produce the desired ultrasonic field. These delays applied to the array are called the

delay law and a visual representation of their use for beam steering and focusing can

be seen in Fig 3.4.

For data acquisition, LIPAs use the Full Matrix Capture technique, where the gen-

eration and detection elements are scanned over each element position, independently

of each other. Thus an ultrasonic signal is captured for each generation and detection

element combination [6]. The FMC method ensures that all the possible information

that is available from a single position of the ultrasonic phased array is obtained.

Beam steering and focusing is achieved synthetically, in post-processing, on a Full
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Figure 3.4: Ultrasonic beam steering (A) and focusing (B), when applying the appro-
priate time delays to individual array elements

Matrix data-set by using a Delay-and-Sum (DAS) algorithm. Of these DAS algorithms,

the most commonly used is the Total Focusing Method, where a user defined grid is

established over the imaging region, and the ultrasonic signals are delayed and summed

based on the superposition theorem to achieve synthetic focusing at each pixel of the

image. TFM achieves significantly higher imaging quality compared to other imaging

technique such as unfocused B scan or SAFT, due to the high number of signals used

for focusing, the wide range of angles probed in the sample by ultrasound and because

focusing is performed at every single point of the image, both in transmission as well

as reception [6]. The TFM algorithm can be described by the following equation:

I(x, z) =

∣∣∣∣∣
n∑

tx=1

n∑
rx=1

Stx,rx

(
dtx + drx
cmode

)∣∣∣∣∣ (3.6)

Where dtx and drx are the distances between the pixel at (x,z) and the transmitter

and receiver element, respectively. cmode is the acoustic velocity of the imaging mode

for the given material, Stx,rx is the A scan signal at tx and rx element combination

and I is the pixel intensity at (x,z) co-ordinates of the imaged area. The distances dtx

and drx can be calculated using the following equations for the case of cross-sectional

imaging:

dtx =
√

(xtx − x)2 + z2 (3.7)
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drx =
√

(xrx − x)2 + z2 (3.8)

Utilising FMC as the data acquisition method is simple for transducer-based phased

arrays, as the array can be electronically scanned and simultaneous reception from many

array elements is possible. The cost of generation and detection lasers are however sig-

nificantly higher than that of a single element of a transducer-based phased array, with

current laser technology. Thus, constructing a system containing 32, 64 or 128 lasers,

representative of a common phased array, is not viable, due to hardware constraints,

especially when considering that two lasers are required per element, one for generation

and one for detection. LIPAs overcome this challenge by synthetically constructing the

array [49]. A single generation and a single detection laser are scanned over the surface

of the test object. Independent scanning of the two lasers enables capturing all the

generating and detection element combinations. Based on the superposition theorem,

acquiring signals with a synthetic array is equal to that of a physical array [12].

Element positions are defined by the scanning mechanism, hence array parameters

such as number of elements, inter-element spacing, layout and aperture can be recon-

figured between and during experiments. Furthermore the decoupled generation and

detection also enables constructing phased arrays with any arbitrary generation and

detection array layout, including partially or completely overlapping elements, of which

the former is not possible with conventional phased array systems.

In Fig. 3.5 an example of a cross-sectional TFM image is shown, produced on

Sample A (See Fig. 2.7), imaging 1 mm diameter holes. The LIPA synthesised consisted

of 161 elements, with 0.155 mm inter-element spacing, in order to fully populate a 25

mm aperture with an λ/2 spacing at 10 MHz. Band-pass filtering was used at 5MHz

centre frequency, with a bandwidth of 130%, using the filtering process explained in

further detail in Section 3.3. A signal averaging of 16 was used for each A scan signal

captured. In total, 25921 A scan signals were captured (161 × 161), leading to a total

acquisition time of ∼ 30 minutes.

The image itself was normalised and converted to dB values to simplify interpreta-

tion of the data, which was achieved using Eq. 3.9.
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Figure 3.5: An ultrasonic image produced using a 1D, 161 element Laser Induced
Phased Array, with 0.155 mm inter-element spacing. Ultrasonic A scan signals were
processed at 5 MHz centre frequency, using 130% bandwidth.

IdB = 20log10(
Iabs
Imax

) (3.9)

A large amplitude region can be seen near the top of the TFM image in Fig. 3.5,

called the SAW cross-talk region. This is caused by the wave travelling along the

surface of the sample, from the generation points to the detection points. As this

is an undesirable imaging artefact, for the purposes of normalisation, this region was

excluded manually, ensuring that normalisation is performed relative to the highest

amplitude defect pixel and not the SAW artefact.

3.2.1 Adoption of Phase Information for Laser Ultrasonic Imaging

In standard ultrasonic beam forming techniques, including DAS algorithms, multiple

ultrasonic waves are combined either physically or in post-processing to achieve con-

structive or destructive interference. As the received ultrasonic waves are spatially

sampled by a physical or synthetic array, under-sampling can cause the generation of

undesirable grating lobes. As per the Nyquist sampling theorem, the inter-element

spacing, must be less than half the acoustic wavelength to avoid grating lobes [62].

However, this can often be challenging as reducing the pitch by increasing the number

of array elements or reducing overall aperture, will lead to higher system complexity

or compromised lateral resolution, respectively.
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Phase Coherence Imaging (PCI) has been proposed in the literature in order to

address the challenge of undesired grating lobes [63]. In PCI the phase information

of acquired A scan signals is measured and combined in order to produce a weighting

factor for each individual pixel of the image, that reduce intensities where low coherence

of phase is observed through the time-shifted A scan signal. The use of PCI reduces

imaging artefacts and increases overall image quality [63].

The concept of phase coherence imaging can be described as measuring and com-

paring the phases of each ultrasonic signal at the focal point. If a reflector is present at

the focal point, the phases will be similar, leading to high phase coherence. In contrast,

if no feature is present at the focal point, reflections are not produced, thus the time-

shifted signals will not contain any structural information (i.e.: only noise is present).

Due to the stochastic nature of noise, the phase of the individual data points from each

A scan signal will be randomly distributed, leading to low phase coherence. A weight-

ing factor based on this coherence is computed, which is then applied to the ultrasonic

imaging processed by conventional imaging techniques such as SAFT or TFM.

In the study presented here, the potential use of PCI for LIPAs is explored. As

the contribution of random noise and noise from scattering is reduced, the generally

low SNR of LU is significantly increased, allowing the reduction of array elements

without compromising imaging quality. Furthermore, due to the suppressed grating

lobes, the array pitch can be increased beyond half the acoustic wavelength without

producing artefacts, thus element count of the array can be further reduced. Finally,

PCI is presented as a method to reduce the effects of unwanted wave modes that are

generated by laser ultrasound, such as the case of the high amplitude surface acoustic

waves.

In previous studies, researchers have presented various implementations of PCI [64].

Each variation calculates the weighting factor based on the phases through a different

methodology and thus PCI is performed with different efficiency in each case. Of

these, the Vector Coherence Factor (VCF) has been shown to outperformed previous

implementations, such as the Phase Coherence Factor (PCF) or the Sign Coherence

Factor (SCF), due to its ability to overcome the discontinuity at ±π [64]. The circular
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coherence factor is another factor that has also previously been proposed. It similarly

overcomes the discontinuity, however with a higher computational complexity without

providing any benefits in performance over VCF. For this reason, the VCF weighting

factor is used throughout this Thesis whenever phase coherence is utilised, and it is

applied by taking the product of the TFM image and the weighting factor.

The Vector Coherence Factor defines the phases of the signal at each data point

as a complex number that can be represented by vectors on the complex plane, unlike

previous PCI methods, where a singular value was used. By representing the phases as

vectors, similar phases will constructively sum, while summing randomly distributed

phases will tend towards zero. As vectors do not exhibit phase-wrapping at ±pi, the

effects of discontinuity is eliminated. The factor itself can be calculated by the following

equation [64]:

V CF (x, z) =

√√√√( n∑
tx=1

n∑
rx=1

Re(Stx,rx(x, z))

|Stx,rx(x, z)|

)2

+

(
n∑

tx=1

n∑
rx=1

Im(Stx,rx(x, z))

|Stx,rx(x, z)|

)2

(3.10)

Where Stx,rx is a complex number composed of the real part and the imaginary

part of the A scan signals. The imaginary part is calculated by applying the Hilbert

transform on the real component of the signals.

As shown on Fig. 3.6 (A), when focusing onto a reflector, high coherence of the

phases is observed. In contrast on Fig. 3.6 (B) and (C), when focusing is preformed

where no features are present, low coherence is observed, due to the random phases of

noise. Thus, the weighting factor will tend to 1 in Fig. 3.6 (A) and 0 in (B) and (C).

The results of applying the VCF weighting factor to a LIPA image can be seen on

Fig. 3.7. The same test object, Sample A, was used, as shown in Fig. 3.5, however in

this case the array was sub-sampled to 54 array elements, down from the image with

161 elements shown in Fig. 3.5. Without the VCF weighting factor, a considerable

section of the image is masked by the high amplitude artefacts produced by the grating

lobes.

Considering the sub-sampling of the LIPA, the inter-element spacing increased to
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Figure 3.6: Normalised phase diagrams of data points on A scan signals, when focusing
where a point reflector is present (A), where no feature is present (B) and where a
grating lobe is present (C). Green arrows represent the phase from signals reflected
from a defect, whether the signal is coming from the focal point or from a grating lobe,
while red arrows represent the phase of noise.

0.465 mm compared to the previous 0.155 mm in Fig. 3.5, while utilising the same

aperture width. The wavelength of the acoustic waves is 0.64 mm at the 5 MHz centre

frequency of the digital filter used in post-processing for both these TFM images. It

is reminded here that in Fig. 3.5 the pitch of 0.155 mm satisfies the Nyquist sampling

theorem (0.155 mm < λ/2), while the inter-element spacing in Fig. 3.7 does not satisfy

it (0.465 mm > λ/2). It is due to this spatial under-sampling that grating lobes are

now produced, which in turn create imaging artefacts as seen at the right side of Fig.

3.7 (A). These high amplitude artefacts appearing on the image are mainly due to the

interaction of the grating lobes with the high amplitude surface acoustic waves that are

reflected from the edges of the sample and they compromise the imaging capabilities

of the TFM, as can be seen in Fig. 3.7 (A). On this image, the effects of grating lobes

(i.e.: artefacts) appear more concentrated on the right side of the image. This was

achieved by miss-aligning the optical focal point of the generation laser, such that the

laser beam is more in focus when approaching the right edge of the array, producing

higher intensity SAWs compared to the amplitude of the SAWs produced at the left

side of array. This was done in order to concentrate the effects of grating lobes to one

side of the image.

In comparison when observing Fig. 3.7 (B) where VCF was used in the post-
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Figure 3.7: Ultrasonic images produced by a sparse array using the Total Focusing
Method, without applying VCF (A) and with VCF (B). LIPA of 54 array elements and
0.465 mm inter-element spacing.

processing, the artefacts produced by the grating lobes are suppressed, uncovering re-

gions previously concealed by them. Furthermore an additional benefit of the technique

is the reduction of other undesirable effects, such as noise due to ultrasonic scattering,

the inherent noise of the laser detection system, as well as signals from undesirable

wave modes, such as the high amplitude SAW region near the scan surface. This im-

provement is demonstrated on Fig. 3.8, showing the images produced by a dense LIPA

without (A) and with (B) the Vector Coherence Factor weighting. In this case a dense

array is used, as opposed to the sparse array that was presented in the previous figure

(Fig. 3.7), thus grating lobes are not produced, leading to an image without grating

lobe artefacts. However noise occurs on the ultrasonic image, caused by factors such

as ultrasonic scattering from the micro-structure or the inherent noise of the ultrasonic

detector. Observing the two images shown in Fig. 3.8, it can be seen that when VCF is

applied as a weighting factor, it can reduce the effects of this noise and increase overall

SNR.

It is important to note that while, VCF offers improvement regarding imaging

quality and grating lobe suppression, it performs best with point-like defects which

reflect ultrasound uniformly in all directions. Applying VCF requires the detection of

ultrasonic echoes at all elements and failure to achieve this results in the deterioration

of the performance of phase coherent imaging [65]. Porosities and other similar defects

act as point scatterers and work well with VCF. However many other defect types,

35



Chapter 3. Laser Induced Phased Arrays - Data Acquisition and Processing

Figure 3.8: Ultrasonic images produced by a dense array (161 elements, 0.155 mm
inter-element spacing) using Total Focusing Method, without applying VCF (A) and
with VCF (B).

such as cracks, act as specular reflectors and do not scatter ultrasound uniformly at all

angles [50]. Hence phase coherence does not perform equally for all types of defects.

3.3 Frequency Content of Laser Ultrasonic Data

In the case of materials examined in this Thesis, the laser energy is absorbed in a layer

much thinner than the ultrasonic wavelength (a few nanometers in aluminium). As a

result, the bandwidth of the generated wave depends on the temporal characteristics

of the laser pulse is broadband [24]. As described in Chapter 2, the laser in the ex-

perimental setup has a pulse width of 8 ns Full Width Half Maximum. The temporal

profile of the beam is shown on Fig. 3.9, along with the frequency content of this

beam, obtained through Fast Fourier Transform (FFT). Due to the short pulse-width,

a wide-band frequency signal is generated by the laser with frequency content ranging

from DC up to above 100 MHz, with a Full Width Half Maximum (FWHM) of ∼27

MHz. This range is limited by the detection system, which has a bandwidth of 1-66

MHz.

Depending on the application, not every component of this spectrum contains use-

ful information. In the case of NDE, acoustic attenuation becomes so severe above a

certain frequency, due to scattering, that ultrasonic waves rapidly disappear within the

sample. Conversely, low frequencies also have disadvantages, as ultrasonic waves will
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Figure 3.9: Temporal profile (A) and the spectrum (B) of the generating laser beam

not interact with features smaller than half the acoustic wavelength, due to the diffrac-

tion limit. Hence, high frequency components only containing noise, and low frequency

components that cannot interact with small features, contain very little structural in-

formation and are undesirable.

In order to discard undesirable frequency components, filtering can be performed

on the acquired signals. Digital filtering can be applied to signals in post-processing,

with the additional benefit of being able to choose various frequency ranges and filter

shapes, without altering the original raw data. In this work, band-pass filtering was

realised using a Gaussian shape, defined by two characteristics: the centre frequency

and the bandwidth. The bandwidth is described as a percentage of the centre frequency

by -6 dB drop. Considering a filter centred at 5 MHz, with a 100% bandwidth (i.e.:

5MHz bandwidth at -6 dB drop) would translate to lower and upper cut-off frequencies

of 2.5 and 7.5 MHz, respectively.

When performing imaging using LIPAs, the frequency content to utilise must be

carefully considered. The spectrum of the ultrasound waves used has a wide range of

effects on ultrasonic inspection and imaging. In addition to the attenuation and the

diffraction limit, which were mentioned, another critical characteristic is ultrasonic res-

olution, which defines the ability to resolve two closely located features. In ultrasonic

imaging the a critical objective is to achieve high resolution, allowing accurate iden-
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tification of defects. In cross-sectional, ultrasonic imaging, resolution is described as

lateral and axial resolution. As lateral resolution is mainly controlled by the aperture

width of the array, for the remainder of this section, when resolution is mention, it

refers to axial resolution. Lateral resolution will be further discussed in Section 4.1.

From the available wide ultrasonic frequency band, higher frequencies resolve smaller

features. Furthermore, the bandwidth of the signal also has an impact on this reso-

lution: wide bandwidth leads to higher resolution, due to the shortened pulse width

in time [66]. A larger bandwidth produces shorter acoustic pulses in time, thus they

achieve higher resolution when compared to a narrow-band pulse. A graphical repre-

sentation of how the shorter temporal pulses achieve higher axial resolution towards

resolving two defects located in close proximity is shown on Fig. 3.10.

Figure 3.10: Visual demonstration of resolution as a function of centre frequency (C.F.).
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As detailed in the previous paragraph, utilising high frequencies and a wide band-

width provides increased resolution resulting in improved imaging quality, however this

can lead to higher attenuation due to ultrasonic scattering. Hence, when selecting the

frequency range of the digital filter, a compromise between resolution and attenuation

must be made. Images shown on Fig. 3.11 demonstrate the relationship between fre-

quency, bandwidth, ultrasonic resolution and attenuation. These images were produced

by applying various digital filters on the signals used for the production of Fig. 3.5. In

this case Phase Coherence Imaging was not applied.

Figure 3.11: TFM images of the same LIPA data-set (161 elements and 0.155 mm
inter-element spacing) demonstrating the effect of ultrasonic frequency and bandwidth
to the resolution of point scatterers (1 mm side drilled holes).

In the first case shown on Fig. 3.11 (A-C), the filter bandwidth is static at 150%,

and the centre frequency of the filter is varied. The results show that as frequency is

increased the resolution is improved, however as the imaging frequency keeps increasing,

ultrasonic attenuation dominates the signals decreasing overall SNR of the resulting

images as shown on Fig. 3.11 (C). The second case, shown on Fig. 3.11 (D-F) the

filter was centred at at a static 5 MHz, while the filter bandwidth was varying. As the

bandwidth is widening the defects are resolved smaller, due to the increased resolution.
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3.4 Ultrasonic Array Sensitivity

In order to characterise defects accurately, the response of the imaging system is re-

quired to be consistent. Using an ideal imaging system, two identical defects are ex-

pected to appear identical in amplitude on the ultrasonic images. This however is not

always the case. The lack of consistency can be partially explained when consider-

ing the ultrasonic directivity and sensitivity patterns, as well as beam spreading and

attenuation. From this, it becomes clear that depending on the defect’s location and

orientation relative to the array elements, the response on the resulting image will vary.

This can be defined by the ultrasonic sensitivity map, which is a metric that indicates

the amplitude of the response of the imaging system to a point reflector, at any position

relative to the ultrasonic phased array [67].

Ultrasonic sensitivity maps are calculated by assuming an ideal, omnidirectional

point scatterer (i.e. reflecting ultrasound uniformly in all directions, at every pixel of

the user-defined grid within the imaging region. The general equation for calculating

sensitivity maps for laser ultrasound can be defined by the following equation [49]:

E(x, z) =

∣∣∣∣∣
n∑

tx=1

n∑
rx=1

G(θtx(x, z))D(θrx(x, z))Btx,rx(x, z)

∣∣∣∣∣ (3.11)

Where B is the beam spreading coefficient and is defined by the following equation:

Btx,rx(x, z) =

√
1

(dtx(x, z)drx(x, z))
(3.12)

And the angles between the generating element and pixel, and the detecting element

and the pixel are defined as:

θtx = tan−1

(√
(xtx − x)2

z

)
(3.13)

θrx = tan−1

(√
(xrx − x)2

z

)
(3.14)

Shear and longitudinal waves exhibit different patterns both for ultrasonic genera-
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tion and detection, as shown on Fig. 3.2 and 3.3, thus the sensitivity maps will vary

depending on what wave mode is being considered, including mode conversion, such as

shear generation and longitudinal detection and vice versa. Calculating the sensitivity

maps for the different modes can be achieved by inserting either shear or longitudinal

patterns for the generation and detection patterns in Eq. 3.11. Figure 3.12 shows a

numerical example of sensitivity maps for a 100 element LIPA for shear, longitudinal

and the two mode converted waves considering the acoustic properties of aluminium.

Figure 3.12: Sensitivity maps produced using shear waves (A), longitudinal waves (B),
shear-longitudinal mode converted waves (C) and longitudinal-shear waves (D)

3.5 Summary

The aim of this chapter was to provide a sufficient background information on laser

ultrasonics for this Thesis. Basic concepts of laser ultrasonics were explained, including

the ultrasonic generation mechanisms along with the characteristics of the laser gener-

ated ultrasound waves, such as propagation directivity and detection sensitivity. The

theory of phased array ultrasonics was presented, as well as the Full Matrix Capture

acquisition method and the relevant post processing imaging algorithm, the Total Fo-
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cusing Method. The adaption of these concepts for laser ultrasonic was then presented

which is called Laser Induced Phased Arrays.

In order to improve the imaging capabilities, phase information was utilised for LI-

PAs for the first time, providing better SNR and suppressing grating lobes when spatial

under-sampling of the aperture occurs. The results have shown, that by employing the

vector coherence factor weigthing, defects could be located on images produced by a

sub-sampled LIPA (See Fig. 3.7), in spite of a threefold reduction in array elements,

translating to a nine-fold reduction of A scan signals captured in the Full Matrix. This

improvement is critical towards enabling volumetric imaging for LIPAs, as currently

acquisition times are limited by the high array element count and the mechanical scan-

ning of the lasers. As a result it is also critical for the industrial implementation of

LIPAs.

The concept of wide-band ultrasonic signals and band-pass filtering for ultrasonic

imaging was introduced. The relationship ship between frequency, bandwidth, atten-

uation and resolution was explained and a comparative study (See Fig. 3.11) was

performed to validate this, using varying digital filters on experimental LIPA data.

Finally the effects of ultrasonic generation directivity and detection sensitivity for

ultrasonic imaging was explained. This was quantified by calculating the array sen-

sitivity maps, providing information regarding how sensitive the phased array is to a

defect at any given location.
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Chapter 4

Sparse Laser Induced Phased

Arrays for Grating Lobe

Suppression

Reducing acquisition times of ultrasonic phased arrays and improving imaging effi-

ciency, while maintaining high imaging quality has been the goal of many researchers

over previous decades [68–70]. The motivation behind this activity has always been to

boost the application potential of phased arrays. Various techniques have been pro-

posed in order to increase imaging efficiency and these are roughly focused around

research on phased array designs and signal processing.

The Laser Induced Phased Array is a relatively new technique, that utilises the Full

Matrix Capture data acquisition, capturing an A scan signal for each generation and

detection element combination. It has been demonstrated to be an effective tool for

inspecting additively manufactured components [52] and objects with complex shapes

[31], however a limiting factor is the time-consuming data acquisition. The aim of this

chapter is to reduce LIPA acquisition time towards enabling volumetric imaging and

improve industrial applicability. Optimisation of the ultrasonic phased array design is

explored for Laser Induced Phased Arrays for faster acquisition, exploring designs that

suppress or do not induce imaging artefacts. In this study the array optimisation is

achieved by taking advantage of the fact that of LIPAs can be reconfigured into any
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arbitrary array layout for ultrasonic generation and detection.

Initially, an analytical model is established, based on Huygens’ principle. In this

work, Huygens’ principle is utilised to calculate the ultrasonic field produced by a

phased array in order to evaluate the performance of multiple designs by measuring

the undesirable grating lobes. The improvements achieved in the analytical model are

then experimentally demonstrated on metallic test objects.

Two categories of phased array designs are presented: periodic and aperiodic lay-

outs. Each individual design methodology is described in detail, and are evaluated

using the analytical model. Previously an array with a reconfigurable generation lay-

out has been presented by Alles et al. [71], however, to the author’s knowledge, in this

study the first ultrasonic phased array system with independent and reconfigurable

ultrasonic generation and detection layouts is presented. Furthermore this is the first

study into optimising sparse array focusing for laser ultrasonic imaging as well as.

4.1 Ultrasonic Pressure Field Modelling

Evaluation of the pressure field produced by an ultrasonic phased array can be calcu-

lated utilising Huygens’ principle [66, 72, 73]. Huygens’ principle states that an ultra-

sonic wave front can be divided into various individual spherical or cylindrical sources

based on the concept of superposition. Conversely, a wave produced by a phased array

can be calculated as a depth varying function after applying a specific delay law. The

amplitude of side-lobes and grating lobes (when spatial under-sampling occurs) can be

measured by analysing the calculated pressure field away from the focal point.

The acoustic pressure field can be defined by the following generalised equation,

where the time delays are expressed as phase shifts [66]:

P (x, z) =
n∑

el=1

ei(kdel−kdf ) (4.1)

Where, el is the array element, del is the distance between pixel and element el,

df provides the distance to calculate the time delay for the focal point for element el

relative to the centre of the array:
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df =
√
(xel − xf )2 + z2f −

√
x2f + z2f (4.2)

and k is the wave-number calculated by the following equation:

k = 2πλ (4.3)

Figure 4.1 shows an example pressure field calculated when focusing at a depth

of 20 mm from the surface, without applying any beam steering (i.e.: focal point at

(x,z)=(0,20) mm). For this calculation, an array aperture of 25 mm, element number

of 80, inter-element spacing of 0.32 mm, ultrasonic frequency of 5 MHz, and a shear

acoustic velocity of 3200 m/s was assumed. The model does not provide absolute

pressure field measurements as the input does not take into consideration the amplitude

of the waves produced by the individual array elements. The image was normalised to

its highest value as the pressure field calculation provides relative information .

Figure 4.1: Simulated pressure field of a phased array, based on the analytical model
described by Eq. 4.1. Colour scale shows normalised amplitude of the pressure field.

The general Eq. 4.1 assumes uniform directivity at all angles, however this is

not representative of the physical scenario in laser ultrasonics at the thermoelastic

regime. For this reason, Eq. 4.1 adapted to account for the shear directivity and

sensitivity patterns defined by Eq. 3.2 and 3.4 in order to account for non-uniformity

of the ultrasonic field. In addition, focusing in transmission and reception produces two

45



Chapter 4. Sparse Laser Induced Phased Arrays for Grating Lobe Suppression

independent pressure fields because the angular patterns are different for generation and

detection. Thus in the following equations the pressure field will be expressed by two

separate equations, one for transmission (Ptx) and another for reception (Prx). Another

effect that influences the pressure field is the beam spreading of the wavefront, which

has been defined by Eq. 3.12. If all these effects are taken into consideration then the

pressure field calculation can be expressed by the following two equations:

Ptx(x, z) = GT (θtx)B(x, z)
n∑

tx=1

ei(kdtx−kdf ) (4.4)

Prx(x, z) = DT (θtx)B(x, z)
n∑

tx=1

ei(kdtx−kdf ) (4.5)

Where θtx and θtx are the angles between array elements and pixels as defined by

Eq. 3.13 and 3.14.

Figure 4.2 shows the pressure field produced when focusing is applied in transmission

(A) and reception (B) to a LIPA. The array parameters and focusing was identical

to values utilised to produce Fig. 4.1. As can be seen in this figure showing the

laser ultrasound adapted focused pressure fields, the array cannot constructively and

destructively interfere the ultrasonic waves as efficiently as when waves with uniform

directivity were utilised, due to the limited angles of generation and detection. This

is especially evident when observing the strong side lobes appearing around the main

lobe at the focal point.

Currently, pressure fields only in transmission or reception, were considered, also

called one way focusing. This is equivalent to using an imaging method such as the

Plane Wave Imaging where focusing is only achieved in reception. However, the imaging

method utilised in this study is the TFM which achieves focusing both in transmission

and reception at the same time, leading to two-way focusing. The ultrasonic field

produced by applying two-way focusing to a phased array is defined by the product of

the two independent pressure fields as follows:

Ptotal = Ptx ∗ Prx (4.6)
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Figure 4.2: Simulated pressure field of a phased array when focusing in transmission (A)
and reception (B), based on analytical model described by Eq. 4.4 and 4.5, respectively.
Colour scale shows normalised amplitude of the pressure fields.

The acoustic pressure field produced in two-way focusing can be seen in Fig. 4.3

based on the pressure fields previously shown on Fig. 4.2. As can be seen in Fig.

4.3, a significant improvement in concentrating the pressure fields at the focal point is

achieved by performing focusing in transmission and reception simultaneously. A reduc-

tion in amplitude away from the focal point can be observed, leading to an amplitude

reduction in undesirable side-lobe levels.

Figure 4.3: Simulated pressure field of a phased array when focusing in transmission (A)
and reception (B), based on analytical model described by Eq. 4.4 and 4.5, respectively.
Colour scale shows normalised amplitude of the pressure fields.

As the aim of this work is to calculate the pressure field for grating lobe level evalu-

ation, the array directivity (i.e.: pressure field at the radius equal to the focal distance,
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from the centre of the array, as shown on Fig. 4.4 (B)) provides sufficient information,

eliminating the need to determine the pressure field within the entire imaging region.

The array directivity is calculated by measuring the produced ultrasound along all an-

gles relative to the surface normal at a constant radius of the focal distance, as shown

by the red, dashed circle in Fig. 4.4. In Fig. 4.4 (B) the array directivity extracted,

along the red, dashed circle can be seen.

Figure 4.4: Pressure field produced by an array (80 elements, 0.32 mm inter-element
spacing, at frequency of 5 MHz) using two-way focusing (A). The array directivity
is highlighted along the red dashed circle. The extracted array directivity (B) as a
function of angles at a constant radius of focal distance.

The array directivities is an effective tool to evaluate the array performance of the

ultrasonic phased array [62, 66]. Information relating to the lateral resolution, and

artefacts can be extracted through inspection of the main lobe width and side lobe

and grating lobe levels. A wide range of optimisations can be performed in order to

improve various array characteristics, such as reducing the width of the main lobe and

suppressing side lobes. In this study the aim is to suppress the artefacts induced by

grating lobes.

In this section and up until now, pressure fields have been modelled for densely

populated arrays. An array is defined as dense when the inter-element spacing (p) is

equal to or less than half the acoustic wavelength (p ≤ λ/2), thus no spatial under-

sampling occurs during focusing. When a sparse array, with a pitch larger than half the

acoustic wavelength, is utilised for focusing, grating lobes are produced at undesirable
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angles. Figure 4.5 shows the array direcitivity of a sparse array. The same values were

used for this array directivity as for Fig. 4.4, however with half the number of array

elements (i.e. 40 array elements, 0.64 inter-element spacing, at 5 MHz frequency). In

this case, the same array aperture was used and the inter-element spacing became equal

to the acoustic wavelength. As can be seen in the array directivity plotted in Fig. 4.5,

undesirable grating lobes appear at around 70◦. This was expected due to the array

being sparse and not satisfying the Nyquist criterion.

Figure 4.5: Array directivity of a sparse array (40 elements, 0.64 mm inter-element
spacing, at frequency of 5 MHz) with an inter-element spacing equal to the acoustic
wavelength, when focusing at). Main lobe, side lobes and grating lobes are indicated
on the figure.

The above detailed sparse array can be converted into a dense array without intro-

ducing more array elements by reducing the inter-element spacing. This however leads

to an overall decrease in array aperture. The aperture width is a main defining factor

of lateral resolution [66] for ultrasonic imaging, as demonstrated on Fig. 4.6. Thus,

decreasing the overall aperture size in order to overcome the sparsity of an array com-

promises the resolution. As resolution is a critical factor, this approach is not desirable.

49



Chapter 4. Sparse Laser Induced Phased Arrays for Grating Lobe Suppression

Hence, an optimised sparse array must be explored for LIPAs to ensure that resolution

is not compromised while grating lobes are suppressed.

Figure 4.6: Graphical demonstration of the effect of the main lobe on lateral resolution.
When the width of the main lobe is larger than the distance between the two features,
(A) the two defects are not resolved separately. In comparison, when the width of the
main lobe is reduced, the two features are each imaged.

4.2 Two-way Radiation Pattern Optimisation

In the previous subsection the concept of two-way focusing was presented. It was shown

how focusing can be achieved in generation and detection independently, meaning that

a different pressure field is produced in transmission and reception. Lockwood et al.

[68] have utilised this capability of ultrasonic phased arrays in order to optimise the

transmit and receive array directivities relative to each other and suppress grating lobes

of the sparse arrays, in the two-way focused pressure field. Using the concept of the

effective aperture, it was demonstrated that by applying apodisation to two carefully

designed sparse arrays, with different generation and detection array layouts, the two-

way radiation pattern of a dense array can be achieved. The number of elements in

the array was reduced by four times, without compromising the side-lobe to main lobe

ratio [68].

However, a considerable disadvantage of this technique was that a fully populated
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dense transducer-based phased array had to be partially excited to achieve one sparse

array layout for generation and a different sparse array layout for detection, resulting in

a highly inefficient use of the transducer-based phased array. Likely for this reason, this

technique has not been popular for the use of 1D transducer-based ultrasonic phased

arrays.

In contrast to transducer-based arrays, LIPAs are synthetically created and have

decoupled generation and detection capabilities. Therefore, it is possible to apply a

two-way radiation pattern optimisation, and have multiple generation and detection

elements, potentially overlapping with each other, because the array elements are cre-

ated using light. This flexibility of LIPAs expands the possibilities for this optimisation

technique.

For the effective aperture approach presented in [68], the assumption that the gen-

eration and detection have the same directivity is made. In this case, the pressure field

produced by a generation array is identical to that of a detection array with the same

layout. However, the patterns obtained for LU, are not the same (see Section 3.1) and

this is not a valid assumption to make. Thus, in the present study, the evaluation is

done by the two-way radiation pattern by taking the product of the individual pressure

fields, as shown in Section 4.1.

Commonly, apodisation is applied to sparse array designs, in order to achieve op-

timised beam directivity [68, 74]. This technique entails applying different weighting

factors to the array elements, similar to the concept of applying a windowing function in

digital signal processing. However, by doing so, the overall array sensitivity is compro-

mised. Figure 4.7 demonstrates the effect of applying a cosine apodisation function on

the array sensitivity (see Section 3.4). This is compared to the case where no apodisa-

tion is applied, which can be treated as a rectangular apodisation. In transducer-based

phased arrays, the excitation function is amplified in order to overcome this reduction in

sensitvitiy. However this method cannot be applied to laser ultrasonics as the maximum

excitation function is limited by the ablation threshold. Furthermore transducer-based

phased arrays have generally high generation efficiency and detection sensitivity. This

is not the case in laser ultrasonics, at the thermoelastic regime, on both accounts, es-
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pecially because the main limiting factor for imaging is the low sensitivity. For this

reason, in the present study no amplitude apodisation was considered for sparse arrays,

in order to avoid reduction in overall sensitivity.

Figure 4.7: Sensitivity maps of a LIPA (50 elements, 0.51 mm inter-element spacing)
with no apodisation function (A) and with a cosine apodisation function (B). The
graphical representation of the apodisation function used in each case is shown above
the respective sensitivity map. Amplitude of the functions is indicated using red 1
(maximum amplitude) and 0 (minimum amplitude)

The two-way radiation pattern optimisation towards grating lobe suppression is

evaluated using the model based on Huygens’ principle described in the Section 4.1.

The angle that the array grating lobes appear at is defined by the amount of spatial

under-sampling, which is defined by how large the inter-element spacing is relative to

the acoustic wavelength. When the pitch is different for generation and detection, the

grating lobes will appear at different angles in transmission as in reception. When the

two-way focusing is considered, the product of the generation and detection array direc-

tivity achieves suppression of the grating lobes due to the misalignment of these lobes.

The concept is visually demonstrated on Fig. 4.8, where the same array was utilised in

transmission as in reception (A) and where different array pitch was utilised in trans-

mission and in reception (B). The total number of array elements was 100 in both

cases, with 50 generation and 50 detection elements in (A) and 47 generation and 53

detection elements in (B). The parameters utilised were 7.5 MHz ultrasonic frequency,

25 mm aperture, acoustic velocity of 3200 m/s and a focal point at (x,z)=(0,20) mm.

A clear difference in grating lobe amplitude can be observed between the two cases.
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Figure 4.8: Array directivity with same generation and detection layout (50 generation
and 50 detection elements) (A) and with different generation and detection layout (47
generation and 53 detection elements) (B). Both arrays were sparse and had the same
aperture width (25 mm) and number of total array elements.

The approach taken towards array optimisation in the present study was to select

a set of array parameters for either the transmitting or receiving array, such as the

array aperture, number of elements and pitch. The other array, either receiving or

transmitting, is then varied. That is the number of array elements and corresponding

pitch are swept through a range of values. By doing so, the performance of the two-way

radiation pattern array can be measured and optimised as a function of generation-to-

detection-pitch ratio. The amplitude of the first order grating lobe is measured relative

to the main lobe, as a measure of quantitative evaluation between array designs.

In the present study, the generation array was selected to have set parameters of

25 mm aperture and 64 array elements resulting in a pitch of 0.4 mm. The acoustic

velocity was chosen to be 3200 m/s, a common value for shear acoustic velocity within

aluminium. A lambda of 0.267 mm was selected, in order to achieve high grating lobe

amplitudes. In this case the Nyquist sampling criterion is not satisfied as it is smaller

than twice the pitch. The corresponding acoustic frequency for this wavelength and

velocity was calculated to be 12 MHz. Next, the number of detection elements were

varied from 24 to 64 elements. The detection aperture was constant and selected to be
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identical to that of the generation array, (i.e. 25 mm). Hence the detection pitch was

consequently varied from 1.09 to 0.4 mm. The ratio of the generation versus detection

inter-element spacing was used as a comparative measure. This ratio varied from 0.37

(37%) to 1 (100%) and for the value 1 the same layout was used in transmission as in

detection. The results of this study can be seen on Fig. 4.9. Higher values mean worse

performance due to higher amplitude of artefacts being produced by the grating lobes.

Figure 4.9: Ratio of the first order grating lobe and the main lobe as a function of
generation to detection array pitch ratio. The generation array consisted of 64 elements
and had a 25 mm aperture. The generation array had a consistent aperture of 25 mm,
with the number of elements ranging from 24 to 64, thus achieving variable pitch.

Relative to the case where the same generation and detection layout is used (i.e.:

ratio = 1), grating lobes are shown to be reduced from ∼0.38 to ∼0.14 relative to

the main lobe amplitude, which is a reduction by 63%. This occurs when applying a

0.62 times smaller generation pitch relative to detection pitch. For 0.54 - 0.86 relative

pitch, every data point exhibits at least a 43% improvement for grating lobe reduc-

tion. However, when the generation inter-element spacing becomes half that of the

detection, grating lobes appear at a higher value. This can be explained by the fact

that halving the spatial sampling points produces a higher order grating, that occurs

at the same angle as the previous order when using twice as many sampling points.
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Figure 4.10 demonstrates the effects of higher order grating when halving the number

of elements, thereby doubling the inter-element spacing. As the 2nd order grating lobe

of the transmission array aligns with the 1st order grating lobe of the detection array,

in the two-way radiation pattern a high amplitude grating lobe appears in spite of the

different layout used for generation and detection. Thus when designing the generation

and detection arrays for two-way radiation pattern optimisation, the detection pitch

must not be a multiple of the generation pitch in order to avoid grating lobes.

Figure 4.10: Array directivity pattern when using the same Tx and Rx arrays (A) and
when the number of Tx elements is half of the Rx elements (B), showing a second order
grating in the transmit radiation pattern.

4.3 Aperiodic Sparse Array Design

The other category of sparse designs considered in this work is the random array,

which improves the array directivity by breaking the periodicity of the elements [14].

This is because the grating lobes are produced by the periodic under sampling of the

waves, as discussed in Section 4.1. While there are various aperiodic sparse array

design [12,71,75], the one considered in this study is the random array. Random arrays

can be performed using a completely randomised process, with elements located at a

random position within the aperture. An alternative approach is to apply a restricting

rule for the design, such as the bin distribution approach [76], where each element is
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randomly placed within a a predefined bin, as shown on Fig. 4.11.

Figure 4.11: Demonstration of how the binned random arrays are designed. Arrays
with three different bin sizes are shown: bin size equal to the inter-element spacing
(A), bin size smaller than the inter-element spacing but larger than element width (B),
bin size of the element width (C). The last array (C) is equivalent to a periodic array.
Each element is represented by a gray square.

The centre of the bins are fixed and located periodically within the total array

aperture. The elements are then randomly positioned within their corresponding bin.

Widening the width of the constraining bin results in increased randomness and when

the constraining bin is equal to that of the width of an element, the array exhibits

a periodic, non-random layout. This binned approach is utilised in the present study

instead of a completely random array in order to avoid the possibility of having signif-

icantly denser and less dense areas of the aperture, leading to potential blind-holes in

the resulting array sensitivity [76]. Here, the width of the bin is defined relative to the

inter-element spacing as a percentage.

4.4 Evaluation of Sparse Laser Induced Phased Arrays

A comparative study is presented here, between the conventional periodic array design

with identical transmit and receive apertures, the two-way optimised array and the
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random array with the aim to evaluate them. Initially the parameters of the conven-

tional periodic phased array with identical generation and detection arrays are defined.

The ultrasonic frequency was selected as 6 MHz leading to an acoustic wavelength of

∼ 0.53 mm (acoustic velocity 3200 m/s). The total aperture was selected to be 30 mm,

to cover the entire imaging region. In order to achieve ∼1:1 relationship between pitch

and λ, to produce high amplitude grating lobe, a pitch of 0.5 mm with 61 elements was

chosen.

Two-way optimisation was carried out by using an initial array as described in Sec-

tion 4.2, with 61 generation and 61 detection elements. Progressively, the distribution

of generation and detection elements was varied, by taking away a generation element

while at the same time adding a detection element. A distribution of 57 generation

and 65 detection elements was found to provide a good level of grating lobe reduction.

This translates to a generation pitch of 0.54 mm and detection pitch of 0.47 mm.

The other optimised array, the random array was designed by applying a random

variable to the periodic array with same generation and detection pattern, as described

in Section 4.3. The bin width was limited to 50% of the 0.5 mm pitch, thus each

element was allowed to move either to the left or right by up to 0.25 mm. The array

directivity results calculated using the analytical model for these three designs can be

seen on Fig. 4.12.

Table 4.1 shows the array parameters along with the performance calculated from

Fig. 4.12. These array parameters were used in the experimental setup in order to

evaluate the designs in practise. The array parameters were controlled and varied by

the LabVIEW code detailed in Chapter 2, while the experimental setup (hardware) did

not require any change when switching between array designs. Reconfiguring the LIPA

was achieved completely through software.

Sample B was selected for experimental demonstration such that the side-drilled

hole, highlighted by a yellow arrow in Fig. 2.7, is imaged from the side indicated by the

red arrow on the same figure. From this perspective, a cylindrical defect located ∼15.5

mm deep from the scan surface is imaged. Gaussian filtering with a 100% bandwidth

was applied, centred at 3 MHz, in order to allow detection of the 6 MHz components,
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Figure 4.12: Array directivities of three sparse array designs with a total of 122 elements
(Tx and Rx): a periodic array with same pitch for Tx and Rx; a random array with
50% limited bin; a two wave optimised array with detection vs. generation pitch ratio
of 87%.

which were utilised in the analytical model. During acquisition each signal was averaged

a total of 512 times and the acquisition time of each array was ∼11 minutes. Regarding

post processing of the three arrays’ data-sets, two methodologies were followed: The

TFM algorithm was applied with and without the VCF algorithm. The reason is that

VCF is an algorithm that has been shown to suppress grating lobes as well as increase

SNR (See Section 3.2.1) and its effect had to be decoupled from the evaluation of the

three arrays due to their design. Two sets of TFM images were produced and are shown

in Fig. 4.13, where (A-C) and (D-F) have been processed without and with the VCF

algorithm respectively.

The defect can be clearly seen in Fig. 4.13 (D-F) where the VCF algorithm has

been applied to the TFM. However high amplitude artefacts can be seen on the image

produced by the periodic array utilising the same layout for generation and detection

(Fig. 4.13 (D)). This is in good agreement with analytical results from the theoretical

model. Based on the calculated array directivities, the random array, utilising identical
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Array Design Tx Elements Rx Elements GL to ML Ratio

Same Tx & Rx Layout 61 61 42%

Random 61 61 17%

Two-Way Optimised 57 65 14%

Table 4.1: Array parameters and calculated grating lobe (GL) to main lobe (ML) ratios,
linked to Fig. 4.12.

generation and detection layout, exhibited a lower maximum grating lobe peak than

the two-way optimised array, however on the experimental results, the random array

produced higher peak artefact values. This can be explained when analysing the an-

alytical array directivities from Fig. 4.12. The two-way optimised array has a single

prominent peak on either side of the main lobe at ±65◦. In comparison, the random

array spreads out its grating lobe levels over the range of angles of the array directivity,

thus it produces multiple peaks. While the maximum grating lobe peak is lower than

that of the two-way optimised array, there is a high average energy, spread out over

multiple grating lobe peaks.

To quantitatively compare the images, two metrics were measured: the image SNR

and the peak artefact amplitude. The former was measured by dividing the signal (i.e.:

0 dB, as normalisation is performed relative to this value) by the noise floor. The noise

floor was measured between -3 to -15 mm depth. This range was selected in order to

exclude the effects of the SAW cross-talk region as well as the defect. The peak artefact

level was determined by measuring the highest intensity pixel within this same region.

The final measured results can be seen on Table 4.2.

The Random and the Two-way optimised arrays both achieved SNR improvements

of ∼11 dB, when compared to the conventional periodic array which utilised the same

generation and detection layout, both with and without utilising the VCF weighting.

These arrays also offered reduced peak artefact levels: the Random array by ∼4 and

∼7 dB, while the Two-way optimsied by ∼6 and ∼12 dB, without and with VCF,

respectively. This demonstrates that while the two sparse arrays proposed for LIPAs
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Figure 4.13: Experimental TFM images produced by periodic array utilising the same
layout for generation and detection (A,D), two-way optimised array (B,E) and random
array (C,F) without (A-C) and with phase coherence (D-F). The defect is indicated
on the images by black and white arrows. Different colouring of arrows was utilised to
achieve better contrast compared to the ultrasonic images. Filtering was performed at
3 MHz using a 200% bandwidth. Same array parameters are used as for Fig. 4.12.

(Random and Two-way optimised) offer comparable SNR improvements for 2D imaging,

the Two-way optimised array offers improved artefact reduction.

4.5 Summary

A study employing sparse array designs for LIPAs was presented in this chapter, to-

wards reducing number of array elements, and the subsequent data acquisition time,

while suppressing grating lobes. A comparison between a sparse array with the pre-

viously presented layout of LIPAs (i.e.: periodic array with identical generation and

detection layout) and the optimised designs was carried out. High intensity artefacts

appeared on the image produced by the conventional array (i.e.:periodic array, with

same generation and detection layout), which compromised image interpretation. The

artefacts at certain points appeared at higher amplitude than the defect itself, even af-

60



Chapter 4. Sparse Laser Induced Phased Arrays for Grating Lobe Suppression

TFM TFM + VCF

SNR Peak Artef Amp SNR Peak Artef Amp

Same Tx & Rx 4.54 dB 3.67 dB 19.55 dB 1.30 dB

Random 13.29 dB -0.13 dB 30.38 dB -6.61 dB

Two-way optimised 14.10 dB -3.49 dB 30.41 dB -11.00 dB

Table 4.2: SNR and Peak artefact amplitude of images shown on Fig. 4.13

ter applying phase coherent processing. In comparison, the two optimised arrays were

able to suppress grating lobes, which was demonstrated in terms of overall SNR gain

as well as lower peak artefact values. Furthermore, after applying the VCF weighting

on the optimised array, all artefacts were suppressed below the amplitude of the defect,

reducing the probability of false detection.

A theoretical improvement in grating lobe to main lobe ratio from 63% to 28%

and 21% was achieved for the two improved designs presented here. The results were

experimentally demonstrated by synthesising the three sparse arrays with designs as

detailed in the comparative analytical study. The TFM image produced by the periodic

array consisting of identical transmit and receive layouts could not be used for defect

detection due to the high amplitude artefacts produced by the strong grating lobes. As

predicted by the analytical model, the other two designs produced significantly lower

grating lobes and thus it was possible to locate the defects on the resulting TFM images.

The sparse array designs explored in this chapter were implemented with a digital

filter with an upper cut-off frequency (defined by -6 dB drop) of 6 MHz, correspond-

ing to acoustic wavelength of ∼0.53 mm for the experimental parameters chosen. A

dense array that satisfies the Nyquist sampling theorem would require an inter-element

spacing of 0.27 mm, which for this aperture would require 111 array elements. An

array consisting of so many elements would acquire 12321 A scan signal, compared to

the 3705 and 3721 signals of the two-way optimised and the random array respectively.

This translate to an improvement of ∼3.3 times reduction in data size and consequently

acquisition speed.
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It is important to note that the scope of this chapter only covered the effects of arte-

fact reduction, while not considering other array performance criteria, such as array

sensitivity. An increased number of array elements will always increase array sensitiv-

ity, thus while these improved designs reduce artefacts, they do not in fact improve

array sensitivity. In other words, a compromise should be made between array element

sparsity and sensitivity and it is critical to populate enough array elements, such that

sufficient sensitivity is reached within the imaging region.

With this note in mind, the results presented in this chapter demonstrate how and

which sparse array designs can be used for reliable defect detection while reducing data

acquisition times of ultrasonic phased arrays and maintaining imaging efficiency and

imaging quality. For example the results in Fig. 4.13 show that the two-way optimised

array is more suitable for consistent imaging quality whereas a random array would be

more suitable for image efficiency with respect to artefact levels, when compared with a

periodic array using same generation and detection layout. In all cases, these research

results pave the way for many more array designs to be implemented for this goal.
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Adaptive Data Acquisition

The Total Focusing Method provides advanced imaging quality compared to other

techniques such as the Plane Wave Imaging (PWI) [12], Synthetic Aperture Focusing

Technique (SAFT) [49] or B Scan [6], addressing a critical need for high quality imaging

in various fields. This capability helped establish TFM as the golden standard of

ultrasonic imaging [77, 78]. However, this imaging algorithm requires the Full Matrix

Capture acquisition, which means that a signal from each generation and detection

element pairs. The total number of signals captured by the FMC is N2, where N is the

number of phased array elements. In contrast, the other imaging techniques mentioned,

PWI, SAFT and B scan only require N number of signals, leading to an N times faster

acquisition process, when compared to FMC. For example, in the case of a 128-element

phased array this therefore would lead to a 128 times faster acquisition. Considering

the acquisition time needed for the LIPA image presented in Fig. 3.5, in Section 3.2, the

30 minute scan for FMC would be reduced to 11 seconds if SAFT was utilised instead of

TFM for imaging. In other words, the TFM imaging quality is counterbalanced by the

data acquisition speed required, compared to other, lower imaging quality algorithms.

This is one of the main reasons why laser ultrasonic imaging has been limited to B

scan and SAFT until now. Data acquisition speed could be increased by hardware

improvements such as using a laser with faster repetition rate, or a more sensitive

detector, which would reduce the the need for averaging. However these improvements

alone are not sufficient to entirely address this problem. Instead, the acquisition method
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needed to achieve TFM imaging must be reconsidered. The aim of this chapter is

to introduce a novel data acquisition strategy that improves acquisition speed while

retaining the imaging quality of TFM, thus increasing overall efficiency of the phased

array. This method reduces data volume, as well as data acquisition time, making it

ideal for implementation using 2D ultrasonic arrays.

A significant limitation of the FMC acquisition is the considerable data acquisition

time and the large data-set volumes that are produced especially related to 3D imaging

[70]. While it provides all the information that can be acquired from a single position

of the phased array, in many cases this approach is redundant. When a component to

be inspected is flawless, acquiring the maximum available information is unnecessary.

Similarly when a defect is present, in a small confined region of a large component,

acquiring the same amount of information throughout the sample, regardless of how

much useful information is obtained, is a highly inefficient approach.

In certain applications ultrasonic imaging is required to be performed rapidly. Such

applications include in process inspection during manufacturing such as additive manu-

facturing, where components are built layer by layer. In this case, in-process inspection

can reduce manufacturing time, wastage and costs. Another example is medical imag-

ing where the acquisition time must be faster than the fluctuations of muscles, other

organs or blood flow.

All the imaging techniques mentioned above have been developed for transducer-

based ultrasonic phased array designs. These transducer-based arrays are rigid, that

is their characteristics: number of elements, inter-element spacing and frequency are

defined and fixed during manufacturing of the phased array probe. In contrast, the

equivalent LIPA characteristics can be defined during data acquisition, thus they are

completely flexible and can be changed on-the-fly, during acquisition. With this added

level of freedom, the capabilities of ultrasonic phased arrays are considerably extended

with the potential to create new array designs, acquisition techniques and data pro-

cessing algorithms that are more efficient and have higher performance than that of the

transducer-based counterparts.

In this chapter this flexibility is used to challenge the current golden standard of ul-
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trasonic imaging, the FMC, by creating an adaptive acquisition method. The proposed

method, called the Selective Matrix Capture, deploys a decision-based algorithm to

adapt the array parameters to the internal features detected, thus it achieves a highly

efficient acquisition method without compromising imaging quality.

5.1 Selective Matrix Capture Concept

Using the Full Matrix Capture data acquisition method, a large volume of data is

acquired equally over the aperture, providing high quality imaging throughout the

constructed image. However, tested components commonly do not contain any defects,

or when they do these are confined to a small region within a large area, making it

unnecessary and redundant to use high quality inspection, uniformly, throughout the

entirety of the test object. Instead, using an adaptive acquisition method, producing

images with high quality only where features are present and reduced quality where

nothing is to be observed, data acquisition time and data size can be improved.

The Total Focus Method imaging algorithm sums the A scans signals of the Full Ma-

trix according to the delay laws for each user-defined pixel. However, as demonstrated

previously in Chapter 3 by the sensitivity maps, it is evident that not all elements will

have equal contribution of energy and equal sensitivity to a reflection from a defect,

depending on its location. In fact, various elements might not provide any contribution

to signals when they have sufficiently low directivity or sensitivity towards the said

defect as shown on Fig. 5.1. In these cases when low generation directivity and/or

detection sensitivity are observed, the acquired signal will only contribute to the inco-

herent noise originating from structural features as the ultrasonic echo from defects is

absent from the A scan signal. In other words, these signals are not only redundant

but they can degrade the quality of the ultrasonic image. Thus, acquiring only the

information-rich (i.e.: high directivity and detection sensitivity) signals is expected to

lead to improvement of signal level as well as a significant increase in acquisition time.

Figure 5.2 shows a matrix of how much sensitivity (i.e. useful information in the

signal) is achieved by every generation and detection element combination of a 90

element array, with an aperture of 30 mm, for a defect located at 15 mm depth, hori-
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Figure 5.1: Graphical representation of generation and detection efficiency relative to
point P, at various locations. Black dots array element positions.

zontally at the centre of the array. In Fig. 5.2, the colour represents how much useful

information regarding the defect, is captured in the respective signal of a specific gener-

ation/detection element combination. There are 692 pixels in this matrix, each demon-

strating 100-50% of the maximum achievable sensitivity (pixels in the yellow range from

0 to -6 dB). On the other hand there are 2070 pixels, from generation/detection combi-

nations with signals that demonstrate 3% or less of sensitivity (pixels in the blue range

from -27 to -30 dB). The total number of signals captured by FMC would be 8100, for

this array and the majority of the useful information for the specific location of the

defect would be contained in the 692 of these signals displayed in yellow (0 to -6 dB).

This example highlights, why the FMC acquisition is highly redundant, when every el-

ement combination is captured without discrimination on how much useful information

is captured in these signals.

The proposed acquisition method, named the Selective Matrix Capture (SMC), con-

sists of two stages. The initial stage involves a rapid scan with low element count and

large pitch covering the whole region to be inspected. The images generated are of low

quality with the only aim being to locating defects. Having obtained information of the

defects’ location from the first stage, the second stage is performed, which provides an

image with high quality, at the region of interest only. For the second stage, two alter-

native implementations are proposed, first a localised, focused scan, with the elements

placed in an equidistant manner, at a location of high directivity and sensitivity. This

generally corresponds to a smaller aperture than the one synthesised in the first stage.

The alternative array design has the same aperture as the first stage, meaning it makes

use of the entire inspection area, however it utilises a sparse array layout with varying

element density. In this layout, more elements are placed in regions of high sensitivity,

while keeping the number of elements low where sensitivity is lower. In the case where
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Figure 5.2: Sensitivity matrix for a 90 element array, with discretised colour-bar. Each
change in colour represents a -3 dB drop in sensitivity, equal to halving the sensitivity
each time. This matrix is produced by assuming that the defect is at the centre of the
inspection area.

the first stage indicates no defects present in the test object, the process ends, leading

to a very fast inspection, confirming a flawless test object. As there are no features

to image, the low quality images obtained during the first stage provides the necessary

information, confirming the lack of defect.

The following sections will detail the first and second stages. Two alternative strate-

gies are detailed for the second stage, as mentioned previously.

5.2 SMC stage 1: Defect Detection

5.2.1 Continuous Data Acquisition

The aim of the defect detection stage (stage 1) is to identify the number of defects

within the sample and locate their position. High quality imaging is not required,

as defect characterisation is not performed at this stage. The goal is to capture the

minimum number of signals with which the defects can be located decisively in order to

achieve a high data acquisition speed. This value is found by continuously processing

67



Chapter 5. Adaptive Data Acquisition

the acquired data until the defects are located or a definite decision that no defects are

present can be made.

However, creating an image after every A scan signal acquired is not practical and

would be computationally demanding. Furthermore, acquiring the signals in a linear

manner for a dense array over the imaging region would result in uneven sensitivities

as the signals are continuously processed, as illustrated in Fig. 5.3 (A) by the related

sensitivity maps. If we assume that all the available phased array elements are that of

a dense array and acquiring signals individually, after N acquisitions (with N being the

number of phased array elements) one row of the Full Matrix will be available. In this

case this would correspond to detecting at all possible locations while generating at

the first element position only. This provides good sensitivity towards ±35 degrees to

the first element, due to the sensitivity pattern of laser ultrasound, however the overall

sensitivity throughout the image is low, with at least around half of the image (i.e.: left

of the 0 mm mark horizontally in Fig. 5.3 (A)) being practically a blind zone. These

blind zones have an adverse effect on imaging as all the defects located within these

zones will not be detected due to the lack of sensitivity.

To overcome this and achieve a more uniform sensitivity, an alternative approach

is presented: rather than processing the signals in a linear manner for the dense array,

the signals can be acquired in an equally spread pattern over the Full Matrix, as

demonstrated Fig. 5.3 (B). Both images shown in Fig. 5.3 were normalised to the

highest intensity value from the sensitivity map in Fig. 5.3 (A). These sensitivity

maps demonstrate that, while the maximum sensitivity has decreased by 3.2 dB in Fig.

5.3 (B), a significantly larger portion of the imaging region is now insonified, while

acquiring the same number of signals. Thus, more uniform sensitivity can be achieved

by carefully considering the strategy for continuous data acquisition, increasing the

probability of detection throughout the imaged region.

5.2.2 Iterative Array Construction

Designing the continuous acquisition process is a complex subject, as the exact number

of signals required to accurately locate defects is not known. In the present study the
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Figure 5.3: Sensitivity maps calculated for partial acquisition of a fully populated dense
array with 100 possible element locations. Acquisition of 100 signals is achieved with a
single generation point and all detection points used (A), compared to a sparse, periodic
array of equal number of generation and detection points (i.e.: 10 generation and 10
detection positions), also acquiring 100 signals (B). The captured A scan signals of the
Full Matrix are shown in each case in red squares above each map.

iterative method is proposed that finds the least amount of information required to

locate defects. The first iteration consists of a sparse array with very coarse pitch that

provides a sufficient aperture width to image the entire region to be inspected. In sub-

sequent iterations the inter-element spacing is continuously decreased and the number

of array elements is increased in order to acquire increasing amounts of information.

Sensitivity maps for two subsequent iterations are presented in Fig. 5.4 alongside the

resulting Full Matrix. The number of array elements is increased two-fold for the sensi-

tivity map shown in Fig. 5.4 (B) when compared to (A). Both images were normalised

to the highest intensity value from the sensitivity map in Fig. 5.4 (B).

If we consider halving the inter-element spacing, with each subsequent iteration,

the increase in number of array elements can be defined by the following equation:

Nx = (Nx−1 − 1)2 + 1 (5.1)

Where Nx and Nx−1 are the number of array elements used for the current iteration

and the previous iteration, respectively. This is roughly an increase of a factor of 2,

which translate to the Full Matrix of the current iteration containing roughly 4 times
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Figure 5.4: Sensitivity maps of two sparse arrays utilising 10 elements (A) and 20
elements (B). The captured elements of the N element Full Matrix are shown in each
case in red squares above each map.

more signals compared to the previous iteration.

The overall sensitivity of the two subsequent sensitivity maps from Fig. 5.4, exhibits

an average difference of 12 dB, which translates to a linear value of 4 time increase.

This means that when the pitch was halved, increasing the number of signals by a

factor of 4, the sensitivity increased by the same amount. Thereby we can conclude

that there is a linear relationship between number of A scan signals captured and the

array sensitivity.

As stated before, the aim of stage 1 of the SMC is to decisively locate defects

within the sample, while capturing the least amount of data. Thus, as soon as the

defects appear on the images, the process stops and moves on to the second stage. The

criteria for measuring the appearance of defects manually is described in the following

subsection.

5.2.3 Statistical Defect Detection

The first stage is concluded when the defects can be decisively located, or when the

lack of defects has been confirmed. Accurate defect detection without producing false

positives and false negatives is currently a prevalent challenge in the field of NDE.

Automated inspection and analysis has been pinpointed as a critical target for future
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NDE aims [53, 79]. Currently, in most cases, NDE technicians interpret the ultrasonic

data to evaluate the presence and location of defects. This approach can be prone to

human error, it is time consuming and financially demanding. Human interpretation

would be limiting the adaptive acquisition as images are to be formed in time intervals

of the order of seconds between iterations, not providing sufficient time for manual as-

sessment of individual images. Although this technique in its current implementation

is not a fully automated process, the defect detection method presented in this subsec-

tion has the potential to provide a tool for automated decision making. By automating

the defect detection stage, the speed of the process is increased, while achieving higher

accuracy and reliability, as the human factor is excluded and the process is done purely

on a quantitative measure.

A novel, image interpretation tool is presented in this section for defect detection

and defect localisation on ultrasonic images. This method relies on the fact that the

noise floor of ultrasonic images produced by TFM exhibits a Rayleigh distribution when

plotted on an amplitude histogram [80, 81]. The defect detection is done by analysing

this Rayleigh curve on the histogram of the ultrasonic image. The amplitude of the

ultrasonic noise floor will always occur with the same relative values (i.e.: a Rayleigh

distribution) however its absolute values will differ depending on the ultrasonic image,

due to the fact that during the normalisation process, all pixel values are re-scaled

relative to the highest value on the image. As Fig. 5.5 demonstrates, a clear shift can

be observed in the location of peak of the Rayleigh curve within the histogram between

sections of the image with a defect (left red dashed square) as opposed to an image

with no defect (right red dashed square). This can be explained by the fact that, when

no defect is present, the highest intensity pixel will be that of the noise floor, thus the

highest value of the Rayleigh curve is 0 dB. When a defect is present and has an SNR

higher than 1 (i.e.: defect has higher value than the noise), the highest intensity pixel

will be the defect, and the highest intensity pixel of the noise floor on the histogram

will be shifted by the same amount that the SNR is increased by (e.g.: 10 dB SNR

improvement leads to 10 dB shift of the Rayleigh curve).

This technique is used during the defect detection stage (stage 1) to established
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Figure 5.5: Pixel intensity distribution of a region with and without a defect. Image
was produced by a 161 element LIPA, with a 0.155 inter-element spacing.

when the defects can be located. Thus, when a shift in the Rayleigh distribution is

observed, the first stage of SMC is terminated and the location of the defects is stored

for the subsequent stage, to be used for reconfiguring the array in order to better

resolve the defect. Alternatively, when the iterative process has been running for a

sufficient amount of time and the sensitivity is sufficiently high to detect any defects, if

the Rayleigh curve has not shifted, the sample is declared defect-free. In this case the

process terminates after the first stage, which is a rapid scan, leading to a significant

inspection speed improvement over an acquisition with a conventional dense and fully

populated array.

An important factor to consider is the effect that artefacts have on this defect de-

tection process. Artefacts can appear as high intensity erroneous features on ultrasonic

images caused by a wide variety of effects, such as grating lobes. A specific artefact that

commonly occurs in laser ultrasonic imaging is the SAW cross-talk region, which has

been described in Section 3.2. These artefacts do not exhibit a Rayleigh distribution,

and they can appear at amplitudes higher or lower than the intensity distribution of

the noise floor. When they appear at higher intensity than the maximum value of the

noise floor, the defect detection technique detailed in this section will identify a shift
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in the Rayleigh curve and thus will incorrectly conclude that a defect can be found, as

demonstrated on Fig. 5.6.

To account for erroneous detection of artefacts, in its current form, the defect

detection technique excludes the region containing the SAW cross-talk region. This,

currently limits the technique’s ability to detect defects within this region masked by

high amplitude surface waves, which can extend as deep as 3-8 mm from the inspection

surface, depending on aperture, material of the sample, digital filtering, imaging mode

and imaging algorithm.

Figure 5.6: Pixel intensity distribution of a region with and without SAW cross-talk.
The TFM image was produced by a 161 element LIPA, with a 0.155 inter-element
spacing and a digital filter of 5 MHz centre frequency.

5.3 SMC stage 2: Defect Resolving Stage

The initial stage of SMC provides low quality ultrasonic images for detecting and locat-

ing potential defects within the test sample. The second stage, is aimed at providing

a high quality image in order to resolve and characterise the defects using the infor-

mation about defect location. This is achieved by optimising the phased array element

positions in order to capture the most information-rich signals, by calculating the laser
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ultrasound directivites and detection sensitivities at each possible generation and detec-

tion points, relative to Region of Interest (ROI). This is then used to find the optimal

generation and detection positions.

The following section and Fig. 5.7 describe the process of calculating the generation

and detection efficiency towards the ROI. The resulting values are named the surface

projected directivity and the surface projected detection sensitivity.

The process of calculating the surface projected detection sensitivity and directivity

is described by the following steps:

1. Divide the surface of the test object into multiple sampling points.

2. Calculate the angle relative to the surface normal using the relative horizontal

and vertical distance between sampling points and the ROI. See 5.7.

3. Calculate the amplitude to and from the ROI by measuring the directivity and

detection sensitivity patterns at the angles derived in step 2.

Figure 5.7: Surface projection of laser ultrasonic directivity pattern for a specific defect
located at point P.

Examples of the surface projected directivity and sensitivity, produced by the above

detailed method, can be seen in Fig. 5.8. In the inspection case presented in these

figures, the defect, or ROI, was assumed to be located on the line defined by the centre

of the LIPA aperture the test object with the possible range of LIPA scan angles of

±54 degrees, between the two edges of the top surface.

The optimal generation and detection positions can be deduced from the maxima of

the surface projected directivity and detection sensitivity. In this work two methodolo-
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Figure 5.8: Surface projected directivity (A) and detection sensitivity (B), when the
available LIPA scanning angles to point P are ±54 degrees with respect to the two
limits of the scan surface. The material was assumed to be aluminium and only shear
mode was considered in the calculations (Eq. 3.2 and 3.4)

.

gies are proposed for designing arrays with optimised element positions, based on the

surface projected patterns. The first is based on placing equidistant elements within

the highest intensity regions of the surface projections, while the second utilises a novel

phased array design concept in NDE, with varying inter-element spacing based on the

sensitivity between each adjacent element pair.

5.3.1 Sensitivity Threshold Method

Using the concepts of common phased arrays, the simplest approach of designing an

array is to place elements with constant pitch, in a periodic manner to populate the

aperture. In this subsection this approach is utilised to design the optimised array.

The aperture width and location is defined by applying a threshold to the surface

projections. Areas of the surface where good directivity and detection sensitivity can

be achieved are selected as the sub-apertures of the array, while parts of the surface

where low directivity or detection sensitivity are exhibited are not populated with any

elements.

This selection is carried out by placing a threshold on the surface projections: the

location of the surface where the directivity and detection sensitivity are higher than

the selected threshold is selected as the array sub-aperture. The threshold must be
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considered carefully as this will have a high impact on the imaging. Altering the

threshold directly affects the width of the aperture. A common value used in the field

of NDE for evaluation is the -6 dB drop, which translates to a linear decrease of 50%

relative to the maximum [82]. For this reason, in this work, the -6 dB drop is selected

as the threshold for this technique. The -6 dB threshold and the consequent apertures

calculated for the generation array, based on the surface projected directivity can be

seen on Fig. 5.9

Figure 5.9: Threshold method for calculating the optimal element locations based on
the surface-projected directivity for optimal inspection of point P. Red arrows indicate
the generation aperture width. Black dashed arrow represents the distance between
the two apertures (dsep).

When comparing the surface projected patterns shown in Fig. 5.8, the surface

projected detection sensitivity exhibits a considerable wider region within the -6 dB

drop, than the surface projected direcitivity. For the direcitivity, -6 dB drop is achieved

between ±25.55◦ and ±35.71◦ while the threshold for detection sensitivity is set at

±30.86◦ and ±73.04◦. This in most cases would lead to an array with unfeasible

aperture width for detection.

To compensate for this, a restriction is applied when calculating the optimal detec-

tion element positions. In this restriction the aperture width is set to be identical to the

aperture width of the generation array. The start of each sub aperture will be located

at the -6 dB threshold closer to the ROI in order to reduce the inspection angles for
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better focusing abilities. This is demonstrated visually on Fig. 5.10.

Figure 5.10: Threshold method for calculating the optimal element locations based
on the surface-projected detection sensitivity for point P. Green arrows indicate the
detection aperture width.

The threshold method was designed to achieve the highest possible SNR by captur-

ing information rich signals while ignoring parts of the surface where only noise can be

captured. Besides SNR, another important factor for ultrasonic imaging is the ability

to focus. As described in Section 4.1, the main factor controlling lateral resolution

is the width of the aperture. A direct relationship can be observed between lateral

resolution and aperture, thereby a wider aperture leads to increased lateral resolution.

In the case shown in Fig. 5.9 and 5.10, the sub apertures separated by a distance

(dsep in Fig. 5.9) provide a large total aperture relative to the ROI. In contrast if the

ROI was placed closer to either side of the test object or the inspection surface was

restricted by other means (e.g.: inspection in places of restricted access, such as an

aeroengine), the scanning angles might be limited to one peak of the directivity and

detection sensitivity patterns. Considering this, the total aperture would be constrained

to a single sub aperture, significantly compromising the lateral resolution. This is

visually demonstrated on Fig. 5.11.

In the following chapter an alternative design ideology is presented that overcomes

this challenge by spreading out the elements over the total scan region according to the

surface projected patterns.
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Figure 5.11: Demonstration of how the total aperture varies depending on the available
inspection angle relative to the region of interest (point P). When the threshold includes
peaks from both the negative and positive peaks (A) a large total aperture is achieved.
In contrast when the available inspection angles are limited to one peak (B), the total
aperture is significantly reduced

5.3.2 Sensitivity-Based Element Distribution

The method described in the previous subsection provided the simplest approach to

selecting the element positions for highest generation and detection efficiency. As stated

at the end of the subsection, a downside of this technique is the potential decrease in

focusing ability when a defect is located at an unfavourable location (i.e.: scan region

is restricted, limiting access to negative and positive peaks of the surface projected

patterns).

This problem can be addressed by extending the total aperture. In this work, this

was achieved by developing a novel phased array design concept, called the Sensitivity-

based Element Distribution (SED). This design method utilises non-linear, non-periodic

inter-element spacing, which is defined by the surface projected patterns. Regions on

the aperture with high sensitivity and directivity towards the ROI have higher element

density (i.e.: more elements, with smaller pitch), while regions with lower sensitivity

and directivity contain fewer elements. By doing so the total aperture is expanded

while a large number of redundant signals are not captured, as would be the case with

a fully populated dense array. The arrays produced by the SED method achieve higher

SNR than an equidistant array with a periodic layout, due to the high concentration of
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elements in the high direcitivity and detection sensitivity regions. Another advantage

of this technique is the reduction of grating lobe amplitudes due to the layout exhibiting

a non-linear density, as demonstrated by Alles et al. [71, 83].

Calculating the inter-element spacing is done by integrating the entire surface pro-

jected patterns. The inspection surface is then divided to a number of segments dictated

by the total number of array elements. The width of each section is defined such that

the integral of the surface projected pattern has the same value within each section.

The width of the section is then used as the inter-element spacing of the array. This

process is visually demonstrated in Fig. 5.12 and mathematically, described by the

following equation:

Ex+1∫
Ex

f(x) dx =

Ex+2∫
Ex+1

f(x) dx (5.2)

Where, Ex is the element at position x, with x = 1, 2, ..., n, where n is the total

number of array elements. f(x) is the surface projected directivity when designing

the generation array or the surface projected detection sensitivity when designing the

detection array.

Figure 5.12: Function defining the array density and the respective elements represented
by red dots. The integral of the function between each two adjacent element is equal
to the integral between the other two adjacent elements

As the surface projected directivity and detection sensitivity patterns are not identi-
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cal, it follows that the layout calculated through sensitivity-based element distribution

will be different for the generation and detection arrays. An example demonstration

of layouts produced using the SED method, can be seen in Fig. 5.13 using the surface

projections from Fig. 5.9 and 5.10.

Figure 5.13: Generation (A) and Detection (B) SED layout for surface projections.
Calculations were based on aluminium sample using 46 elements, with depth of defect
at 11 mm with an available inspection area of 30 mm (maximum aperture for LIPA).

5.4 Experimental Validation of Adaptive Acquisition

In order to validate the proposed technique experimentally, Sample B (see Fig. 2.7)

was selected to be imaged. In Fig. 5.14 a photo of the scan surface of the sample (A),

and a diagram of the defect with its relative location to the array apertures (B) are

shown. There are two apertures shown on this diagram, a 30 mm wide and a 22 mm

wide apertures. The reason for utilising two apertures will be explained further on, in

this section.

The aim of this study is to image the defect highlighted in Fig. 2.7 by the yellow

arrow, which is also shown in Fig. 5.14 (B). Initially, a dense array was scanned over

the entire scan region, which in this case was defined as 30 mm wide region (See Fig.

5.14), centred around the defect. The dense array was designed to satisfy the Nyquist

sampling theorem up to 10 MHz, for shear wave mode propagating in aluminium, thus

the inter-element spacing was defined as 0.155 mm.
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Figure 5.14: Photo of the machined scan surface (A) and a diagram of the sample
showing the location of the 1 mm side-drilled hole (SDH) relative to the array apertures
(B). The two aperture widths utilised in this study are indicated by a blue (30 mm
wide) and an orange (22 mm wide) arrows.

Three arrays were scanned in order to demonstrate the defect detection stage of

SMC (stage 1), iteratively increasing the number of elements, and decreasing the inter-

element spacing between each scan. The three arrays were designed to contain 10, 15

and 30 elements, corresponding to 3, 2 and 1 mm pitch, respectively. A signal averaging

of 32 was applied for each A scan signal during acquisition. Furthermore, a band-pass,

digital Gaussian filter was applied to the acquired data-sets in post-processing centred

at 5.5 MHz, with a bandwidth of 100%. Phase coherent weighting (i.e.: VCF) was

utilised for each TFM image in order to suppress the effects of grating lobes for these

sparsely populated arrays. The images that were produced can be seen in Fig. 5.15.

The images produced by the first two iterations do not provide sufficiently high SNR

to show the defect, however on the third image, the defect can be clearly located at

around a depth of 15 mm and horizontally at the centre of the array. The images

were plotted against a grey-scale colour-bar in order to achieve a higher contrast for

improved visual inspection.

The defect detection is quantitatively confirmed by observing the pixel distribution

of the images, shown on Fig. 5.16. Rayleigh curve fitting was performed during the
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Figure 5.15: Ultrasonic TFM images produced by iterations 1 (A), 2 (B) and 3 (C)
of SMC stage 1. The three arrays consisted of 10, 15 and 30 elements and 3, 2 and 1
mm inter-element spacing for iterations 1, 2 and 3, respectively. Digital filtering was
applied at 5.5 MHz centre frequency, with a 100 % bandwidth. The location of the
defect is emphasised by a red arrow.

production of this plot, in order to achieve a more consistent evaluation method, and

reduce the effects of random fluctuations of the pixel values. A significant agreement

is observed between the pixel intensity distributions for iterations 1 and 2, with both

peaks of the two Rayleigh curves occurring at the same intensity bin. In contrast, a

considerable shift can be detected in the Rayleigh distribution of the third image (curve

shown in yellow in Fig. 5.16), where the peak occurs 11 dB lower than the peaks from

the previous two iterations. The threshold set for the Rayleigh noise distribution was

set to a 6 dB shift for this work, thus the Rayleigh curve produced by the third image

is sufficient to trigger the defect detection algorithm.

Figure 5.16: Pixel intensity distribution of images produced by the three iterations of
stage 1 shown in Fig. 5.15, after Rayleigh curve fitting.
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Overall, a total of 1225 A scan signals were acquired during the three iterations,

requiring a total scan time of 82 seconds, while providing information regarding the

location of the defect. Based on this information of the defect location the optimised

array parameters (stage 2) were calculated as described previously in this chapter.

For the threshold method (Subsection 5.3.1), -6 dB (i.e.: 50 % drop in directivity or

detection sensitivity patterns) was selected as the limit. This provided two apertures

of 3.41 mm wide each. An inter-element spacing of 0.155 mm was selected both in

transmission and reception, in order to satisfy the Nyquist sampling theorem up to 10

MHz, leading to a total array element count of 46.

The alternative optimisation method, using Sensitivity-based Element Distribution

(Subsection 5.3.2), was utilised to design an array containing the same number of el-

ements as the threshold method. The 46 generation and 46 detection elements were

spread over the total aperture of 30 mm, based on the direcitivity and detection sensitiv-

ity patterns, similarly to the designs shown on Fig. 5.13. Finally, a sub-sampled version

of the dense FMC data-set was processed, by selecting 46 equally spaced elements of

the dense array in order to compare the FMC acquisition method with a comparable

number of array elements as the two optimised SMC arrays. For simplicity, this array

is termed Sub-FMC for the remainder of this chapter. Thus, four arrays were produced

in total utilising the following configurations, named after the data acquisition method

required for each: 1) dense FMC, 2) sub-sampled FMC (Sub-FMC) (4.2 times Nyquist

spacing), 3) SMC using the threshold method (SMC) and SMC using the Sensitivity-

based Element Distribution method (SMC-SED). The four TFM images produced can

be seen on Fig. 5.17. The array parameters are summarised in Table 5.1. For image

processing, digital filtering was performed using a Gaussian shape, at 7 MHz centre

frequency, with a 200 % bandwidth, and VCF weighting was applied to the images in

post-processing.

The defect can be clearly identified on every TFM image at ∼ 15 mm depth and

horizontally at the centre, however a clear distinction can be made between the SNR of

the four images quantitatively and qualitatively. The quantitative results, which were

measured by comparing the noise floor away from the SAW regions and the defect to
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Figure 5.17: Ultrasonic TFM images produced by array configurations requiring:
the FMC (A), sub-sampled FMC (B), SMC by threshold method (C) and SMC by
Sensitivity-based Element Distribution (D) acquisition methods. Digital filtering was
applied at 7 MHz centre frequency and 200 % bandwidth. The dynamic range used in
all images is indicated on the right.

the highest defect amplitude (i.e.: 0 dB), are summarised in Table 5.1. The highest

SNR was achieved by the array optimised according to the SMC threshold method

(Fig. 5.17 (C)), providing an even higher SNR than the dense array utilising FMC

acquisition (Fig. 5.17 (A)), despite using 17.6 times less data. The improved SNR for

this array is explained by the fact that a significant number of signals in the Full Matrix

(Fig. 5.17 (A)) contribute only to noise because the sensitivity is sufficiently low for

these array element locations. The optimised SMC array did not capture these signals

thus the image has a slightly higher SNR. In comparison, the Sensitivity-based Element

Distribution (Fig. 5.17 (D)), shows a 15 dB reduction in SNR compared to the FMC

and the threshold SMC method. This was expected because in this array configuration

the same number of elements are used as the threshold method however now they are

spread over the entire scan region, placing multiple elements in lower sensitivity regions.

It is important to note here that both implementations of SMC offered significant

improvements over the conventional FMC acquisition strategy with the same number

of signals captured (Fig. 5.17 (B)), as this method does not perform any optimisation

with respect to the laser ultrasound directivity and detection sensitivity patterns, and

the sparsity of the array produces grating lobe artefacts.

Stage 2 of the SMC is aimed at providing high quality images for defect charac-

terisation. The TFM images shown in Fig. 5.17 were sufficient to assess the SNR,

however to assess the defect shapes, smaller pixel sizes are required. Further analysis
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of the results is performed by using high resolution TFM image close-ups, which were

processed around the location of the defect. The results can be seen on Fig. 5.18.

Note that a different dynamic range was utilised in Fig. 5.17 in order to highlight the

differences in SNR.

Figure 5.18: Close-up TFM images of the defect, using the same data-sets and post
processing conditions as in Fig. 5.17. The dynamic range is shown on the right. White
dash-circle indicates the location, shape and size of the defect.

Generally, a good agreement can be observed between the images and the location

of the defect. However the image produced by the array using the SMC based on the

threshold method (Fig. 5.18 (C)), shows a deterioration. This can be explained by

the fact that the number of angles the defect is viewed from in this configuration is

considerably restricted to the other array designs shown in Fig. 5.18 (A), (B) and

(D). In Fig. 5.18 (C) the defect is only viewed from the angles optimal for generation

and detection efficiency (i.e.: ∼25-35 degrees for generation and ∼30-40 degrees for

detection).

The defect that was imaged in this chapter was a circular shaped side drilled hole

of 1 mm diam. (See Fig. 5.14). Quantitative characterisation of such defects (i.e.:

circular features) is currently significantly challenging in the field of NDE, requiring

complex methods to evaluate circular sizing [50,51,84]. For this reason, only qualitative

evaluation of the defect is discussed here. The array optimised by the Sensitivity-based

Element Distribution (Fig. 5.18 (D)) achieves a comparable image shape to the fully

populated, FMC array (Fig. 5.18 (A)), which is using 17.6 times more data.

These results demonstrate that the two optimised SMC methods are able to achieve

comparable results to the FMC acquisition, while using 17.6 times less data and only
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Array Parameters Imaging performance

Number of signals Pitch Scan time SNR

FMC 37249 0.155 mm 42 mins 65.92 dB

Sub-FMC 2116 0.650 mm 2.5 min 40.46 dB

SMC 2116 0.155 mm 2.5 min 65.93 dB

SMC-SED 2116 varying 2.5 min 50.44 dB

Table 5.1: Parameters and the respective imaging performance of the arrays requiring:
FMC acquisition (FMC), sub-sampled FMC acquisition (Sub-FMC), SMC acquisition
utilising the threshold method (SMC) and SMC acquisition utilising the Sensitivity-
based Element Distribution (SMC-SED).

taking 2.5 minutes to perform data collection compared to 42 min for the FMC. Even

if the acquisition time of the defect location stage (stage 1) is taken into account (82

seconds in the experimentally demonstrated case) the total, combined time for stages

1 and 2 of the SMC is 3.9 minutes. In comparison, ∼11 times faster data acquisition

was achieved, when compared to the 42 minutes total scan time of the dense FMC

acquisition method, while achieving either equal levels of SNR or TFM imaging quality

for defect characterisation.

In the above shown case, the defect was located in an area of overall good sensitivity

with the given scanned LIPA aperture. In a different inspection scenario, the scanning

region may be restricted due to limitations such as the component size or presence of

other geometrical features. In order to demonstrate the technique in a more challenging

scenario, the LIPA scan region was restricted, in a manner that the defect is horizontally

offset by 4 mm from the line defined by the centre of the array. This results in a

reduction in overall sensitivity for this specific location. After the restriction was placed,

the total scan region was set to be 22 mm (See Fig. 5.14).

For this case the SMC data acquisition method was followed as described in the

previous demonstration of stage 1, with the larger LIPA scan region. Three iterations

were processed in total, as part of stage 1 of SMC. Each iterations was designed using
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the same number of elements as in the case, as in the previous case: 10, 15 and 30

elements for iterations 1, 2 and 3, respectively. The inter-element spacing used for each

iteration was 2.25, 1.5 and 0.75 mm, respectively, which was generally smaller than the

case described earlier in this section, due to the reduced total LIPA scan region in this

case. The digital filtering centred at 5.5 MHz with a 100% bandwidth was applied on

each A scan signal.

Figure 5.19: Ultrasonic TFM images produced by iterations 1 (A), 2 (B) and 3 (C) of
SMC stage 1, with the limited scan region. Digital filtering was applied at 5.5 MHz
centre frequency, with a 100 % bandwidth. For each image, VCF weighting was applied.
The location of the defect is emphasised by a red arrow.

The defect cannot be visibly detected above the noise on TFM images produced

during iterations 1 and 2. However it can be clearly detected on the TFM image

produced by iteration 3. The distributions on the three TFM images can be seen on

Fig. 5.20, after applying Rayleigh curve fitting. The Rayleigh curves from iterations 1

and 2 reach their maximum values within a difference of 1 dB from each other, whereas

the peak for iteration 3 is offset by 11 dB compared to the other two curves, validating

the detection of the defect, as per the 6 dB threshold for the Rayleigh curve defined in

the previous case.

The two location-optimised SMC arrays (SMC and SMC-SED as defined earlier in

this section) were configured using the location of the defect extracted from stage 1.

They were then experimentally synthesised and their TFM images were compared to

the dense array utilising FMC acquisition, and the sub-sampled version of it, using

the same number of array elements as the optimised SMC arrays. The inter-element

spacing for the dense array was again designed to fulfil the Nyquist sampling limit up

to 10 MHz, thus was selected to be 0.155 mm. The total number of array elements was
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Figure 5.20: Pixel intensity distribution of TFM images produced by the three iterations
of stage 1, after Rayleigh curve fitting, utilising the limited scan region.

142, compared to 193 of the previous case earlier in this section, due to the imposed

limitations in the LIPA aperture. This led to a ratio of R = 193:142 = 1.36 between the

number of array elements used in each case. During the SMC optimisation process, the

array pitch was not matched to the pitch of the dense FMC array, instead the number

of elements of the optimised SMC array was reduced by the same ratio (R=1.36) as the

ration in the dense FMC array, thus the previous SMC array consisting of 46 elements

was reduced to 34 for this case. In the case examined here, only one aperture was

synthesised, after applying the 50% threshold, as shown on Fig. 5.11 (B). Consequently

the inter-element spacing for array utilising the threshold based SMC optimisation, was

0.103 mm. The resulting images using the four acquisition strategies can be viewed on

Fig. 5.21.

The comparison of SNR results observed in the produced images and information

on LIPA parameters are shown on Table 5.2. Comparison of these results with those in

Table 5.1 shows similar levels of SNR improvement for the SMC array configurations.

However in this case, the LIPA optimised based on the SMC method achieved 6 dB

SNR improvement over the dense LIPA requiring FMC acquisition, in spite of acquiring

∼17.5 times less data. Translating this to linear values, the SNR improved by 100% by

optimising the array element positions with respect to the defect location. The SMC-
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Figure 5.21: Ultrasonic TFM images produced by array configurations requiring: FMC
(A), sub-sampled FMC (B), SMC by threshold method (C) and SMC by Sensitivity-
based Element Distribution (D) acquisition methods, in the case of the limited LIPA
scan region. Digital filtering was applied at 7 MHz centre frequency and 200 % band-
width. Furthermore VCF weighting was applied to the images in post-processing. The
dynamic range for all images is shown on the right.

SED, offers reduced SNR compared to the dense FMC array, however when compared

to an FMC acquisition method using the same number of array elements, it achieves

an SNR improvement of 16 dB, translating to a linear improvement of 530%.

In order to analyse the results better and extract qualitative information with re-

spect to defect characterisation, high resolution TFM image close-ups were processed

around the location of the defect. These are shown in Fig. 5.22.

Figure 5.22: Close-up TFM images of the defect, using the same data-sets and post
processing conditions as in images from Fig. 5.17, for the case of limited LIPA scan
region. The dynamic range is shown on the right. White dash-circle indicates the
location, shape and size of the defect.

The defects in this case are resolved mostly from the top-right segment of the

circle on the images, due to its location relative to the centre of the array. In general,

comparable images are produced by the dense FMC, the sub-sampled FMC and the
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SMC-SED acquisition methods. The SMC acquisition utilising the threshold method

achieves lower focusing, due to the limited inspection angles achieved by the small

aperture relative to the other arrays, similar to what was discussed earlier in this

section in relation to Fig. 5.18. In the case of the limited LIPA scan region discussed

here, the angles are even more limited than in the previous case (angles are limited

to one peak of the surface projected sensitivity), thus even higher distortion can be

observed on the image.

Array Parameters Imaging performance

Number of signals Pitch Scan time SNR

FMC 20164 0.155 mm 23 mins 63.72 dB

Sub-FMC 1156 0.650 mm 1.3 min 36.52 dB

SMC 1156 0.103 mm 1.3 min 69.96 dB

SMC-SED 1156 varying 1.3 min 52.28 dB

Table 5.2: Array parameters and the respective imaging performance, of the FMC ac-
quisition (FMC), sub-sampled FMC acquisition (Sub-FMC), SMC utilising the thresh-
old method (SMC) and SMC utilising the Sensitivity-based Element Distribution
(SMC-SED), utilising the limited scan region.

5.5 Summary

This work delves into the questions of whether the high quality of TFM imaging can be

justified, when it requires the highly inefficient, and hardware demanding acquisition

method of FMC. In order to address this issue, the work presented in this chapter

proposes a new paradigm for ultrasonic imaging, with efficiency at its core. Currently,

the same hardware (transducer-based phased array) is utilised for multiple experimen-

tal setups and inspection requirements, regardless of whether the parameters of the

hardware are optimal for that setup or inspection, due to the rigid nature of ultrasonic

transducers.

In this chapter the concept of adaptive acquisition method for ultrasonic phased
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arrays was presented, the aim of which is to develop an infrastructure for ultrasonic

imaging, that is able to optimise its hardware parameters to the needs of the inspection

at hand. The reconfigurability of LIPAs was exploited in order to achieve the arbitrary

locations calculated by the optimisation method. The SMC data acquisition method

itself consists of two stages: 1) an initial rapid stage that provides sufficient information

regarding the presence and location of defects, while providing low quality images

and 2) a focused scan, where array parameters are optimised based on the location

of the defect. Two alternative approaches were proposed for the second, optimised

stage, one resulting in an array with equidistant pitch, with elements located to achieve

highest generation and detection efficiency, while the other technique, named SMC-

SED, utilised the entire scan region with the element density defined by the generation

and detection efficiency.

The experimental results demonstrated that by optimising the array elements, com-

parable quality to what the FMC acquisition can provide, was achieved, while acqui-

sition speed and data volume were reduced by an order of magnitude. Utilising the

SMC threshold method, an SNR identical to, or 6 dB higher was achieved, compared

to using the conventional FMC acquisition method, where information is acquired uni-

formly, regardless of the quality of information that can be acquired. The improvement

in SNR was achieved even though the SMC optimised array acquired 17 times less data

than the conventional dense array requiring FMC.

Regarding defect characterisation, the SMC threshold optimisation method dis-

torted the shape of the defect on the ultrasonic images, which was a significant com-

promise between the improvement of SNR offered by this array configuration. This

could impact decision making when assessing defects in an NDE setting. Without

further improvements, this technique is more suitable for optimising SNR rather than

defect characterisation.

On the other hand, the alternative optimisation method, SMC-SED, was able to

achieve imaging without exhibiting defect shape distortion, reaching SNR of ∼15 and

∼11 dB lower than the dense LIPA requiring FMC, while achieving reduction by ∼10.7

times for data volume and data acquisition time compared to the FMC LIPA.
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The two optimised arrays were also compared to a sub-sampled FMC acquisition

method. The number of elements of this array was selected such that the same number

of A scan signals are captured as compared to the two arrays optimised by the SMC

approach. Overall the SMC threshold method and the SMC-SED method achieved

an improvement of 25 and 10 dB respectively for the case of LIPA inspection without

scan limitations and 33 and 16 dB improvement for the case of LIPA with scan region

limitation. These results validate the adaptive acquisition method, proving that by

prioritising the acquisition of information-rich signals, an efficient phased array method

is achieved that provides high quality imaging, with the minimal number of A scan

signals.

In this work, the adaptive acquisition was utilised to achieve optimal SNR and defect

resolving ability, however adapting this technique to other inspection requirements, the

optimisation can be applied to a wide range of criteria, such as optimisation for axial

or lateral resolution, reduced side-lobe levels, etc. This technique has the potential to

address a variety of challenges in NDE which require remote, fast ultrasonic inspection

reaching high frame rate imaging and reduction of data-sizes. Examples include in-

spection of large components such as rail inspection [85], inspection of aeroplane wings

or wind-turbines, where the need to capture multiple FMC data-sets can exceed data

size of terabytes [70].

Furthermore, this work concentrated on establishing the basic principles of adaptive

data acquisition. Future developments, in terms of data processing could eliminate

the drawbacks of the current technique. For example the threshold-based optimised

array was able to inspect the defect from only a limited number of angles, leading

to deterioration of the defect shape on the ultrasonic TFM imaging. Previously, a

technique has been demonstrated that is able to infill data for a sparse array to suppress

grating lobes, utilising a deep neural network [86]. This technique could be adapted

for the array produced by the SMC optimisation method, in post-processing, in order

to synthetically infill the data at a wider range of inspection angles. This could lead to

improving the SMC method towards achieving identical SNR as well as identical defect

resolving ability as compared to the conventional method acquiring significantly more
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data.

Finally, a defect detection framework was proposed in this chapter. This technique

offered a way for defect detection by analysing the distribution of pixel intensities of

an ultrasonic image and observing the peak of the Rayleigh distribution produce by

the noise floor. Thereby this method could be an effective tool for automation of NDE,

which has been pinpointed as a high priority goal for future developments for NDE, by

various researchers [53, 79]. The threshold set for the Rayleigh noise distribution was

set arbitrarily to a fixed number (i.e.: 6 dB shift) for the research presented in this

Thesis. In practice, studies must be carried out in order to establishe suitable values

for this threshold for the given materials and types of defects that may be present.
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Volumetric Imaging for 2D Laser

Induced Phased Arrays

Real physical objects, as well as the defects within them, are three dimensional. Trying

to evaluate their integrity through cross-sectional ultrasound images can be mislead-

ing of the shape and size of internal features. Three-dimensional, volumetric imaging

is necessary to provide accurate assessment and representative inspection of the test

object.

This work presents the first experimental implementation of a laser ultrasonic imag-

ing system for NDE that can synthesise reconfigurable 2D LIPA designs, operates re-

motely and can produce volumetric ultrasonic images using the TFM algorithm. This

is enabled by employing the FMC data acquisition method, which captures all the

possible information relative to the array position. This is achieved via scanning the

generation and detection lasers independently of each other. The unique advantages of

this system are:

• a wide range of post-processing imaging algorithms [50,51,67,87] can be used, of

which the Total Focusing Method and Phase Coherence Imaging are utilised in

this work. This is enabled by the Full Matrix Capture data acquisition method.

• LIPA elements can be rearranged with any arbitrary layout including optimised

sparse array designs and designs with overlapping elements and decoupled gener-
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ation and detection layouts. This is due to the reconfigurability of LIPAs and the

small footprint of the array elements, defined by the laser spot size. As a result,

optimised arrays can be synthesised, tailored to the component under inspection.

As all the generation and detection element combinations are acquired, ultrasonic

waves view the defects from a wide range of angles, providing information about their

shape. This is particularly important for detecting scatterers/defects that do not scat-

ter ultrasound uniformly in all directions (e.g.: planar defects) [88]. Imaging of such

scatterers can be challenging for algorithms such as the SAFT and the C-scan as their

imaging capabilities depend on defect shape and orientation [50]. Finally, rapid 2D

array prototyping capability is demonstrated experimentally in this chapter by syn-

thesising various array designs, using the same experimental setup, which would be

challenging or impossible to achieve with transducer based phased arrays due to the

manufacturing cost and hardware limitations (e.g. element size and/or overlapping

elements).

Previous implementations of 3D laser ultrasound imaging are very few in the lit-

erature [41, 43, 46–48, 89]. All of these studies have captured only the data necessary

for implementing either the SAFT or C-scan imaging algorithms with either coinciden-

tal [41, 47] or offset generation and detection beams [46, 48]. The most recent of these

studies [48] produced 3D images by stacking multiple cross-sectional 2D images, thus

this method did not achieve focusing parallel to the plane of imaging, thereby it is not

suitable for accurate volumetric imaging in all planes, as demonstrated by McKee [13].

The only reconfigurable laser induced array previously presented is by Alles et al [46]

who used an optical fibre bundle for ultrasonic generation and a single, stationary

ultrasonic detection position in water-immersion. The present study expands on the

concept introduced in this previous work by extending the flexibility of the synthesised

array using FMC and remote delivery, which allow arbitrary 2D array designs. As

the lasers are not coupled by optics fibres, and the generation and detection lasers are

scanned independently of each other five distinct advantages are presented: 1) multiple

elements can partially overlap, 2) the elements are not limited to a discretised layout,

3) different layouts can be produced for generation and detection, 4) the array element
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location and array configuration can change during data acquisition (on-the-fly), based

on information from the previously acquired data and 5) the ability to synthesise an

array with any arbitrary aperture size.

A critical challenge of volumetric imaging is posed by the requirement of a consid-

erable number of array elements in order to probe large volumes of an object, while

satisfies the Nyquist sampling limit. To address this problem many researchers have

been exploring spatially under-sampled array designs towards suppression of grating

lobes [14, 90–93]. For Laser Induced Phased Arrays this problem is exaggerated by

the requirement of slow mechanical scanning of the lasers, as well as the inability to

detect multiple signal in parallel. In this work, for the first time, sparse 2D LIPA de-

signs for grating lobe suppression are explored in order to address the previous LIPA

shortcomings, towards faster, more efficient, remote volumetric ultrasonic imaging.

Furthermore, transducer-based phased array manufacturing is a costly and time-

consuming process. Researchers rely on analytical models, or simulation for array

optimisation, only fabricating the design with the highest theoretical performance [91,

92,94]. The system described in this Thesis is capable of experimentally synthesising a

phased array with any arbitrary layout with the possibility to achieve different designs

for transmission and reception, due to the decoupled generation and detection lasers.

This reconfigurability provides a unique infrastructure for experimental optimisation

of 2D ultrasonic phased array designs.

Currently possible phased array designs are restricted due to geometrical limita-

tions. The physical size of the array elements limit their location, as well as the pos-

sibility of partial overlapping. For example Ramadas et al. [91] have presented phased

array layouts based on their optimisation method, that are not feasible to achieve us-

ing transducers due to the need for overlapping elements. The remote, 3D ultrasonic

imaging system developed in this work, uses light for synthesising the array, thus the

technique challenges the current paradigm of ultrasonic 2D arrays. The ability to

synthesise any arbitrary layout with differing generation and detection arrays, with

overlapping elements, significantly widens the range of possible 2D phased array de-

signs. Fig. 6.1 shows an example 2D array design that is impossible to make using
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transducers due to the overlapping elements. The LIPA is the first technique that can

enable such phased array design. This capability can be exploited to propose novel

array design concepts to further improve the capabilities of 2D phased arrays.

Figure 6.1: Diagram of a 2D ultrasonic phased array design enabled by the system
developed in this work.

6.1 Adapting to the Third Dimension

Commonly the Total Focusing Method is used to produce cross-sectional 2D images,

however it can be equally utilised for three dimensional (3D) imaging of the volume.

Volumetric images require both an instrument capable of scanning in 2D as well as

adapting the post-processing algorithm for 3D. The current section aims at addressing

changes while progressing from 2D to 3D imaging, considering the requirements of laser

generated and detected ultrasound, in order to enable 3D laser ultrasonic images.

6.1.1 Data Acquisition and Processing

3D imaging requires a system capable of generating and detecting ultrasound along a

plane rather than along a 1D linear arrangement. The simplest approach to produc-

ing volumetric imaging is to synthesise multiple linear arrays parallel to each other and

producing multiple slices of the test object until the entire volume is imaged, as demon-
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strated in [48]. This approach, however only enables beam forming (i.e.: focusing and

steering) parallel to the array, while it is not achieved normal to the array. In [13],

McKee has demonstrated that due to this lack of focusing normal to the array, imaging

by slices produces significantly lower image quality, with defects being distorted, when

compared to using a 2D array, which is capable of beam steering and focusing in 3D.

Thus this approach is not suitable for 3D defect characterisation.

In order to populate the Full Matrix, and acquire all the possible information that

can be captured from a single position of the array, every generation and detection

element combinations must be acquired. LIPAs can synthesise any arbitrary array

layout, and have the capability to produce a different layout for generation and detection

due to the decoupled generating and detecting lasers. In this work different array

designs are presented to improve imaging capabilities. Regardless of the design, a

signal is captured for each generation and detection element combination, to ensure

the highest possible imaging quality.

Processing the data produced by a 2D array, the TFM algorithm must be extended

to include, ray-tracing in volume, in order to calculate the correct delay-laws for each

voxel. A voxel is the 3D equivalent of a pixel, and each of them have an x,y and z

coordinate. The correct delay laws are found by calculating the distance between the

generating element and the voxel, and the distance between the detecting element and

the voxel, as shown in Fig. 6.2. While the algorithm to calculate the voxel intensities

is the same in the 3D case as in the 2D case (i.e.: Eq. 3.6), equations 3.7 and 3.8 take

the following form, respectively:

dtx =
√
(xtx − x)2 + (ytx − y)2 + z2 (6.1)

drx =
√
(xrx − x)2 + (yrx − y + z2 (6.2)
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Figure 6.2: Visual demonstration of the distances between the elements and the voxels.
Red and green cylinders show the position of the generation and detection laser beams.

6.1.2 Visualisation of Volumetric TFM Images

An important aspect of ultrasonic imaging is visualisation, with the goal of achieving

images that are as easy to interpret as possible. In most cases for cross-sectional 2D

imaging, this is relatively simple as the images are presented in a 3D plot with the

three axes being the lateral distance, the axial distance and amplitude of the pixel at

those distances or a 2D image that uses colour to display amplitude information.

In contrast, for imaging the volume of a test component, 4D data must be visu-

alised, where the 4 axes are, width, length, height and the amplitude of each voxel.

Applying the same visualisation technique, with each voxel exhibiting a colour corre-

lated to its amplitude is not plausible for 3D imaging, as this would only visualise an

“outer shell” of the sample. In this work two techniques for visualisation of volume are

presented: Cross-sectional slicing and imaging using isosurfaces, which is a significantly

more popular method.

In this case isosurfaces can be defined with a boundary between low and high am-

plitude regions, with the high amplitude implying a feature. Performing this process

renders the regions only containing noise transparent revealing the inside and the in-

ternal features of the test object, as shown on Fig. 6.3.

The benefits of this technique include the ability to accurately resolve complex 3D

features and to visualise the entire interior of the test object in one image. However,

as the noise floor is not visible on these images, it can be difficult to evaluate contrast
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Figure 6.3: Isosurfaces, with boundaries defined at various thresholds: -3 dB (A), -6
dB (B) and -12 dB (C) relative to highest intensity pixel) with a single defect located
at [0, 0, -7.5] mm.

and measure SNR of the image. Furthermore, as the threshold is selected by the user,

defects might not appear on the image depending on their amplitude relative to the

highest amplitude defect, leading to a false negative decision when defect detection is

performed. Conversely, high amplitude noise or artefacts might appear leading to false

positive detection. Some of these problems are highlighted in Fig. 6.3: A false negative

with respect to the real defect location would result in (A). Presence of artefacts would

result in false positives in (B) and (C).

Cross-sectional imaging through slicing is an alternative method of visualising 4D

matrices. This way one or multiple slices of the volume are imaged with relative distance

and or angle between the slices. The individual slices each represent a section of the

entire volume, plotted similar to that of a 2D image, that is each slice is plotted against

2 of the 3 dimensions of the volume and amplitude is represented as colour. Imaging

entire slices of the volume enables simple evaluation of the noise floor and reduces

the risk of false negative and false positive detection of defects. However, inspecting

a volume through individual slices is significantly more time consuming, as well as

complex features are challenging to evaluate and recognise when viewed slice by slice.

Comparison between the two methods detailed above can be seen in Fig. 6.4. The

cross-sectional imaging has the advantage of showing amplitude with colours but will
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fail in the case of asymmetric defects, as is a usual case in NDE (e.g. cracks, lack

of fusion defects). The isosurface approach gives a better representation from a 360◦

angle but the colour represents every point above a certain amplitude threshold. For

the purposes of this Thesis, the method using isosurfaces has been used throughout.

Figure 6.4: Comparison of the two visualisation tools: slices (left) and isosurfaces
(right).

6.1.3 Sensitivity Maps

Sensitivity maps can be produced for 2D arrays, similar to the case of 1D arrays. As

the post-processing, delay-and-sum algorithm was adapted to the 3rd dimension, the

same process must by applied for calculating sensitivity maps. The equation presented

for the 2D sensitivity map calculation applies for 3D sensitivity maps equally, however

in this case, the angle between the centre of the elements and the voxels can be found

by the following equations:

θtx = tan(

√
(xtx − x)2 + (ytx − y)2

z
) (6.3)

θrx = tan(

√
(xrx − x)2 + (yrx − y)2

z
) (6.4)

101



Chapter 6. Volumetric Imaging for 2D Laser Induced Phased Arrays

A critical aspect to consider for the sensitivity map calculations is the ultrasonic

beam-spreading. For the 1D array case, the ultrasonic generation laser beam was

focused into a line and ultrasonic line sources were excited, which produce cylindrical

wave fronts. This ensured uniformity in the third dimension which results in ultrasonic

beam spreading only occurring in two dimensions (i.e.: a cylinder with a continuously

increasing diameter). Volumetric imaging however requires ultrasonic beam-forming in

3D. To reflect this, the the ultrasonic generation laser beam was focused into a circular

spot and the ultrasonic generation source was changed to a point source as mentioned

in Chapter 2. Ultrasonic beam spreading consequently occurs in all directions, due to

the change in generation shape. This translates to the ultrasonic wavefront propagating

as a sphere, compared to the cylindrical wavefront of a line source. To reflect this the

ultrasonic beam spreading coefficient has been revised as follows:

B =
1

dtx(x, z)drx(x, z)
(6.5)

It then follows that, as beam spreading for a spherical wavefront has a linear re-

lationship to the distance propagated, as opposed to a square root relationship in the

case of cylindrical wavefront, the waves produced by a point source are expected to lose

more energy as they propagate within the sample. An example of a sensitivity map of

an array with 100 elements is shown on Fig. 6.5. The inter-element spacing of the array

was 0.8 mm and three semi-transparent isosurfaces were produced for visualisation, at

varying amplitude thresholds (-1, -3 and -5 dB), relative to the highest sensitivity (0

dB) voxel.

Compensation for blind spots and variation in ultrasonic sensitivity can be per-

formed for 3D imaging, the same way it was detailed for cross-sectional imaging (see

section 3.4). The sensitivity maps are used as weighting factors, amplifying low sensi-

tivity regions resulting in an image with uniform sensitivity but non-uniform noise.

6.1.4 Ultrasonic Beam Forming in 3D

In order to evaluate the beam forming capabilities of 2D arrays, the model described in

chapter 4.1, was developed for 3D space. In order to calculate the suitable delay-laws
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Figure 6.5: 3D Sensitivty map using semi-transparent isosurfaces. Smallest isosurface
represent the voxels with sensitivity between 0 and -1 dB, middle between 0 and -3 dB
and largest between 0 and -6 dB

for the desirable focusing the following equation is used:

tj =

√
(xtx − xf )2 + (ytx − yf )2 + (ztx − zf )2 −

√
x2f + y2f + z2f

cmode
(6.6)

Where, xtx, ytx and ztx are the position of the generating element tx and xf , yf and

zf are the coordinates of the focal point. Value cmode is the acoustic velocity of the

selected mode.

Note that the delay-laws are calculated relative to an arbitrarily selected point

within the aperture. The point is defined by the second square root in the numerator

of Eq. 6.6. In this case the centre of the aperture was selected as the reference point,

which provides the simplest implementation of the equation, as the distances to the focal

point are calculated relative to the zero point. Finally, the delays are implemented as

phase shifts, in order to calculate the pressure field, as demonstrated in Chapter 4:
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Ptx = GBei(k∗
√

(xtx−xf )2+(ytx−yf )2+(ztx−zf )2−2πftj) (6.7)

Prx = DBei(k∗
√

(xrx−xf )2+(yrx−yf )2+(zrx−zf )2−2πftj) (6.8)

Where, G and D are the generation and detection patterns, B is the beam spreading

coefficient, k is the wavenumber (i.e.: 2π/λ) and f is the frequency of the ultrasonic

wave. The product of Ptx and Prx then provides the calculation for the pressure field

produced by focusing both in transmission and reception.

The results produced by this model can be visualised using the approaches detailed

previously, Subsection 6.1.2. Previously the isosurface method was highlighted as a

better overall method for the 3D imaging applications in question, however the case of

ultrasonic beam forming includes additional considerations. This model is only suitable

for estimating the lateral resolution (i.e.: main lobe width), side-lobe and grating lobe

levels, which are estimated along a hemisphere centred to the centre of the array, at a

radius defined by focusing. However plotting spherical objects on flat screens has its

own challenges. A commonly used technique to tackle this challenge is to project the

hemisphere onto a u-v plane, by the process of u-v mapping [95]. The elevation (θ) and

azimuth (ϕ) angles can be converted to u-v space using the following equations:

u = sin(θ)cos(ϕ) (6.9)

v = sin(θ)sin(ϕ) (6.10)

Array directivities for 2D arrays will be plotted on u-v maps, utilising Eq. 6.9 and

6.10, for the remainder of the chapter.

6.2 2D Phased Array Designs

Satisfying the inter-element spacing requirement for 1D arrays can be achieved with

relative ease for common imaging sizes. As an example, imaging within an aluminium

sample (∼3200/6300 m/s – shear/longitudinal velocity) using acoustic waves at a 5

MHz centre frequency, would require an inter-element spacing of 0.32 and 0.63 mm for
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shear and longitudinal waves respectively. Using these values for an aperture of 30 mm

width, an element number of 96 and 48 would be sufficient to completely eliminate all

grating lobes. Even for the shear imaging case the acquisition time with a LIPA would

only take 13 min. In comparison for the same aperture size for a 2D array without

producing grating lobes, a total element-count of 9216 (96*96) would be necessary.

Using this array, the acquisition time would now be 8 days, 15 hours and 31 minutes,

which is 950 times longer than the 2D imaging case. Thus, it is necessary to explore

sparse 2D phased array designs that can achieve high quality imaging while suppressing

grating lobe artefacts and have a realistic application potential.

In this sub-chapter, the concepts of sparse 1D LIPAs presented in Chapter 4 are

advanced towards 2D arrays. The random and Vernier array layouts are compared to

conventional matrix array designs.

6.2.1 Matrix Layout

Matrix arrays, sparse or dense, have the lowest design complexity. The layout of the

array represents a matrix with equidistant adjacent elements. Furthermore, the array

layout for ultrasonic generation is identical to the layout for ultrasonic detection. This

design idea can be seen on Fig. 6.6.

Figure 6.6: Angle view of a 25 element, 2D matrix array. Grey circles are the array
elements, while p signifies the inter-element spacing.

6.2.2 Binned Random Array Layout

Binned random array layout utilises a randomised process of placing the array elements

within a user-defined grid, as detailed in section 4.3. The maximum grating lobes levels
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are reduced in spite of the spatial under sampling, as this array element distribution

reduces the periodicity of the array. This improvement is achieved because the random

layout spreads the energy of the grating lobes over the entire array directivity, unlike

the matrix array where the grating lobes are concentrated at the aliasing angles. This

array design has previously been shown to outperform a sparse matrix array with the

same number of array elements [12, 14]. Figure 6.7 shows the layout of an array with

its elements located in a binned random layout.

Figure 6.7: Array layout utilising binned random distribution. Grey circles are the
array elements, with random inter-element spacing

While it is possible to use an entirely random array layout, it might not be efficient

due to the possibility of too many elements ending up in close proximity, while leaving

large sections of the aperture barren, which can compromise array performance [76].

The binned array distribution improves upon this by placing a limitation of minimum

distance between two elements.

6.2.3 Two-way Radiation Pattern Optimisation - Vernier Array Lay-

out

Two-way radiation optimisation, presented in section 4.2, can be extended for 2D arrays

to reduce grating lobes for 3D imaging. Arrays that are designed this way are called

Vernier arrays [90]. The generation and detection layouts differ, with each having a

different number of elements and pitch (Fig. 6.8).

Similar to the 1D array case, the grating lobes for the two patterns appear at varying

degrees on the array directivity, thus in the two-way radiation they cancel out. Due to

the decoupled generation and detection of LIPAs, this technique can be very efficiently

adapted.
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Figure 6.8: Vernier Array Layout. Generating (red circles) and detecting elements
(green circles) are distributed in different patterns providing separate transmit and
receive apertures, with inter element spacing of ptx and prx, respectively, where ptx ̸=
prx.

6.3 Adaptive Data Acquisition for Volumetric Imaging

The previous section introduced the concept of optimised sparse array designs as a way

to reduce the number of array elements while suppressing grating lobes that would oth-

erwise compromise imaging capabilities. These sparse arrays were based on optimising

the spatial sampling points of the array considering the array directivity. However, this

optimisation still does not consider laser ultrasonic array sensitivity. As demonstrated

in chapter 5, depending on the position of a generating or detecting element, their

directivity and sensitivity to a defect can vary. This is equally true for 2D arrays.

The aim of this section is to remove any elements from regions with no or low

directivity or sensitivity, and concentrate all the elements within the LIPA scan region

with highest generation and detection sensitivity for a particular region of interest, as

it was presented in Chapter 5.

In Chapter 5, the technique was evaluated by comparing the results of the SMC

scan to that of a dense FMC acquisition. The SMC array consisted of two stages: (1)

initially a rapid iterative scan was performed which was followed by (2) an optimised

scan based on the information obtained in the first stage. The iterative method, for

3D imaging however would require a significantly high number of elements to decisively

detect the defect. For this reason an alternative approach of demonstrating adaptive

acquisition is taken for volumetric imaging. The location of the defect is assumed to

have been located already, by utilising a sparse array design presented in section 6.2.

Then, using the concept of adaptive acquisition, a dense SMC array can be synthesised
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with maximum array sensitivity for higher image quality. A significant advantage of this

approach is that an array with pitch satisfying the Nyquist criterion is synthesised while

concentrating all the elements within the region with highest directivity and sensitivity

when compared to conventional acquisition methods. As a result, in addition to having

optimised sensitivity, grating lobes are fully eliminated.

In order to find the optimal generation and detection positions in a 2D space (i.e.:

LIPA scan surface) when the location of the defect is already known, the surface pro-

jected sensitivity and directivities are calculated. For cross-sectional imaging, these

projections were 1D plots along the scan surface as shown on Fig. 5.8. For 3D imag-

ing, the surface projection are 3D plots along the 2D scan area. Figure 6.9 shows the

surface projected directivity on the scan surface for a defect located at a depth of 4

mm, assuming shear wave velocity of aluminium.

Conversely, longitudinal mode can be utilised to calculate the surface projections,

by applying the directivity and sensitivity patterns of this mode. Furthermore mode-

conversion can also be considered when a portion of the shear or longitudinal wave,

incident on the reflector converts to the other wave mode. In this case shear directiv-

ity and longitudinal sensitivity patterns are considered or vice-versa. The four com-

bined sensitivities of shear, longitudinal, shear-longitudinal and longitudinal-shear are

presented on Fig. 6.10. Each projection was individually normalised to its highest

amplitude.

Shear mode generation using laser ultrasound, generally has higher efficiency in

metals at the thermoelastic regime compared to longitudinal wave modes, such as in

aluminium where a difference of an order of magnitude can be observed [60]. For

this reason only the shear mode is considered in this study. Furthermore, the mode-

converted shear-longitudinal mode is also excluded in this work as approximately only

11.2% of a shear wave would mode-convert, leaving most of its energy (88.8%) in its

original mode [96].

Based on the surface projected combined sensitivity, the optimal element positions

can be calculated for the specific region of interest utilised for producing these projec-

tions. Similar to the 1D array approach, the simplest way is to apply a threshold on
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Figure 6.9: Volumetric figures of surface projected ultrasonic directivity (A) and sen-
sitivity (B) for a 10 by 10 mm LIPA scan region, for a defect located at 4 mm deep,
directly below the centre of the array. The two projections are combined through mul-
tiplication to provide a combined sensitivity (C).

to the projections. This process can be seen on Fig. 6.11. The region between the

red dashed circles shows the array aperture after taking the combined array sensitivity

within the -6dB from the highest value. This is emphasised in the middle figure by

setting the values of pixels within this region to 1 (i.e.: yellow) and the rest of the scan

region to 0 (i.e.: dark blue). Finally, the array produced within this region can be seen

on the right hand-side of Fig. 6.11, where each dot represent an element of the array

with a periodic layout.
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(A) (B)

(C) (D)

Figure 6.10: Normalised combined sensitivity for shear (A), longitudinal (B), shear-
longitudinal (C) and longitudinal-shear (D) modes. Each figure was normalised to its
respective maximum amplitude.

6.4 Experimental Results for Remote Volumetric Imaging

In this section the experimental results are presented for the concepts introduced so far

in this chapter.

6.4.1 Volumetric Image Combinarion on an Additively Manufactured

Component

The aperture of a phased array in certain cases is not large enough to inspect the entire

test component, in which case image stitching can be employed [19]. This is achieved
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Figure 6.11: Calculation of optimum array layout based on surface projected sensitivity
(A). Threshold at -6 dB drop from peak is defining the array bounds (B). Red dashed
circles show the edges of the -6 dB drop, and black dots show the array elements (C).

by producing multiple images of the test sample with varying locations of the aperture,

which are than stitched together to form a single image.

LIPAs are reconfigurable and the array elements are synthesised by mechanical

scanning thus they are suitable to perform ultrasonic image stitching. The remote and

couplant-free nature of LIPAs make them suitable for automation and multiple arrays

can be synthesised at arbitrary locations, with the relative distances known between

the individual apertures, then stitched together to form a large inspected area. In this

work image combination for LIPAs is demonstrated by combining 6 images produced

by 6 different 2D arrays. While the individual apertures do not exceed 6 by 6 mm,

the overall scan surface extends over 15 by 30 mm. Each array was synthesised over

one defect of Sample C (see Fig. 2.7). This steel component was produced using the

Wire Arc Additive Manufacturing (WAAM) [97], a manufacturing process which has

been rapidly gaining popularity in the field of additive manufacturing. The sample

had a machined scan surface, which was not polished. The depth sensitivity of a LIPA

is defined by the width of the aperture, with an increased aperture leading to better

sensitivity at increasing depths. The defects within the sample were located at varying

depth, with certain defects located closer to the surface, while others further away.

In order to ensure that defects are imaged with high sensitivity, based on the laser

ultrasonic directivity and sensitivity patterns, the aperture was increased for defects at
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higher depths.

For image processing, shear mode was utilised both for transmission and reception.

Digital filtering centred at 4.5 MHz frequency, with a bandwidth of 250% was utilised.

In this study, the images were formed utilising the TFMmethod without applying Phase

Coherence Imaging. The image produced after the combination, using the relative

distances between the arrays, can be seen in Fig. 6.12. A diagram can be seen in Fig.

6.12(B), which shows the location and size of defects (diagram not to scale), as well as

the naming convention of the defects (D1 to D6). On the combined ultrasonic image

(Fig. 6.12(A)), all 6 defects appear at the location corresponding to the actual location

on the sample (correct defect localisation). Furthermore, the back-wall can also be

identified on the individual images shown in Fig. 6.12(C,D,E), at the depth of 10 mm.

In Fig. 6.12 (C, D), artefacts can be seen under the defects, which resemble the

appearance of the back-wall. These artefacts are produced by unintentionally imaging

undesirable modes (mode cross-talk) [98], similar to the SAW cross-talk discussed in

Section 3.2. In this case this is likely a reflected signal from the shear wave that is

mode-converted to longitudinal at the back-wall of the sample. This is confirmed by

the location of the artefact being 7.5 mm deep, which corresponds to the 0.75 times of

the true location (averaging shear velocity to the back-wall and longitudinal velocity

back to the surface, i.e.: it take 75% of the time that it would for the shear wave

without mode conversion). A technique has previously been proposed that is able to

suppress these artefacts [99], however, multi-modal artefact suppression is outside the

scope of this PhD study.

Parameters of the synthesised arrays and their corresponding defect and their true

and measured characteristics can be seen in Table 6.1. Each array utilised the an

equidistant matrix array layout (Fig. 6.6) and consisted of 121 array elements. Each

2D LIPA required a data acquisition time of ∼40 mins, leading to a total scan time

of 240 mins for all six arrays. A signal averaging of 128 was used to ensure low noise

levels on the A scan signals.

Defect sizing was achieved by measuring the -6 dB drop relative to the centre of

each defect. The width of the isosurfaces, representing the defects, was measured in the
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(A) (B)

(C) (D) (E)

Figure 6.12: (A) Stitched ultrasonic image of 6 bottom drilled holes at varying depths;
(B) Diagram of the sample; (C,D,E) image is shown from various angles as explained
by x-y-z Cartesian arrows. Isosurfaces were plotted between 0 and -6 dB for all images.

x and y directions, followed by averaging these two values to produce a single averaged

diameter value. Defect depth was measured by locating the tip of the isosurfaces for

each defect. The true values were acquired by pouring a high resolution replicating

compound (Microset - 101RF) into the defects which could then be evaluated using a

caliper. Overall good agreement was observed between the true and measured values.

Defect depth was measured with an average discrepancy of 0.15 mm and defect sizing

with a discrepancy of 0.35 mm, relative to the true values.

The replicating compound creates an identical copy of the defects’ shape, thus the

resulting replicas can be used for evaluating these shapes. On Fig 6.13 the differences

113



Chapter 6. Volumetric Imaging for 2D Laser Induced Phased Arrays

True LIPA Measurement Array Parameters

Diameter Depth Diameter Depth Aperture Pitch

D1 2.0 mm 3.7 mm 2.0 mm 3.7 mm 3× 3 mm 0.3 mm

D2 2.0 mm 5.7 mm 2.8 mm 5.8mm 3× 3 mm 0.3 mm

D3 2.2 mm 8.4 mm 1.9 mm 8.6 mm 4× 4 mm 0.4 mm

D4 3.0 mm 3.4 mm 3.2 mm 3.4 mm 4.5× 4.5 mm 0.45 mm

D5 3.0 mm 5.8 mm 2.7 mm 6.2 mm 5× 5 mm 0.5 mm

D6 3.2 mm 8.2 mm 2.7 mm 8.4 mm 6× 6 mm 0.6 mm

Table 6.1: True and measured defect sizes from ultrasonic images, with respective arrays
and their parameters for defects D1-D6. Each array consisted of 121 array elements.

between the replicated shape and the 3D ultrasonic image of the defects D1 and D4 can

be seen. The replicated shape shows that the top of defect D4 is shaped like a stepped

pyramid. This is also shown in the ultrasonic image. The width of the top step (See

dt, highlighted by a red arrow in Fig. 6.13) of defect D4 was measured through optical

means to be 1.05 mm (dt), and using the ultrasonic sizing method described earlier, a

measurement of 0.99 mm (dm) was taken.

6.4.2 Evaluation of Array Designs

In previous subsections of this chapter, three sparse arrays have been presented: the

matrix, the random and the Vernier arrays. An adaptive data acquisition has also

been described for volumetric imaging, in which case a dense layout is achieved for

a constrained aperture with high array sensitivity. In this section their performance

is evaluated and compared. For this work, sample B (see Fig. 2.7) was utilised for

volumetric imaging, concentrating on a bottom drilled hole, the tip of which was lo-

cated 5 mm deep from the scan surface. The four 2D LIPAs that were experimentally

synthesised can be seen on Fig. 6.14, with the array parameters shown in Table 6.2.

Signal averaging of 128 was used and the total acquisition time for each array was ∼17
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Figure 6.13: Composite image of the replicating compound poured into defects D1 and
D4 (as shown on top right) and the ultrasonic image produced for these two defects in
the x-z plane. On the right hand-side the two images are shown separately.

mins.

The three sparse arrays were designed to have 10×10 mm aperture. The matrix and

the random array each had 121 elements in total, both for generation and detection,

while the Vernier array consisted of 81 generating elements in a 9 × 9 element grid

and 169 detection elements in a 13 × 13 element grid. The SMC array contained 116

elements in a circulate array pattern.

Array Design Elements [Tx/Rx] Pitch [Tx/Rx] Signals Captured

Matrix Array 121/121 1 mm 14641

Random Array 121/121 Varying 14641

Vernier Array 81/169 1.25/0.83 mm 13689

SMC Array 116/116 0.3 mm 13456

Table 6.2: Array parameters for Matrix, Random, Vernier and SMC arrays
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Figure 6.14: Array layouts shown for Matrix array (A), Random array (B), Vernier
array (C) and the adaptive array optimised for the defect (D). Blue circles show the
location of elements that both generate and detect, while red circles show location of
generation elements and green circles show the location of detection elements

The digital filtering was selected to be 5 MHz with a bandwidth of 150%, a good

compromise between low attenuation and high resolution. This resulted in frequency

content ranging from 1.25 MHz to 8.75 MHz. At the centre frequency of 5 MHz, the

acoustic wavelength was 0.65 mm for shear waves in aluminium, assuming an acoustic

velocity of 3250 m/s. The inter-element spacing of the matrix array was designed to be

larger than half the acoustic wavelength (under-sampled). It was 1 mm, which made

it ∼1.5 times larger than the acoustic wavelength and ∼3 times larger than what the

Nyquist sampling limit requires. These values were selected to ensure the generation of

high amplitude grating lobes, in order to ease comparison of grating lobes suppression

between the presented array designs.
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The array directivities (not to be confused with ultrasonic generation directivities)

calculated by the analytical model presented in Section 6.1 can be seen in Fig. 6.15, for

each of the array designs shown in Fig. 6.14. The array directivities were calculated

assuming shear velocity for aluminium, at a frequency of 5 MHz. Based on these

directivities, the corresponding main lobe to grating lobe ratio was calculated and is

included in Table 6.3. By analysing these calculated grating lobe levels, the matrix array

is expected to produce the highest intensity artefacts. The adaptive array exhibits no

grating lobes due to the dense layout, however it does produce higher amplitude side-

lobes than the other arrays due to the restricted aperture. The two optimised sparse

layouts, the Vernier and the random array, are shown to reduce grating lobe levels by

∼ 10 dB and ∼ 17.5 dB respectively.

Figure 6.15: Array directivities shown for Matrix array (A), Random array (B), Vernier
array (C) and the adaptive array, optimised for the known defect location (D). The
dynamic range for these four directivites is indicated on the colour bar.

117



Chapter 6. Volumetric Imaging for 2D Laser Induced Phased Arrays

Array Design Main lobe to Grating lobe Ratio

Matrix Array -2.96 dB

Random Array 14.20 dB

Vernier Array 6.86 dB

SMC Array No grating lobes present

Table 6.3: Table of main lobe to grating lobe ratio, calculated from analytical model

The experimental results for the above shown arrays can be seen on Fig. 6.16. For

visualisation the isosurface method was selected, and the threshold was set at -12 dB,

hence imaging all voxels between 0 and -12 dB. For TFM image reconstruction, the

shear wave mode was utilised, and the signals were filtered at 5 MHz centre frequency,

with 150 % bandwidth, as stated earlier. In the imaging process, VCF weighing was

applied to enhance the images produced. Every image was normalised to its highest

amplitude voxel, excluding values from the first 4 mm depth in order to ensure that

the images are not normalised to the high amplitude SAW region.

Based on the ultrasonic images, the defect can be detected at 5 mm depth in the

TFM images from all array designs. To analyse the images quantitatively the SNR

and peak artefact values were measured. In order to evaluate the SNR, the signal

was defined as the amplitude of the indication of the defect on the ultrasonic image

(i.e.: 0 dB), while the noise is defined as the average of all voxels below the defect

(i.e.: voxels below 5 mm). The peak artefact value is measured by taking the highest

amplitude voxel within the same region, where the noise is measured. The results from

this analysis can be seen on Table 6.4.

The experimental results are in good agreement with the analytical model. The

random array was the most successful at suppressing grating lobes and thus reducing

the effect of artefacts, and improving the overall SNR, from the three sparse array

designs experimentally tested. The Vernier array offers improvements over the matrix

array, however it does not achieve the same reduction in artefacts as the random array.
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Figure 6.16: Experimental 3D images produced using Matrix array (A), Random array
(B), Vernier array (C) and the adaptive array, optimised for the known defect location
(D). Isosurfaces were plotted for voxels with values between 0 and -12 dB.

Array Design SNR Peak Artefact Amplitude

Matrix Array 26.75 dB 7.41 dB

Random Array 43.81 dB -12.98 dB

Vernier Array 32.06 dB 1.00 dB

SMC Array 53.66 dB -8.9 dB

Table 6.4: Signal-to-Noise Ratio and peak artefact amplitude measurements from ex-
perimental results

The SMC array was expected to not produce any grating lobe artefacts, as predicted

by the analytical model, as the inter-element spacing is 0.3 mm, which is smaller than

half the acoustic wavelength (λ=0.65 mm), thus the Nyquist criterion is satisfied [62].

Even though the design of the SMC array required a slight reduction of number A scan

signals, it achieved the highest SNR, providing a ∼10 dB improvement over the random

array design, due to the array elements being optimised for sensitivity. Although the

peak artefact value (i.e.: highest non-defect voxel) of the image produced by the SMC

array was higher than that of the random array, this values are likely not artefacts

produced by grating lobes, and are highly likely features caused by other modes.

An additional analysis at varying frequencies of digital filtering was done to further
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compare the performance of the random array and the SMC array, as these two designs

perform the best in terms of overall SNR. The aim of this comparison was to investigate

the capabilities of the adaptive acquisition for 3D imaging, when compared to the sparse

arrays that utilised conventional (FMC) acquisition. The results can be seen on Fig.

6.17. The VCF imaging algorithm (See Section 3.2) was applied in the overall TFM

algorithm used for post-processing these results, in order to improve the SNR and

suppress grating lobes. The same data-set was used as in Fig. 6.16, filtered at two

frequencies: 9 MHz and 12 MHz centre frequency, both with a 150% bandwidth. For

each image, isosurfaces were plotted for voxels with values between 0 and -6 dB. The

SMC array is able to inspect at higher frequencies than the random array due to the

smaller pitch and the optimised sensitivity.

At 12 MHz the acoustic wavelength is equal to 271 µm. As the diffraction limit is

one of the main governing factors of axial resolution of a conventional (i.e.: non-super

resolution) ultrasonic imaging system [100], the SMC array would, in theory, enable

the detection of defects as small as 135.5 µm. From this we can conclude that the

SMC array is able to achieve the highest maximum axial resolution, from the four

array designs presented, as the other designs are not able to operate at the increased

frequencies.

Figure 6.17: Experimental 3D images produced using Random array (A,B) and opti-
mised SMC array (C,D) at centre frequency (fc) of 9 MHz (A,C) and 12 MHz (B,D)

It is important to note that while the SMC array offers the best SNR and axial

resolution performance, it assumes that the knowledge of the defect is known. Thus
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initially a scan to determine potential defect location must be performed. This could

be addressed by applying one of the three sparse arrays presented (Matrix, Random

and Vernier arrays). The Random and the Vernier array were both able to improve

imaging quality over the simplistic Matrix array. The Random array achieved higher

SNR and lower artefact values than the Vernier array, however it is important to note

that the overall performance of a Vernier array is expected to be more consistent, as

the Random array is expected to provide a varying (Random) performance, in terms

of grating lobe suppression, depending on the location of the defect. If sufficient time

is available to optimise the random array (i.e.: evaluate performance in the analytical

model, for every possible focal point), this uncertainty can be reduced, thus higher

performance can be achieved, however if an array must be designed rapidly the Vernier

array is expected to provide a more consistent performance. Thus the Random and the

Vernier arrays offer a compromise between array design times and performance.

6.4.3 Comparison of the Conventional and Adaptive Acquisition

The concept of the Selective Matrix Capture was also adapted for volumetric imaging.

The array elements of the SMC array design were optimised based on the surface

projected array sensitivity, with the assumption that a sparse array has already been

utilised in advance (1st stage in Section 5.2), providing information regarding to the

location of the defect. For comparison, approximately the same number of elements

were used by the optimised, SMC array as the matrix, Vernier and random arrays.

Due to the optimised element locations, the SMC array achieved the highest SNR,

with a 10 dB improvement over the random array. Furthermore, the SMC array was

able to achieve the highest frequency range for imaging, which translates to the highest

axial resolution. For comparison, to achieve the same inter-element spacing, and thus

the same grating lobe levels, a fully populated matrix array over the 10 × 10 mm

scan region, would require an array of 34 × 34 elements, or 1156 elements. Using the

FMC data acquisition method, a total of 1336336 A scan signals would be captured.

Assuming the same data acquisition speed as for the above shown experiments, the

data acquisition time would be 22 hours and 34 mins. In comparison, using initially
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a random array, followed by an optimised SMC array, a combined scan time of 34

minutes would be required, corresponding to an 45 times reduction in acquisition time

data volume. These two data acquisition methods (FMC and SMC) and associated

array designs are not compared experimentally for 3D imaging, because it is practically

challenging to scan an array of 1156 elements due to the long acquisition time (22.5

hours). However, in Chapter 5 the FMC and SMC data acquisition methods were

experimentally compared for 2D imaging where the SMC array showed a comparable

performance as fully populated periodic array.

6.5 Summary

In this chapter the first 2D Laser Induced Phased Arrays was presented. The system

utilised one generation and one detection laser which are independently scanned of each

other. To the author’s knowledge, this is the first ever remote, 2D ultrasonic phased

array that is reconfigurable to any arbitrary layouts, with a differing generation and

detection designs. Utilising the capabilities of scanning, and reconfigurability, LIPA

imaging was demonstrated as an effective tool for image combination, where 6 defects,

with varying depths and sizes were imaged. Defect localisation and sizing was performed

with an accuracy of 0.15 and 0.35 mm, respectively. Furthermore the images were able

to resolve the complex shapes of a non-spherical defect (non-flat drilled hole) with high

accuracy.

A study was carried out into optimising 2D sparse LIPA layouts in order to suppress

grating lobes, towards faster, artefact-free 3D LIPA imaging. Two designs, the random

and the Vernier array were compared to the conventional, matrix array. These two

sparse arrays, were designed with optimised array directivity and were shown to out-

perform the matrix array in terms of artefact suppression and consequently the SNR.

The analysis and comparison was validated using both the analytical array directivities

and the experimental 3D ultrasonic images. In addition, both the theoretical and the

experimental analysis were in good agreement, as to which array (i.e.: the random ar-

ray) offers superior performance out of the three sparse arrays compared. The random

array achieved a ∼17 dB improvement of SNR, and reduced the peak artefact values
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from 7.41 dB to -12.98 dB, when compared to the matrix array layout. This demon-

strates the possibility to optimise the performance of 2D LIPAs through array design.

In future in order to further reduce acquisition speeds by improving efficiency further

developments into optimised designs must be sought.
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Conclusions

7.1 Review of Thesis

This Thesis has investigated the capabilities of LIPAs to perform 3D imaging towards

offering a technique that can address current NDE challenges, such as inspection in

extreme and hazardous environments, on objects with complex geometries, and in-

spection in places of restricted access. A range of approaches were presented towards

enabling and improving a system for 2D LIPA synthesis. From these approaches, two

key advances have been the focus of this study towards the development of fast and

efficient remote, 3D ultrasonic imaging: exploring novel LIPA designs and introducing

a new, adaptive data acquisition method. By developing these methods, the industrial

potential of 2D LIPAs was demonstrated.

Chapter 1 detailed the current need for remote volumetric imaging in the field

of NDE. There is a significant need for a technique that allows for accurate defect

detection and characterisation in 3D for applications where current ultrasonic imaging

techniques cannot be utilised, including inspection in extreme environments, places of

restricted access or on components with complex shapes. The few instances in the

present literature, where laser ultrasound for volumetric imaging have been reviewed

and their limitations have been identified: past attempts were not able to focus and

steer in 3D in a wide range of angles, resulting in lower ultrasonic imaging quality

(techniques using SAFT [41,48]). In all previous cases the Full Matrix was not captured
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and TFM could not have been applied, which is currently the golden standard in

NDE [14, 77, 78]. LIPAs were identified as an alternative candidate that overcome the

limitations of previous techniques by the use of FMC and TFM, thus proving potential

towards accurate 3D, remote imaging. Currently the slow acquisition time has been

preventing the development of 2D LIPAs, thus a key aim of this study was to improve

data acquisition time to the extent that would demonstrate the industrial potential of

2D LIPAs.

Chapter 2 described the experimental framework constructed for the studies pre-

sented in this Thesis. This includes the lasers, the optical components and the mechan-

ical instrumentation (i.e.: stages and galvo mirrors). The software that was developed

to control the experimental setup was also introduced. Some examples of ultrasonic

imaging were presented on samples with varying surface roughness, in order to demon-

strate the ability of the detector to operate on rough surfaces. Finally, the experimental

samples used throughout the Thesis were described in this chapter.

The experimental setup described is capable of synthesising LIPAs on rough sur-

faces, however an assumption was made that samples have non-curved surfaces, such

that the detection laser does not require varying focal depth to conform to curvatures.

Further work will need to be carried out in order to address the need for inspection of

complex components. This could be addressed by the development of a robotic LIPA

system.

The theory behind Laser Induced Phased Arrays was presented in Chapter 3. This

included the presentation of the laser ultrasonic generation mechanism, the properties

of laser generated and detected ultrasound in the various bulk modes (shear and lon-

gitudinal waves), as well as the data acquisition and data processing used by LIPAs.

In this chapter the use of phase information is proposed for LIPAs, which was demon-

strated to reduce grating lobe effects for sparse arrays, and overall increase SNR for

both sparse and dense arrays through the use of Phase Coherence Imaging. By doing

so, the number of signals required to achieve sufficient SNR on the ultrasonic TFM

images produced by LIPAs can be reduced, thereby reducing the total data acquisition

time.
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In Chapter 4, the concept of sparse array designs was explored for LIPAs for the

first time. A model for simulating the pressure field produced by a LIPA is constructed.

Using this model, the performance of LIPAs can be evaluated (e.g.: main lobe width,

grating lobe level). This theoretical evaluation of the LIPA design formed the basis of

the array optimisation study presented in this chapter. Three designs were compared:

the conventional, equidistant, periodic array with same position for elements generating

and detecting ultrasound; the random array with same position for elements generating

and detecting ultrasound; and an array with the ultrasonic generation and detection

position of elements optimised to each other (two-way optimised array). The analytical

evaluation of the three array designs demonstrated the improvement of the two opti-

mised arrays (random and two-way optimised) over the conventional, periodic LIPA

array design. This was followed by experimental demonstration of the performance

of the three arrays, where a significant improvement was achieved by the optimised

arrays. The two-way optimised array and the random array achieved an SNR improve-

ment of 10.86 and 10.83 dB respectively over the periodic array design. In addition

to demonstrating the improved imaging capabilities, this study also demonstrated the

reconfigurability of LIPAs. The three array designs were constructed solely through

the scanning software developed during this study, rapidly synthesising arrays with

arbitrary element locations, as well as arrays with different layouts for generation as

detection.

The improvement in SNR achieved through grating lobe suppression achieved by

the sparse LIPA designs enable LIPA imaging with reduced number of array elements.

This enables faster production of LIPA imaging, leading to increased applicability where

inspection time is critical, such as in the cases of in-process inspection or process mon-

itoring.

As mentioned in Chapter 4, the highest intensity artefacts that appeared on the

ultrasonic images originated mainly from the reflection of the SAWs. In this work a

scan side of 50 mm was utilised, however on a larger sample the reflections would occur

later in time, in which case the impact of grating lobes on the imaging quality would

be reduced. This would require further studying, to the limitations of grating lobes on
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LIPA imaging considering the size of the sample.

A study into a novel adaptive data acquisition strategy was proposed in Chapter

5. In this chapter, it was demonstrated that certain array elements will contribute

more information to the final image than others, depending on the directivity and de-

tection sensitivity of the array elements, and in some cases certain elements will not

contribute any useful information, only noise. It logically follows that by selecting ele-

ments with the highest generation and detection sensitivity, significantly faster imaging

can be achieved without degrading imaging quality. This fact was utilised to establish

an adaptive acquisition method, called Selective Matrix Capture, which consisted of

two stages: 1) an iterative rapid scan for locating potential defects, followed by, 2)

an optimised focused scan. The first stage runs in iterations until it can confirm the

presence (or absence) of defects and their location. Then, in stage 2, an optimisation

method is performed in order to calculate the optimal position of elements based on

the location of the defect, obtained during stage 1. Two optimisation methods were

presented, one that utilised equidistant pitch, with elements located in such positions

as to achieve highest generation and detection efficiency (threshold method), while

the second method, utilised a varying pitch, with elements placed throughout the pre-

defined, available LIPA scanned aperture (SMC-SED). Two cases were considered for

the experimental demonstration: 1) where a single defect is located within a good sen-

sitivity region, when utilising an equidistant, periodic dense array for inspection and 2)

where the defect is purposefully located in a lower sensitivity region by restricting the

LIPA scanned aperture. In both cases the adaptive acquisition was compared to the

conventional FMC data acquisition method (i.e.: equally spaced, periodic, dense LIPA

design within the entire available scan region). The defect was detected during stage 1

in both cases, while only capturing 30.4 times fewer A scan signals than the dense array

design, providing information about the location of the defect for stage 2. The thresh-

old method was demonstrated to achieve comparable (or higher) levels of SNR as in the

dense array design, while utilising 17.6 times fewer A scan signals. The other optimi-

sation method, SMC-SED achieved comparable defect imaging characterisation levels

compared to the dense array, while utilising 17.6 times less data even though a 11-15
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dB reduction in SNR was observed. Overall, these results demonstrate that comparable

image quality can be achieved by utilising an optimised acquisition strategy compared

to the conventional, non-adaptive acquisition method while capturing significantly less

data. An improvement of 10 times faster data acquisition was achieved.

The optimised arrays of the adaptive acquisition method rely on the fact that de-

fects are omni-directional point scatterers. This assumption is suitable for the defects

presented in this work, cylindrical side-drilled holes. However, defects commonly en-

countered in the field of NDT, such as cracks, exhibit preferential scattering angles. In

order to apply the adaptive data acquisition process these scattering angles must be

considered in the future, to enable the application of this method for a wider range of

defect types, sizes and orientations.

Another notable outcome of chapter 5, was development of an objective defect

detection algorithm that can be utilised towards enabling automated defect detection.

This was demonstrated by applying the method to multiple scans, and a good indication

between visual detection and the proposed method was shown. While these results are

very promising for the future of automation of LIPAs for NDE, this technique will

have to be tested more rigorously to establish the success rate (i.e.: percentage of false

positives and false negatives, compared to true positives and true negatives.).

In this work a sample with a defect was considered. However, commonly components

don’t contain any defects. A limitation of the proposed defect detection method is that

it is only sensitive to the presence of defects and is not able to decisively confirm the

lack of defects. In order to establish an algorithm that is able to identify a defect-

free component, further studies must be performed that will establish the relationship

between array sensitivity and the detectability of various defect types and sizes.

Finally in Chapter 6 the framework for remote, 3D ultrasonic imaging utilising

LIPAs was developed and experimentally demonstrated. This included expanding the

previously described data acquisition and processing algorithms from 2D imaging to

3D imaging. The analytical model previously used for array performance evaluation of

1D arrays was extended to 3D space in order to evaluate 2D arrays. The sparse array

designs presented in Chapter 4 were adapted to 2D LIPAs, after which the adaptive
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acquisition was also introduced for 3D imaging.

The 3D imaging capabilities of LIPAs were demonstrated on a component manufac-

tured using the WAAM process. Six defects of varying sizes and depths were imaged

by synthesising six 2D matrix LIPAs, each containing a total of 121 array elements

(11×11 grid of elements). Furthermore, 3D image combination was utilised to produce

a single image of the 6 defects, by accounting for the relative distances of the arrays,

obtained from the scanning software. This study presented the first non-destructive,

3D laser ultrasonic images of an additively manufactured component.

Following the development of this experimental capability, the two sparse array

designs, the Vernier (i.e.: generation layout different to detection layout) and the ran-

dom arrays, were developed for 2D LIPAs and were experimentally demonstrated and

compared to the matrix array design (i.e.: 2D periodic array with same position for gen-

eration and detection elements). It was demonstrated that artefacts were successfully

suppressed, which consequently resulted in increased SNR. The random array achieved

a ∼17 dB, and the Vernier array achieved a ∼ 12 dB improvement in SNR compared

to the conventional, matrix array.

It is important to mention that by translating from 1D space to 2D space for sparse

array design, the number of potential designs significantly increases. In this work

two optimisation approaches were utilised, the Vernier and the random array, however

various other array designs exist in the literature [93], which could be applied in order

to further improve 2D LIPAs.

Besides implementing sparse 2D LIPAs, adaptive acquisition was also presented in

this study, by optimising the array element locations (SMC array) based on the location

of the defect. The defect location was assumed to be acquired from a previous scan

achieved by a sparse array. The optimised adaptive scan was able to achieve a inter-

element spacing for a dense SMC array with the same number of elements as the sparse

arrays, thus it was able to completely eliminate the array grating lobes. This led to

further enhancement of SNR of ∼10 dB, ∼21 dB, ∼27 dB compared to the random,

the Vernier and the matrix arrays, respectively. The advantage of this was presented

by comparing the sparse array which demonstrated experimentally the highest SNR,
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i.e. the random array, to the SMC array at increased frequencies, at which grating

lobes appear at higher amplitudes when utilising a sparse array. It was demonstrated

that the SMC array produced by the adaptive scanning was able to form images of

the defect at frequency ranges 3 MHz higher than the random array, utilising the same

number of array elements. The maximum frequency the SMC and the random array

could utilise were 12 and 9 MHz, respectively, above which the SNR was significantly

degraded by the grating lobes and the defect could no longer be visualised.

Finally, it was concluded, by extrapolating from the experimentally achieved scan

times, that the scanning time for synthesising the equivalent dense 2D LIPA with the

conventional matrix layout, would be ∼22.5 hours, compared to the 34 minutes of

the combined scan time of a sparse array and the consequent optimised SMC array.

This comparison has demonstrated the industrial potential of 2D LIPAs for remote,

ultrasonic NDE.

7.2 Recommendation for Future Work

In this Thesis the foundation for volumetric imaging using LIPAs was established. This

could be advanced in various ways. An important area is to improve defect characterisa-

tion. A critical goal of 3D imaging is to achieve highly accurate defect characterisation.

Currently the most accurate way for defect sizing is by measuring the Scattering matrix,

from a Full Matrix Capture data-set [50, 101]. Defects can be recognised and sized by

observing their response at varying generation and detection angles, respective to the

defect. Adopting scattering matrix evaluation to laser ultrasonics, would considerably

improve the defect characterisation capabilities of Laser Induced Phased Arrays. How-

ever, this will require careful consideration of the directivity and detection sensitivity of

laser generated and detected ultrasound, in order to decouple the effects of generation

and detection efficiency from the scattering information. Scattering matrices have not

been demonstrated for volumetric imaging, thus applying this method for 2D LIPAs

would provide a 3D defect characterisation method.

Another avenue of future work to improve 2D LIPAs is to synthetically producing

LIPA data, based on already acquired signals. Previously, a deep-learning based algo-
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rithm has been demonstrated that was able to infill data of sparse arrays in order to

synthetically produce the data as if a dense array was utilised [86]. By doing so Kumar

et al. [86] were able to significantly reduce the grating lobe levels and increase overall

SNR. Combining this method with the 2D sparse arrays presented in this Thesis, would

reduce the data acquisition time, while comparable imaging quality could be achieved.

From the phased array improvement perspective, two optimised sparse designs were

presented, the random array and the vernier array. Each design achieved grating lobe

suppression through different means, the former method spread the grating lobes over

the entire array directivity, while the latter optimised the generation array directivity

to the detection array directivity. In future work, combining the two approaches could

lead to further enhancement of the array directivity, by achieving higher suppression of

grating lobes. In this approach two random designs would be utilised, one for generation

and another for detection. The randomness of one layout would be specifically designed

to cancel out the randomised grating lobes by the randomness of the other design.

This approach would be the first time where the two concepts would be combined,

as this design has not been achievable by previous 2D phased array designs, such as

the transducer-based array, due to the rigidity of their configuration (i.e.: coupled

generation and detection) and geometrical limitations of a transducer element.

In this Thesis an adaptive acquisition process was presented that optimised array

elements based on the generation and detection efficiency for a specific defect location.

This adaptive acquisition method could be improved by employing the sparse designs

presented in this Thesis, for defect location, during the first stage. The sparse designs

suppress grating lobes, thus their use in stage 1 could speed up the process of finding

potential defects.

In this work the defect was assumed to be an ideal point reflector (i.e.: reflects

ultrasound uniformly in all directions), which is an acceptable assumption when in-

specting cylindrical defects, such as a side-drilled hole. This however is not true for all

defects encountered in industrial applications, for example when inspecting and imag-

ing cracks. In this case, the tips of a crack will reflect ultrasound uniformly, however the

bulk of the crack will reflect ultrasound in certain directions preferentially. In future
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implementations of the adaptive acquisition method, it would be useful to include co-

efficients that accounts for the observed scattering, making the adaptive method more

efficient for imaging a wider range of defects. The first stage of the adaptive acquisition

can provide indicative information regarding scattering, which can then be utilised as

the basis for the coefficient.

Finally an important improvement to mention here is a technique towards eliminat-

ing the SAW cross-talk that is observed in the TFM images as mentioned in Section 3.2.

A high amplitude artefact near the surface can be observed on most images presented

in this Thesis (e.g. see Fig. 6.16), which is caused by the high amplitude surface waves

which are generated simultaneously with the bulk waves in laser ultrasonics. The ampli-

tude of this cross-talk region was shown to reduce by applying phase coherent imaging,

however it was not fully eliminated. By developing a technique that is able to fully

suppress the unwanted surface waves, the detection and imaging of near-surface defects

would become less challenging for LIPAs. Some methods have been reported in the

literature that are able to suppress unwanted wave modes [99, 102]. Applying these

methods would improve the near-surface detection capabilities of LIPAs.
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P. Piñeiro, J. Serrano, and H. Voillaume, “LUCIE-A flexible and powerful laser

ultrasonic system for inspection of large cfrp components,” in 2nd International

Symposium on Laser Ultrasonics, Talence (France), 2010.

[44] K. Zhang, Z. Zhou, and L. Ma, “Research on a laser ultrasound method for testing

the quality of a nuclear radiation protection structure,” Measurement Science and

Technology, vol. 28, no. 2, p. 025204, 2016.

[45] S.-C. Hong, A.-D. Abetew, J.-R. Lee, and J.-B. Ihn, “Three dimensional evalu-

ation of aluminum plates with wall-thinning by full-field pulse-echo laser ultra-

sound,” Optics and Lasers in Engineering, vol. 99, pp. 58–65, 2017.

[46] E. J. Alles, N. Fook Sheung, S. Noimark, E. Z. Zhang, P. C. Beard, and A. E.

Desjardins, “A reconfigurable all-optical ultrasound transducer array for 3D en-

doscopic imaging,” Scientific Reports, vol. 7, no. 1, pp. 1–9, 2017.

[47] X. Zhang, J. R. Fincke, C. M. Wynn, M. R. Johnson, R. W. Haupt, and B. W.

Anthony, “Full noncontact laser ultrasound: first human data,” Light: Science &

Applications, vol. 8, no. 1, pp. 1–11, 2019.

[48] C.-Y. Ni, C. Chen, K.-N. Ying, L.-N. Dai, L. Yuan, W.-W. Kan, and Z.-H. Shen,

“Non-destructive laser-ultrasonic synthetic aperture focusing technique (SAFT)

for 3D visualization of defects,” Photoacoustics, vol. 22, p. 100248, 2021.

[49] T. Stratoudaki, M. Clark, and P. D. Wilcox, “Laser induced ultrasonic phased

array using full matrix capture data acquisition and total focusing method,”

Optics Express, vol. 24, no. 19, pp. 21921–21938, 2016.

138



Bibliography

[50] J. Zhang, B. W. Drinkwater, and P. D. Wilcox, “Defect characterization using an

ultrasonic array to measure the scattering coefficient matrix,” IEEE Transactions

on Ultrasonics, Ferroelectrics and Frequency Control, vol. 55, no. 10, pp. 2254–

2265, 2008.

[51] P. D. Wilcox, C. Holmes, and B. W. Drinkwater, “Advanced reflector characteri-

zation with ultrasonic phased arrays in nde applications,” IEEE Transactions on

Ultrasonics, Ferroelectrics and Frequency Control, vol. 54, no. 8, pp. 1541–1550,

2007.

[52] D. Pieris, T. Stratoudaki, Y. Javadi, P. Lukacs, S. Catchpole-Smith, P. D. Wilcox,

A. Clare, and M. Clark, “Laser induced phased arrays (LIPA) to detect nested

features in additively manufactured components,” Materials & Design, vol. 187,

p. 108412, 2020.

[53] P. Thayer, “Enabling the fourth industrial revolution (4ir) and the role of nde

and monitoring,” Insight, Non-Destructive Testing and Condition Monitoring,

vol. 59, no. 9, pp. 469–472, 2017.

[54] B. Pouet, S. Breugnot, and P. Clémenceau, “An innovative interferometer for

industrial laser ultrasonic inspection,” in AIP Conference Proceedings, vol. 760,

pp. 273–280, American Institute of Physics, 2005.

[55] T. Blum, B. Pouet, S. Breugnot, and P. Clémenceau, “Non-destructive testing

using multi-channel random-quadrature interferometer,” in AIP Conference Pro-

ceedings, vol. 975, pp. 239–246, American Institute of Physics, 2008.

[56] D. Pieris, Towards in-process inspection of additive manufacturing using laser

ultrasonics. PhD thesis, University of Nottingham, 2022.

[57] J. Zhang, B. W. Drinkwater, and P. D. Wilcox, “Longitudinal wave scattering

from rough crack-like defects,” IEEE Transactions on Ultrasonics, Ferroelectrics

and Frequency Control, vol. 58, no. 10, pp. 2171–2180, 2011.

139



Bibliography

[58] J. Zhang, B. Drinkwater, and P. Wilcox, “Comparison of the inspections of

smooth and rough crack-like defects using ultrasonic arrays,” in AIP Conference

Proceedings, vol. 1335, pp. 843–850, American Institute of Physics, 2011.

[59] J. R. Bernstein and J. B. Spicer, “Line source representation for laser-generated

ultrasound in aluminum,” The Journal of the Acoustical Society of America,

vol. 107, no. 3, pp. 1352–1357, 2000.

[60] L. Rose, “Point-source representation for laser-generated ultrasound,” The Jour-

nal of the Acoustical Society of America, vol. 75, no. 3, pp. 723–732, 1984.

[61] G. Miller and H. Pursey, “The field and radiation impedance of mechanical ra-

diators on the free surface of a semi-infinite isotropic solid,” Proceedings of the

Royal Society of London. Series A. Mathematical and Physical Sciences, vol. 223,

no. 1155, pp. 521–541, 1954.

[62] S. C. Wooh and Y. Shi, “Optimum beam steering of linear phased arrays,” Wave

Motion, vol. 29, pp. 245–265, 1999.

[63] J. Camacho, M. Parrilla, and C. Fritsch, “Phase coherence imaging,” IEEE

Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 56, no. 5,

pp. 958–974, 2009.

[64] J. Camacho, C. Fritsch, J. Fernandez-Cruza, and M. Parrilla, “Phase coherence

imaging: Principles, applications and current developments,” in Proceedings of

Meetings on Acoustics ICU, vol. 38, p. 055012, Acoustical Society of America,

2019.

[65] J. Camacho, D. Atehortua, J. Cruza, J. Brizuela, and J. Ealo, “Ultrasonic crack

evaluation by phase coherence processing and TFM and its application to online

monitoring in fatigue tests,” NDT & E International, vol. 93, pp. 164–174, 2018.

[66] J.-H. Lee and S.-W. Choi, “A parametric study of ultrasonic beam profiles for

a linear phased array transducer,” IEEE Transactions on Ultrasonics, Ferro-

electrics and Frequency Control, vol. 47, no. 3, pp. 644–650, 2000.

140



Bibliography

[67] N. Budyn, R. L. Bevan, J. Zhang, A. J. Croxford, and P. D. Wilcox, “A model

for multiview ultrasonic array inspection of small two-dimensional defects,” IEEE

Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 66, no. 6,

pp. 1129–1139, 2019.

[68] G. R. Lockwood, P.-C. Li, M. O’Donnell, and F. S. Foster, “Optimizing the radia-

tion pattern of sparse periodic linear arrays,” IEEE Transactions on Ultrasonics,

Ferroelectrics and Frequency Control, vol. 43, no. 1, pp. 7–14, 1996.

[69] H. Hu, J. Du, C. Ye, and X. Li, “Ultrasonic phased array sparse-tfm imaging

based on sparse array optimization and new edge-directed interpolation,” Sensors,

vol. 18, no. 6, p. 1830, 2018.

[70] A. Velichko and A. Croxford, “Strategies for data acquisition using ultrasonic

phased arrays,” Proceedings of the Royal Society A: Mathematical, Physical and

Engineering Sciences, vol. 474, no. 2218, p. 20180451, 2018.

[71] E. J. Alles and A. E. Desjardins, “Source density apodization: Image artifact sup-

pression through source pitch nonuniformity,” IEEE Transactions on Ultrasonics,

Ferroelectrics and Frequency Control, vol. 67, no. 3, pp. 497–504, 2019.

[72] L. Yongfen, J. Shengchang, and L. Yanming, “Phased-ultrasonic receiving-planar

array transducer for partial discharge location in transformer,” IEEE Transac-

tions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 53, no. 3, pp. 614–

622, 2006.
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