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Abstract

Adaptation to past changes in the climate of Britain may be indicative of the way in
which society will respond to future climate change. The long run costs associated
with climate change are, once full adaptation has occurred, not obviously
detrimental. Furthermore even if the frequency of ’extreme events’ such as floods
and storms increases it is not apparent that these will necessarily be as detrimental
to society as they currently might seem since society in effect chooses its exposure

to extreme events. Some extreme events such as hard frosts are likely to decrease

in frequency.

The thesis uses the theory of hedonic prices to examine the role of climate variables
in explaining differences in average residential land prices and wage rates relating
to 127 English and Welsh counties, Scottish regions, metropolitan areas and London
boroughs. Substantial evidence 1s found in favour of the hypothesis that
compensating land price differentials exist for climate variables. An alternative
approach to estimating amenity values is to argue that households respond in part to
differing levels of environmental amenities by altering their patterns of consumption.
This phenomenon can be given a ’Household Production Function’ interpretation.
Given the assumption of ’demand dependency’ between climate variables and
marketed commodities it is possible to determine the amenity value of climate change
from market data. Using cross country data for 60 countries the analysis points

unambiguously to the existence of a ’climatic optimum’.

The hedonic technique can also be used as a means of determining the value to
British agriculture of a marginal change in climate. In the hedonic approach sale
price differentials between land characterised by different climates is given an
interpretation in terms of underlying productivity differences. Data characterising
over 400 separate transactions in farmland is analysed and the value of marginal
changes in climatic variables computed. The analysis suggests that the financial value
of climate variables to farmers could in some cases be quite high and also that

changes in seasonal patterns and the frequency of ’extreme events’ are quite

important.



The impact of climate change on the chosen destinations of British tourists is also
investigated. Destinations are characterised in terms of various ’attractors’ including
climate variables, travel costs and accommodation costs. Together these variables are
used to explain the observed pattern of overseas travel in terms of a model based on
the precept of utility maximisation. This approach permits the changes in consumer
surplus following climate change to be predicted and effectively identifies the

‘optimal’ climate for generating tourism. It 1s argued that British tourists are likely

to experience a large gain in welfare in the sense that the attributes of nearby (low

cost) locations improve following climate change.

Finally, information on marginal willingness to pay for climatic amenities 1is
combined with predictions concerning the scale and direction of possible climate
change over Britain in order to provide a money measure of the welfare impact of
such changes. Because households appear to prefer a climate characterised by much

higher temperatures than currently prevail over Britain households reap large gains

from climate change.
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1. The impact of climate change on Britain

Even since the time that this research began several climate records have been
broken in the UK. October 1995 for example was the warmest ever in more than 330
years and the summer that preceded it the third hottest on record. The penod from

December 1994 to November 1995 was also the hottest 12 months since instrumental

records began in the late 17th century!.

Nevertheless, climate records might be broken anyway even in the absence of any
anthropogenic interference with the climate and in any case the enhanced greenhouse
effect is not the only hypothesis that has been put forward to explain climate change.
Even so, analysing the temperature record for Central England pieced together by
Manley (op cit) Maddison (1996) shows that whilst changes in the earth’s orbital
parameters and a major volcanic eruption both have a discernible influence on the
climate of Central England, the principal driving force behind climatic change is the
elevated concentration of GHGs in the atmosphere. Indeed the analysis succeeds in
rejecting the hypothesis of no change against the hypothesis of warming with a high
degree of statistical confidence. In other words, the enhanced greenhouse effect has
already significantly altered the climate of Central England. By contrast there is no

evidence that changes in solar output have had any effect on the climate.

These findings are not necessarily a cause for concern. It bears well to remember
that the climate of Britain has actually been very variable even over historical times.
Evidence of climate variation prior to the use of recording instruments comes from
a variety of sources. A massive amount of information regarding past climates 1s for
instance contained within individual diaries, records of military campaigns and
chronicles of various descriptions. Every season which has been in some respect
dramatic in character is apt to have been recorded by someone. Though they are
qualitative descriptions they can nevertheless be turned into numerical values quite

readily if they overlap with the instrumentation records. There 1s also proxy data

I Temperature records for Central England began in 1659 (Manley, 1974) following the
invention of the thermometer in Italy. Continuous rainfall records for England are available

as far back as 1727 (Cradock, 1976).



such as grain prices, tree rings or other fossil data. Piecing together all the available

evidence has enabled climatologists (eg Lamb, 1977) to describe the climate of

Britain since as far back as AD 800 (see figure 1.1).

What stands out from figure 1.1 is the existence of a very warm spell lasting several
centuries reaching its zenith at around the end of the 13th century: a period referred
to as the "medieval optimum’ followed by a gradual decline, a temporary reversal,
but eventually culminating in the so called ’little ice age’ of the 16th and 17th
centuries. During the little ice age ’frost fairs’ were held on the river Thames which
froze to a depth of several metres on a number of occasions and remained so for
several months. A good description of these frost fairs is contained within the book
by Andrews (1887) or in the contemporaneous diaries of John Evelyn who describes
the scene one January 24th thus: "The frost continuing more and more severe, the
Thames before London, was still planted with boothes in informal streets, all sorts
of trades and shops furnish’d and full of commodities, even to a printing press,
where the people and ladyes tooke a fancy to have their names printed, and the day
and the yeare set down when printed on the Thames”. Since then temperatures have
recovered and the current climate now appears almost as warm as 1t was during the
medieval optimum. The same pattern can be seen i1n the reconstructed climate
records of other European countries. The changes in climate experienced by our
ancestors were thus not necessarily much smaller and certainly not less abrupt than

the changes which are currently predicted to occur as a result of anthropogenic

interference with the climate.



Figure 1.1: The climate of Central England since 800 AD
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The ghost of climates past

The testimony of climates past is perhaps most conspicuous in agriculture. As the
climate deteriorated, new crops were grown and areas of cultivation moved into the
valleys. Furrows can be seen on ground which would now be regarded as too
marginal for cultivation. Parry’s (1978) analysis for the Lammermuir hills south of
Edinburgh indicates movements up and down the slopes which is consistent with the
agro-climatic requirements of the crops grown. A large quantity of land was opened
up and farmed on the Lammermuir hills between 1150 and 1250 AD according to
documents from the Scottish Border abbeys. Aerial photographs confirm that its
upper limit was 400m above sea level. Analysis of summer warmth and wetness
suggests that the failure of the crop would occur on average one year in every 20.
By 1350 however the crop would have failed one year in every five, by 1450 one
year in 3 and by 1700 every other year the crop would have failed.

Following changes in climate products which could no longer be grown satisfactorily
have been imported instead. There exists evidence of numerous vineyards operating
even north of the Humber; some of them operating for more than 100 years and
sometimes of considerable size. Their existence was little to do with high
transportation costs since this wine was exported to Bordeaux in France. It is clear
that the wine they produced was of fair quality since there is evidence that French
producers attempted to have their exports curtailed shortly after the Norman
conquest. Moreover, contemporaneous descriptions of how English wine compared
to French are tavourable (Lamb 1977). Eventually however these vineyards fell into
abandonment at a time coinciding with the downturn of the climate at around 1300.

Although some continued to operate after that ttme and a number of new vineyards

were started there 1s no evidence that they thrived.

Changes in fashion have also been attributed to changes in climate. The decade from
1810 to 1819 was one of the coldest recorded since the 1690s and the return of the
cold weather led to the design of certain articles of warm underwear notably the
’Spencer’ and the ’Bosorﬁ Friend’ and pui an end to the daring fashions imported

from post revolutionary France which ’exposed the person’ a good deal. It was



gradual or abrupt changes in climate is a pointer to how people might respond in the
future. Otherwise, in order to evaluate the changes that climate change might bring
us 1t 18 necessary to imagine all possible adaptations that might eventually be made.
This 1s a very hard thing to do: to see the opportunities that an altered climate would
bring, one has to escape the narrow geographical and temporal frame within which
we live our own lives. Once full adaptation has occurred it is far from obvious to
the author that any change in the climate will necessarily prove detrimental, although
others speak as if damaging effects would inescapably follow. In other words, whilst

some effects of climate change might be detrimental yet more might be beneficial.

Capital goods, durable goods and housing frequently embody within them a certain
'suitability’ for a particular design-climate. In such circumstances, even if the
permanent change in climate is properly perceived, there may be significant costs in
the short run depending upon their inoperability and possibly significant changes in
the cost of living. Society would in effect be mal-adapted to living in that climate
(see Nordhaus, 1994 for a diagrammatic interpretation of this argument).
Transitional costs depend upon the useful lifetime of these durable goods relative to
the pace of climate change. Given sufficient time many things can be changed in
response to the climate. Purchases of durable goods can clearly respond in a matter
of years. An entire wardrobe of clothes might be replaced within a couple of years.
Household ’white goods’ have a lifetime of perhaps ten years. Other goods like the
housing stock, office buildings and infrastructure might take longer. Brooks (1950)
describes a vast number of ways in which houses can be adapted to the climate 1in
terms of the materials used, the styles adopted and the positioning of the dwelling.
He advises that: "The type of building favoured by local residents should be studied,

as this has been developed as a result of long experience" and goes on to give



examples of how differences in climate result in different allowances made during

the construction of the house. But they are still replaced quite quickly in relation to

the pace of climate change. Table 1.1 prepared by Skea and taken from Parry and
Duncan (1995) illustrates the point.

So whilst there have been numerous empirical studies on the impact of adverse
weather conditions on for example agricultural yield (see Bolin et al, 1986 for a
survey), road accidents and the construction industry (Taylor, 1974), mortality
(Langford and Bentham, 1995) and numerous analyses of the links between weather
and retail sales of various commodities, indices of industrial production, stock
market values and other macroeconomic variables (Palutikof, 1996) these empirical
studies are, from the perspective of determining the impact of climate change on
society, at best uninteresting and at worst downright misleading. The reason 1s that
these activities all involve capital goods (including human capital), and institutional
practices and procedures which are suited to a particular type of climate and installed
on the assumption that past climatic conditions will continue to prevail. Crops for
example are sown on the assumption that a certain climate will prevail. If climate
were expected to be different then a different type of crop would be grown. So there
is no point in trying to infer from how agricultural yields vary with annual variability
in weather what the impact of climate change on agriculture will be: these are two
completely different things. Analogously, whilst there has been considerable interest
in the health effects of climate change using dose-response functions as it 1s typically
presented, the dose-response function technique is mechanistic incorporating no
model of how individuals really behave. A behaviourally more appealing model
would take into account that an individual’s health is not exogenously determined but
is rather determined by biological and economic constraints. In response to
permanent changes in the climate the individual will adjust their personal investments

in health care, their homes and their lifestyles. In other words, the individual

acclimatises.



Table 1.1:

Asset lifetimes in the UK energy sector

Asset Lifetime
Conventional light bulb Up to 3 years
Electric white goods 5 - 10 years
Central heating 10 - 135 years
Motor vehicles 10 - 15 years
North sea o1l field 10 - 30 years
Renewable energy project 20 years
Conventional power plant 40 - 45 years
Housing stock 50 years or more
Infrastructure 50 - 100 years
Tidal barrage 120 years
Source: Parry And Duncan (1995).



Whilst the weather which occurred during the extraordinary summer of 1995 was
widely heralded as a harbinger of climate change, the changes in behaviour which
it induced reflected only the existence of the short run constraints. Because that kind
of weather was so unexpected, it was difficult for people to take full advantage of
the opportunities that it afforded to them (eg taking their holidays in Britain) or to
offset the disbenefits associated with that kind of weather. The London Evening
Standard reported that an astonishing 97% of offices in London were not equipped
with air conditioning. Severe water shortages afflicted Yorkshire and the residents
of that region were forced to draw their water from stand-pipes in the street. But
once again, there is not much sense in saying that the water shortages experienced

by that region are a foretaste of the consequences of climate change. For those water

shortages which afflicted the Yorkshire region are as much a result of the inadequacy
of water storage facilities, the failure to price water properly and high leakage rates
from the distribution network. These capital and institutional problems are arguably
much more important than small changes in run-off and could be changed in the
future (see Parry and Duncan, 1995 for a more detailed discussion). In the following
year’s heatwave, that of August 1996, the London Evening Standard on Tuesday
20th August cited a report by the Heating and Ventilating Contractors’ Association
stating that, although home air conditioning units cost only 5 pence per hour to run
just half of one percent of homes - less than 10,000 in the entire country - had any
form of air conditioning.. Similarly less than 6 percent of motorists who bought a
vehicle manufactured by Ford ordered air conditioning. These examples make it
clear why one cannot infer anything about the economic impacts of climate change

from two consecutive hot summers. We just weren’t ready.

Perhaps a more compelling problem than adjusting to a slowly changing climate
comes through failing to perceive the change in climate thereby unwittingly exposing
oneself to greater risks than one would otherwise choose to do. Probably the first
sector of the economy to feel the brunt of climate change will be the insurance
business (see Parry and Duncan, 1995, and also Dlugolecki, 1991). Lamb (1977)
states that during the 1950s the insurance industry lost many millions of pounds

because the insurance rates had not been adjusted to the increased frequency of



hurricanes in the North Atlantic compared to the beginning of the century.
Depending on the impact of climate change on the profitability of the insurance
sector, these adjustments might involve the withdrawal of cover, or more likely an
Increase in premiums or greater discrimination on the part of the insurers. Similarly,
farmland was abandoned presumably only after years of dismal failure and the
dawning realisation that the climate had ’permanently’ changed. Failure to recognise
this from the start no doubt contributed to the severity of the famines which struck

England during the end of the warm period, and Scotland at the end of the 17th
century (Trevelyan, 1942).

In contrast, today the risk of climate change is widely acknowledged and much
discussed. Significantly, economic agents are building climate change assumptions
into their capital projects. For example the Shell oil rigs in the North Sea are already

built to accommodate sea level rise as are the most recently built Caledonian

MacBrayne ferry terminal facilities in the Western Isles and sea defences around the
country. Even 1f agents do not know the exact magnitude of climate changes they can
decide to invest in designs which allow for post-installation flexibility of operation.
Even the retro-fitting of certain structures may be possible. See for example the
paper by Ingham and Ulph, 1992, which refers inter alia to the desirability of

purchasing ex post flexibility in production technology with regard to energy

requirements.

Because climate change is very slow in comparison to the lifetime of durable assets
and agents sense the change in climate (or at least accept the possibility of climate
change) purely transitional costs are arguably going to be small. This thesis 1s
therefore concerned with any remaining costs (or benefits) once long run adaptation
to climate change has occurred by seeking latter-day analogues for future climates.

Before doing so however we consider the question of changes in the frequency of

’extreme events’.

Extreme weather events are probably the only occasions when people are made

aware of the impact that the climate has on their lives. There is currently some fear



of an increase in the severity of storms due to climate change leading to these events
becoming more frequent. History produces a catalogue of these events. Daniel Defoe

(1704) wrote a detailed description of the great storm which swept across Southern
England on 7-8th December 1703. Eight thousand lives are said to have been lost
(most of them at sea), innumerable trees blown down, sailing vessels wrecked and
houses damaged. In London alone the losses amounted to an estimated £2 million
pounds. The October 1987 storm which swept across the South East of England cost
rather more: £1 billion in 1987 prices (Association Of British Insurers, 1988 as cited
in the report by the Department of the Environment, 1988). There have been several
major floods over the north sea coast line involving the loss of many towns and
villages on the East coast of England with significant loss of life (see Lamb 1977 for
a list of these). These incursions owe much more to storminess than an increase in
sea level. The 12th century in particular recorded many severe floods of North Sea
coastlines and in 1364 the former great port of Ravenspur in Humberside was
destroyed. The town of Dunwich in Suffolk was also lost to the sea. Most recently
the storm on the 31st of January 1953 killed several hundred people in Lincolnshire,
East Anglia and the Thames estuary, and several thousand people in Holland.

Apart from the obvious difficulty that there will be in attributing any named extreme
event to climate change rather than general weather variability, the basic point being
overlooked is that, in a sense, we choose our exposure to extreme events. Structures
are built with a mind to withstanding weather anomalies of certain strength. These
are calculated by ’return periods’ which summarise knowledge based on historical
records of the frequency that an event exceeding the critical design dimensions of a
structure will occur. If these events become more frequent then society will adapt
to them by building higher sea walls or retreating from low lying areas or
constructing stronger buildings in more sheltered locations; and it may even decide
to accept a higher degree of risk than before. All this is not to say that changes in

the frequency of extreme events do not have a cost attached to them, but rather that

assumption of no response, in fact the problem 1s likely to be, as outlined earlier,

10



possible that some extreme events will diminish in frequency, for example very hard

frosts, leading to a reduction in insurance claims for water damage caused by water

pipes split by ice.

Research into climate future

The purpose of the preceding discussion is to cultivate in the mind of the reader the
importance of allowing for long run adaptation in any investigation into the value of
a permanent change in climate and to avoid the type of approach which has so far
characterised the research into the impact of climate change: the approach which
values climate change by considering the short term response to unpredicted
fluctuations in the weather occurring on a daily basis. A far more meaningful

approach 1s to look for current day analogues to future climates such that one
measures differences in welfare levels once long run cost-minimising adaptation has

occurred.

In chapter two a theoretical model is developed to illustrate how amenity values can
become collateralised into both land prices and wage rates. This model is based on
the ’hedonic’ approach which assumes that migration eliminates the net advantages
of different locations through adjustments in land prices and wage rates. Using a data
set relating to 127 English Counties, Scottish and Welsh Regions, Metropolitan
Areas and London Boroughs the chapter tests the ability of a suite of amenity
variables (including climate variables) to explain regional variations in property

prices and wage rates.

A basic assumption of the hedonic technique is that there are no barriers to mobility
which prevent prices changing to reflect the net benefits of a given location. But
climate variables are undeviating over relatively large distances and the absence of
a common language and/or cultural ties may prevent the net advantages associated

with a particular region from being eliminated. Methods alternative to the hedonic

11



approach may be required to estimate the amenity value of climate. Accordingly,
chapter three seeks to undertake a systematic examination of the role played by

climate in determining consumption patterns using cross sectional data from 60

different countries and then proceeds to calculate the implicit price of a range of

climate variables for each of the 60 countries.

The fourth chapter considers the impact of climate change on agricultural
productivity in Britain once more using the hedonic approach. In the hedonic
approach sale price differentials between land characterised by different climates are
given an interpretation in terms of underlying productivity differences. Such an
approach differs radically from the more conventional ’land allocation’ approach to
determining the impact of climate change on agriculture. Data characterising over
400 separate transactions in farmland is analysed and the value of marginal changes
in climate variables computed. The study suggests that the financial value of climate
variables to farmers could, in some cases, be quite high and also that seasonal
patterns are very important. Thus the impact of climate change on British agriculture
is likely to depend acutely on differential changes across the seasons. Adjusting these
implicit prices to account for the price support given to agricultural commodities
would presumably reduce the perceived impact of climate change on agriculture. The
opportunity also arises to test a number of auxiliary hypotheses not connected with

climate change. These concern the ability of landowners to costlessly 're-package’

their land, the impact of regulated tenancies on farm prices and the accuracy of the

valuations performed by land agents.

Hedonic models only capture the amenity value of climate as experienced at the
place of home and work. But what about the amenity value of climate when
individuals are travelling, possibly abroad? Chapter five investigates the impact of
climate change on the chosen destinations of British tourists. Destinations are
characterised in terms of various ’attractors’ including climate variables, travel costs
and accommodation costs. These and other variables are used to explain the observed
pattern of overseas travel in terms of a model based on the precepts of utility

maximisation. This approach permits the tradeoffs between climate and expenditure

12



to be analysed and effectively identifies the *optimal’ climate for generating tourism.

The 1mpact of particular climate change scenarios on typical tourist destinations is
predicted.

The sixth chapter summarises the intellectual contribution of the thesis and combines
information on marginal willingness to pay for climate variables with predictions
concerning the scale and direction of possible climate change over Britain. These
predictions are drawn from General Circulation Models of the climate. This
procedure provides a money measure of the welfare impact of such changes. Finally,
suggestions are made for the direction of future research efforts and the applicability
of the various methodologies to different conditions. Certain methods are highlighted
as having special strengths and weaknesses and an applicability to data which can

reasonably be expected soon to become available.
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2. The amenity value of the climate of Britain

Hedonic theory suggests that if individuals are freely able to select from

differentiated localities then the tendency will be for the benefits associated with

this inward migration both increases land prices within those cities as well as
depressing the wage rates in local labour markets (but see below for an important
qualification). Thus, across different cities there must generally exist both

compensating wage and house price differentials. In such cases both the consumption
of amenities and disposable income become choice variables and the value of
marginal changes in the level of amenities can be discerned from the hedonic house
and wage price regressions. Hedonic theory has a natural application to the
determination of the amenity value of climate variables. Combined with predictions
concerning the scale and direction of possible climate change, implicit prices of
climate variables from regional markets for labour and land might form the basis for

a money metric measure of the resultant change in amenity values to households.

This chapter reports on a study which attempts to determine the extent to which
differing climates and the services they provide are collateralised into land prices and
wage rates 1n Britain. The chapter commences with a resume of the existing hedonic
literature insofar as it extends to dealing with the amenity value of climate variables
followed by a discussion of the theory underlying the hedonic technique. The chapter
then discusses the plausibility of some of the assumptions underlying the hedonic
technique in the context of uncovering the amenity value of climate variables before
describing the data used to estimate the model. Following sections deal with the
estimation of the hedonic house and wage price models. The full implicit price of

amenities obtained from the analysis are then discussed. The final section concludes.

Existing literature

Although there are many early papers describing regressions of land prices on the
levels of local amenities (see for example Ridker and Henning, 1967) the theoretical

underpinnings of the hedonic approach were developed only later by Rosen (1974).
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An important theoretical contribution by Roback (1982) was to demonstrate that
values for environmental amenities could be incorporated into both land prices and
wage rates. At around the same time others were beginning to consider how to use
the hedonic technique to uncover the uncompensated demand curves (rather than just
implicit prices) for environmental amenities (eg Brown and Rosen, 1982).

Comprehensive reviews of the hedonic approach can be found in Palmquist (1991)
and Freeman (1993).

Since Rosen’s contribution a large number of hedonic studies have been published
in the US although rather less in Britain. Early studies used either census tract data
(1e average house prices in an area) or the self reported values of those who owned
the houses. Later analyses have used actual sale price data of individual properties
instead. These studies considered both inter-urban and intra-urban regions. Other
analyses looked at regional differences in wage rates. The main subject of enquiry
In these empirical analyses is the impact of noise from transport on house prices (see
Nelson, 1978, for a survey of these) and the impact of air pollution on house prices.
Smith and Huang (1991) perform a meta-analysis of 37 different hedonic studies of
the 1mpact of air pollution of house prices and conclude that the technique succeeds
in providing a consistent set of results; a finding which 1s generally supportive to the

continued use of the hedonic technique.

A considerable number of hedonic studies have included climate variables as
environmental amenities. - Unfortunately, early studies generally utilised the hedonic
technique primarily to measure the value of amenities such as air quality, crime rates
and climate variables using wage data only. They did not consider the possibility of
both wages and house prices being affected by the differing availabilities of the

environmental amenities (see below). In addition, only one or two climate variables

are typically included.

In a seminal paper Hoch and Drake (1974) analysed US wage rates using Bureau of
Labour Statistics micro data for 86 Standard Metropolitan Statistical Areas (SMSAs).

Climate was specified in terms of precipitation and summer and winter temperature,
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the squares of the two latter terms, an interaction term for summer temperature and
precipitation, wind speed, degree days, snowfall, the number of very hot (>90°F)
and the number of very cold (<32°F) days. The analysis was performed separately
for three job category subsamples. In the first one, the coefficients on climate
variables were significant and had the expected sign only as long as regional
dummies were excluded, whereas in the other two they performed better. It must be
noted however, that the only other explanatory variables were racial composition and

urban size. No account was given of important site specific characteristics like crime

rates, pollution and other quality of life indicators.

The first attempt to estimate climate effects on both wages and house prices is to be
found in Roback (1982) as an empirical illustration of her theoretical model. She
used microdata for the 98 largest urban areas in the US. Roback performed a
different pair of regressions (on wages and residential site prices) for each climate
variable (snowfall, degree days, cloudy days and clear days). These variables are
highly significant and their coefficients have the expected sign in the wages
regression, but performed poorly in the residential site prices regressions, where
only population growth, population density and unemployment rates are significant.
Also for the US Smith (1983), used only real wages as dependent variables, and
employed a cost of living index as a deflator. The focus of the analysis was mainly
on the different effects of job-specific and site-specific characteristics on wages for
different industries, job categories and ethnic composition of the workers. Climate,
expressed by five variables (mean annual sunshine hours, higher and lower
temperatures, annual average wind speed and precipitation) was one of the site-

specific characteristics considered. Only sunshine proved to have significant

(negative) effect on wages indicating that it is regarded as an amenity.

Hoehn et al. (1987) and Blomquist et al. (1988) utilise the same empirical analysis

as empirical illustration of two slightly different theoretical models. Micro data

drawn from 285 SMSAs in the US was used. They estimated two hedonic
regressions one for wages and one for housing expenditures. They controlled for

structural characteristics of houses and individual characteristics of workers. The
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same amenity variables were used in both equations and included coast proximity,
crime rates, teacher-pupil ratios, total suspended particulates, visibility and six
climate variables (sunshine, precipitation, humidity, wind speed, heating and cooling
degree days). Amenity variables were found highly significant in both equations.
Among the climate variables, only sunshine was found unambiguously to be an
amenity, i.e. its coefficient displayed the same sign in both equations, whereas the
other climate variables net effect depended on the relative magnitude of their

coefficients. In Blomquist et al. the same set of result was used to derive quality of

life rankings for the metropolitan areas considered.

Most recently, Maddison and Bigano (1996) analyse property prices per square metre
of tloor space over 95 provinces of Italy. This analysis is notable in three respects;
firstly 1t was undertaken specifically to investigate the amenity value of climate
variables, secondly the authors experiment with two alternative specifications of the
climate variables and thirdly the authors analyse property prices for five consecutive
years and find that the amenity values are stable over the period in question. This
suggests that the hedonic methodology might be capable of producing figures that are
sufficiently reliable for policy purposes (and also that the income elasticity of
demand for climate variables is rather low). The authors include three climate
variables (temperature, precipitation and cloud cover) and experiment with using
annual averages and January and July averages. The climate variables are all highly
significant (partly one may suppose because Italy possesses a very diverse climate).
The results based upon January and July averages are the best and suggest that the
amenity value of additional units of particular climate variables depends upon which
season they fall into. In particular, whereas precipitation is viewed as a disamenity

in summer or winter, temperature is viewed as an amenity in winter but as

something of a disamenity in summer.

Measuring the value of amenities

Roback (1982) provides a formal model in which individuals make decisions 1n both
the market for labour and the market for housing. In her paper the household faces

2 constraint on disposable income linking income to the quantity of land occupied for
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housing (L), non-wage income (I), wages (w) and time spent working (T). Both

wages and land prices (r) are a function of the level of the amenities (z) associated

with each location. The price of the composite marketed commodity (X) is

normalised at unity. The Lagrangian is:

max U =UX, T, L 2) + AI+Tw(0)-Lr(z)-X] ()

where U 1s utility. Associated with this problem of constrained maximisation is the
indirect utility function V containing non-labour income, wage rates, land prices and

the level of the environmental amenity as its arguments:

VI, w, r,2) =k (2)

Because z 1s presumed to be an amenity dV/dz > 0. In equilibrium the utility
associated with each location must be equalised at level k otherwise some individuals
would have an incentive to move. Turning to the production side of the economy,
assume that a numeraire good 1s produced by a constant returns to scale technology

in which land (L), man-hours of labour (N) and the amenity are arguments:
min TC = wN + rL + A[X(N, L, 2) 2 X] (3)

Associated with this technology is a unit cost function C. The equilibrium condition
is that the unit cost function must equal a constant. If it did not then some firms

would have an incentive to move to a different location.

Ciw, r,z2 =1 (4)

Totally differentiating the two equilibrium conditions gives:

oVaw  oVdr oV _ (5)
ow dz or dz oz

ia_gé.v.+é_c_£+§£—0 (6)

ow dz or dz 0Z

Solving for the expressions dw/dz and dr/dz gives:
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(7)

and:

a V,C,+CV,

dz V.C -VC,

(8)

Given the signs of the various derivatives it can be seen that the following conditions
hold: 1f the amenity is unproductive (ie C, > 0) or is neutral with respect to
production costs then the wage gradient is negative and the rent gradient is positive.
But 1f the amenity 1s productive then the sign of the wage gradient is ambiguous
since workers may not be forced to accept lower wages by the ability of the firm to
relocate. If the amenity 1s neutral or productive to firms then the rent gradient is
positive. But if the amenity 1s unproductive then the rent gradient is ambiguous since
land prices might need to fall in order to encourage firms to locate in areas with high

levels of z.

Using Roy’s Identity and solving for the implicit price of the amenity it can be
shown that the implicit price of the amenity to the household 1s the sum of the
amount of land occupied by the household multiplied by the marginal cost of
obtaining land with an additional unit of the amenity minus the marginal change in
labour income associated with working in an area with an additional unit of the
amenity. In general both the change in land prices and in wage rates have to be

considered in order to determine the implicit price of the amenity to the household.

p=Lii£—T—4lv- (9)
<

dz dz

The amount of land consumed by each household, the hours of work, dw/dz and
dr/dz are in principle observable entities as are the amount of land occupied by each

producer and the share of land and labour in overall production costs.

Additional tradeable goods sectors and additional amenities add essentially nothing

new to the story. More interesting extensions of the model by Roback include the
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addition of a non-traded goods sector and a second set of workers. The introduction
of a non tradeable goods sector modifies the conclusions of the model slightly.
Roback (op cit) assumes that there is a single non tradeable goods sector producing

services. This sector also enjoys constant returns to scale and has a unit cost function

which can be written:

Gw, r, 2) = p(2) (10)

Totally differentiating this expression gives:

oGdw , 9Gdr , oG _ dp (11)

ow dz or dz 0z dz

The household’s indirect utility function must also be amended to include the price

of non tradeables and 1s written:

Vi, w, 1, p, 2) =k (12)
Totally differentiating this expression then gives:
Vaw , ovdr | _ (13)

ow dz or dz

The three equations (6), (11) and (13) can be solved to yield expressions for dw/dz,
dr/dz and dp/dz:
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dw _ C(V+V.G) - C(V+VG)

dr _ G VW+VPGw) _ Cw(Vz+Vsz)

dz  C(V,*V,G) - C(V,+V G,)

ap G Cz( V’ " VPG") ~ Cr( Vz ¥ VPGz)
dz C(V + Vpr) - C (V + VpGr)

+

(16)

C (V. +VGw) —~. (V+VG)
G, + G
C(V+VG) - C (V. WtY,G) z

The 1mplicit price of the amenity is once again derived by the use of Roy’s theorem

to obtain:

pz=L—-T—-+G-‘-i£ (17)

where G 1s the quantity of non-tradeable goods purchased (again G could be a
function of z). This makes it clear that when non-tradeable goods are brought into
the picture, hedonic price schedules need to be calculated for those goods too. The
sign of dp/dz is generally ambiguous (even in the case where the amenity is
unproductive to both the traded and the non-traded good). But whilst theory suggests
that hedonic regressions are required for local service price indices (excluding
housing) such detailed data do not exist at the county level in Britain. The empirical

implementation of the model described below therefore abstracts from reality in that

it assumes that all goods are tradeable®.

A critique of the hedonic approach
There are several acknowledged problems with the hedonic method and the

assumptions which underpin it. These relate to problems of individual perception,

2 There are no published examples of hedonic analyses involving the price of non-traded
goods in the literature. The extent to which the assumption of the ’law of one price’ atfects

the ensuing analysis is an open question.
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subjectivity, continuity, averting behaviour, market segmentation and the assumption

of equilibrium and need to be addressed prior to confronting the model just outlined
with real-world data.

Individual perceptions are important because amenity values will only be reflected
in house and wage price differentials to the extent that individuals are aware of
differences 1n amenity levels and the effect that these might have on say health
(Freeman, 1993). Lack of information is a criticism which is often levelled against
the use of hedonic studies to determine the amenity value of air quality where

individuals are subjected to some pollutant whose health effects they are incognizant
of.

It 1s important in hedonic analyses to include all relevant variables, as variable
omission can lead to biased estimates. But there is no accepted list of which
environmental variables need to be controlled for. Furthermore climate in particular
can be described in a large number of ways. One possible response might be to
include all possible variables from the outset. But apart from the fact that one seldom
has all the variables one thinks are important inclusion of irrelevant variables leads
to increased variance in the estimates. It is necessary to use judgement as to which
variables are likely to be the important ones. Furthermore with environmental
variables problems of multicollinearity frequently arise (Freeman, 1993). The

implication is that it is difficult to measure the individual contribution of particular

variables to overall amenity levels.

To the extent that ’averting’ behaviour is possible, this should be accounted for in
the hedonic equation. Averting behaviour refers to the purchase of goods partly or
wholly for reasons connected with reducing the direct effect of environmental
disamenities on utility. To understand why averting behaviour might be an issue 1n
the context of hedonic studies into the amenity value of climate note first that in
theory what is required is a measure of variations 1in land prices with levels of
environmental variables. But seldom are the financial details of transactions in land

made public and most studies resort to using house prices instead. This is satisfactory
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Insofar as building land is not generally sold separately from the house which stands

upon it. However, certain characteristics of houses (double glazing, loft insulation,

central heating etc) are likely to be correlated with climate variables whilst
simultaneously contributing to the value of the property thus imparting bias to the
coefticients on the variables of interest. If the extent of these averting expenditures
were known they could be included as a separate regressor in the hedonic house
price function. Partly for this reason there is a general presumption in favour of
using data detailing actual market transactions concerning individual properties with
known characteristics rather than census tract data (ie data dealing in average prices
rather than the price of particular properties). On the other hand individual
observations contain a large amount of noise which can be overcome only by
including a large number of observations and/or by controlling for a range of

variables which are not the main focus of the study (Palmquist, 1991).

The theory underlying the model relies on the existence of smoothly continuous
trade-off possibilities among all characteristics. In other words, all possible
combinations of housing characteristics should be available on the market. This is
necessary for households to be able to locate at a position of simultaneous
equilibrium with respect to all characteristics. Without this assumption the observed
implicit price of the amenity cannot be taken as an estimate of marginal willingness
to pay for it since the household may be located at a ’corner solution’. This

assumption seems to be a reasonable one i1n the context of climate variables which

vary smoothly over adjacent areas (Maler, 1977).

If there is restricted mobility among different sections of an area, then different
markets will exist and pooling of data might lead to bias since only a single
regression line is effectively fitted to two or more spline functions (Straszheim,
1974). Restricted mobility might well present a problem to hedonic studies into the
amenity value of climate since climate variables only vary significantly over
relatively large distances at which points the assumption of unrestricted mobility
becomes harder to defend because of cultural and even language differences.

Fortunately, the stability of the hedonic price functions across different regions 1s a
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testable hypothesis. Finding that the hedonic price function is not stable across

different regions means that the separate hedonic price functions must be fitted to

each but it does not render the hedonic technique invalid.

Finally, there is the heroic assumption of perfect equilibrium in the housing market
and the labour market. For this assumption to hold there must be perfect
Information, zero transaction costs, zero moving costs and perfectly flexible prices.
Evans (1990) argues that the assumption of equilibrium is likely to mean that the
environmental quality values derived from hedonic analyses are likely to be
systematically incorrect and should not without qualification be used as measures of
attractiveness of an area. However, if climate amenities are valued then in the
process of equilibration following supply or demand side shocks then other things
being equal migration ought to be observed flowing in the direction of more pleasant
climates and away from regions where the climate is less pleasant’. In the approach
favoured by ’disequilibrium’ theorists net or gross migration rates are regressed on
a set of regional variables to establish the trade-off between financial variables and

environmental amenities (eg Greenwood and Hunt, 1986).

But the conclusion that amenity values for environmental variables derived from

hedonic analyses are likely to be systematically incorrect 1s wrong. There 1s no
reason to suppose that the implicit prices derived from hedonic analyses are biased
because there is no a priori reason to suppose that the extent of disequilibrium 1n any
area is correlated with the levels of particular amenities. The consequence of
disequilibrium is likely to be an increased variance in results rather than systematic
bias (Freeman, 1993). In fact the debate between the proponents of the ’equilibrium’
and ’disequilibrium’ approaches actually involves a matter of emphasis on different
aspects of the location decision (Hunt, 1993). The different positions are
characterised by beliefs concerning the speed of adjustment, the motivation for

migration etc. The disequilibrium approach reviewed 1n Greenwood (1985) sees

3 The theory underlying migration studies involves the potential migrant comparing the
present value costs and benefits of each location giving due consideration of costs of

relocation (Sjaastad, 1962).
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adjustment to equilibrium as being extremely slow and equilibrium concepts of little
relevance. The equilibrium approach typified by the work of Blomquist et al (1988)
sees local labour markets and housing markets as operating relatively efficiently.
Disequilibrium theorists see migration primarily as a response to real utility
differences between locations whereas equilibrium theorists tend to emphasise

changes in the level of consumption amenities and life-cycle events in migration.

Were 1t the case that both of these approaches could be based explicitly on utility
maximisation which of them constitutes the superior approach for the purposes of
obtaining monetary estimates of the amenity value of climate variables would be a
purely empirical matter. However, unlike the hedonic technique the migration based

approach is not typically based on utility maximisation.

Do house prices reflect differences in the level of climate amenities?
The chapter now turns to consider the estimation of the first component of the

implicit price of climate: the hedonic land price schedule. This study uses census
tract property prices relating to 127 English and Welsh counties, Scottish regions,
metropolitan areas and London boroughs as the dependent variable in lieu of

difficult-to-obtain data on land prices*. The census tract data are taken from Focas
et al (1995) and refer to the year 1994. The prices correspond to a straight average
across five different property types (terraced house, semi-detached house, detached
house, bungalow, flat/maisonette). Since outright purchase prices are used rather

than annual rental values the implicit prices which emerge reflect the discounted

stream of benefits over the remaining lifetime ot the house.

4 It was earlier argued that this is not really a problem since land is seldom sold
separately from the structures which stand upon it, but that it would be a serious problem if
there were some characteristics of housing which, apart from contributing to the value of a
property, systematically varied with amenity levels. Chief among the characteristics of
housing is the quantity of land consumed. Plausibly the quantity of land 1s a function of the
unit price of land which is in turn a function of the level of environmental amenities. This
implies that a failure to control for average floor-space could bias the coefficients on the
amenity variables towards zero. Of course this problem can be assumed away by positing that
households cannot adjust their consumption of land but the true relevance of this point can
only be assessed through empirical analysis. For an example of a study which uses property

prices per unit land area see Maddison and Bigano (1596).
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Turning to the explanatory variables, an oft-encountered problem involved in the use
of the hedonic technique is how best to represent a fluctuating amenity such as the
climate in the regression. Normal practice is to enter the annual mean as a summary

statistic. But there 1s evidence that using information on the distribution of the level

of the amenity can significantly increase the statistical performance of the hedonic
price regression. One possibility therefore might be to include a variable representing
the expected number of days per year when temperatures exceed 90°F or remain
below freezing. The number of days on which a gale blows might also be a far more

useful measure of amenity rather than average windspeed if indeed households are

primarily concerned about extremes of weather rather than averages. It might also
be useful to experiment with the concept of heating and cooling degree days (the
annual average cumulative deviation on either side of 65°F). Heating and cooling
degree days have regularly been used with some success in American studies as

indices of climate (see for example Blomquist et al, 1988).

The only published attempt to discriminate between different specifications of climate
variables of any sort is Cushing (1987). Cushing’s analysis deals only with
temperature variables. He uses non-nested tests to examine the power of alternative
specifications of temperature variables in the context of an inter-state study of
migration in the USA. He examines the concept of average temperatures, heating and
cooling degree days and average temperatures during the hottest and coldest months.
His findings suggest that the latter concept is the single most appropriate one whilst
annual average temperatures are rather poor. Cushing rationalises this by stating that
the annual averages cannot distinguish between a climate is mild all the year round
and onee which is extremely cold in winter and extremely hot in summer. Similarly
the concept of heating and cooling degree days do not distinguish between deviations
above or below an arbitrary point (typically 65°F). Cushing’s findings should be
seen as referring primarily to the case of the United States for which the concept of
heating and cooling degree days may be particularly apt. This is because the USA
can be described as having a ’continental’ climate (ie one of seasonal extremes).
Britain however enjoys what could be described as a 'maritime’ climate and this

study restricts itself to examining the impact of average climates.
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Annual average values of climate variables ( 1961-1990) were available on a 10km

grid square basis measured at the average altitude within each grid square’. A

gazetteer (Ordnance Survey, 1992) of Great Britain was used to determine the grid

sunshine for each county, region or borough whilst avoiding uninhabited regions
(Iike mountain-tops). Values for humidity levels and average windspeed were not
included in the analysis: humidity is only important in either very hot or very cold
conditions neither of which apply to Britain and average windspeed (unlike the
number of gale-days) is too unfamiliar a concept. Apart from climate variables a
range of other amenity variables are also controlled for. These include the local
crime rate, local taxes, school quality variables, the quality of health care services,

transport links, population density and unemployment. These are now discussed in

turn.

GB crime statistics are recorded at an individual police force level by the Home
Office and the Scottish Office (see Focas et al, 1995 for precise details). One could
make a case for using several alternative measures of criminal behaviour rather than
just using the rate for all reported crime. But given the degrees of freedom problem
atfecting this study it was decided to select one from a list of three possible measures
of criminal activity. These were all crime, violent crime and burglaries per thousand
of population. Of these alternatives the number of burglaries appeared to provide the
best explanation of variations in house prices and wage rates. The frequency of

burglaries presumably increases the cost of residing in a given area insofar as it

raises the cost of home insurance.

The importance of including variables describing local services and fiscal conditions
are discussed in Gyourko and Tracy (1989) and Charney (1993). Both sets of authors

argue that what is required are separate measures of local taxes and the quality of

5 These were provided by the Climate Research Unit of the University of East Angha
under the auspices of the TIGER initiative.
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local services rather than measures of expenditures on local services. The problem

with employing expenditures on local services is that expenditures on its own cannot
distinguish between the existence of a high quality service and a service which 1S
expensive because it is managed ineptly. Furthermore Charney argues that higher
local taxes are a disamenity only insofar as they do not reflect higher quality or more
extensive provision of public services. If these factors are not adequately controlled
for then it 1s possible that the implicit price of additional taxation could be zero or
even positive. Local “council’ taxes are set on a sub-county level and ’band D’ tax

levels are averaged to yield a single figure for each county.

It is of course very difficult to find suitable indices to measure the quality of local
services and the best that can be done is to use what (often very crude) proxies are
available at the correct level of regional aggregation. In the case of education
services the most widely cited measure of quality relates to the percentage of
students obtaining five GCSE passes at grade C or better (alternative measures used
in other studies include the number of students per teacher or the rate of truancy).
In the case of health services the proxy used for the quality of the service is the
number of patients per GP (an alternative might be the length of waiting lists for key
surgical procedures although such a variable is available at the level of Regional
Health Authorities rather than counties). These statistics are available from the
Department of Education and the Department of Health respectively (again see Focas
et al, 1995 for details). The abundance of transport links 1s crudely approximated by

the number of railway stations per unit area multiplied by 100.

There are many other -factors besides Hclimate which determine the level of
environmental quality to be enjoyed in a particular area. These include the ambient
concentration of air pollution in a particular locality (see for example Smith and
Huang, 1991), the level of noise nuisance (Nelson, 1978) and the extent of local
traffic congestion (Maddison and Bigano, 1996). There might even be benefits in the

form of economies of agglomeration. All these phenomenon are arguably a reflection

of physical proximity to one’s neighbours and, in the absence of more reliable

measures, are proxied by population density.
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Note carefully that the definition of *population density’ employed in the empirical
model 1s quite different from the definition of ’population density’ in the theoretical

model. The latter is simply the inverse of land for habitation per individual. The

former concept is the more commonly employed one: population per unit of all-land
area. Whilst these measures are probably not entirely unrelated the majority of
hedonic studies treat all-land population density as an exogenous regressors®.

Population density is taken from the Central Statistical Office ( 1995).

Unemployment has been frequently included as a disamenity in hedonic house price
and wage rate analyses. One can interpret unemployment as a disamenity in the sense
that households require compensation to live in areas characterised by scant
opportunities for employment (Todaro, 1969 and Harris and Todaro, 1970). In the
context of this latter explanation one would expect the full implicit price of an

additional percentage point on the local unemployment rate to be negative. But

instead of treating unemployment as a disamenity a more realistic formulation of the
locational problem is one in which the expected utility of all locations is equalised
given that there are two possible states: employed and unemployed. However,
reformulating the problem would not change the analysis except in a trivial way. In
particular, one would still expect to find differences in unemployment rates reflected

in local land prices and wage rates’.

° In other models population density is explicitly endogenous; see for example Steinnes
and Fisher (1974). Using the technique of Two Stage Least Squares Nordhaus (1996) treats
population density as endogenous regressor in his hedonic wage rate analysis of the amenity

value of climate variables. He selects amongst other things the number of military personnel
as an instrument for population density on the grounds that these individuals are not drawn

to a given location by virtue of the going wage rate. Whilst the assumption of exogeneity 1s
in principle a testable hypothesis to do so requires instrumental variables which are not
normally available. In any case the use of instrumental variables would probably frustrate the
purposes of using population density as a proxy for other environmental disamenities.

7 To see this note that maximising the expected utility function across the two possible
states (employed and unemployed) results in an indirect expected utility function in which the
probability of unemployment enters as an exogenous variable. Invoking the equilibrium
assumption and totally differentiating the indirect expected utility function with respect to the
probability of unemployment demonstrates that the probability of unemployment must be
reflected in regional wage and/or land prices. Dividing this expression throughout by the
expected utility of money shows that the marginal willingness to pay for a reduction in the
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Outside the hedonic literature here have been numerous empirical analyses of the
influence of unemployment on regional labour markets. Savouri (1989) for example
considers ten regional labour markets of Britain over time and finds that local
unemployment exerts strong downward pressure on regional wage rates.

Unemployment rates are from the Department of Employment’s New Earnings
Survey (DOE, 199)).

Finally, three dummy variables are used to test for (and at the same time hopefully
correct for) the existence of a segmented market for housing. A separate dummy
variable 1s used if the observation is drawn from a London borough, Scotland or
Wales. This allows the intercept of the hedonic price regression to vary across the
different regions (common slopes across the different regions is a maintained
hypothesis because of the degrees of freedom constraint). The inclusion of dummy
variables for Scotland and Wales has the unfortunate effect of identifying

respectively the coldest and wettest parts of Britain and 1in this sens<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>