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Abstract

This thesis reports on experimental and numerical investigations to optimise and

measure bremsstrahlung and synchrotron x-ray production in ultra-intense laser-

solid interactions. The aim of the work is to better understand the processes

behind the generation of synchrotron and bremsstrahlung x-rays within laser-solid

interactions and to be able to resolve and differentiate between x-ray distributions

from such interactions. This study also significantly advances understanding of

a key diagnostic for measuring x-ray emission in these interactions.

First, a numerical investigation of the influence of laser focal spot size, focusing

geometry, and pulse energy on bremsstrahlung and synchrotron x-ray production

is presented. PIC simulations indicate that bremsstrahlung emission is highly

dependent on pulse energy, whereas synchrotron production is highly spot-size

and intensity dependent. An increase in synchrotron photon numbers with small

spot size is attributed to greater holeboring for higher laser intensities, as there is

a larger volume within which electrons can interact directly with the laser fields

Building on this, an experimental investigation of the influence of laser focal

spot size, focusing geometry, and pulse energy on electron and bremsstrahlung

x-ray production is reported. While the data do not strongly indicate a focusing

geometry effect, electron and bremsstrahlung production is found to be highly

dependent on pulse energy. This is consistent with the previous numerical results.

Finally, the focus moves to the development of x-ray diagnostics which would

enable improved measurements of the x-ray spectrum. Measurements of brem-

sstrahlung x-rays for laser intensities up to 3 × 1021 Wcm−2 were analysed. Such

laser intensities were achieved through the use of F/1 focusing plasma optics

which enabled higher intensities to be reached than otherwise achievable with

i



the Vulcan laser. Through analysis of these measurements and extensive PIC

and Monte Carlo modelling, an existing absorption-based x-ray spectrometer is

characterised. It is found that there is a high degree of uncertainty in spectral

deconvolution with the current spectrometer design, and several improvements

are designed and numerically tested. Additionally, through analysis of the total

x-ray spectrometer signal and analytical modelling, with comparison to Cu K-

α x-ray measurements, our results suggest the presence of lower fast electron

temperatures than many published electron temperature scalings predict. This

highlights a critical challenge: the combined effects of low-resolution detector

design and unexpected physical behavior complicates x-ray measurements in the

high-energy part of the spectrum. Consequently, this thesis work underscores the

need for more focused efforts on improving signal-to-noise ratios in this region,

for example, through dual-spectrometer designs, to better measure high-energy

x-rays.
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Chapter 1

Introduction

Since the invention of the laser in 1960 [1], advances in technology have led to the

capability for relativistically intense pulses, with intensities above 1018 Wcm−2

to be routinely generated within the laboratory. The chirped pulse amplifica-

tion (CPA) technique [2], for which Strickland and Mourou shared in the Nobel

Prize in physics in 2018 [3], provided the technology to amplify ultrashort pulses

to petawatt-power. Since the invention of CPA, the interactions between ultra-

intense lasers and solids have been investigated as a driver for high energy ions

[4–6], x-ray sources [7–9], and high harmonic generation [10]. Additionally, with

ultra-intense laser-solid interactions, it is possible to achieve conditions that are

analogous to those found in astrophysical environments [11, 12]. The under-

standing of the physics gained from these investigations has the potential to be

exploited in applications of significant societal benefit, notably in proton oncology

[13, 14], x-ray radiography [15, 16], and inertial confinement fusion [17–19]. It is

clear that the study of laser-solid interactions has significant potential value due

to the numerous applications of the technology. This has motivated extensive

research in the field over the last few decades.

In recent years, new technologies have enabled higher-power lasers to be de-

signed and built, such as the ELI-Nuclear Physics 10 PW laser in Romania

[20, 21]. As available lasers reach intensities of 1022- 1023 Wcm−2, laser-solid

interactions are expected to become highly relativistic. In these ultra-intense

laser-solid interactions, quantum electrodynamic (QED) effects can start to be-
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come observable due to the high strength electromagnetic fields involved, leading

to phenomena that go beyond classical electrodynamics [22, 23]. When laser in-

tensities exceed a certain threshold, the electric fields can be comparable to the

critical field of QED, the Schwinger limit (1.32×1018 Vm−1) [24, 25]. The inten-

sity threshold for this is around 1029 Wcm−2, which is many orders of magnitude

higher than is available with current laser systems. However, as electrons are

accelerated to high velocities in a counter-propagating geometry with an ultra-

intense laser pulse, they experience boosted electric field strengths in their rest

frame, which become comparable to the Schwinger limit. Under these conditions,

quantum effects like photon-photon scattering can occur [26, 27]. Electrons can

emit high-energy photons in an ultra-intense laser field through a process called

synchrotron radiation [28, 29]. At extreme intensities of 1022 Wcm−2, the force

exerted on electrons from the emission of this radiation can significantly alter

the electron momentum, a phenomenon known as radiation reaction [27, 30, 31].

Additionally, ultra-intense lasers can produce conditions where photon-photon

interactions can lead to the creation of electron-positron pairs [28, 32, 33]. This

process is known as Breit-Wheeler pair production and is a direct manifestation

of a QED interpretation [34]. Understanding these highly-relativistic interactions

is key for applications such as synchrotron x-ray generation. In order to perform

experimental investigations of high-field phenomena, it is imperative to be able

to optimise the interaction to increase the signal to noise of synchrotron emission

to other x-ray production mechanisms, and to be able to measure synchrotron

x-ray signals.

1.1 Applications

There are three prominent potential applications discussed in the literature:

hadron therapy [13, 14], inertial confinement fusion (ICF) [17–19], and the non-

destructive testing and imaging of material with x-rays [15, 35–37]. As ion ac-

celeration is not directly related to the core material of this thesis, more detailed

descriptions can be found in [38]. This section will instead focus on ICF and
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x-ray radiography schemes, which are directly related to the work presented in

this thesis.

1.1.1 Inertial confinement fusion

Since the 1950’s, there has been a large effort to harness fusion reactions as a

clean and plentiful source of energy [39, 40]. Nuclear fusion involves fusing two

lighter nuclei into a single heavier, and more stable, nucleus. The difference in rest

mass between the original and final products is released as energy in a process

that is similar, but opposite, to fission, which involves the splitting of nuclei.

The biggest challenge is to overcome the electrostatic repulsion between the two

lighter nuclei, which involves providing them with large amounts of energy [40].

For fusion reactions to become a viable energy source, ignition, the term given

to a fusion reaction where the reaction heats the fuel mass more rapidly than

it cools, is necessary. Not only does it involve a large amount of energy, it also

requires the confinement of a plasma, characterised by the confinement time, τE,

which is a measure of the rate of energy loss from a system to its surroundings.

Furthermore, the criteria of ignition, known also as the extended Lawson criterion,

is given by a minimum value of the ‘triple product’. The minimum of the triple

product for ignition is given by nTτE ≥ 2.76 × 1021 keV.s.m−3, where n is the

fuel number density and T is the fuel temperature [40].

There are two main avenues of fusion research: low density with long confine-

ment times, and high densities and temperatures with short confinement times.

These two schemes are magnetic confinement fusion (MCF) and inertial confine-

ment fusion (ICF), respectively. Although MCF has been the point of focus for

many fusion studies, with tokamak reactors located across the globe, it proves

difficult to confine a plasma for long periods of time due to particle drifts and

magnetic instabilities [41, 42]. With this in mind, ICF has also been a popular

field of study, considering the short confinement times required.

ICF has been a major driver in laser-plasma research since the invention of the

laser [1, 43]. In principle, lasers can be used to drive controlled fusion reactions

as a means to generate power. In most ICF schemes, lasers are used to heat
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a) b)

Lasers

Hotspot X-rays
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Shock Wave
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Figure 1.1: Schematic showing the principles of (a), direct drive ICF and, (b), indirect drive
ICF. In (a), lasers are uniformly irradiating a fuel capsule which acts to compress and heat the
fuel, generating a central hot spot. In (b), lasers irradiate the inside of a gold hohlraum, which

generates x-rays which compress and heat the fuel, generating a central hot spot.

and compress a fuel target with the intention of igniting a fusion reaction. The

initial proposals in Kidder [18] and Nuckolls [17] described a theoretical scheme

within which a gas cell would be heated by an incident laser. The resultant

ablation pressure would then drive a wave of increased density and temperature

to the core. The heated outer layer of the gas cell would gain momentum from

the laser, and act to confine and compress the remaining fuel. More recent ICF

schemes typically involve the heating of a hybrid solid and gas fuel capsule either

directly, or indirectly, using a suite of lasers.

Direct drive involves the direct heating and compression of a fuel capsule,

where lasers directly interact with the outermost layers to drive the compression,

shown in Figure 1.1(a) [44]. However, this method is particularly susceptible

to non-uniform compression of the fuel, due in part to non-uniform irradiation,

surface irregularities on the fuel capsule, and plasma instabilities [45, 46]. A

method to circumvent this is to use lasers indirectly to drive compression of the

fuel.
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In indirect drive fusion, the fuel capsule is instead heated within a cylindrical

container, known as a hohlraum, which is irradiated internally through apertures

at either end, shown in Figure 1.1(b) [45]. The x-rays generated in the interaction

between the lasers and the hohlraum irradiate the fuel capsule directly, which also

drives an inward ablation pressure through the fuel. Whilst this method lessens

the impact of non-uniformity on the interaction, it is still a highly inefficient

process. Not only are the lasers frequency tripled, both in direct and indirect

drive schemes, (to reduce fast electron heating as Te ∝ Iλ2 [47, 48]), which is an

inefficient process, the laser light is then converted into x-rays through interaction

with the hohlraum.

A more recent branch of ICF looks to lessen the requirements on fuel com-

pression. Fast ignition (FI) fusion combines the method of indirect drive fusion

with the application of a particle beam into the capsule to produce a hot spot

[19, 49]. The most common method of achieving this is the application of a gold

cone into the target: the centre of the tip is irradiated by laser light to produce

x-rays and fast electrons in a concentrated region [50]. As these penetrate the

fuel, it is heated to high temperatures [48, 51–53].

Not only are x-rays used to induce compression in indirect drive fusion, they

are also a key diagnostic tool. Experiments relating to fast ignition typically

centre on the heating of fast electron populations, which are difficult to directly

measure. For this purpose, the K-α and bremsstrahlung x-rays produced by fast

electrons have been used to indirectly measure the characteristics of the popu-

lation, including the temperature [54–56] and divergence [57, 58] of accelerated

electron beams. One of the main challenges in the FI scheme is the efficient trans-

fer of energy from the driver to the ignition region [49]. A key measurement of

this is the x-ray emission from the electrons within the cone, which can indicate

the fraction of laser energy delivered to the electrons.

This highlights the importance of understanding the physics of high-energy

x-ray generation for use in diagnostic techniques. The characterisation and de-

velopment of a hard x-ray spectrometer is reported in this thesis. With this

diagnostic, the spectral distributions of bremsstrahlung emission from fast elec-
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trons can be resolved, which is key to diagnosing the fast electron distribution in

FI applications.

1.1.2 Laser driven x-ray radiography

Another application of interest is the potential for laser-solid interactions to

become a feasible source of high-energy x-rays for the fast imaging and non-

destructive inspection of large and/or dense objects. This technology is of interest

to the security and industrial sectors, such as aerospace, nuclear, and advanced

manufacturing. Laser-solid interactions offer high brightness and energy, short

duration, and small emission area (<< 1mm2) point sources [36], which make

them unique from conventional sources such as cathode ray x-ray tubes and linac

sources, which cannot simultaneously achieve all of the above properties in a sin-

gle source. Not only can a laser-driven source achieve all of these qualities, it can

also be a compact option which could eventually be employed on-site in industrial

units.

For example, a study demonstrated that laser-driven x-ray sources can achieve

source sizes in the range of a few micrometers, which facilitates high-resolution

radiography and imaging applications [59]. In contrast, conventional x-ray tubes

typically have larger source sizes, often on the order of millimeters, which can

limit the spatial resolution of the radiographs.

Another important property of laser-driven x-ray sources is their ability to

generate ultrashort pulses. These sources can produce x-ray pulses with durations

in the femtosecond (10−15 seconds) to picosecond (10−12 seconds) range. Such

brief pulses are beneficial for capturing ultrafast processes, such as molecular

interactions or ultrafast reactions, with high precision. An example of this is the

imaging of shockwave propagation [45]. In comparison, conventional x-ray sources

like x-ray tubes generally produce continuous radiation or longer-duration pulses

that are not suitable for time-resolved imaging or other applications requiring

rapid temporal resolution [60].

Laser-driven x-ray sources generally offer superior brightness with a smaller

footprint compared to conventional x-ray sources. The brightness of an x-ray
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source is typically defined as the flux of photons per unit area, per unit solid

angle, and per unit energy, and it is an important factor in many imaging and

analysis techniques.

Laser-driven x-ray sources, particularly those based on laser wakefield accel-

eration (LWFA) or compact laser-driven plasma sources, can achieve extremely

high peak brightness. For example, peak brightness values of laser-driven sources

can be on the order of (1024 photons (mm2 · mrad2 · s · 0.1% bandwidth), which

are several orders of magnitude higher than those of conventional x-ray tubes or

synchrotron light sources [60]. For comparison, conventional x-ray tubes typi-

cally exhibit brightness values around (1014 - 1015 photons (mm2 · mrad2 · s ·

0.1% bandwidth)), meaning that laser-driven x-ray sources can offer up to a mil-

lion times higher brightness than conventional x-ray tubes, making them suitable

for applications requiring high spatial and temporal resolution, such as ultrafast

imaging and time-resolved spectroscopy.

Synchrotron sources, while brighter than x-ray tubes, still fall short of the

peak brightness levels achievable by laser-driven sources. Synchrotrons typically

produce x-rays with brightness values in the range of (1018 - 1019 photons/(mm2 ·

mrad2 · s · 0.1% bandwidth)) [61]. This is still significantly lower than the values

achieved by laser-driven sources, which can provide highly intense, short-duration

pulses ideal for capturing fast phenomena.

While laser-driven x-ray sources offer enhanced spatial resolution and tempo-

ral resolution, they typically face challenges such as lower overall efficiency and

high operational costs due to the need for high-power laser systems (although

not as high as for synchrotrons or x-ray free-electron lasers (XFELs)). How-

ever, ongoing advancements in laser technology are continuously improving their

performance and making them a promising, low-cost and small-footprint alter-

native to traditional x-ray sources in various scientific, medical, and industrial

applications.

Many experimental demonstrations of x-ray radiography have been performed,

both for the imaging of industrial objects [36, 37], shown in Figure 1.2, and as

backlighters for ICF research [16, 62–64]. High pulse energy systems, such as
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the Vulcan Petawatt laser (offline for upgrade as of 2023), could deliver upwards

of 100 J of energy onto a solid target. This can result in a bright x-ray source,

which has been used to perform single-shot radiography on a range of objects

[37]. Such Nd:glass-based lasers are currently only able to produce high energy

pulses every twenty minutes. Ti:sapphire lasers, such as the Astra Gemini laser

[65, 66], can deliver pulses of Joule-level energies with pulse durations of tens of

femtoseconds at Hz repetition rates. However, laser systems that utilise diode-

pumped amplifiers can operate at up to tens of Hz repetition rates [67–69], which

could allow for the fast imaging and non-destructive testing of objects. Such

lasers would be able to generate high repetition-rate, highly penetrative x-ray

beams, which can probe the density variations in components as they go through

stress processes.

With higher intensity lasers becoming available, high-field effects can be utilised

to generate synchrotron emission. A laser-driven synchrotron source has the po-

tential to be a bright, highly directional source of x-rays, which is ideal for imaging

and testing [28, 29, 70, 71]. For such a source to become viable, it must be char-

acterised. The characterisation of a laser-driven synchrotron source both requires

the optimisation of synchrotron production with respect to other emission mech-

anisms, such as bremsstrahlung, and the ability to detect and measure the syn-

chrotron emission spectrum. At the highest laser intensities achievable at present

(1022-1023 Wcm−2), the x-ray emission spectrum is dominated by bremsstrahlung

production, which renders it difficult to detect and measure synchrotron x-rays

[72, 73]. The work presented in Chapters 5 and 6 addresses the optimisation of

synchrotron emission at currently available laser intensities, to make it possible

to detect. Chapter 7 then focuses on the measurement of hard x-ray spectra,

which are, by nature, difficult to spectrally resolve. With the findings presented

in this thesis, it should be possible to experimentally characterise laser-driven

synchrotron emission, with the intention of producing an ultra-bright, highly col-

limated synchrotron x-ray source.
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Laser
Target

X-rays

Object

Detector

Figure 1.2: Schematic for x-ray radiography of a sample with internal structure. Laser acceler-
ates electrons through a target, these electrons generate x-rays as they interact with the target.
These x-rays illuminate the object, and as they are highly penetrative, variations in the density

can be probed. Example radiography image from [36].

1.2 Thesis outline

This thesis reports on experimental and numerical investigations exploring the

role of laser parameters in the optimisation of bremsstrahlung and synchrotron x-

ray production. Additionally, the characterisation and development of an absorption-

based x-ray spectrometer for effective spectral measurements of x-rays generated

at laser intensities above 1021 Wcm−2 is reported. The outline of the remainder

of the thesis is as follows:

• Chapter 2: The physics underpinning laser-solid interactions is reviewed,

which provides an essential foundation for the understanding of the under-

lying dynamics described and reported in the following chapters.

• Chapter 3: The key x-ray generation mechanisms are reviewed, notably

line, bremsstrahlung, and synchrotron emission, the x-ray emission mecha-

nisms that form the bulk of the discussions within this work.

• Chapter 4: Presented in this chapter are the key experimental and numer-

ical methodologies employed in the investigations reported in this thesis,

including the details of laser architecture and laser systems, diagnostic tech-

niques, and simulation tools.
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• Chapter 5: The optimisation of synchrotron and bremsstrahlung emission

with respect to pulse energy and laser focal spot size for laser-solid interac-

tions with laser intensities between 1020 and 1022 Wcm−2 is reported, with

the intent of experimentally enhancing synchrotron emission at currently

available laser intensities.

• Chapter 6: The effects of pulse energy and laser focal spot size on bremsstrahlung

emission investigated in the previous chapter are investigated experimen-

tally.

• Chapter 7: The characterisation and development of a linear absorption

x-ray spectrometer with respect to diagnosing bremsstrahlung x-rays gen-

erated in laser-solid interactions with laser intensities from 1021 Wcm−2 and

beyond is reported.

• Chapter 8: The results and interpretations presented in Chapters 5, 6,

and 7 are summarised, with the impact on the wider research field of laser-

solid interactions highlighted. Potential future avenues of research are also

discussed.

10



Chapter 2

Fundamentals of laser-solid

interactions

2.1 Introduction

The interaction between lasers and solid material is a complex and nuanced one,

with many aspects and variables at play. In this chapter, a review of laser-solid

experiments, and the fundamental mechanisms and physics, are reported. Firstly,

due to the electromagnetic nature of a laser pulse, Maxwell’s equations of elec-

tromagnetism and the descriptions of charged particle motion in electromagnetic

fields are discussed, with a view to understanding the effect of these fields on

particles in the target. This is followed by a discussion of target ionisation mech-

anisms and the methods by which a laser pulse can ionise target material. From

there it is appropriate to discuss the nature and characteristics of plasma, and the

propagation of light in such a medium. With the fundamental building blocks

of laser-plasma interactions reviewed, the complex processes of the absorption

of laser energy, electron transport and temperature scalings, and field evolution

within the target can be introduced.
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2.2 Electromagnetic fields

Before discussing the nature of interactions between laser pulses and electrons, the

classical laws of electrodynamics are introduced, alongside their relation to ultra-

intense laser pulses. Here, Maxwell’s equations are introduced, which describe

the evolution of electric and magnetic fields, as well as the Lorentz equation for

the motion of a charged particle in electromagnetic (EM) fields.

2.2.1 Maxwell’s equations

Maxwell’s equations are essential to the description of the interaction of electro-

magnetic waves with matter. Gauss’ laws, in Equations 2.1a and 2.1b, describe

the gradients of the electric and magnetic fields, E⃗ and B⃗. They describe how the

electric field is related to the particle charge density, ρ, the behaviour of magnetic

field lines forming closed loops. ϵ0 here describes the permittivity of free space.

∇ · E⃗ =
ρ

ϵ0
(2.1a)

∇ · B⃗ = 0 (2.1b)

The Maxwell-Faraday law, in Equation 2.2a, dictates that the electric field

of a loop is dependent on the evolution of the magnetic field within that loop.

Ampere’s law, in Equation 2.2b, states that the magnetic field is related both to

the current density, j⃗, inducing it, and to the evolution of the electric field.

∇× E⃗ = −dB⃗

dt
(2.2a)

∇× B⃗ = µ0j⃗ +
1

c2
dE⃗

dt
(2.2b)

Here, µ0 is the permeability of free space and c is the speed of light in vacuum.

In addition to Maxwell’s laws, it is essential to be able to describe a laser pulse,

which is an electromagnetic wave solution to Maxwell’s equations, characterised

by a spatially and temporally varying electric and magnetic field. A laser pulse has
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a number of characteristics, such as its wavelength, λ, intensity, IL, and energy,

EL. Such a pulse will be focused to a spot of size rL. The field propagation can

be shown to be

∇2E⃗ =
1

c2
d2E⃗

dt2
(2.3)

using Maxwell’s equations above. The relationship between the electric and mag-

netic fields can be shown to be

|B0| =
1

c
|E0| (2.4)

using the Maxwell-Faraday law. The laser intensity is related to the electric field

strength as given by

IL =
cϵ0
2
|E⃗|2 (2.5)

Another important parameter of a propagating laser pulse is polarisation,

which describes the electric field oscillation. There are many types of polarisation.

However, solely linear polarisations are considered in this thesis. The linear

polarisations, s- and p-, describe the oscillation of the electric field transversely

and parallel to the plane of incidence to the target, respectively.

2.2.2 Single particle motion

The acceleration of electrons is the driving force within this field of research.

However, before the acceleration of electrons by a laser pulse can be discussed,

the basics of electron motion in EM fields need to be understood. The Lorentz

force equation that governs the dynamics of a charged particle subject to electric

and magnetic fields is given by

dp⃗

dt
= −qe

(
E⃗ + v⃗ × B⃗

)
. (2.6)

In this equation, p⃗ = mev⃗ is the particle momentum, which can be relativistically

corrected to p⃗ = γmev⃗, where γ = (1 + v2

c2
)
1
2 is the relativistic factor. Here, me,

qe, and v are the mass, charge and velocity of the electron, respectively, and t is
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time. In the presence of a plane-wave electric field, electrons will begin to move

in the oscillation direction of the electric field. When the v⃗× B⃗ force is negligible,

the Lorentz equation reduces to

dp⃗

dt
= −qeE⃗. (2.7)

If only the temporally varying aspect of the electric field is considered, such that

|E⃗| = E0 sin(ωt) and by using the relationship p⃗ = mev, the Lorentz equation

becomes

me
dv⃗

dt
= −qeE0 sin(ωt). (2.8)

Now, one can see that the velocity with which an electron oscillates or ‘quivers’

in an electric field is given by

vquiver =
qeE0

meω
cos(ωt) (2.9)

An electron that is initially at rest will begin to oscillate in the transverse di-

rection to the propagation of the electric field, along the axis of polarisation.

In the classical regime, the maximum quiver velocity that electrons can reach is

vquivermax = eE0

meω
and the frequency with which it oscillates is equal to that of the

driving electric field, ω.

In the presence of a magnetic field there is an additional force in the v⃗ × B⃗

direction, i.e. in the direction of wave propagation, and transverse to both the

electric and magnetic fields. At low electron velocities - at non-relativistic values

far lower than the speed of light - this v⃗ × B⃗ component is small compared to

that of the electric field and can generally be ignored. However, at high laser

intensities (with irradiances above Iλ2 > 1.37 × 1018 [Wcm−2µm]), where the

electron velocity moves into the relativistic regime, the force due to the magnetic

field becomes comparable to that of the electric field. The normalised vector

potential,

a0 =
qeEL

mecω0

=

√
q2e

2π2ϵ0m2
ec

5
λ2
0I0 (2.10)
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is an indicator of the strength of the laser field. For a0 ≥ 1 the electron oscillatory

velocity will approach c and the electron motion will be relativistic. In this case,

the additional Lorentz force component due to the magnetic field needs to be

considered. Here we consider only the temporally varying component of the

force, for simplicity. At laser intensities larger than the limit given above, the

v⃗ × B⃗ force becomes non-negligible and results in a longitudinal motion, with a

velocity of magnitude

vlongitudinal =
q2eE

2
0

4m2
ecω

2
cos(2ωt), (2.11)

and a frequency twice that of the transverse quiver motion and field oscillation

frequency. The combination of these motions result in a figure-of-eight trajectory

in the reference frame following the average motion, which can be seen in Figure

2.1.

E

B

k

E

k

e-
e-

a) b)

B

Figure 2.1: An illustration showing the joint effects of electric and magnetic fields on electron
motion. In a) the separate longitudinal and quiver velocities can be seen in relation to the fields
responsible. In b) the combined ‘figure-of-eight’ trajectory of these motions in the transverse

plane can be seen.

2.2.3 Particle motion in inhomogeneous fields

In laser-plasma interactions we are not considering the interaction of an electron

with an infinite homogeneous field, but one that is inhomogeneous, both spatially

and temporally. A temporal envelope of the form

A⃗(x, t) = a0f(t) cosϕ (2.12)
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where f(t) is a slower-varying function compared to the EM field oscillation, such

that df/dt ≪ ωf , can be used to describe the pulse, and ϕ is the phase.

In such an inhomogeneous electromagnetic field, with either spatial or tempo-

ral gradients, the ponderomotive force - the time averaged oscillation potential-

becomes important. Gibbon [74] gives the relativistic ponderomotive force, fp,

as:

fp = −mc2∇ < γ > (2.13)

where < γ > is the time averaged relativistic factor. In an infinite, homogeneous

field an electron will not gain any net energy. However, this is not realistic. In

an inhomogeneous field, i.e. in a laser pulse where the fields are higher in the

centre of the focal spot than in the outer edges, the electrons experience a force

that ejects them from the centre of the beam. The first half wave cycle of the

electric field acts to move the electrons away from the centre of the laser spot to

an area of lower field strength. In the second half wave the electron experiences a

smaller restoring force, which results in a drift toward areas of lower field strength.

Overall, this results in a net force and a net transfer of energy from the EM field

to the electron.

For lower intensity pulses (a0 < 1) where v⃗ × B⃗ is insignificant, electrons

are ejected at 90° to the direction of laser propagation [75]. However, at rela-

tivistic intensities where there is a longitudinal drift present, the electron will

be ejected diagonally at some angle to the laser propagation. Considering the

electron momenta in each plane gives an emission angle, θ, of

cos θ =

√
γ − 1

γ + 1
(2.14)

from the longitudinal axis [75].

2.3 Ionisation

It is important to discuss the ionisation of material as, in laser-solid interactions,

the solid target material is ionised and becomes plasma. In this section a number
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of ionisation mechanisms are introduced.

Ionisation, partial or total, occurs when electrons are released from the bond to

their parent nuclei. For this to happen, an energy above the binding energy of an

electron has to be deposited for the electron to overcome the electrostatic bonds

attracting it to the atomic nucleus. Such an energy is known as the ionisation

potential, Ip.

2.3.1 Collisional ionisation

In collisional ionisation, energy is imparted to the electron through a collision

with another charged particle. The collision frequency is given by

νCI ≈ neve4πa
2
b

(
I2H

IpkBTe

)
ln
(
kBTe

Ip

)
(2.15)

where IH is the ground state ionisation potential of hydrogen (= 13.6 eV), ve is

the electron velocity, ab is the Bohr radius, kB is the Boltzmann constant, and

ne and Te are the electron number density and temperature, respectively [76, 77].

This ionisation mechanism is relevant when electrons are already liberated from

their atoms, and can then go on to liberate other electrons. Such electrons can

be ionised by the following mechanisms.

2.3.2 Collisionless ionisation

Depicted in Figures 2.2(a) - 2.2(d) are four different collisionless ionisation mech-

anisms: single and multi-photon ionisation, and two barrier suppression mecha-

nisms: quantum tunneling and over-the-barrier, respectively. In each, an electron

is initially bound within a potential well, with potential V (x) and ionisation po-

tential, Ip.

2.3.3 Field ionisation

Electrons can be freed from their atoms by the presence of an external electric

field, such as that supplied by a laser. By substituting the Bohr radius into
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V(x)

x

a) V(x)

x

b)

V(x)

x

c) V(x)

x

d)

Ip
Ip

Ip
Ip

Figure 2.2: Potential energy as a function of position, x, with ionisation potentials, Ip, denoted
by dashed lines. (a) and (b) show single and multi-photon ionisation respectively. In these the
ionisation potential remains fixed and the electron is liberated from the atom through deposition
of energy greater than the ionisation potential. (c) and (d) represent the barrier suppression
ionisation mechanisms, quantum tunneling and over-the-barrier ionisation, respectively. In both
the ionisation potential has been altered by an external electric field, which is shown by the

change in gradient of Ip.

Coulomb’s law one can determine the strength of electric field that binds an

electron to the nucleus. Such a field strength, Ea is given by:

Ea =
qe

4πϵ0a2b
(2.16)

and yields a value of ≈ 9 × 1011 Vm−1 for atomic hydrogen. By relating electric

field strength to laser intensity using Equation 2.5, for η = 1 in vacuum, the

required intensity is Ia ≈ 3.5 × 1016 Wcm−2. We however see ionisation at

lower laser intensities than this, which indicates the existence of other ionisation

mechanism that operate at lower laser intensities [78, 79]. Such a mechanism is

multi-photon ionisation.
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2.3.4 Single and multi-photon ionisation

Common ionisation mechanisms occur when incident photons interact with an

electron. Illustrations of these processes can be seen in Figures 2.2(a) and 2.2(b).

The energy from the photon is absorbed by the electron and can either be pro-

moted to a higher energy level or be completely freed from the atom. Because of

the discrete nature of atomic energy levels, only photons of a specific energy can

be absorbed, and only photons above a certain energy can cause the release of an

electron. In the case of atomic hydrogen, the minimum photon energy required

for ionisation is 13.6 eV, which corresponds to a wavelength of 91 nm, which is

an order of magnitude smaller than the mid infra-red (IR) laser wavelengths used

in this thesis.

It is possible, within short timescales of a few nanoseconds [80], for multiple

photons to contribute to the excitation of an electron. Such a mechanism is known

as multi-photon ionisation (MPI) and is enabled by the existence of short-lived

virtual states [80, 81]. Photons that do not have the required energy to boost an

electron to an excited state can instead excite the electron to a virtual state. The

lifetime of the virtual state can be determined using the uncertainty principle and

is given by

∆t =
ℏ

∆E
=

λL

2πc
(2.17)

If the rate of arrival of photons, or intensity, is high enough for a second photon

to be absorbed within this time frame the electron will be excited again, either

to another virtual or real state. Otherwise the electron will decay to its original

state. For the flux of photons to be high enough this ionisation mechanism is only

feasible at intensities above 1012 Wcm−2, for the photon wavelengths considered

in this thesis (1053 nm). The ionisation rate is proportional to the laser intensity

and is given by

W n
MPI = σn

MPII
n
L (2.18)

where σn
MPI is the cross-section for multi-photon ionisation and n is the order of

ionisation.
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2.3.5 Barrier suppression ionisation

The above ionisation mechanisms rely on there being a fixed potential required

to liberate an electron from the atom. However, this is not always the case. As

the incident electric field strength, or laser intensity, increases, the potential well

holding the electron is altered, as shown in Figures 2.2(c) and 2.2(d) [79, 82].

The Coulomb potential, V (x), under the influence of an external field, Eext, can

be described as

V (x) = − Zq2e
4πϵ0x

+ qeEextx (2.19)

where Z is the atomic number. The additional Eext term represents the electric

field of the laser light. It is possible for electrons to tunnel through the reduced

suppressed barrier, in a process known as quantum tunnelling. The probability

for this to occur is given by the Keldysh parameter, γK , which can be written in

terms of the ionisation and ponderomotive potentials, Ip and ϕp [83, 84]:

γK =

(
Ip
2ϕp

)1/2

(2.20)

For γK ≈ 1, MPI and quantum tunneling will equally contribute to ionisation.

Above one, MPI dominates and below, quantum tunnelling dominates.

As the laser field strength increases further, it is possible for the potential to

be suppressed enough for the electron to spontaneously be freed. This is known

as over the barrier (OTB) ionisation, which is shown in Figure 2.2(d). For this to

occur, the barrier potential at xmax = Ze/E (the barrier position in x), is equal

to Ip. This gives an minimum required external field strength equal to I2p/4Ze
3,

which corresponds to a laser intensity of

Iapp = 4× 109
(
Ip
eV

)4

Z−2 [Wcm−2] (2.21)

For atomic hydrogen, this gives a minimum laser intensity of 1.4 × 1014 Wcm−2

[38].
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2.4 Plasma

In the previous section, the ionisation mechanisms that result in the creation of

plasma are discussed. Here it is imperative to explain what the plasma state

of matter is and some of its important characteristics. A plasma is a quasi-

neutral ionised gas that exhibits collective behaviour. A fundamental parameter

of plasma is the Debye length, λD, which is a measure of the electric field screening

effects of a plasma, also known as Debye screening or shielding. It is defined as

the distance over which a charge’s field strength drops to 1/e, where e is Euler’s

number, within a plasma and is given by

λD =

√
ϵ0kB
q2e

Te

ne

+
∑

z2i Ti/ni (2.22)

where ϵ0 is the permittivity of free space, kB is Boltzmann’s constant, qe is the

charge of an electron, ne and Te are the density and temperature of the electrons,

and zi and ni are the charges and densities of the ion species within the plasma.

However, as the ion mass is considerably larger than the electron mass and there-

fore ion movement and reactions to field changes are far slower, the ion terms are

typically discarded leaving

λD =

√
ϵ0kBTe

neq2e
. (2.23)

Another important parameter is the plasma frequency, ωp. It is the frequency of

collective electron oscillation within a plasma. This oscillation occurs due to the

displacement of electrons from the positively charged ions. The Coulomb force

acts to pull the electrons toward the ions. However, they overshoot and oscillate

about the ions. When disregarding ion motion the plasma frequency is given as

ωp =

√
neq2e
meϵ0

, (2.24)

where me is the electron rest mass. To be defined as an ideal plasma, the plasma

must fit three criteria:
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• The size of the plasma, L, must be larger than Debye length in order for

Debye screening to occur;

• The number of particles must be much larger than 1 within any Debye

radius, for collective effects to occur;

• The plasma frequency, ωp must be larger than collision frequency, νCI , so

that collective behaviour will dominate over collisional behaviour.

2.4.1 Laser propagation in plasma

Once the laser pulse has ionised the solid target and generated a plasma, the

laser can then interact and start to propagate through it, when the plasma is

below a critical density. Plasmas, by definition, act to screen out external electric

fields through collective screening effects. This affects the propagation of the laser

pulse through the medium. To describe the propagation of an EM wave through

a plasma medium it is appropriate to consider the dispersion relation.

2.4.2 Dispersion relation

To begin to understand the interaction between lasers and plasma one must con-

sider the propagation of light through such a medium; specifically, one must look

at the dispersion relation, which describes the relationship between the frequency

and wavenumber of a wave that can propagate in a plasma. The dispersion rela-

tion for an unmagnetised plasma, in which c is the speed of light, and ω is the

frequency of a plasma wave, is given by

ω2 = ω2
p + c2k2, (2.25)

where ωp represents a cut-off frequency below which the plasma wave is damped

and cannot propagate. This also means that electromagnetic waves cannot prop-

agate in a plasma where the laser frequency, ωL, is smaller than ωp. The plasma

density at which the plasma frequency equals the laser frequency is known as the
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critical density. The critical density is given by

nc =
ϵ0me

q2e
ω2
L (2.26)

where ωL is the laser frequency. This equates to a critical density of

nc = 1.1× 1021λ−2
µm[cm−3] (2.27)

where λµm is the laser wavelength in microns. Densities above and below this

critical density are known as overdense and underdense, respectively and the

corresponding density contour is known as the critical surface.

The laser pulse is not completely reflected at this surface of critical density.

For overdense plasmas the wavevector, k, becomes complex. Physically, this

corresponds to an evanescent decay of the EM field into the plasma. This decay

has a characteristic scale length known as the skin depth, ls, and is given by

ls =
c√

ω2
p − ω2

L

(2.28)

For cases where the plasma density is far higher than the critical, this tends toward

ls =
c
ωp

. Haines et al. [48] adapted the skin depth for relativistic intensities to be

ls ≈
c

ω′
p

(
ωL

ω′
p

)2/3

a
1/3
0 (2.29)

where a0 is the normalised vector potential. The plasma frequency also has a

relativistic correction [85] in the form of

ω′
p
2 =

neq
2
e

ϵ0γme

(2.30)

At non-zero angles of incidence, the laser is reflected at a different density

which is itself dependent on the angle of incidence, θi. The density at which the

laser is reflected is determined by the refractive index of the medium, which for
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a plasma is

η =

√
1−

ω2
p

ω2
L

=

√
1− ne

nc

(2.31)

The non-relativistic refractive index of plasma is related to its density, and as

such the laser is reflected by the density ramp at the target front surface. At

relativistic laser intensities, where the plasma density becomes n′
c = γnc, the

refractive index becomes dependent on the laser intensity (as γ =
√
1 + a20).

Using Snell’s law, the density at which the laser is reflected is

nf = nc cos
2θi (2.32)

Therefore, at non-zero angles of incidence the laser is reflected at densities lower

than the critical density. This occurs where there is a density ramp in the plasma,

as the laser pulse will refract.

2.4.3 Scale length

As the laser light begins to interact with, and ionise, the front of the target,

the plasma starts to expand into the vacuum. This occurs typically during the

rising edge of the laser pulse, a few picoseconds prior to the pulse [86]. This

phenomenon, known as preplasma, typically has an exponential density profile of

the form

ne(z) = n0e
(−zL−1

s ) (2.33)

where Ls is known as the plasma scale length, n0 is the target density, and z is

the axis of plasma expansion. This parameter is given by

L−1
s ∼ 1

ne

dne

dz
(2.34)

and is the length over which the density drops by 1/e. As we have seen, ionisation

of the target can occur at intensities as low as 1012 Wcm−2. This means that not

only can the rising edge of the pulse ionise the target, but so can any pre-pulses

or pedestals that are intense enough [87]. This can have unwanted effects, such
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as producing large quantities of preplasma which can inhibit the interaction.

2.4.4 Self focusing

In underdense sections of plasma, the ponderomotive force will eject electrons

quicker from regions of higher intensity, which decreases the electron density

within those regions. This causes an increase in refractive index along the laser

axis, decreasing radially, which causes the plasma to act as a positive lens and

can focus the laser pulse as it propagates. The minimum or critical power for self

focusing to occur is given by

Pcrit = 17.5

(
ωL

ωp

)2

[GW] (2.35)

and is derived by considering the “cavitation”, or lowering, of the electron density

along the laser propagation axis [88, 89].

2.5 Absorption of laser energy

In the previous section, the propagation of a laser pulse through plasma was

discussed. Most importantly, the presence of a critical surface within the plasma

of density nc was described, beyond which the laser pulse cannot propagate and

is reflected. The electromagnetic field evanescently decays beyond the critical

surface. This behaviour is critical for the absorption of laser energy by overdense

plasma.

The absorption of laser energy by a plasma is generally split into two types:

collisional and collisionless. Collisional absorption mechanisms involve the colli-

sions of electrons, whereas collisionless ones do not. It is important to note that

each absorption mechanism is present for a particular set of laser parameters,

although more than one absorption mechanism can prevail.
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2.5.1 Collisional absorption

Collisional absorption, or inverse bremsstrahlung, is a process where electrons

collide with ions after the electrons have been accelerated by the laser field. As a

collisional process it relies on the mean free path of the electrons being low and

the frequency of collisions being high [90]:

νCI ∝
neZi

T
3
2
e

. (2.36)

Therefore, as the electron temperature increases with laser intensity, this colli-

sional mechanism becomes less dominant.

2.5.2 Collisionless absorption

There are three main collisionless absorption mechanisms: resonance absorption,

vacuum or Brunel heating, and j × B heating. Each mechanism relies on the

inability of the laser pulse to propagate past the critical surface of the plasma.

This phenomenon allows the plasma electrons to carry laser energy into the target

where they experience a weaker restoring force, in the region where the field

evanescently decays. As such, the electrons do not return back to the underdense

area in front of the critical surface. The three collisionless absorption mechanisms

are depicted in Figures 2.3(b), 2.3(c), and 2.3(d), which shows a incident laser

pulse with incidence angle, θi, being reflected from the exponential density ramp

of an expanding target, an example profile of which is shown in Figure 2.3(a).

For resonance absorption and vacuum heating, the plasma density ramp for which

the mechanisms apply is very different, with vacuum heating requiring a much

steeper increase in density than is shown in Figure 2.3(a).

For larger density scale-lengths (Ls » λL), the mechanism known as ‘Reso-

nance Absorption’ is prevalent. In resonance absorption, electron plasma waves

are resonantly excited at the critical surface and the laser energy becomes coupled

to them. The breaking of the plasma waves then injects electrons into the target.

For this to occur, the scale length of the front-surface plasma (the distance over
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Figure 2.3: Illustrations depicting: (a), the exponential density ramp into the target, the
point at which the laser is reflected, nf , and the critical density surface, at nc, and the three
collisionless absorption mechanisms occurring in the density ramp (b), resonance absorption,
(c), vacuum or Brunel heating, and (d), j × B heating. In each the laser, in red, can be
seen reflecting from the surface with density nf , with incidence angle θi, and with polarisation

indicated by arrows.

which the density drops to 1/e, must be larger than the laser wavelength. This

is required so that plasma waves have the space to form in the laser field. The

formation of a plasma wave within the preplasma is shown in Figure 2.3(b). The

laser field extends to the critical density and electrons are resonantly excited at

the critical surface. In Figure 2.3(b), the plasma wave that forms at the critical

surface is represented by the dark blue wave. As this process relies on a plasma

wave being driven by the laser light, at least some portion of the polarisation must

be in the direction of the density gradient. The efficiency of this process is depen-

dent on the laser angle of incidence and plasma scale length which both determine

how far away from the critical surface the laser gets reflected at. Additionally,

the efficiency is also dependent on the polarisation of the laser pulse.

Vacuum heating (Brunel heating, or not-so-resonant resonance absorption) is
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where electrons are pushed past the critical surface by the laser’s electromagnetic

field [91]. Once the electrons pass the critical surface, where the laser field decays,

they experience a weaker restoring force. This results in a net acceleration of

electrons into the target. However, it only occurs in areas of high density gradient

where the plasma density decreases steeply into the vacuum. The laser field at

first drags the electrons into the vacuum before accelerating them back into the

target, where they pass the critical surface. For this mechanism, the electrons are

accelerated in the direction perpendicular to the critical surface, which is typically

normal to the target. The direction of electron acceleration in this mechanism

is shown in Figure 2.3(c), where it can also be seen that the density gradient is

steeper than for resonance absorption, in Figure 2.3(b).

j×B heating is similar to the vacuum heating mechanism in that electrons

are pushed past the the critical surface by the laser field, only to experience a

weaker restoring field. However, at high laser intensities (a0 > 1) where the v⃗× B⃗

component of the Lorentz force becomes large, electrons experience another force

in the laser propagation direction. As this motion is driven by the electron quiver

motion, and therefore the field and electron motion both change sign twice per

laser cycle, the electrons are accelerated into the target twice, at 2ωL. Kruer and

Estabrook [92] gives the ponderomotive force for linear polarisation as

fp = −me

4

∂v2quiver(x)

∂x
(1− cos 2ωLt) (2.37)

where the first and second terms represent the spatial variation in electron quiver

velocity and twice-a-cycle acceleration of the electron along the laser axis, respec-

tively, shown in Figure 2.3(d).

Vacuum heating and resonance absorption can accelerate electrons past the

critical surface no more than once per laser oscillation cycle, due to the oscillation

of the electric field. In j×B heating, the electrons are injected twice per cycle.

Additionally, the centre of the accelerated electron distribution may point in

different directions, depending on the mechanism, which allows the mechanisms

to be identified experimentally where the laser incidence angle is non-zero.
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2.6 Electron transport in solid targets

Now the mechanisms of electron acceleration by the laser pulse have been dis-

cussed, the transport of electrons through the target is considered. Each of the

above absorption mechanisms launches a current of fast electrons into the tar-

get, typically in the mega-Ampere range. The Alfvén current limit dictates that

beams current higher than Ia will induce magnetic fields large enough to filament

electron beams [93]. Alfvén [93] gives this limit as

Ia =
βγmec

3

qe
(2.38)

where β is the normalised particle speed v/c. For MeV energy electrons, as

generated in laser solid interactions, this limit is in the order of 50 kA, which is

far lower than the fast electron currents in laser-solid interactions, shown in Bell

et al. [94] to be in the order of tens of MA. As such high currents are impossible

without completely fragmenting the electron beam through the self-generation of

magnetic fields, there is a mechanism to allow for charge neutrality. To preserve

charge neutrality, the fast forward-going electron current pulls a cold electron

current, with a higher number of electrons, through charge separation in the

opposite direction. This results in a forward-going fast electron current, j⃗fast,

and a cold return current, j⃗cold, such that

j⃗fast + j⃗cold ≈ 0 (2.39)

This allows the net current to be lower than the current limit, whilst maintaining

high fast electron currents. The fast electron beam generates magnetic fields

according to
∂B⃗

∂t
= ηe

(
∇× j⃗fast

)
+∇ηe × j⃗fast (2.40)

given by Maxwell’s equations, where ηe is the plasma electrical resistivity and the

higher order terms, for example those relating to magnetic diffusion, are negligible

and are ignored. In plasmas, in the Spitzer regime, the resistivity inversely scales

29



Chapter 2. Fundamentals of laser-solid interactions

with electron temperature (ηe ∝ kBT
−3/2
e ) [51], so that the resistivity is higher in

cooler regions within the target and will have a larger effect on the B-field rate of

change. The right hand side terms in Equation 2.40 correspond to the opposing

collimation and divergence of the electron beam. The first term represents the

change in magnetic field due to spatial gradients in fast electron current, which

generates a magnetic field to pinch the beam [51, 95]. Consequently, the pinching

of the beam causes an increase in the current density, j⃗fast, which can cause

the beam to filament and become unstable [95]. The second term relates to the

gradient in plasma resistivity which, in the Spitzer regime, increases radially from

the centre of the beam due to the inverse relationship of resistivity to electron

temperature, as electron heating is highest on-axis.

From this it is clear that the generation of magnetic fields within the target is

complex and ever-evolving. It can be seen experimentally that the electron beam

is overall divergent. However, there is no singular divergence of the electron beam

as it is dynamic throughout the interaction [96].

2.6.1 Sheath Development

Initially, as electrons travel toward the rear of the target they are largely prevented

from leaving the target as there is no longer material from which to draw a return

current. The small population that does escape the target has a current that is

below the Alfvén current limit. This results in a charge separation occurring as

the electrons leave the target, leaving the target slightly net positive. This charge

separation induces an electric field on the rear of the target, known as a sheath

field. This field acts to deflect electrons back into the target (as do magnetic

fields that are generated by the lack of return current in vacuum). It also acts to

confine electrons within the target. Such electrons will be reflected by the field

and will travel back into the target until they reach the front surface, where a

similar sheath field will be set up. The electrons can be reflected back and forth

between the front and rear target sheath fields, which can result in electrons

making many passes of the target, in a mechanism known as electron refluxing

or recirculation [97]. As the electrons recirculate to the front of the target, they
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have the opportunity to interact again with the laser field, if the laser focus is

wide enough and the pulse long enough [98]. Additionally, as the electrons make

many passes of the target, they interact with more target material as a whole

and lose more energy to x-ray production. Recirculating electrons tend to spread

laterally as they recirculate, due to being injected with an angular spread into

the target, and this can be seen in the emitted x-rays [99–102]. Ions and protons

can be accelerated by a mechanism known as target normal sheath acceleration

(TNSA), which was observed in high energy proton beams from the rear surface

of targets [103, 104]. Ions and protons are accelerated normally from the rear

surface by target sheath fields that develop [105]. Ions originating from the

target rear surface are accelerated quickly over a few micrometers from the rear

of the target [105]. Several factors can influence the efficiency and characteristics

of TNSA. Laser parameters such as intensity, pulse duration, and focal spot

size play crucial roles in determining the strength of the sheath field and the

resulting particle acceleration [106–111]. Target properties, including material

composition, thickness, and density gradients, also affect TNSA dynamics [112,

113]. Accelerated ions have been found to originate from contaminants on the

target surface [114] as well as target constituent ions.

2.6.2 Electron populations and distributions

It can be useful to describe the distributions of electrons generated in laser-plasma

interactions. There are a number of statistical distributions that can describe the

energy spectrum of fast electrons. The three most common of which are the Boltz-

mann, Maxwell-Boltzmann (also known as Maxwellian), and Maxwell-Juttner dis-

tributions, each of which are shown in Figure 2.4 [115–118]. Both the Boltzmann

and Maxwell-Boltzmann distributions are characterised by the electron temper-

ature, which is defined as the average electron energy. The Maxwell-Boltzmann

distribution is given as

f(E) = 2Nf

√
E/π (1/kBT )

3
2 e(−E/kBT ) (2.41)
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where E is the electron energy and Nf is the total number fast electrons within

the distribution. As the laser intensity increases and electron motion becomes

relativistic, another expression is required to describe the spectral shape of the

accelerated electrons as the electron mass is relativistically increased. Such a

distribution is called the Maxwell-Juttner distribution and is given by

f(γ) = Nf
γ2β

ϵTK2(ϵT )
e(−γ/ϵT ) (2.42)

where ϵT is the normalised temperature kBT/mc2 and K2(ϵT ) is a modified Bessel

function of the second kind [118]. In this distribution, the gradient is given by

the inverse of the normalised fast electron temperature, when considered in terms

of γ.
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E

Boltzmann
MaxwellBoltzmann
MaxwellJuttner

Figure 2.4: Electron energy spectra of temperature kBT = 1 MeV with Boltzmann [115],
Maxwell-Boltzmann [116, 117], and Maxwell-Juttner [118] distributions.

As electron temperature is a convenient way to describe the distribution of the

fast electron population, there have been many studies to quantify the scalings of

electron temperature with laser irradiance (equal to Iλ2). In Wilks [47] simula-

tions of the interaction of ultraintense (Iλ2 > 1018Wµm2cm−2) short pulse lasers

with solid-density plasma are reported. Through consideration of the electron

energy gain through the ponderomotive potential the hot electron temperature is

given by:

kBTe =
[(
1 + Iλ2

µ/1.4× 1018
)1/2 − 1

]
× 511 [keV] (2.43)
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where Iλ2
µ is the irradiance with the laser wavelength in micrometers. This scaling

can also be written in terms of a0:

kBTe = (1 + a20)
1/2 − 1 [keV] (2.44)

Beg et al. [54], reports an experiment to investigate electron temperatures for

laser intensities up to 1019 Wcm−2. Through the use of x-ray and ion diagnostics,

a slower than expected scaling of electron temperature with intensity (∝ (Iλ2)1/3)

was reported [119–121]:

kBTe = 215
(
I18λ

2
µm

)1/3 [keV] (2.45)

which can also be written in terms of a0

kBTe ≈ 0.47a
2/3
0 [keV] (2.46)
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Figure 2.5: Electron temperature as a function of laser intensity for Wilks [47], Haines et al.
[48], and Dover et al. [110] scalings. The temperatures given by the Dover et al. scaling are

calculated for a near diffraction-limited spot size of 1.5 µm and laser wavelength of 1 µm.

In Haines et al. [48], the discrepancy between the Wilks [47] and Beg et al.

[54] scalings was reported, stating that the reason the electron temperatures were

lower than those predicted by the ponderomotive scaling was that electrons were

only experiencing a fraction of the pulse as, at high intensities, electrons were

being accelerated well past the skin depth before experiencing even a quarter of a
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wavelength. Therefore, the electrons were not experiencing anywhere near the full

ponderomotive potential. A modification for the description of the collisionless

skin depth for large amplitude EM waves was given:

l′s ≈
c

ωp

(
ωL

ωp

)2/3

a
1/3
0 (2.47)

for a0 ≫ 1. In Haines et al. [48], it is noted that this explanation is only applicable

for short scale length plasmas and that those with an extended preplasma region

will allow the electrons to experience the full ponderomotive potential.

More recently, in Dover et al. [110], an experiment on the J-KAREN-P laser

to investigate electron heating at intensities up to 5 × 1021 Wcm−2 is reported.

By increasing the intensity through decreasing the laser focal spot size they were

able to investigate the influence of tight focusing on electron heating. The Wilks

[47] or ‘pondermotive’ scaling of electron temperature, Te, can be written in terms

of the transverse electron momentum, py

Te = mec
2

(1 + ( py
mec

)2
)1/2

− 1

 (2.48)

where

py = a0mec

[
1−

(
1− w0

y0

)2
]1/2

(2.49)

y0 is the transverse acceleration distance, and w0 is the focal spot full-width

half-maximum (FWHM). It was found, through simulation, that for spot sizes

smaller than the transverse acceleration distance, the transverse electron momen-

tum would be limited. This in accordance with with the saturation in electron

temperature seen experimentally with small spot sizes. At larger spot sizes, how-

ever, it was found that the electron temperature followed the ponderomotive

scaling.

The work in this thesis considers the measurement of bremsstrahlung x-rays

to determine electron temperature (Chapter 7) and as such, there will be detailed

discussions of fast electron temperature, drawing on the physics presented in this
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section. Much of the discussion in this work will focus on the presence of two

distinct temperature components in both the electron and x-ray energy spectra,

one of lower temperature and higher flux, and another of higher temperature with

fewer particles. Additionally, in Chapters 5 and 6, there will be discussions of

the behaviours of different electron populations with regards to the effects of spot

size and pulse energy on bremsstrahlung and synchrotron emission, for which this

is relevant.

2.6.3 Holeboring, plasma channelling and relativistically-

induced transparency (RIT)

As the intensities in experimental laser facilities are increasing (up to intensi-

ties of 1 × 1023 Wcm−2), other laser-driven effects can take place. In each of

the descriptions to follow, the laser is able to propagate further into the target

than previously possible. The mechanisms discussed here are holeboring, plasma

channelling, and relativistically-induced transparency (RIT).

As photons interact with, and are reflected by, the target, they impart mo-

mentum into the plasma. In Wilks et al. [122], the presence of radiation pressure

induced boring into the target was shown. The light pressure, PL, is given by

PL = 2I/c (2.50)

which is in the order of 100 Gbar for a 1 × 1021 Wcm−2 pulse [122, 123]. This

assumes perfect reflectivity, R, of the target, i.e. R=1, which is not the case in

reality as laser energy is absorbed by the target. This equation can be corrected

for the reflection, absorption, A, and transmission, T by the target, where R +

A+ T = 1:

PL =
I

c
(2R + A) . (2.51)

Transmitted light does not contribute to the radiation pressure on the surface,

as the momentum is transferred through the surface. So, the contribution of

transmitted light to the radiation pressure is zero and as such there is no T term
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in Equation 2.51.

Due to the presence of radiation pressure, it is possible at high laser intensities

for the laser to bore into a solid target, in a process known as ‘holeboring’.

Fp

PL

e-

e-

IL

Figure 2.6: Illustration of a laser pulse propagating into a partially transparent target. Shown
are the directions of the radially-acting ponderomotive force, Fp, and radiation pressure, PL,
which both act to eject electrons from the laser path. The purple Gaussian curve represents

the radial intensity profile of the laser which is driving the radial ponderomotive potential.

Another phenomenon seen in underdense plasmas is driven by the pondero-

motive ejection of electrons from the centre of the focal spot, due to the radial

intensity gradient. This can cause a hole, or channel, to form within the tar-

get [124, 125]. Figure 2.6. shows an illustration of the radiation pressure and

ponderomotive force incident on target electrons. Electrons are ejected from the

most intense region of the laser by the ponderomotive force, FP , which partially

channels through the target. The laser then interacts with a critical surface and

reflects, imparting the radiation pressure, PL.

Finally, as electron motion becomes relativistic, the electron mass becomes

relativistically increased (m′
e = γme), and as such the critical density of the

plasma is also increased (n′
c = γnc). As previously mentioned, the critical density

surface tends to lie in an exponential ramp in density from vacuum towards the

solid target. Because of this, more of the target is transparent to the laser, and
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the laser can propagate further into the plasma. This is known as relativistically-

induced transparency (RIT) [126]. There are two ways in which the electron

density, ne, can become lower than the relativistically-increased critical density

n′
c: either n′

c increases due to higher laser intensities inducing relativistic electron

motion and higher γ factors or a decrease in ne due to thermal expansion of

the target into the vacuum or from aforementioned ponderomotive expulsion of

electrons from the laser focal region.

In Chapter 5, there is a discussion of the effects of holeboring and plasma

chanelling on bremsstrahlung and synchrotron production, specifically to compare

the effects of laser intensity, spot size, and pulse energy on these mechanisms.

2.6.4 Conclusion

The fundamentals of laser-solid interactions are discussed, starting with a review

of charged particle motion in electron magnetic fields and ending with laser-

induced transparency of solid targets. The discussions in this chapter are by no

means exhaustive, as the interactions between lasers and solids are complex and

dependant on many variables. However, the key physics and mechanisms relevant

to the investigations presented in Chapters 5, 6 and 7 are summarised to help the

understanding of further discussions.
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Chapter 3

X-ray production and

interactions with matter

3.1 Introduction

In the previous chapter, the interaction between laser pulses and solid targets and

the acceleration and transport of fast electrons is described. In this chapter the

interaction of electrons with the target material is discussed. More specifically,

the energy loss of electrons and the emission and absorption of x-rays is reported.

3.2 X-ray Production

An important aspect of electron acceleration in laser-solid interactions is the gen-

eration of radiation. This radiation is not limited to the x-ray energies presented

here; photons in the THz and XUV spectral ranges can be produced and are their

own fields of study [127–130]. However, the emission and detection of x-rays is

at the core of this thesis and so this is the focus of this chapter.

The generation of x-rays by electrons is directly related to the acceleration,

or deceleration, of electrons. As energy is lost by an electron, it is emitted as

radiation, the power of which can be described by Larmor’s formula:

P =
2

3

q2ea
2

4πϵ0c3
(3.1)
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where P is the power emitted by and a is the acceleration of the particle [131, 132].

A charged particle moving at constant speed has electric field lines that emerge

radially from the particle, as shown in Figure 3.1(a). As the charged particle

experiences acceleration, the field lines emerging radially from the particle can’t

keep up due to the limited speed of information transfer (the speed of light) and

become discontinuous. The field lines bridge the gap, depicted by the red lines

in Figure 3.1(b), between those emerging from the particle and those left behind

resulting in a perpendicular component of the field of magnitude

E⊥ =
qea sin θ

rc2
(3.2)

where r is the radius about the particle, equal to ct, and correlates to the speed

of information transfer (depicted by the innermost circle in Figure 3.1(b)), θ is

the polar angle with respect to the instantaneous acceleration vector, a⃗, and qe

is the electron charge [132].

E E
a) b)

r=ct

v v’

Figure 3.1: (a) Field lines of a charged particle travelling at constant speed and, (b), the
discontinuous field lines of an accelerating particle, where the innermost circle has radius r = ct.
The red lines represent the discontinuity in the electric field of the particle, caused by the

acceleration of the particle.

3.2.1 Line emission

Line emission is the emission of an x-ray photon that occurs when electrons

transition from a higher energy state to a lower energy state. Line emission tends

to occur as a by-product of ionisation, wherein lower energy level, bound electrons
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are liberated from their atoms. This leaves empty energy levels for higher energy

bound electrons to decay into. These electrons lose energy in the form of x-ray

photons in order to fill the lower energy shells. The frequency, f , of the emitted

photon is given by the change in energy of the electron, ∆E, which is equal to

the difference between the energy levels (here named E1 and E2). This can be

described by the following:

hf = ∆E = E2 − E1 (3.3)

where h is Planck’s constant. This mechanism is shown in Figure 3.2(a). A

commonly used emission line in laser-solid interactions is the K-α line of copper,

with an x-ray energy of 8.04 keV [133], due to the relative ease of the manufacture

of copper targets (or the insertion of copper layers in targets), high K-α x-ray

yield, and easy detection. In this transition an electron is liberated from the

lowest energy shell (K shell) resulting in an L shell electron decaying into the

lowest state.

+

e-

E2

E1

e-

B 

a) b) c)

rgλdeB
E = E2-E1 = hf

hf hf

Figure 3.2: (a), Line emission, (b), bremsstrahlung emission, and (c), synchrotron emission,
mechanisms. In (a), an electron is shown to be ionised from energy level E1 so that the electron
in E2 can decay and produce line emission. (b) shows the acceleration of an electron in the
field of a positive charge, indicated by the blue region, with the de Broglie wavelength, λdeB ,
as the minimum interaction distance. The curved motion of an electron about magnetic field

lines is seen in (c), with characteristic gyroradius, rg.
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3.2.2 Bremsstrahlung production

Bremsstrahlung, originating from the term ‘braking radiation’ in German, is

the name given to the x-rays emitted by a charged particle that is accelerated

in the field an atomic nucleus. In laser-solid interactions, electrons generate

bremsstrahlung as they pass through the ionised and solid portions of target,

generating a broad spectrum of x-rays that can extend into the tens of MeV

[36, 134].

The acceleration of an electron, specifically in the vicinity of an ion, is given

by Coulomb’s Law

F =
ziq

2
e

4πϵ0mer2
(3.4)

where r is the distance between the electron and the ion and zi is the atomic

number of the ion. The minimum distance is called the ‘closest approach’ or

impact factor, b, and corresponds to the position in which the electron feels the

strongest force from the atom This geometry is shown in Figure 3.2(b). From

Larmor’s formula [131] (Eq. 3.1) and Equation 3.4, the power radiated by the

electron is

Pe =
q2e

6πϵ0c3

(
ziq

2
e

4πϵ0mer2

)2

(3.5)

By taking the electron spatial distribution to be uniform about the plasma ions,

the total emission by the electrons surrounding the ion is [135]

P =
8πz2i q

6
ene

3(4πϵ0)3m2
ec

3

∫ inf

rmin

dr

d2
=

8πz2i q
6
ene

3(4πϵ0)3m2
ec

3rmin

(3.6)

As the above function diverges at r = 0, a lower limit is imposed. One can take

the de Broglie wavelength, λdeB, the distance below which an electron cannot be

considered a classical particle, as the minimum interaction distance rmin. For a

thermal electron, the de Broglie wavelength is given by

λdeB ∼ ℏ√
mekBTe

(3.7)
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and thus the power is given by

P ≃ 8πz2i q
6
ene

3 (4πϵ0)
3 mec3ℏ

(
kBTe

me

)1/2

. (3.8)

For an ion density of ni, the total bremsstrahlung power radiated per unit volume

of plasma is [135]

P ≃ 8π

3

z2i q
6
ene

mec3ℏ

(
q2e

(4πϵ0)
3

)(
kBTe

me

)1/2

= 5.34× 10−37z2i neniT
1/2
e [(keV)Wm−3]

(3.9)

The power radiated is proportional to z2i and the square root of the electron

temperature, as well as to the electron and ion densities. Due to this, in laser-

plasma interactions the total bremsstrahlung power is increased with the use of a

higher-Z target and with higher electron temperatures although, in reality, as the

electron temperature increases, more electrons will escape the target sheath fields

and no longer contribute to bremsstrahlung emission. Additionally, as electrons

approach energies in the order hundreds of keV to a few MeV, they become less

collisional and tend to lose energy through radiative processes instead [40, 136].

The influence of electron temperature, as well as electron and ion densities, on

bremsstrahlung emission are key to the arguments presented later in this thesis.

The influence of electron temperature on x-ray emission is relevant to the results

in Chapters 5, 6 and 7. The influence of holeboring, and hence ion and electron

densities, on bremsstrahlung production is discussed in Chapter 5.

3.3 Synchrotron production

Synchrotron emission is the emission of x-rays by a charged particle that is sub-

ject to an acceleration perpendicular to its velocity. The momentum lost in the

electron direction of motion is emitted in the form of an x-ray photon, shown in

Figure 3.2(c). In laser-solid interactions, this can occur when electrons directly

experience the influence of the laser magnetic field and rapidly change direction.

The following derivations can be found in [137], for an electron in the presence
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of a uniform static magnetic field. The synchrotron motion of an electron in an

oscillating EM field, such as a laser, is complex and as such this case is considered

for simplicity. The equation of motion for an electron is

d

dt
(γmev⃗) = qe

(
v⃗ × B⃗

)
(3.10)

When considering the full form of the Lorentz factor, γ = (1− (v⃗ · v⃗) /c2)−1/2,

the left hand side can be expanded to

me
d

dt
(γv⃗) = meγ

dv⃗

dt
+meγ

3v⃗
v⃗ · a⃗
c2

(3.11)

For a charged particle orbiting magnetic field lines the acceleration is always

perpendicular to the particle velocity, and as such the final term in Equation

3.11. is equal to zero. This simplifies the equation of motion to

γme
dv⃗

dt
= qe

(
v⃗ × B⃗

)
(3.12)

One can consider the parallel and perpendicular components, v∥ and v⊥ of the

particle velocity such that the pitch angle, θp, is given by tan θp = v⊥/v∥. The

pitch angle is the angle between the vectors v⃗ and B⃗, which is the angle between

the particle velocity and the magnetic field direction. v∥ is parallel to the magnetic

field and is therefore unchanging as the magnetic field direction does not change.

Considering only the component of motion perpendicular to the magnetic field

the equation of motion becomes

γme
dv⃗

dt
= qev⊥|B⃗|

(
i⃗v × i⃗B

)
= qe|v⃗||B⃗| sin θp

(
i⃗v × i⃗B

)
(3.13)

where i⃗v and i⃗B are unit vectors in the directions of v⃗ and B⃗. Due to the
(
i⃗v × i⃗B

)
term, the acceleration is always perpendicular to the plane containing both the

direction of magnetic field and the electron velocity. This acceleration drives

circular motion around the magnetic field direction. By considering the equation

for centripetal motion, one can equate the perpendicular velocity and radius of
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motion, rg, to
v2⊥
rg

=
qe|v⃗||B⃗| sin θp

γme

, (3.14)

giving

rg =
γme|v⃗| sin θp

qe|B⃗|
. (3.15)

We can see that the motion of an electron about static, uniform magnetic field

lines is a spiral path with a constant velocity parallel to the magnetic field di-

rection and constant pitch angle. In this motion, rg is often referred to as the

gyroradius. The frequency of the electron’s orbit about the magnetic field is

known as the angular cyclotron frequency or angular gyrofrequency and is given

by

ωg =
v⊥
rg

=
qe|B⃗|
γme

(3.16)

The corresponding gyrofrequency, νg, is equal to

νg =
ωg

2π
=

v⊥
rg

=
qe|B⃗|
2πγme

(3.17)

and is the number of revolutions about the magnetic field per unit time [137].

In the time-varying field case, one can consider a non-relativistic particle. In

this case, the field strength or magnetic flux density, B⃗, varies slowly with time

such that ∆B/B has minimal change within the orbital period of the charged

particle, T = ν−1
g . We can consider this with a physical approach; a charged

particle gyrating about a magnetic field is essentially a current loop. The current

here, i, is given by the number of times the particle passes a point in the loop

per second [137]:

i = qe
v⊥
2πrg

(3.18)

and the magnetic moment, µ = iA, where A = πr2g is the area of the loop is

µ =
qev⊥
2

rg (3.19)
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In the non-relativistic case, rg = mev⊥/qeB and so

µ =
mev

2
⊥

2B
=

w⊥

B
(3.20)

where w⊥ is the kinetic energy of the charged particle in the direction perpendic-

ular to the guiding centre [137].

A small change in magnetic flux density, ∆B, can now be considered. Because

of this, an electromotive force, ϵ, is induced within the loop and the charged

particle is accelerated. The work done by this force is

qeϵ = qeπr
2
g

dB

dt
= qeπr

2
g

∆B

∆T
(3.21)

where ∆T = 2πrg/v⊥ is the period of one orbit. The change in kinetic energy in

one orbit is therefore [137]

∆w⊥ =
qergv⊥

2
∆B =

mev
2
⊥

2B
∆B =

w⊥

B
∆B (3.22)

The corresponding change in the magnetic moment throughout the loop is

∆µ = ∆
w⊥

B
=

∆w⊥

B
− w⊥

∆B
B2 =

∆w⊥

B
− ∆w⊥

B
= 0 (3.23)

This shows that the magnetic moment of the particle is invariant in a slowly

varying field. It can also be shown that the particle’s centre of orbit will enclose

a constant magnetic flux and as such the particle will remain tied to magnetic

field lines [137].

It can be shown that the synchrotron radiation spectrum peaks at a critical

frequency, νcrit, that is related to the gyrofrequency and pitch angle. This critical

frequency is given by

νcrit =
3

2
γ2νg sin θp (3.24)

as the particle velocity approaches c. The spectral distribution for a power-law
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distribution of electron energies is of the shape

J(ν) ∝ ν−α (3.25)

where α is the spectral index and is related to the slope of the electron energy

spectrum, p, where a = (p − 1)/2 [132]. For a a distribution in thermal equilib-

rium, this would be equal to the electron temperature, Te.

3.3.1 Synchrotron emission in ultra-intense laser-solid in-

teractions

Moving to higher intensity laser pulses (1021 Wcm−2 upwards) increases the elec-

tromagnetic field strengths experienced by electrons in laser-plasma interactions.

This can cause electrons to become more efficient in emitting synchrotron radi-

ation [73]. The effect of such field strengths can be expressed by non-classical

terms, such as the electron quantum parameter, χe, which is given by

χe =
γ

ES

√(
E⃗⊥ + v⃗ × B⃗

)2
+ E2

∥/γ
2 (3.26)

where ES = 1.32× 1018 Vm−1 is the Schwinger field, E⃗⊥ and E∥ are the electric

field strengths perpendicular and parallel to the electron motion, and B⃗ is the

magnetic field [24, 25, 138]. χe can be maximised by counter propagating electrons

into the laser pulse, along the propagation axis, k⃗ [73].

There are three mechanisms that have been identified for synchrotron emis-

sion in laser-solid interactions. Each occurs in a different situation depending

on the density and transparency of the target material. These mechanisms are

‘skin-depth emission’, ‘edgeglow’, and ‘reinjected electron synchrotron emission’

(RESE) [28, 70, 139–141].

3.3.2 Skin-depth emission

In Ridgers et al. [28] and Brady et al. [70], synchrotron emission is reported in

PIC simulations considering overdense targets. It was found that, as the laser
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penetrates the target skin depth and is reflected, a standing wave is formed.

The backwards travelling component of this standing wave interacts with the

forwards-travelling electrons which are accelerated into the target due to the

ponderomotive potential. As noted above, the counter propagation of electrons

with a laser field (parallel to k⃗) maximises the electron quantum parameter and,

as such, there is a burst of synchrotron emission. This emission is characterised by

a cone of emission along the laser axis, consistent with the relativistically boosted

angle ϕboost = cos−1(vHB/c), where vHB is the velocity of the hole-boring surface

[28, 70]. The relativistically corrected hole-boring velocity, vHB, is proportional

to
√
I/(1+

√
I) [142], and as such the angle of synchrotron emission is dependent

on the laser intensity.

3.3.3 Edgeglow

Edgeglow emission occurs in targets where the laser ponderomotive potential has

cleared a plasma channel. The electrons that have been ejected from the focal

spot are then accelerated back into edges of the laser profile by space charge

fields that form [140]. This mechanism is not as efficient as skin-depth emission

as the electrons are interacting with the lower-intensity edges of the laser. As

the electrons are introduced into the laser field along the edges of the plasma

channel, the photons are emitted in forward-facing lobes. It is reported in Brady

et al. [70] that this emission is only seen in simulations for intensities above 1024

Wcm−2.

3.3.4 Reinjected electron synchrotron emission (RESE)

Reinjected electron synchrotron emission (RESE) occurs in relativistically under-

dense targets [139]. In this mechanism, electrons from the front of the laser pulse

are rapidly accelerated back into the laser field by space charge fields that build

up [70]. This results in electrons propagating back into the counter-propagating

laser field and a broad backwards emission of gamma rays.

Synchrotron production will be discussed in Chapter 5, and hence the various
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production mechanisms outlined above will be of relevance.

3.4 X-ray attenuation

When measuring x-rays experimentally, one must consider the attenuation of

x-rays by the target material and anything else along the path of propagation,

such as vacuum chamber walls or windows. Typically, the lowest energies are

attenuated most strongly, which results in the lower-energy region (below a few

100 keV) of the x-ray spectrum to be diminished and dominated by strong emis-

sion lines, rather than the broadband spectra produced by the bremsstrahlung

and synchrotron mechanisms. The attenuation of x-rays through a material is

described by the Beer-Lambert law:

I = I0 exp (−ρlσ) (3.27)

where I and I0 are the intensities of the x-ray signals before and after the trans-

mission through the absorbing material, ρ is the mass density, l is the length of

transmitting material, and σ is the attenuation cross-section, which is energy and

material dependent [133]. There are three main attenuation mechanisms: photo-

electric absorption or the photo-electric effect (PE), elastic and inelastic scattering

or Thomson and Compton scattering, respectively, and pair-production.

The photoelectric effect (PE) occurs when x-rays interact with electrons that

are bound in atoms. The electrons absorb incident x-rays, thus gaining their

energy, and transition to a higher energy level. This effect is prominent for x-rays

with energies below 100 keV. However, the extent of the mechanism’s efficiency

is governed by the Z of the material, as higher-Z materials typically have higher

electron densities and therefore more electrons present to interact with the x-rays.

The cross-section for PE is given by

σPE ∝ ZnE3
γ (3.28)

where Eγ is the x-ray energy and n is a scaling factor dependent on the material
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[143].

At higher x-ray energies, the electron can re-emit the x-ray at some angle.

This can be either an elastic or an inelastic process, wherein either the x-ray

maintains its energy (Thomson scattering) or is reduced (Compton Scattering).

In Thomson scattering, the electron is excited by the electric field of the x-ray

photon and an equal frequency photon is emitted at an angle dependent on the

polarisation angle of the incident x-ray. The more prolific mechanism of the two,

Compton scattering, involves the ionisation of the electron which carries away a

portion of the x-ray energy. Due to the loss of energy to the momentum of the

electron the x-ray wavelength becomes red-shifted. The difference in wavelength,

given by λ′ − λ is

λ′ − λ =
h

mec
(1− cos θ) (3.29)

where θ is the angle of scattering. The x-ray energy, E ′
γ, becomes

E ′
γ =

Eγ

1 +
(

Eγ

mec2

)
(1− cos θ)

(3.30)

where Eγ is the initial energy of the photon.

Pair production (PP) is the conversion of an x-ray photon to an electron-

positron pair in the presence of an electromagnetic field. This field is typically

that of atomic nuclei within the target. Since the rest mass energy of both

electrons and positrons is 511 keV, this effect occurs at x-ray energies above

1.022 MeV, twice the rest mass energy. There are many different formulae for

the pair-production cross-section depending on whether there is atomic screening,

large interaction angles and extreme-relativistic energies (amongst other things).

However, most have a σPP ∝ Z2 relationship [144].

The most prevalent electron-positron pair production is the Breit-Wheeler

process [27, 34]. In this process, an electron-positron pair is created due to

the collision of two photons, in this case an x-ray photon and a laser photon:

γ + γL = e+ + e−. The pair creation length, Lp, is given by

Lp = cP−1
b (3.31)
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where Pp is the pair-creation probability rate. The maximum pair-creation prob-

ability rate is proportional to the square root of the laser intensity [27].

The total cross-sections for materials can be found in the NIST XCOM database

[133]. The attenuation curves for tungsten, plotted as a function of incident pho-

ton energy, are shown in Figure 3.3. Understanding the attenuation of x-rays is

vital to their detection, and is key to the understanding of the linear absorption

spectrometer that is used for measurements in Chapters 6 and 7. It will be shown

in Chapter 7 that the ‘flat’ attenuation cross section for x-ray energies between

1 to 10 MeV can be detrimental to the energy-resolved measurement of x-rays,

which is problematic for laser-solid interactions in the 1021 Wcm−2 intensity range.
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Figure 3.3: Attenuation cross-section for tungsten as a function of incident photon energy. The
solid black line representing the total attenuation can be seen to be the sum of the cross sections
of all the separate attenuation mechanisms: photoelectric Scattering, coherent or Compton

scattering, and pair production.

3.5 Experimentally distinguishing synchrotron and

bremsstrahlung radiation

In ultra-intense laser-plasma interactions, high-energy gamma-ray emission pri-

marily arises from two mechanisms: synchrotron-like emission and bremsstrahlung

radiation. These two processes differ significantly in their underlying physics,

spectral characteristics, angular distributions, and dependence on target mate-
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rial.

Synchrotron emission dominates at ultra-high intensities (I ≥ 1022 Wcm−2),

where electrons undergo rapid oscillations in the laser field [28, 70, 71, 145]. This

leads to gamma-ray emission in a directional, beam-like structure. The angular

distribution of synchrotron radiation is characterized by two prominent lobes with

angles from the laser-propagation axis dependent on the holeboring velocity and

therefore the laser intensity [70]. This feature, in skin-depth emission [28], can be

attributed to the standing-wave field dynamics at the laser-plasma interface [28,

70], which governs the electron motion and enhances forward-directed radiation

emission [71].

In contrast, bremsstrahlung emission results from the interaction of relativis-

tic electrons with atomic nuclei in the target. As energetic electrons interact

with and are decelerated by the atomic potential of high-Z nuclei, gamma-ray

photons are emitted over a broad energy spectrum. Unlike synchrotron radi-

ation, bremsstrahlung typically exhibits an isotropic angular distribution, with

photon yield scaling as Z2, among other factors such as target density. This scal-

ing implies that bremsstrahlung dominates in experiments using high-Z targets,

particularly at moderate laser intensities, where electron-nucleus interactions are

more frequent and the electron population is more collisional [71].

Experimentally, distinguishing between these two emission mechanisms relies

on analyzing their distinct radiation signatures. One of the most feasible methods

is angular distribution measurement. As mentioned previously, synchrotron radi-

ation can be directional [70] and exhibit a characteristic lobe pattern. However,

bremsstrahlung photons are emitted more isotropically. Their spectral character-

istics provide little differentiation: both synchrotron emission and bremsstrahlung

radiation are characterized by a continuous, quasi-exponential decay profile [71].

The choice of target material also plays a crucial role in modulating these emis-

sion mechanisms. While synchrotron emission is relatively independent of target

composition it can be dependent on target density. However, bremsstrahlung is

significantly enhanced in high-Z materials, making it dominant in thick, high-

density targets [146]. This provides an experimental signature; measurements of

51



Chapter 3. X-ray production and interactions with matter

the radiation generation as a function of target material and thickness can be

used to distinguish between the two emission mechanisms.

Another key experimental signature is the temporal evolution of the emitted

radiation. Synchrotron radiation occurs on ultrafast timescales, closely correlated

with the laser-electron interaction, whereas bremsstrahlung emission can persist

for picoseconds as electrons undergo multiple scattering events and refluxing be-

fore losing energy completely [146]. Additionally, polarization measurements can

provide further insight. Synchrotron photons are often linearly polarized due

to their emission dynamics, whereas bremsstrahlung photons are typically unpo-

larized [147, 148]. High-energy gamma-ray polarimetry has been proposed as a

method to distinguish between the two processes, as demonstrated in nonlinear

Breit-Wheeler experiments [148].

Differentiating between synchrotron and bremsstrahlung emissions in ultra-

intense laser-plasma experiments benefits from a combination of angular, spectral,

material-dependent, temporal, and polarization diagnostics. By carefully select-

ing a range of target parameters and analyzing the emitted photon properties, it is

possible to systematically identify the dominant emission mechanism, improving

the understanding and optimization of laser-driven gamma-ray sources.

3.6 Summary

In summary, the three main x-ray production mechanisms in laser-plasma inter-

actions are discussed: line emission, bremsstrahlung, and synchrotron, alongside

the general theory of radiation by accelerating charged particles. Synchrotron

emission mechanisms and their prevalence for different target densities are cov-

ered. Finally, the attenuation processes of x-rays are described, which are of

importance to the x-ray spectrometer described in Chapter 4, which is used to

make x-ray measurements presented in Chapters 6 and 7. The mechanisms of

x-ray production will also guide the understanding of the results in Chapters 5,

6 and 7.
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Methodology

In the last two chapters, a broad description of the underpinning physics of laser-

solid interactions was given, including the mechanisms that can produce sec-

ondary particles and radiation. In this chapter, the general methods used in the

work presented in this thesis are covered. Chapter 7 focuses on the development of

a new methodology related to the use of a linear absorption spectrometer for the

detection of higher energy x-rays. Here, an overview of high-power, chirped pulse

amplification (CPA), laser architecture, as well as the specifics of laser systems

used are presented. Then, the suite of detectors used to diagnose laser-plasma in-

teractions is introduced, including the details of diagnostic systems and detecting

media, such as scintillators and imaging plate (IP). Finally, the modelling used

to interpret the experimental data presented in this work is outlined.

4.1 Lasers

High-power, solid-state lasers have been used throughout the work in this thesis

and, as such, it is important to give a summary of their architecture and operation,

as well as the key parameters that are found to influence laser-solid interactions.

In this chapter, the method of CPA will be described, which is key to attaining the

high pulse energies and ultra-short pulse lengths used in this thesis. Chapters

5 and 6 focus on the effects of laser focal spot size and focusing geometry on

electron acceleration and x-ray emission, so a detailed description of Gaussian
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beam expansion and the dependence of spot size on focusing optic F -number is

given.

4.1.1 Laser architecture

Solid-state lasers, like those used in this work, typically have an architecture that

consists of an oscillator, pre-amplifier, pulse picking, and power amplifier, as well

as the stretcher and compressor used in CPA.

The oscillator is a cavity containing a lasing or gain medium and features

reflectors on either end. This gain medium is typically pumped either with flash

lamps or lasers, which produces both stimulated and spontaneous emission within

the gain medium. In order to generate pulsed light from the cavity, instead of

continuous-wave (CW) emission, a method such as mode locking or Q-switching

is used.

4.1.2 Mode locking

Mode locking is a technique that can generate ultra-fast pulse trains from an

oscillator [149]. There are many different methods to achieve this which can be

split into two categories: passive and active. A passive form of mode locking

requires tuning the cavity length so that standing waves can be set up within the

oscillator. Standing waves of many orders will then constructively and destruc-

tively interfere, resulting in a pulse train with a stable repetition rate. Another

method employs the effect of Kerr lensing [150, 151]. Kerr lensing describes the

phenomenon of intense light becoming focused due to the intensity dependent

refractive index of the medium, which is ultimately related to the polarization

and non-linear susceptibility of the chosen medium. This can be utilised within a

laser cavity. As emission from the gain medium repeatedly bounces through the

gain medium within the cavity it will increase in intensity. As the pulse intensity

increases it is focused, through Kerr lensing, as it passes through and can then be

emitted through a small aperture in the reflector on one side of the cavity. This

means that only high intensity pulses are allowed to exit from the oscillator and
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propagate towards the amplifier chain.

4.1.3 Q-switching

Q-switching is another technique to produce laser pulses from an oscillator that

involves rapidly changing or switching the quality factor, Q, of the cavity [152,

153]. A high Q cavity will produce a large amount of stimulated emission, whereas

a low Q cavity does not. One can take advantage of this to produce high energy

pulses. The cavity Q is kept low whilst the gain medium is pumped, which

increases the number of electrons in excited states within the material. Once

the gain medium becomes saturated and enters a state within which no more

electrons can be excited within the medium (known as population inversion), the

cavity Q is then switched to be high so that the gain medium can then rapidly

de-excite and produce a large amount of stimulated emission. Typically, in active

Q-switching, the Q of the cavity can be switched by placing a variable attenuator

within the cavity, which stops light emitted from the gain medium being reflected

back into it. Passive Q-switching can be achieved using an intensity-dependent

reflector such as a saturable absorber [154]. The transmission of such an optic

decreases as the intensity of incident light reaches some threshold and as such

the cavity is allowed to efficiently lase. This technique typically generates longer

pulses and lower repetition rates than mode locking, due to the time it takes from

the gain medium to reach population inversion and then effectively decay.

4.1.4 Amplification

There are two typical types of solid-state amplifier: regenerative and multi-pass.

A regenerative amplifier can be used, which involves the pulse making several

passes through the gain medium. Such an amplifier is used within the oscillator

cavity in the PHELIX laser, which is used for the experiment presented in Chapter

6. An example regenerative amplifier is shown in Figure 4.1(a). An optical switch,

typically consisting of an electro-optic modulator and polariser, can be used to

control the number of round trips within the amplifier. The number of trips can
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be very large and a large amount of energy can be gained from the amplifier.

Another type of amplifier is a multi-pass amplifier, shown in Figure 4.1(b). In

this regime, the beam takes multiple passes through the amplifier crystal before

being directed out.

Faraday Rotator
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OutputInput

Polariser

Quarter
Waveplate

Pockels
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Medium

Polariser

a) b)

Gain 
Medium

Pump 
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Output

Input

Figure 4.1: Illustrations of (a), a regenerative laser amplifier, and (b), a multi-pass amplifier.

4.1.5 Chirped pulse amplification

The pulses from the oscillator require amplification. High-power lasers require

the pulse to be stretched, or chirped, in time to lower the incident intensity on

optics. This has the benefit of achieving higher pulse energies without damaging

optics within the laser chain. This process, known as CPA [2], requires the pulse

to be stretched and compressed, typically by two sets of diffraction gratings, the

process of which is shown in Figure 4.2. In Figure 4.2, a short, low energy pulse

is shown passing through a set of gratings in order to temporally stretch the

pulse. The stretched pulse is then amplified (signified by the dashed line) and is

then compressed by another grating pair. The resulting pulse has a high pulse

energy and a short pulse duration (in the order of 500-1000 fs for the Vulcan and

PHELIX lasers). In order to reach the hundreds of Joules required for hundred-

femtosecond petawatt lasers, amplification by optical parametric chirped pulse

amplification (OPCPA) is required, and is used within the pre-amplifier sections

of the Vulcan and PHELIX lasers. Alongside the CPA method, this uses optical

parametric amplification (OPA) [155]. In OPA, a pump pulse and signal pulse

interact within a non-linear medium to produce an idler pulse and amplified
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signal pulse. The input pump and seed pulses of frequencies ωpump and ωsignal are

propagated into a non-linear crystal. The higher-frequency pump pulse is split

into two photons, one of frequency equal to that of the signal pulse and another

of lower frequency, ωidler, which carries away the remaining energy. The original

signal pulse is generated through optical parametric generation (OPG), wherein

the pump pulse is converted by the non-linear medium into a signal and idler

photon. The pulses at this stage typically have energies of mJ.

Stretched, 
ampli�ed pulse

Compressed 
pulse

Short 
Pulse

Stretched, 
low energy pulse

Ampli�cation

Figure 4.2: The stretching and compression stages of CPA, wherein a pulse is stretched and
amplified before being compressed by a grating pair.

Once the pulse has been stretched and amplified, the pulse can be further

amplified in the ‘main’ or ‘power’ amplifier. In the Vulcan and PHELIX lasers,

this takes place within Nd:Glass amplifiers which are pumped using flash lamps.

After this, the pulse needs to be compressed, which is typically done with a pair

of diffraction gratings. The amplified and compressed pulse can then enter the

interaction chamber, within which it is focused by a parabolic focusing optic

(typically an off-axis parabola).

4.1.6 Laser parameters

The laser-plasma interaction physics explored in this thesis is sensitive to key

laser parameters such as the energy, pulse duration, focal spot size, and, by

extension, the laser intensity. In addition, other quantities such as the temporal

intensity contrast and the wavefront quality play an important role in defining

the dynamics of the interaction.
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4.1.7 Focusing optics, spot size and encircled energy

In laser-solid experiments, the laser focal spot, given by the spatial-intensity

profile of the pulse at focus, is critical. The size of the beam at focus influences not

only the peak laser intensity, which itself has a significant effect on the interaction

physics, but also has its own intensity independent effects, as reported in [98, 106,

110]. It is critical that the focal spot size and wavefront quality can be measured.

This measurement is usually done on the beam at low power during alignment

and optimisation of the OAP, using a camera and microscope objective, which is

used to measure the size of the focal spot and the amount of energy contained

within the area defined by the measured spot size, known as the encircled energy.

High-power laser beams are often focused down to micrometer-size focal spots

in order to achieve the highest on-target intensities. Typically, a parabolic fo-

cusing optic is used to achieve this. An off-axis parabola (OAP) is used because

the focus of the parabola does not overlap with the incoming beam and because

reflecting parabolic optics avoid chromatic aberrations. The laser beam profile is

spatially Gaussian in nature and thus focuses like a Gaussian beam. The focus-

ing and expansion of a Gaussian beam can be described by several parameters:

the beam waist, w0, the Rayleigh range or length, z0, the wavelength, λ, and

the refractive index of the medium, η. Twice the beam waist, 2W0, is the beam

diameter and describes the smallest beam cross-section. The beam waist is given

by W 2
0 = λLz0/πη. The Rayleigh range or length is given as the distance from

focus that the beam waist expands to
√
2 times the beam waist. At a distance of

z along the propagation axis, the beam waist W (z) is given by

W 2(z) = W 2
0

[
1 +

(
z

z0

)2
]

(4.1)

The size of focal spot achievable with an optic depends on the quality of the

wavefront and the numerical aperture or F -number of the focusing optic. The

divergence of the laser is often more usefully expressed in terms of the numerical

aperture or the F -number or numerical aperture of the focusing system. The
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Figure 4.3: Schematic showing the geometry of focusing and expansion of a Gaussian beam as
it propagates through focus.

F -number is given by F/# = f/D, where f is the focal length of the optic and

D is the beam diameter. In Chapter 6, the effective F -number of a focusing optic

will be changed by reducing the beam size on the parabola. The beam radius is

related to the F -number and is given by

2W0 = 1.3
λLf

D
= 1.3λLF# (4.2)

The size of a Gaussian beam is typically defined by finding the size at which

the spatial intensity profile is at half its maximum (full-width half maximum or

FWHM). The FWHM radius is approximately equal to 1.18W0. However, far

from focus, if a beam is not perfectly Gaussian, the beam can appear to possess

more of a flat-top profile, at which point the FWHM is not indicative of the beam

size [156]. This is of particular prominence in the focal spots shown in Chapter

6, where many of the shots were taken with the target placed far from the beam

focal plane. Instead, a method involving detecting the beam edges to directly

compute the spot area was used, and is described in more detail in Chapter 6.

The encircled energy for each spatial profile is found by calculating the amount

of energy either inside the FWHM for a Gaussian-like beam or within the outer

edge for a top-hat-like beam. For a Gaussian beam, encircled energies of 20-40%

are typical, whereas, given the nature of the top-hat profile, the encircled energies

tend towards 100% for largely defocused spots. Reductions in encircled energy,

particularly for Gaussian-like spots, can occur due either to poor optimisation

of, or damage to, the focusing optic, or from aberrations in the pulse wavefront,
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which can arise from thermal effects.

4.1.8 Wavefront diagnostics and optimisation

In high-intensity systems with many stages of amplification, it is important to be

able to compensate for wavefront distortions generated within the laser chain. It

is critical to correct the wavefront when applying a tight focusing regime. This

can be achieved by characterising and correcting for wavefront distortions.

Deviations from the ideal planar wavefront can arise anywhere within the

laser chain. These aberrations are borne either from steady state or dynamic

sources. Steady state sources include subtle misalignment of optics and optic

surface imperfections, and are continually present within the laser chain. Dy-

namic sources change over time and can arise from either thermal or non-linear

effects as the pulse propagates through the system. The most common aber-

rations caused are astigmatism, coma, tilt, and defocus, although higher-order

aberrations are possible. The deviation of each aberration from the ideal planar

wavefront can be described by the Zernike polynomials, ZF [157, 158]. The sum

of these polynomials can be used to describe highly complex wavefronts.

The defocus aberration is prevalent for high-pulse energy systems, including

the Vulcan [159] and PHELIX [160] lasers used for measurements for the work

reported in this thesis. This aberration is an unwanted curvature of the wavefront

which can alter the divergence of the collimated beam. It can arise through a

combination of both dynamic and steady state sources, which can make it difficult

to compensate for. The defocus aberration causes a longitudinal displacement

of the focal point along the laser propagation axis. A convex wavefront would

displace the focal point further away from the nominal focus position. This offset,

∆δ, can be characterised using the Zernike coefficient, ZF , laser wavelength, λL,

and numerical aperture of the focusing optic, NA using [158]

∆δ =
ZF · 4λL

N2
A

(4.3)

Using this, the peak on-target intensity can be corrected, as the target is always
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placed at the nominal focus position.

The Zernike coefficients can be measured experimentally using a Shack-Hartmann

wavefront sensor [161, 162]. A Shack-Hartmann sensor consists of a CCD or

CMOS chip (described later in Section 4.2.3), with an array of micro-lenses placed

in front of the chip. This divides the incident beam into smaller beams, which

are each focused onto the chip. If the wavefront of the incident beam is perfectly

planar, each sub-beam will come to focus at the centre of the optical axis of each

lens. However, if an aberrated wavefront is incident onto the lenses, the focal

spots of each beam are offset, which results in a distorted grid of beams. The

captured image can be used to reconstruct the wavefront of the incident beam,

from which the Zernike coefficients can be calculated.

Lens arrayLens array

Incident
Beam

Image on sensor Image on sensor
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Beam
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a) b)

Figure 4.4: Schematic showing the basic principle of a Shack-Hartmann wavefront sensor. In
(a), a perfectly planar wavefront is incident on the micro-lens array, which results in evenly
spaced images of the separated beams on the sensor. Conversely, in (b), a deformed wavefront
is incident on the micro-lens array, which resorts in a distorted grid of imaged beams on the

sensor.

These sensors can often be found in adaptive optics (AO) systems, wherein

the wavefront is measured before being corrected with a deformable optic.

4.1.9 Temporal intensity contrast

Laser pulses are often assumed to have a Gaussian temporal profile, with a pulse

duration equal to the FWHM of the main pulse. This is typically not the case,

with non-Gaussian features present, such as pulse pedestals and pre-pulses, in

the temporal profile at much larger timescales than that of the main pulse. Such

features can be present up to nanoseconds prior to the main pulse for nanosecond

and picosecond pulses and can have a high enough intensity that they are able to
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affect the interaction dynamics. A schematic of the intensity of a typical pulse

as a function of time is shown in Figure 4.5. In this figure, the main laser pulse

is preceded by a lower-intensity pedestal, pre-pulses, and a slow ramp up to the

main pulse, typically caused by uncompensated dispersion. The low intensity

pedestal is caused by amplified spontaneous emission (ASE), resulting from the

amplification of spontaneous emission from the gain medium. This pedestal of

ASE resides on the nanosecond scale around the main pulse. Pre- (or post-)

pulses can be generated by back reflections within the laser chain or errors in

pulse-picking. These pulses, arising from internal reflections within optics within

the laser chain, typically have a duration similar to the main pulse or longer,

due to the optic material dispersion. They can be minimised with the use of

wedged optics, wherein the rear face of the optic is not parallel to the front face.

This directs the reflections from the rear surface away from the main beam path.

A post-pulse can become a pre-pulse under a number of conditions, either due

to these pulses becoming delayed along long beam paths and interfering with

‘future’ pulses in the pulse chain or from interfering with the main chirped pulse

and forming temporal modulation. This modulation can produce the pre-pulse

after the compressor due to the B-integral in CPA [163]. Light preceding the

main pulse can also be caused by uncompensated dispersion, which presents as

a shallower rise in intensity of the main pulse. This can be caused by misaligned

compressor optics or by other sources of dispersion and scattering [86].

With the prevalence of pre-pulses, ASE, and uncompensated dispersion, and

the importance of these regarding the interaction, it is critical to define the qual-

ity of the pulse evolution in time. Such a parameter, known as temporal intensity

contrast, describes the intensity of the laser pulse at a point in time prior to the

main peak of the laser pulse. Measurements of temporal intensity contrast are

normally taken at nanosecond and picosecond timescales before the peak of an

ultrashort pulse and are quoted as a ratio of the measured intensity to that of

the main pulse. This parameter is important as, for high-power lasers with many

amplification stages, any emission prior to the main pulse can be intense enough

to ionise a target. For the PHELIX laser, without improvements given by the
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Figure 4.5: Schematic of the intensity as a function of time of a realistic laser pulse, featuring a
pulse pedestal formed due to ASE, an example pre-pulse, and a shallow rise to the main pulse

caused by uncompensated dispersion.

ultrafast optical parametric amplification (uOPA) technique (discussed later in

Section 4.1.13), the temporal intensity contrast of the ASE is 10−6 which corre-

sponds to an intensity of 1014 Wcm−2, for a peak intensity of 1020 Wcm−2 [164].

Therefore, even the ASE is intense enough to cross the threshold for ionisation.

4.1.10 Plasma mirrors

Many of these temporal features cannot be fully removed within the laser chain

and, as such, other in situ methods are required. A method of minimising the

effect of pre-pulses and ASE on the interaction is to use a plasma mirror (PM)

[38, 165, 166]. Plasma mirrors, usually made from anti-reflective coated glass, are

transmissive until the incident light intensity is high enough to ionise its surface,

producing an overdense plasma. The PM is set up such that this occurs within

the rising edge of the main pulse. After this, the rest of the pulse is reflected

from the plasma critical surface before propagating towards the target, a process

which is shown in Figure 4.6. This has the effect of transmitting lower intensity

ASE and pre-pulses before directing the main pulse to the target. The optic

switches from transmissive to reflective on the sub-picosecond time scale [10],

which reduces the possibility for instabilities to form in the PM plasma, which

could otherwise distort the reflected beam. The downside of using a PM is that
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a portion of the laser energy is absorbed by the plasma electrons within the PM,

which can result in a decrease in interaction intensity of 15-30% when the PM is

operating optimally.

Transmitted Light

Re�ected light

PMPlasma

Figure 4.6: Illustration of the transmission and reflection of a plasma mirror. On the rising
edge of the laser pulse the plasma mirror becomes reflective and the pulse is reflected.

Plasma mirrors, typically situated in the focusing beam, are slabs of anti-

reflective (AR) glass that have been precision machined to a surface flatness of at

least an eighth of the laser wavelength. The high surface flatness aids to prevent

aberrations, and the AR coating (typically with a reflectivity of 0.25%) [167]

prevents reflection of the laser pulse before the plasma mirror is ‘switched on’.

The angle of the plasma mirror must be tuned to ensure maximum reflectivity

once the mirror has been ionised, to ensure the highest possible intensity on-target

[10]. Transmittance of the laser pulse before the PM is ionised can be maximised

by positioning the PM at Brewster’s angle relative to the incident beam.

There are a few conditions that must be considered when using plasma mir-

rors: reduction in energy content of the pulse, plasma surface expansion, and

potential degradation of the laser wavefront on reflection. The energy content

of the beam after reflection from the PM can be lowered by around 20-30%,

depending on the laser intensity, compared to the incident beam, which lowers

the on-target intensity. The reduction in energy typically arises partly due to

absorption of laser energy by plasma electrons within the PPM and partly due

to transmission of part of the laser pulse. Additionally, as energy absorption by

a plasma increases with incident laser intensity, peak specular reflectivity from
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a PPM occurs at laser intensities of 1015-1016 Wcm−2 [10, 168]. Above these in-

tensities, the plasma mirror switches on earlier in the interaction, which allows a

greater amount of plasma expansion before the arrival of the peak of the pulse,

and a greater degree of absorption as the absorption machanisms become more

efficient. This can act to decrease the specular plasma reflectivity and increase

diffuse reflection as the plasma front expands and filaments [168]. Additionally,

plasma processes, such as resonance absorption, become dominant at these inten-

sities, which boosts the absorption of laser energy by the PM plasma electrons,

leading to higher energy losses.

When using a PM, the beam should exhibit minimal degradation of the beam

on reflection if triggered on sub-picosecond timescales. As previously mentioned,

the surface of the glass is machined to precision flatness, however, the surface

of the generated plasma also needs to remain as flat and as close to the surface

of the glass as possible [10]. In order to achieve this, the ionisation of the PM

must occur as close to the arrival (within a few picoseconds) of the main pulse

as possible [168]. To ensure this, the plasma expansion must be smaller than

the laser wavelength. This can expressed as cs∆t < λL, where cs is the ion

sound speed, ∆t is the time of plasma formation before the main pulse, and λL

is the laser wavelength. If this criterion is not met, the plasma expansion will

be too large and the specular reflectivity will be reduced due to increased diffuse

reflection. For a laser wavelength of ≈1 µm, in the case of both the Vulcan and

PHELIX lasers used for the work in this thesis, and an ion sound speed of 3 ×

105 ms−1, the plasma must form less than 3.5 ps prior to the main pulse. This

was verified experimentally and reported in Scott et al. [168].

With plasma mirrors, the effects of both ASE and pre-pulses can be suppressed

[87, 169]. As such, for any work requiring high temporal intensity contrast, plasma

mirrors are a useful tool. Plasma mirrors, both planar and focusing, are used for

the work presented in Chapter 7.
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4.1.11 Focusing Plasma Mirrors

In addition to planar plasma mirrors (PPMs), focusing plasma mirrors (FPMs)

have been developed that can focus the pulse as well as provide temporal in-

tensity contrast enhancement [170, 171]. In contrast to planar plasma mirrors,

FPMs have a curved surface that generates a curved plasma, which acts to focus

the reflected beam. Such optics can be used to enable tighter focusing than is

achievable with permanent beamline optics, such as the F/3.1 focusing parabola

in the Vulcan Petawatt laser, by providing lower F -number focusing. This is

a relatively low cost method of increasing laser intensities on current systems

without altering the existing, permanent beamline.

In Chapter 7, FPMs were used in the work to increase the maximum achievable

intensity on the Vulcan Petawatt laser. These focusing plasma mirrors, developed

by the McKenna group and reported in Wilson et al. [38, 166, 172], in addition

to possessing the pulse-cleaning properties of a planar plasma mirror, are able to

refocus the beam to a smaller spot than possible with the conventional focusing

optic. The FPMs used in this work are ellipsoidally shaped, with two points of

focus. The focus of the OAP is overlapped with the first focus of the plasma

mirror and, upon reflection from the plasma surface, is refocused at a second

focal point, with a demagnification of 2.51 times. This results in a F/1.3 focusing

geometry and a near diffraction-limited spot size of 1.5 µm FWHM, which can

result in an intensity enhancement of up to 3.6 times. This design was developed

and characterised, as reported in [38, 166, 172], and is described in more detail

in Chapter 7.

4.1.12 Vulcan Petawatt laser

The Vulcan facility (offline for upgrade in 2023), located at the Central Laser

Facility in Oxfordshire, hosted two functioning target areas: Target Area West

which offered up to 8 nanosecond-pulsed beam lines, and Target Area Petawatt,

which provided a 500 fs petawatt-power beam and long-pulse nanosecond beam

[173]. For the work presented within this thesis, only Target Area Petawatt was
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used and, as such, the parameters discussed from now on will be those of the

Petawatt arm of the facility. An experimental campaign at the Vulcan Petawatt

facility was used to obtain results for Chapter 7 of this thesis. The layout of

the Vulcan facility is shown in Figure 4.7 alongside photos of some of the disk

amplifiers, in subset (a), and part of the compressor vacuum chamber in subset

(b). The main laser chain and the Petawatt target area are highlighted in blue

and red, respectively.

Petawatt Target Area

Vulcan laser chain

Compressor Vacuum Chamber

Vulcan Disk Ampli�ers

a)

b)

Figure 4.7: Schematic of the layout of the full Vulcan facility, taken from [174]. Subset (a) is
a photograph of some of the disk amplifiers [175], and subset (b) is an image of part of the

compressor vacuum chamber [176].

The front end of the Vulcan laser features OPCPA and an adaptive optics

(AO) system to generate high intensity pulses [174]. The seed pulse of the Vulcan

laser is produced using a commercial Ti-Sapphire oscillator. This oscillator is

mode locked and the seed, typically 200 fs in duration and with a few nanojoules

of energy, is selected from a train of pulses that have a central wavelength of 1053

nm. The first phase of OPCPA then occurs: the pulse is stretched to a duration

on the order of a nanosecond using an Offner Triplet diffraction grating system,

which consists of two holographic diffraction gratings and concentric mirrors of

concave and convex geometry [173, 177, 178]. A linear chirp is applied across the
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bandwidth, whilst spectral aberrations are minimised. The pulse is then amplified

to a few millijoules using OPA within a non-linear crystal. From there the pulse

is propagated through the main amplifier chain, composed of a set of rod and

disk amplifiers, comprising doped neodymium glass. Phosphate and silicate are

both used as dopants in order to avoid bandwidth narrowing of the pulse, as

a narrower bandwidth would result in a longer pulse duration due to the time-

bandwidth product. These amplifiers are pumped using broadband flash lamps.

The adaptive optics system, consisting of a deformable mirror and wavefront

sensor in a feedback loop, is used to improve the quality of the wavefront and

allows for optimal compression of the pulse and focusing of the beam in the

target chamber. The spatial quality of the beam is improved using a series of

filters and an adaptive optic (AO) system, which lies within the final stages of

amplification. In the AO system, a deformable mirror is used in conjunction with

a Shack-Hartmann wavefront sensor to correct for astigmatism or lensing effects.

After final amplification in the disk amplifier stage, the central wavelength of

the pulse is 1053 nm and the pre-compressor pulse energy is around 600 J [177].

The pre-compressor energy measurement is taken from a leak in a turning mirror

within the compressor and is characterised using a calibrated calorimeter. The

throughput of the compressor is approximately 60%, which results in pulses of

a maximum energy of 360 J entering the interaction chamber. When utilising

plasma mirrors, as was the case for the work presented in Chapter 7, the energy

on-target is further reduced (by 20-30%).

Within the target area the pulse is compressed, using a pair of diffraction

gratings. The pulse duration, characterised using a second-order single-shot au-

tocorrelator [174, 177], reaches around 500 fs before being directed into the tar-

get chamber. Within the target chamber is a 620 mm diameter F/3.1 off-axis

parabola (OAP) which focuses the beam to a spot of around 5 µm FWHM, with

an encircled energy of around 30-40% [179].

The temporal intensity contrast ratio has been measured to be approximately

10−10 at 500 ps, and 10−5 at 10 ps prior to the main pulse [180–182]. At the high

intensities that the Vulcan laser is capable of (in the higher range of 1020 Wcm−2)
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this correlates to intensities of 1015 Wcm−2, 10 ps before the main pulse. This

intensity sufficient to ionise a target, which is why plasma mirrors were used in

the experimental campaign reported in Chapter 7.

Whilst steady state aberrations can be corrected for by the AO system, it can

be much harder to correct for dynamic aberrations as these can change between

the corrective action from the AO system and the pulse being delivered. Such

aberrations are often caused by temperature-induced refractive index changes

within the amplifier crystals, an issue that is intrinsic to systems generating high

pulse energies. Measurements of the defocus aberration for the Vulcan Petawatt

laser are reported in Frazer et al. [179], and were found to increase by around

1λL over a timespan of 15 minutes, before relaxing to the initial value after an

hour, after thermal recovery had taken place. It was also found that the defocus

measurement exhibited oscillatory behaviour, which was attributed to a 2 °C

temperature fluctuation in the laser laboratory. This knowledge was used in

order to better pre-compensate for the dynamic on-shot defocus aberrations.

4.1.13 PHELIX laser

The PHELIX laser is located at the GSI Laboratory near Darmstadt in Germany

and was used to obtain the experimental results presented in Chapter 6. The

PHELIX facility provides either a short or long pulse frontend on either fem-

tosecond or nanosecond scales [183, 184]. The short pulse front end, seeded by

a commercial laser oscillator, was used in the experimental reported in Chapter

6. An illustration of the facility, shown in Figure 4.8, shows the laser chain,

compressor, and petawatt interaction chamber, which are all situated within the

same laboratory.

The PHELIX laser is similar to Vulcan Petawatt and is also a Nd:Glass based

system, operating at a wavelength of 1053 nm. The seed oscillator provides pulses

of 20-30 mJ at a 10 Hz repetition rate which are stretched temporally before en-

tering the pre-ampfification phase. The PHELIX laser features an adaptive optic

system within the pre-amplifier phase, which also contains flash-lamp pumped,

double-pass neodynium amplifiers. The wavefront sensor for the AO system is
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Figure 4.8: Schematic of the PHELIX front end, compressor chamber, and interaction chamber
within the PHELIX laser laboratory [185].

situated after the main amplifiers and can therefore pre-compensate for aberra-

tions introduced in the main amplifier. The main amplifier consists of five flash

lamp-pumped neodymium-glass cassettes through which the pulse passes through

twice. At this point the maximum pulse energy is 250 J. The pulse is then com-

pressed by two single pass diffraction gratings to achieve powers of up to 500

TW with a minimum pulse length of 700 fs. The beam is then focused within the

target chamber using an F/1.7 OAP to a minimum spot size of a few micrometers

(4µm FWHM), with post-compressor energies of around 100 J.

An ultrafast optical parametric amplification (uOPA) system is used to tune

the pulse contrast of the PHELIX laser by increasing the signal of the main pulse

above the ASE [164]. The temporal intensity contrast of the ASE is decreased

to just below 10−10 for time periods above 100 ps prior to the main pulse. This

method, however, also acts to amplify the prepulses, which are present at 300

and 200 ps prior to the pulse, with maximum temporal contrast ratios of 8×10−8.

The nanosecond contrast is estimated to be 10−12 [184]. A third-order single-shot

autocorrelator is used to measure the temporal intensity contrast and the pulse

duration [164, 186].
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4.2 Detectors

This section will discuss the methods employed within this thesis to detect radi-

ation arising from laser-solid interactions. The The media of imaging plates and

scintillators are described in detail, as well as the mechanisms used in CMOS and

CCD detectors. The diagnostic techniques used in this thesis that utlise these

detecting media are described later, in Section 4.3.

4.2.1 Image plate

Imaging plate (IP) was used within this thesis to detect electron and x-ray emis-

sion from the interaction. IP is most commonly used in medical imaging, specif-

ically for the detection of x-rays. It is, however, sensitive to all forms of ionising

radiation, including electrons and ions. It is therefore used in a variety of laser

plasma diagnostics, including electron spectrometers and Cu K-α x-ray detectors,

which are used for measurements reported within this thesis.

Imaging plate is a medium within which the energy from incident radiation is

‘stored’ by electrons which are excited into a metastable state. The long duration

of this state, compared to short-lived phosphorescence, is important as it allows

the signal to be kept for relatively long periods of time before the signal can

be scanned and retrieved. The benefit of IP is its high dynamic range and ex-

tensive characterisation for multiple types of input radiation, including protons,

electrons, and x-rays [187–189]. There are a few different types of IP (BAS-MS,

BAS-SR, BAS-TR) that have differing compositions however, most contain an

active layer (typically a BaF compound) laid between a protective CH layer and

dark, magnetic backing, shown in Figure 4.9(a). The IP used for data collec-

tion in this thesis, most prominently in the electron spectrometer (Chapter 6),

is predominantly BAS-TR, which does not feature a protective layer. This has

the advantage of offering higher sensitivity to lower energy radiation due to the

decreased attenuation before the detecting medium.

When IP is subjected to radiation, energy is deposited into the active medium

which excites electrons into a metastable state. The signal from the IP can then
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be retrieved by exposing the IP to a red laser which induces photo-stimulated

luminescence (PSL), shown in Figure 4.9(b). This de-excites the electrons which

emit photons that can then be detected. This process takes place in an IP scanner,

wherein a 632 nm laser is scanned across the IP. The 390 nm PSL photons are then

detected through a combination of photomultiplier tubes (PMTs) and amplifiers.

The location and intensity of the emitted photons, detected by the PMTs as

they are scanned across the IP, can then be used to generate an image of the

incident radiation. This readout process removes from 60-90% of the stored

signal, depending on the scanner [190]. The PSL signal is then converted to

a digital image which indirectly represents the signal on the IP. The relationship

between the photo-stimulated luminescence emission (PSL) and the signal on the

IP, IPraw, is given by

PSL =

(
Res

100

2)(4000

S

)
10

(
L IPraw

2G−1
−0.5

)
(4.4)

where PSL is the intensity of the PSL emission, Res is the scanner resolution,

S is the scanner sensitivity, L is the scanner latitude, and G is the scanner bit

depth.
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Figure 4.9: (a): schematic of the composition of BAS_TR image plate and, (b), a schematic
showing the transition of electrons within metastable states when IP is subject to ionising

radiation and laser light which stimulates PSL.

To process the signals from the imaging plate data, the image plate must be

scanned until the charge-coupled device (CCD) within the scanner is no longer

saturated by the PSL emission. By performing a calibration on the scanner to

predict the signal loss on each scan, the original signal, S(1), from the IP can

be calculated. This formula has the form S(1) = S(N)e−A(R#−1) where S(N)
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is the unsaturated signal, A is the rescan coefficient and R# is the number of

rescans required to retrieve an unsaturated signal. From this, the signal can be

converted to the number of particles incident on the IP, depending on the particle

and energy dependent sensitivity of the IP. Measurements of IP response to x-ray

photons and electrons can be found in [187–189].

4.2.2 Scintillators

Scintillators are materials that are able to convert the energy from incident ra-

diation into more readily detectable optical photons. Unlike IP, scintillators do

not require a scanning phase to retrieve the data as, typically, the scintillation

states are short-lived, and can therefore be used in ‘online’ diagnostics. This is

beneficial as high-power lasers tend towards higher repetition-rates. Scintillators

are typically split into two types: organic and inorganic [191]. In organic scintil-

lators, it is the transition of electrons between internal energy levels that causes

the emission of optical photons. Incident radiation excites electrons in higher

energy states which then decay either directly in a process known as fluorescence,

or through a longer-lifetime path through a triplet state, which is the process

of scintillation. In inorganic scintillators, electrons are instead freed from their

parent atoms and will go on to excite more electrons through collisions. These

free electrons will eventually decay through an intermediary energy level, present

because of impurities in the material, emitting optical photons. The impurities in

inorganic scintillators are known as activators or dopants. The scintillation pro-

cess of an inorganic scintillator is shown in Figure 4.10. In each mechanism, the

electrons will eventually reset to the ground state, in timescales from nanoseconds

to microseconds depending on the material [191]. Examples of inorganic scintilla-

tors are CsI and LYSO, the latter of which is employed in the x-ray spectrometer

used and developed within this work.
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Figure 4.10: Energy level diagram showing the electron transitions in an inorganic scintillator.

4.2.3 CMOS and CCD Cameras

Complementary metal-oxide-semiconductor (CMOS) [192] and charge-coupled

device (CCD) [193] sensors are used in diagnostics presented in this thesis. CMOS

cameras are used to capture scintillator emission within the linear absorption

spectrometer (LAS), used in the experiments reported in Chapters 6 and 7. CCD

and CMOS cameras are commonly used as detectors in the diagnosis of laser-solid

interactions.

Sensor chips are typically split into pixels, within which potential wells are

contained. Both CMOS and CCD technologies utilise the photoelectric effect to

convert incident photons into electrons. However, the main difference between

them is that CMOS sensors have an amplifier within each pixel, whereas the

charge is passed vertically through pixels in a CCD before being amplified in a

single amplifier. CCD sensors are limited by the rate of charge transfer and suffer

a lower dynamic range compared to CMOS sensors due to finite charge capacity

within each pixel.

Each sensor has an intrinsic quantum efficiency (QE), which is defined as the

number of electrons produced per incident photon. A QE of 100% would mean

that one electron is produced for each incident photon. Typically, the QE of a

sensor depends on the wavelength of light incident upon it. The QE curves, as

a function of incident photon wavelength, for the CMOS camera used within the

LAS x-ray diagnostic are shown in Figure 4.11 [194]. The maximum emission

wavelength of LYSO, the scintillator used in the LAS is 420 nm, for which the

CMOS sensor has a roughly 15% drop in QE compared to the peak at 500 nm
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[195]. This is counteracted by the higher light yield from LYSO compared to

other scintillators, such as BGO which emits green photons [101].

Figure 4.11: Quantum efficiency as a function of wavelength for the Allied Vision Manta G-235
camera, used in the LAS x-ray diagnostic [194].

4.3 Diagnostic methods

In the pursuit of understanding the physics of ultra-intense laser-solid interac-

tions, precise diagnostic tools are essential. This section details the key diag-

nostic methods employed, including a linear absorption spectrometer, electron

spectrometer, and K-α x-ray imaging diagnostic, each of which plays a critical

role in capturing and characterizing high-energy emissions. Each of these meth-

ods utilise the detection methods detailed in the previous section. The linear

absorption spectrometer, in particular, is an essential diagnostic in the work pre-

sented in this thesis. The development of this x-ray spectrometer, discussed in

Chapter 7, is instrumental in refining the ability to deconvolve complex x-ray

spectra, despite challenges related to signal uncertainties. Alongside this work,

the electron spectrometer provides insight into fast electron populations, while

the K-α x-ray diagnostic is crucial for spatially resolving characteristic x-ray emis-

sions. Together, these diagnostic tools form a complementary suite for probing

the complex dynamics of laser-driven interactions. It should be noted that there

are many other methods relevant to the diagnosis of laser-solid interactions, such

as proton and neutron detectors and reflected laser light diagnostics, which were
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not used in the work reported in this thesis.

4.3.1 Linear absorption x-ray spectrometer

In order to characterise the x-rays originating from laser-solid interactions, an x-

ray spectrometer was used. The spectrometer is a linear absorption spectrometer,

first reported in Rusby et al. [196] and, later, in Armstrong et al. [197]. The

spectrometer consists of an array of ten 2 mm LYSO scintillators separated by

plastic spacers and, in the latter half of the array, 2 mm tungsten filtering. Each

LYSO crystal is wrapped in white PTFE tape which acts to increase light yield

by enabling multiple scatters within the crystal before exiting out of the face

directed to the camera. The crystals and filtering are held within a 3D printed

frame that keeps the emission of each individual crystal optically separate. A

CMOS camera is used to capture the scintillator emission produced by incident

x-rays. The lens used must have as high a numerical aperture as possible to

maximise light collection. As such, the lens used in this diagnostic is an F/0.95

lens. The setup of the spectrometer, alongside images of the scintillator array, is

shown in Figure 4.12.

A method of reconstructing incident x-ray spectra from the scintillator signals

was reported in Armstrong et al. [197]. The process of extracting the data

and the following algorithm for data analysis are shown in Figure 4.13. For

the analysis of the spectrometer data presented in this work, it is assumed that

an x-ray distribution comprising two or more temperature components is being

measured. The method in [197] explicitly avoids using the generalised flux ratio

of temperature components, RChen, proposed in Chen et al. [55, 198], by directly

solving for each flux component. Using this method, the distribution of the

incident spectrum, F (Eγ), as a function of photon energy, Eγ, is treated as being

the sum of multiple spectral shapes, where each component, fi, is dependent

on photon energy, photon flux, ni, and a control parameter, Ti. This can be

described by
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Figure 4.12: Example LAS x-ray spectrometer setup. (a) is a schematic of the spectrometer
design showing the grey plastic housing with CMOS camera and lead enclosure for the scin-
tillator crystals and filtering. External to the spectrometer housing is a magnet which is used
to deflect electrons and a collimator which isolates x-rays from the interaction. (b) is a 3D
schematic of the scintillators and lead housing. (c), photograph of the scintillator array, and

(d) is an example measurement image from the spectrometer.

F (Eγ) =
N∑
i=1

nifi(Eγ, Ti). (4.5)

For Boltzmann and Maxwell-Boltzmann spectral shapes the control parameter

is given by the temperature of the spectrum. It is noted in [197] that fi has a

subscript i to note that it is possible to consider multiple spectral shapes as well as

components. This is important as the nature of the different possible components

have different origins and hence different distributions.

The measured scintillator signals, Mk, are thereby a product of the above

spectral shape and the response matrix, Γ, integrated over all energies and are

given by

Mk =

∫ ∞

0

F (Eγ)Γ(k,Eγ)dEγ, (4.6)

where k is the crystal or scintillator layer. The fitting routine solves for F (Eγ)

by using a trial solution that is the combination of a predetermined number of
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Figure 4.13: A flowchart illustrating the LAS analysis. Firstly, the experimental measurement
of the scintillator emission is made with the CMOS camera and the images are then processed
and analysed. Then, the average scintillator signals and uncertainties are passed to the analysis
algorithm, which generates ‘expected’ scintillator signals for a grid of temperature pairs. These
are compared to the experimental data and their fit (or merit) is quantified. A finer scan is
performed about the area of lowest merit or best fit. The temperature pair with the best fit
is then outputted by the algorithm. The uncertainty is calculated by performing this process
with the scintillator signals varied randomly within experimental uncertainty. The spread of

solutions gives the uncertainty in the output values.

components and spectral shapes.

In practice, this fitting routine is applied twice, once over the full temperature

range given and again around the rough optima found by the first pass. The

terminology used in Armstrong et al. [197] is ‘sparse’ and ‘fine’ reconstruction.

An example sparse-reconstruction merit grid is shown in Figure 4.14, wherein the

most-likely spectral solutions are found in the areas of lowest merit. Around this

solution, a finer-resolution scan is performed to find the area of minimum merit in

the localised region. An example flow chart illustrating the steps in the analysis

process is shown in Figure 4.13.

4.3.2 Spectrometer image analysis

As the reconstruction error is dependent on the standard deviation of the scintil-

lator crystals within the image, it is imperative to remove noise caused by direct

x-ray and particle hits on the camera chip (so called ‘hard-hits’). In order to
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Figure 4.14: Example sparse-reconstruction LAS analysis merit grid, with merit value given as a
function of T1 and T2. Areas of low merit (darker) indicate more likely temperature solutions for
the measured scintillator signals. In this phase of reconstruction, a large range of temperatures

are considered, typically from 10 keV to around 25 MeV.

a) b)

Figure 4.15: a) An example data image, with the scintillators lit up by incident x-rays, with
bounding boxes overlaid to show the sample areas for the fitting. This image is prior to image
processing and includes ‘hard-hits’ on the camera chip. (b) shows the image post-processing

and the ROIs of each crystal in red.

do this, a high-pass filter is applied to the image to extract the bright regions

caused by hard-hits, which is then subtracted from the original image. A section

of the image not containing signal is then sampled for background noise from

the camera chip and, more prominently, optical light leakage into the diagnostic.

Once the image has been processed in this manner the crystal region of interests

(ROIs) can be defined. To decrease the signal uncertainty it can be useful to en-

sure the ROI for each crystal remains spatially inside the crystal, so as to avoid

a low background signal increasing the standard deviation. Examples of pre- and

post-processing spectrometer images are shown in Figures 4.15(a) and 4.15(b).

The LAS x-ray diagnostic was used for bremsstrahlung x-ray measurements in

experimental campaigns on both the Vulcan Petawatt and PHELIX lasers, pre-

sented in Chapters 6 and 7. Chapter 7 largely focuses on further development of
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the spectrometer for higher intensity laser-solid interactions (above 1021 Wcm−2),

where the bremsstrahlung x-ray spectrum tends towards temperatures that are

not easily deconvolved with the current diagnostic design. As such, many of the

results presented using this diagnostic focus on the total signal of the diagnostic,

which directly corresponds to the total energy yield of bremsstrahlung x-rays,

rather than direct spectral deconvolution. The focus of the final chapter is on

the improvement of the diagnostic design to produce more accurate temperature

reconstructions.

4.3.3 Electron spectrometer

In laser-solid experiments, a fraction of the electron population accelerated by the

laser leave the rear of the target, escaping the target sheath fields. These electrons

leave the target over an angular range centred on the the laser axis or target

normal, depending on the method of electron acceleration [199]. It is possible to

detect these electrons using an electron spectrometer. The electron spectrometer

is an energy-resolving electron diagnostic, featuring a permanent magnet which

produces a deflection in the trajectory of electrons which is dependent on their

velocity, charge, and the magnetic field strength. The electron population is

sampled through a pinhole in order to limit divergence of the beam that would

result in a loss of energy resolution due to the spread of signal on the IP. Behind

the magnet is a strip of BAS-TR image plate (IP) on a parabolic curve. As the

electrons are deflected by the magnet they hit the IP, the geometry of which is

shown in Figure 4.16. From the position of the signal on the IP a spectrum can

be recovered. The PSL signal to number of incident electrons was calibrated, and

is reported in Tanaka et al. [187] for BAS-TR IP.

In order to resolve the energy of the electrons from the IP data, the motion of

the electrons as they pass through the magnet must be considered. The motion

of an electron as it passes through the magnet is determined by the Lorentz force

equation (Equation 2.6). The path of the electron in the plane perpendicular to

the magnetic field can be shown to be a circle of radius Relec = v/ωg. Therefore,

as the electron exits the magnetic field, its angle is given by sinθ = Lm/Relec,
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Figure 4.16: Image of an electron spectrometer, with accompanying illustration which shows the
deflection of electrons according to their kinetic energy. Example data from the spectrometer

is shown, which is extracted from the IP positioned on the parabolic curve.

where Lm is the length of the magnet. Using this, and the distance between the

magnet and the curved imaging plate, the deflection of the electron along the IP

can be calculated as a function of electron energy. The deflection of a 1 MeV

electron as a function of distance is shown in Figure 4.17, with the position and

strength of the magnetic field shown in the colour bar.
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Figure 4.17: Deflection of a 1 MeV electron as a function of distance x and y as it travels
through a magnet (green). The colour bar represents the strength and spatial position of the

magnetic field and the black parabolic curve represents the position of the IP.
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4.3.4 K-α x-ray imaging

In Frazer et al. [179], a copper K-α x-ray diagnostic was used to diagnose target

electrons. This diagnostic is used to image the Cu K-α x-rays emitted from laser-

plasma interactions and, by extension, to characterise the fast electron population

within the target. For example, the diagnostic has been used to diagnose electron

divergence [57, 58] and refluxing [99, 100, 200]. Additionally, K-α x-rays have

been used to study the evolution of laser-solid interactions, with time-resolved

diagnostics [201, 202]. K-α sources from laser-solid interactions have also been

recognised as potential x-ray sources for radiography and imaging [35, 63, 120].

The targeted line emission is produced when an electron from the K-shell of

an atom is ionised by a collision with a fast electron. An electron from the L-shell

then decays, emitting a characteristic x-ray photon (with an energy of 8.048 keV

for the copper K-α transition). Figure 4.18(a) shows the energy level transitions

involved in this process.

K-α x-ray yield measurements from [179] are presented in Chapter 7 to aide

the results discussion. The copper K-α imaging system, used in combination with

the Vulcan Petawatt laser for the results presented, consists of a spherically bent

Bragg crystal and an IP detector. K-α x-rays from the interaction are reflected

and imaged onto the IP by the Bragg crystal. The energy of photons collected by

the crystal is highly dependent on their incidence angle onto the crystal, with an

angle given by the Bragg angle, θBragg = sin−1(nλKα/2d), where λKα is the K-α

photon wavelength (related to the photon energy) and d is the crystal spacing.

The focal length of the crystal is given by its radius of curvature, the geome-

try of which is illustrated in Figure 4.18(b). These Cu K-α x-ray measurements

are presented in combination with bremsstrahlung x-ray yield measurements in

Chapter 7 to diagnose the electron populations generated by laser-solid interac-

tions with intensities above 1021 Wcm−2, and to guide the development of an

x-ray spectrometer that can be used at such intensities.

82



Chapter 4. Methodology

L
Kα photon

K

M+ energy levels

Kα Source

Bragg 
Crystal

Detector
a) b)

Radius of 
Curvature

Figure 4.18: (a): electron energy transitions leading to K-α emission. An electron is freed from
the atom by a collision with a fast electron, represented by the red circle and arrow, and an
L-shell electron decays to the empty K-shell. (b): geometry of the Cu K-α detector, showing
the spherically bent Bragg crystal that directs and focuses the x-ray radiation from the K-α

source to the image plate detector.

4.4 Numerical modelling

In the study of laser-solid interactions, modelling is a necessary and powerful tool

to aid the understanding of experimental measurements. The interaction between

lasers and solids, including x-ray emission, can be modelled using particle-in-cell

(PIC) codes. Additionally, Monte-Carlo modelling is an important diagnostic in

modelling both x-ray emission and energy deposition, and is used in this work

both to simulate bremsstrahlung x-ray spectra from solid targets and to model

the energy deposition of x-rays into the absorption-based x-ray spectrometer,

described above.

4.4.1 Monte Carlo modelling

Monte Carlo methods operate by using repeated random sampling alongside ran-

dom number generation. The intent is to use randomness, typically pseudo-

random numbers generated by a deterministic algorithm, to solve problems that

are deterministic in nature [203]. The Monte Carlo code, GEANT4 [204], is used

throughout the work presented here to simulate the emission and absorption of

bremsstrahlung x-rays. GEANT4 uses pseudo-randomness, in combination with

known probabilities of physical events, to calculate the scattering and energy loss

of particles as they propagate through a medium. Whilst these codes do not
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explicitly model laser-plasma interactions, they can be a useful tool to simulate

the scattering and energy loss of electrons as they pass through a target. In the

work in this thesis, Monte Carlo codes are used to model the propagation of hot

electrons through material and, more specifically, the x-ray photons that are pro-

duced in such a process [187]. In addition, the deposition of energy by electrons

and x-rays into scintillator arrays was also modelled using this method.

In GEANT4, detector geometries, material geometries, and particle inputs

can be user-defined, which allows for the simulation of complex geometries (such

as the x-ray spectrometer used for measurements presented in Chapters 6 and

7). Each particle is inputted one at a time and is tracked as it passes through

the defined material and detector geometries. Particles, and any secondary or

‘daughter’ particles produced, are tracked until the particle reaches a minimum

energy or exits the simulation box. To simulate the interactions of these particles,

GEANT4 contains a range of physics tables which cover a wide range of nuclear

processes and interaction cross-sections for particle energies from tens of eV to

tens of GeV. Random number generation, alongside a large number of input

particles, is used in combination with these tables to model electron behaviour

and the resulting x-ray emission for the work in this thesis.

The disadvantage of using GEANT4 is that collective behaviours, such as

electron beam filamentation, cannot be modelled as input particles are each indi-

vidually considered. Nor can behaviours such as electron refluxing, which would

require the inclusion of electric fields around the target. As the bremsstrahlung

spectra generated using GEANT4 reported in this thesis are informed by electron

spectra produced using laser-plasma simulation tools (Section 4.4.2), electron re-

fluxing is independently modelled. It is also shown in Chapter 7, that the numer-

ical modelling of electron spectral distributions due to refluxing can be combined

with Monte-Carlo modelling to produce more ‘realistic’ x-ray spectra.

4.4.2 Particle-in-cell modelling

In the study of ultra-intense laser plasma interactions it would be ideal to fully

and completely model plasma dynamics. With the large numbers of particles in-

84



Chapter 4. Methodology

volved, with particle densities around 1029 m−3 for a solid density target, alongside

the collective behaviours due to the electromagnetic fields produced by dynamic

charged particles, this is computationally impossible. A solution to this is pro-

vided by particle-in-cell (PIC) codes. In such codes, the distribution function is

split into so-called macro-particles, which act as a collection of many real par-

ticles. The motion of said macro-particles, which are defined to have the same

properties as the constituent particles, e.g. charge to mass ratio, is then approx-

imated by the Lorentz force.

In PIC codes, the plasma is modelled using a kinetic description within which

a distribution function of the form fs(r⃗, p⃗, t) is used to describe the probability

that a particle will be found at a certain point in position-momentum space

at any point in time. The Vlasov equation gives the evolution of this function

where the effect of collisions can be ignored which, in a plasma where the plasma

frequency is much greater than the collision frequency of the constituent particles,

is appropriate [205]. The Vlasov equation is given by

∂fs
∂t

+ v⃗ · ∇fs +
q

m

(
E⃗ + v⃗ × B⃗

)
· ∂fs
∂p⃗

= 0 (4.7)

Still, solving this equation for each particle remains computationally expensive

due to the number of particles and number of dimensions in both position and

momentum space. As previously noted, this is solved by splitting the function

into macro-particles, to which the Lorentz force can then be applied.

As collisions are neglected by the Vlasov equation, collisions are typically not

treated within the PIC code, although modules can exist to calculate collisions,

and macro-particles can occupy the same space without perturbation. Macro-

particle motion and the associated electromagnetic fields are described using the

following equations:
dr⃗

dt
= p⃗ (4.8)

du⃗

dt
=

q

m

(
E⃗ + v⃗ × B⃗

)
(4.9)

∂B⃗

dt
= −∇× E⃗ (4.10)
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∂E⃗

dt
= c2∇× B⃗ − j⃗

ϵ0
(4.11)

where u⃗ = γv⃗ and j⃗ is the current density. Provided that ∇ · B⃗ is true at

the beginning of the simulation it will remain satisfied throughout. Within the

code, these macroparticles are distributed about the grid and can be defined by

different ‘shapes-functions’ or distributions. Such shape-functions can take the

form of discrete top-hat functions or, in the case of this work, splines which take

the form of triangles [206]. More complex particle shapes are required to limit

self-heating within the code as these have the effect of smoothing particle currents

on the grid [207].

The electric and magnetic fields are defined on a Yee staggered grid [208].

In this process, a cyclical method known as the finite difference time domain

(FDTD) is used to determine the evolution of the electric and magnetic fields,

and the evolving particle trajectories by approximation. In the PIC code EPOCH,

which is used in this thesis, the fields are calculated on half-integer and integer

time-steps [206]. The electric and magnetic fields are first advanced from n to

n+ 1/2 using the current density at time-step n using the following equations

E⃗n+1/2 − E⃗n

∆t/2
= c2∇× B⃗n − j⃗n

ϵ0
(4.12)

B⃗n+1/2 − B⃗n

∆t/2
= −∇× E⃗n+1/2 (4.13)

where ∆t is the time-step size defined by the Courant-Friedrichs-Lewy (CFL)

condition. These fields can then be inserted into the equations of motion, which

pushes the macro-particles to a new position, updating the current density, j⃗n+1.

With this new current density value the fields can then be updated for the n+ 1

time-step.

The new particle positions can then be interpolated onto the grid, with a

particle ‘weight’ defining the fraction of a macro-particle at a given grid position,

shown in Figure 4.19(a). The flux of macro-particles on the grid gives the current

density, which means the cycle can begin again and repeat iteratively. Through
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this method, all fields can be defined simultaneously within the same time-step,

whilst also obtaining the half-integer time-step values required for the particles

to be pushed. A flowchart of this algorithm is shown in Figure 4.19(b).
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Particles de�ne 
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a) b)

Figure 4.19: (a): an illustration of macroparticles on the PIC grid, where positive and negative
macroparticles are represented by the red and blue points, respectively and (b), a flowchart of

an example PIC algorithm.

While PIC simulations are a powerful tool for investigating and diagnosing

laser-plasma interactions, there are a number of potential problems and limita-

tions that need to be considered. Firstly, there are spatial and temporal reso-

lutions that must be met within the simulation. Spatially, the simulation must

resolve the Debye length so that the plasma is accurately modelled. Otherwise,

numerical heating can occur, which is an artificial heating of the plasma that

results from the electric fields being aliased over multiple adjacent cells so that

the Debye length can be resolved. In the temporal domain, the resolution has to

be high enough to resolve the highest frequencies of the system. In laser-plasma

interactions, it is of utmost importance that the electron plasma frequency is

resolved as this is key to the plasma dynamics. Therefore, the time-step crite-

rion that must be obeyed at all times is ∆t ≤ ωp. Also of importance is the

cyclotron frequency, ωc, which, when strong magnetic fields are present, must

also be resolved.

Another issue is that of excess numerical noise that can be introduced when

the number of particles per cell is too low. There is no definitive criterion to
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reach here, but the validity of the code can be determined by convergence testing

the code by adding additional particles until the output remains fixed. Numerical

noise will always exist in PIC simulations, for example in the low-flux, high-energy

tails of particle distributions which are represented by very few macroparticles.

Additional limitations are placed on PIC simulations by their computation-

ally expensive nature. Due to the above requirements on spatial and temporal

resolution, alongside the restrictions on available computational resource, it can

be prohibitively expensive to fully simulate a laser-plasma interaction in 3D. As

such, it is often necessary to lower the number of spatial dimensions and simulate

the interaction in 2D. This can have a number of effects on the interaction, for

example affecting plasma expansion and the scaling of laser intensity with focal

spot size due to the distribution of laser energy in 2D. Additionally, the significant

effects of pre-pulses and ASE pedestals cannot be modelled in PIC simulations as

the timescales are too long and the intensities are too low. However, a pre-plasma

can be manually added to the simulation to simulate the effects of preheating by

pre-pulses and ASE on the target.

The bremsstrahlung and synchrotron modules within the PIC code EPOCH

are used to generate x-ray spectra for ultra-intense laser pulses. In the bremsstra-

hlung module, a Monte Carlo algorithm is used to simulate the processes of x-ray

emission, using the methods in Wu et al. [209] and Vyskocil et al. [210]. The

bremsstrahlung emission is modelled as a transport process where an electron

propagates through a medium and undergoes scattering events, wherein the final

electron energy, ϵe,1 is equal to the difference of the initial electron energy, ϵe,0 and

the photon energy, ϵγ. These events are determined by a probability distribution

function (PDF) and the differential cross section (DCS) for bremsstrahlung emis-

sion, the integral of which diverges as the photon energy, ϵγ, approaches zero.

Due to this, a minimum, or cut-off, photon energy must be specified, ϵcut. The

DCS is given by

dσ

dϵγ
=

Z2

β2

1

ϵγ
χ (Z, ϵe,0, κ) (4.14)

where Z is the atomic number, β = ve/c, ve is the electron velocity, and κ = ϵγ/ϵe,0

88



Chapter 4. Methodology

is the reduced photon energy [210]. The scaled DCS, χ (Z, ϵe,0, κ), is read from

a pre-calculated table and integrated over the photon energy to obtain a cross

section, σ, for each ion species in the simulation.

Within the PIC loop, the ion density, ni, is calculated for each cell and, for

each electron velocity, ve, a random number (between 0 and 1) is compared to the

the emission probability, g = niveσ∆t, where ∆t is the length of the simulation

step. If the probability is larger than the random number generated, a photon is

produced with a momentum parallel to the electron motion and a reduced energy,

κ, according to the PDF:

p (ϵe,0, κ) =
1

κ
χ (Z, ϵe,0, κ)Θ (κ− κcut)Θ (1− κ) (4.15)

where Θ is the Heaviside step function – Θ(x) = 0 for x < 0, and Θ = 1 for x ≥ 0

[211], and κcut = ϵcut/ϵe,0 is the reduced cut-off energy. The PDF value is inter-

polated from the pre-calculated tables of χ (Z, ϵe,0, κ), and κ is evaluated using

the methods in [212]. The electron momentum is then modified and the process

is repeated for each ion species in a random order. This process is evaluated in

each time step.

The QED synchrotron module works similarly, using a Monte-Carlo method,

first realised in [213], to determine whether a photon is emitted in each time step

[145]. In this algorithm, the probability of a photon emission event with optical

depth, τem, is calculated and is given by

P (t) = 1− e−τem (4.16)

The optical depth for each particle is given by τ(t) =
∫ t

0
λem[ηs(t

′)]dt′, where λem

is the appropriate rate of emission, and ηs is a parameter that determines the

importance of quantum effects and is a ratio of the electric field in the direction

of the electron’s rest frame, ERF and the Schwinger field, ES. When τ = τem, the

particle emits a photon of an energy again calculated by tabulated probability,

PχS
= (ηs, χS), where χS = (γ′ − γ)(cB/2ES) and γ is the Lorentz or relativistic

factor. The recoil for the emitting positron or electron is then calculated and the
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particle momentum is updated in the PIC code.

4.4.3 Summary

In summary, the laser systems and diagnostics used to make measurements of

laser-solid interactions reported in this thesis, are described. It is shown that, to

perform a laser-solid experiment and explore the underlying physics, it requires

an array of different technologies, including well-optimised laser systems and a

plethora of diagnostic equipment. As such, modelling is shown to be a necessary

technique to complement the array of diagnostic equipment which helps to resolve

the underlying physics. In the following chapters, the use of the modelling and

experimental methods described within this chapter are reported with a view

to diagnosing x-ray emission from laser-solid interactions and improving existing

x-ray diagnostics.
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The role of focal spot size and

pulse energy in bremsstrahlung

and synchrotron production in

thick targets

5.1 Introduction

Laser plasma interactions have long been identified as a source of high energy x-

rays [9, 35, 55]. With the recent development of high-power, high-repetition rate

lasers it has become possible to probe and image matter using x-rays from a high

repetition-rate source [214, 215]. Laser-driven x-ray sources have also long been

seen as an alternative to cathode-ray x-ray tubes and linac sources, due to their

ability to achieve high brightness, high photon energy, ultra-short pulse duration,

and small source size simultaneously [36]. In laser-solid interactions at currently

available laser intensities, up to 1021 Wcm−2, the bremsstrahlung mechanism is

the dominant effect for generating high energy x-rays and has been studied with

the intent of exploring industrial applications [36, 37, 216, 217]. However, as new

facilities come online that can achieve intensities up to 1022-1023 Wcm−2, such as

the ELI-Nuclear Physics 10 PW laser in Romania [20, 21, 218], the synchrotron

x-ray production mechanism becomes relevant, but not dominant. With both the
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bremsstrahlung and synchrotron emission mechanisms present, it is important to

optimise for synchrotron emission and to distinguish between the signals of each.

Partially laser-driven synchrotron sources have been used before, however,

they typically use the interaction between a laser pulse and an underdense, coun-

terpropagating electron beam from a more conventional accelerator. Eggl et al.

[219] reported the use of a laser and counterpropagating linac electron beam to

generate bright flashes of synchrotron x-rays to image a mouse embryo. It is

therefore feasible that a laser-driven synchrotron source can be used to image not

only dense matter but biological matter. The downside of this methodology is

that an electron beam generated by a linac, or other RF accelerator, is required,

which is expensive and large in size. Additionally, the brightness of the source

is limited by the amount of charge in the electron bunch. True laser-driven syn-

chrotron sources would remove the need for a linac. The benefit of the synchrotron

emission mechanism is that it can be highly directional, due to the nature of the

interaction. Since the electron quantum parameter is maximised when electrons

counterpropagate with the laser pulse, synchrotron emission can be highly direc-

tional in either the forwards or backwards direction. Having a small and highly

directional source has the desired effect of achieving higher imaging resolutions.

In addition, it is becoming more common to see shorter pulse durations and

tighter focusing geometry used to achieve higher laser intensities. Increasing the

pulse energy requires larger beam optics and gratings in order to keep the fluence

below the damage threshold, which has a limit both in cost and manufactura-

bility. The largest grating optics currently available are around one meter in

diameter, which constrains the beam size and, therefore, increasing laser inten-

sity by increasing the pulse energy is not available. Tighter focusing and lower

pulse durations are therefore used to increase the laser intensity. Achieving an

additional order of magnitude in intensity requires only a 3.3× reduction in spot

size, assuming the encirlced energy remains the same, whereas increasing the en-

ergy by a factor of 10 requires a huge development. As higher laser intensities

are required to examine the mechanisms of synchrotron emission, it is important

to understand the effects of achieving higher intensities, i.e. by increasing laser
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pulse energy and decreasing focal spot size, on laser-plasma interactions and,

specifically, x-ray production.

5.1.1 Optimising synchrotron emission

At higher laser intensities the electron quantum parameter, χe, outlined in Equa-

tion 3.26. increases and the electrons can become increasingly relativistic. Ad-

ditionally, as the electric field strengths present approach the Schwinger limit

(ES = 1.32× 1018 Vm−1) [25], the field strength at which electron-positron pairs

can be produced from vacuum, QED effects and gamma-ray production can start

to dominate the interaction. It is important to note that this field corresponds

to an intensity of 4.6× 1029 Wcm−2, which is many orders of magnitude greater

than laser intensities achievable in the near future. Accelerating electrons to

high energies means that intensities where quantum processes start to occur are

becoming accessible in the centre of mass frame of reference when electrons coun-

terpropagate with the strong laser field. At high intensities of 1021 Wcm−2, both

the synchrotron and bremsstrahlung emission mechanisms are present, producing

broadband x-ray spectra over very similar energy ranges [73]. At higher intensi-

ties, above 1022 Wcm−2, synchrotron emission dominates over bremsstrahlung in

numbers as the bremsstrahlung mechanism saturates, due to electrons at higher

energies becoming radiative as opposed to collisional, but at the lower laser inten-

sities typically experimentally available the signals can be equivalent, depending

on the choice of target material and thickness [71–73, 220]. For investigations

of synchrotron radiation on present laser systems, the bremsstrahlung emission

therefore acts as a strong source of experimental background, hiding an underly-

ing synchrotron signal.

There have been many computational studies focused on the optimisation and

detection of synchrotron radiation in the presence of a simultaneously abundant

bremsstrahlung x-ray source [73, 220]. In Goodman et al. [73] a computational

study of the effects of several laser parameters on synchrotron and bremsstrahlung

emission is reported, using a combination of PIC modelling and Bayesian optimi-

sation. This work was concentrated on the use of ultra-thin targets undergoing
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transparency, and target thickness, pulse duration, focal spot FWHM, and laser

intensity were varied over multi-parameter scans. For the laser intensities studied

(3.16 × 1021 - 1023 Wcm−2) it was found that the synchrotron emission was most

efficient for the smallest spot size and shortest pulse durations as these resulted

in the highest incident laser intensities. Of the two parameters, the spot size

has a more notable effect on the laser-to-synchrotron conversion efficiency as the

spot FWHM has an inverse square relationship to the laser intensity. Conversely,

the laser energy-to-bremsstrahlung conversion efficiency is higher for the thick-

est targets (micron-thick), but still increases in efficiency with increasing laser

intensity.

This enhanced energy conversion efficiency for synchrotron production is likely

due to a phenomenon reported in Ridgers et al. [28]. The the EPOCH PIC code

was used to simulate the interaction of a laser pulse of intensity 4 × 1023 Wcm−2

with a 1 µm-thick Al target. The spot size used in the simulation was equal to

the laser wavelength, 1 µm. In these conditions, “prolific” γ-ray production was

reported at the holeboring front, where the laser is reflected from the critical sur-

face. This is later attributed [70] to skin-depth emission wherein a standing wave

is established within a few skin depths of the target, the backward component of

which interacts with ponderomotively accelerated, forward-moving electrons. Not

only laser focal spot size but also the spatial intensity profile will have an effect

on the holeboring front, which can be expected to have an impact on synchrotron

production.

Generally, modelling-based work on synchrotron emission uses near-diffraction-

limited spots sizes around a micrometer FWHM, due to the strong relationship

between energy conversion efficiency and intensity. As shown in the work reported

in Wilson et al. [109], small spots achieved experimentally by tight focusing op-

tics have large and relativistically intense airy disks, when the peak intensity is of

the order of 1021 Wcm−2 or greater, which significantly affect the interaction. In

another study, Dover et al. [110], electron and ion acceleration was found to be

limited when near-diffraction-limited spots were used to increase the laser inten-

sity. This highlights the importance of investigating the effects of tight focusing
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to increase laser intensity when further increasing the pulse energy is intrinsi-

cally limited. There is limited experimental evidence on the influence of small

spot sizes on bremsstrahlung emission and, in this chapter, the influence of fo-

cusing geometry, spot size, and pulse energy on bremsstrahlung and synchrotron

emission is investigated through modelling.

5.1.2 Laser focal spot size and pulse energy in LPIs

With many mechanisms present within laser-solid interactions it is becoming

apparent that laser intensity is not the only parameter dictating the dynamics:

the quantities of laser focal spot size, pulse duration, and pulse energy, which

all contribute to the magnitude of the laser intensity, each have their own effects

on the interaction. Many existing models, especially those governing electron

temperature scaling with laser intensity, only consider intensity.

It was reported in Dover et al. [110] that the use of near-diffraction limited

laser focal spot sizes influences electron heating and proton acceleration. The

1.5 µm spot of the J-KAREN-P laser was defocused to produce on-target laser

intensities between 1 × 1019 and 1 × 1021 Wcm−2, which was compared to a

similar intensity range, achieved by varying the pulse energy. It was found that,

for the intensity range achieved by utilising a small focal spot and decreasing

energy, the achieved electron temperatures were lower than for the same intensi-

ties but larger spots. Through tracing 1500 electrons in two PIC simulations of

the same intensity but 1.5 and 5 µm spot sizes, it was found that the transverse

acceleration lengths were smaller for the smaller focal spot radii, indicating that

the electrons could not experience the full laser potential before being ejected

from the spot ponderomotively. An adjustment to the transverse electron mo-

mentum, pf , gained as a function of spot radius (rL), for spot radii smaller than

the transverse acceleration length, y0, was presented:

pf = a0mec[1− (1− rL
y0

)2]
1
2 , (5.1)

which predicted the electron temperature saturation that was seen experimen-
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tally.

In Armstrong et al. [101], the effects of focal spot size on bremsstrahlung

emission were considered to investigate the behaviour of recirculating electrons

within the target, again by moving the target into the focusing and expanding

beam. A penumbral foil [221, 222] was used to determine the profile of the x-

ray emission from the target. Two emission regions were found: a small central

region and a wider substrate emission. The overall x-ray yield was found to

stay relatively constant over the full defocus range, however at larger magnitude

defocus values the substrate emission was significantly brighter than the central

region. The central x-ray emission is attributed to electrons emitting in their

first pass of the target, whereas the wider substrate emission is produced by

recirculating, or refluxing, electrons [97]. This was determined by combining x-

ray yields generated using Nist ESTAR electron stopping tables and the Mora

[223] sheath model to determine which electrons can escape the target.

5.1.3 ‘Defocusing’ to investigate spot size effects

Laser intensity scans are frequently achieved in the literature by moving the target

out of the focal plane of the laser, a method known as ‘defocusing’. This method

is typically used over using different focusing geometries to achieve differently-

sized best focus laser focal spots, as this would generally require switching out

the main focusing optic in the laser path, which would be both timely and ex-

pensive considering these optics are typically larger than 30 cm in diameter. The

consideration to be made is how the laser wavefront changes away from focus. At

focus, the beam should adhere to a Gaussian spatial intensity profile wherein the

wavefront is flat. However, away from focus the spatial profile can resemble more

of a flat top distribution is the beam is not perfectly Gaussian [156]. This has

the potential to drastically change the spatial intensity profile and change the dy-

namics of the interaction. Here, the objective is to quantify the lesser-considered

effects of spatial intensity profile on electron heating and x-ray production, which

become relevant when defocusing the laser beam.

There have been many studies about the effects of defocusing the beam to
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decrease the laser intensity on target [111, 224–226]. In Rusby et al. [196] an

experiment was performed using the PHELIX laser whereby the intensity was

varied from 1017 to mid-1020 Wcm−2 by moving the target into the focusing beam.

Escaping electron numbers and temperature were measured using a wraparound

IP stack, with Fe filtering representing four different electron energies. The IP

signal was compared to the Monte-Carlo-simulated diagnostic response in order to

estimate electron temperature. A peak in electron signal at an intensity between

1018 and 1019 Wcm−2 was found, attributed to optimal self-focusing within the

preplasma, leading to a peak intensity on target. Additionally, studies have found

increased laser energy absorption for larger defocus spots. In Gray et al. [98], the

fraction of absorbed laser energy was measured using an integrating sphere within

which the target was placed. It was found that the absorption of laser energy

was higher for larger spots at the same intensities. In Brenner et al. [106], like

intensities with either higher energies or smaller spots were employed to consider

the effects of both on ion production. It was found that a ten times increase in

energy led to a 500 times increase in proton numbers, whereas decreasing the spot

size to reach the same intensity only led to a less than tenfold increase in numbers.

Considering these studies, it becomes clear that both spot size and pulse energy

play an important role in the dynamics of laser plasma interactions. A larger

spot size obtained by defocusing the beam clearly allows for the laser field to

interact with more electrons on the target surface, which causes an increase in

the absorption of laser energy. However, the amount of pulse energy available to

those electrons, which will then produce x-ray radiation, dictates the amount of

energy that can be transferred to secondary radiation. These two constituents

of laser intensity are often as important as the peak intensity with regards to

secondary radiation generation. It dictates whether, in the case of high pulse

energy, electrons are accelerated to higher energies or, in the case of a larger focal

spot, higher numbers of electrons are accelerated due to the increased size of the

interaction volume.

It is therefore important to understand how to utilise this knowledge to min-

imise emission produced by the bremsstrahlung mechanism and optimise syn-
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chrotron emission, in order to enhance our ability to measure the source of syn-

chrotron radiation. In this chapter, experimental and numerical investigations of

the production of bremsstrahlung and synchrotron radiation are reported. The

role of the focal spot size, focusing geometry, and pulse energy on the production

of secondary radiation is discussed.

5.2 Modelling

To first investigate the effect of F -number on the absorption of laser energy by

the electrons and, in turn, x-ray emission, modelling was performed using the

PIC code EPOCH 2D [206]. 2D PIC modelling was used to investigate the

effects of focusing geometry on electron dynamics and bremsstrahlung emission.

Separately, the laser energy and intensity were varied by manipulating the laser

spot size and keeping either the intensity or pulse energy constant. The laser

spot size was changed via two methods: by moving the laser focus away from the

target and thus moving the target plane into the focusing beam, and by effectively

changing the F -number of the focusing. Those two methods will be referred to as

‘defocus’ and ‘best focus’, respectively. The full range of spot sizes, F -numbers,

and intensities used are shown in Table 5.1.

For these simulations, the parameters are outlined in Table 5.2. The laser

FWHM was 2 µm at best focus and, by moving the target into the incoming

beam, on-target spot sizes of 5 µm, 15 µm, and 30 µm were achieved (aside

from the ‘negative’ defocus simulations where the target was moved away from

the laser focal plane). In the best focus simulations, the FWHM at focus was

changed to the same spot sizes as in the defocus simulations. The laser pulse has

a Gaussian temporal profile with a pulse duration of 40 fs.

F -number Spot Size (µm) Fixed E Intensity (Wcm−2)
f/2 2 at best focus & 5, 15, 30 defocus 2.5×1019

f/4.7 5 at best focus 1×1019

f/7.8 15 at best focus 3.33×1018

f/23.5 30 at best focus 1.67×1018

Table 5.1: The spot size parameters for fixed energy and intensity EPOCH 2D simulations
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These best focus and defocus simulations were run with a maximum intensity

of 2.5 × 1019 Wcm−2 and independent intensity and energy scans were run by

either keeping a constant intensity with changing spot size (Table 5.1) or by

adjusting the intensity to keep the energy within the spot constant.

2D PIC Simulation Parameters
Box Size 35 × 20 × 20 µm3

Number of Cells 17500 × 8192 cells
Pulse Duration 40 fs

Simulation Duration 150 fs
Particle Shape b-spline

Target Thickness 10 µm
Target Density 60nc

Preplasma Scale Length 1 µm
3D PIC Simulation Parameters
Box Size 30 × 20 × 20 µm3

Number of Cells 4000 × 720 × 720 cells
Pulse Duration 100 fs

Simulation Duration 150 fs
Particle Shape b-spline

Target Thickness 10 µm
Target Density 9nc

Preplasma Scale Length 1 µm

Table 5.2: Parameters for the 2D and 3D EPOCH simulations performed.

Electron spectra corresponding to the peak of the laser pulse interacting with

the target were extracted from the simulations according to their spatial position.

For example, electrons from the front of the target, electrons from within the

target, and rear target escaping electrons (with momentum ≥ 0) were sampled.

Additionally, bremsstrahlung spectra, generated by EPOCH’s bremsstrahlung

module (outlined in Chapter 4), were also extracted.

To further investigate the effects of pulse energy and spot size on x-ray pro-

duction at higher intensities, the PIC code EPOCH 3D was used. This enabled

the full 3D focal spot size effects for a few intensity ranges to be investigated.

This modelling was used to quantify bremsstrahlung and synchrotron x-ray emis-

sion for two spot sizes, at three intensity ranges. The simulation parameters are

presented in Table 5.2. The spot size was varied between 1.5 and 5 µm in order

to change the intensity by a factor of around 11 times, for constant pulse energy.
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Fixed Energy
Intensity (Wcm−2) Spot Size (µm)

4.5 × 1019, 5 × 1020 5 (Defocus), 1.5 (Best Focus)
4.5 × 1020, 5 × 1021 5 (Defocus), 1.5 (Best Focus)
4.5 × 1021, 5 × 1022 5 (Defocus), 1.5 (Best Focus)

Fixed Intensity
Intensity (Wcm−2) Spot Size (µm)

5 × 1020 1.5 (Best Focus), 5 (Best Focus)
5 × 1021 1.5 (Best Focus), 5 (Best Focus)

Table 5.3: Parameters for the EPOCH 3D simulations performed, for both the fixed energy and
fixed intensity scans.

For each energy-conserved pair of simulations, the intensities used were 5 × 1022

Wcm−2 and 4.5 × 1021 Wcm−2; 5 × 1021 Wcm−2 and 4.5 × 1020 Wcm−2; and 5

× 1020 Wcm−2 and 4.5 × 1019 Wcm−2. Intensity-conserved larger spot (5 µm)

simulations were also performed at 5 × 1021 Wcm−2 and 5 × 1022 Wcm−2, made

possible by increasing the pulse energy compared to the equivalent-intensity sim-

ulations with 2 µm focal spots. A larger target thickness of 20 µm was used for

this set of simulations as, at the highest intensities, deep holeboring occurred due

to the lower densities needed to model in 3D, required to stop numerical heating.

This has the effect of increasing the numbers of bremsstrahlung emission com-

pared to the thinner target simulations. The EPOCH QED and Bremsstrahlung

modules were used to simulate the synchrotron and bremsstrahlung emission in

each of the above cases. For both modules a lower energy threshold of 50 keV

was used to limit detection of lower energy photons emitted by the lowest energy

target electrons.

It is important to note that bremsstrahlung emission can continue long after

the peak of the pulse arrives as the electron motion and collisions within the

target continue until their energy is depleted. Synchrotron emission, however,

tends to be limited to the interaction time as the laser field needs to be present

[146]. In these simulations, particularly in 3D, it was not computationally possi-

ble to extend the simulation durations to picoseconds and, as such, some of the

bremsstrahlung emission may be missed. This has been quantified by extrapolat-

ing the bremsstrahlung emission using a power-law fit out to 5 ps. It was found
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to add an order of magnitude to the bremsstrahlung photon yield.

Uncertainties are provided for this data and are the result of the post process-

ing of the simulation data,. Uncertainties in temperature values given are from

the errors in fitting to the electron spectra, while errors in maximum electron

energies arise from the discrete nature of the histogrammed energy spectra. As

the maximum energy is taken from the histogrammed spectrum, there is an error

associated with the bin size. Large bins are required at this end of the spectrum

because the number of electrons is significantly lower and with more noise.

5.2.1 Spot size and energy dependence of electron accel-

eration and bremsstrahlung emission

In this section, the results of the 2D modelling investigating x-ray emission

with spot size and focusing geometry are presented. Here, the effects of vary-

ing spot size and pulse energy on electron acceleration and x-ray production via

bremsstrahlung are considered.

5.2.2 Fixed Intensity Modelling

In this series of simulations, the laser intensity is fixed as the laser focal spot size

was changed but compensated by increasing the pulse energy. These simulations

were performed for two focusing regimes, with best focus and defocus geometries,

in order to establish if effects of spatial intensity profile are present.

Figure 5.1 shows the electron spectra for the fixed intensity 2D PIC simu-

lations, taken when the peak of the laser pulse interacts with the target at 90

fs. Here, the spectra of different electron populations are presented: the front

surface population, Figure 5.1(a), the rear-target escaping electron population,

Figure 5.1(b), and the population internal to the target, Figure 5.1(c). The front

surface population sampled the electrons with an x-position less than 0 µm, as

this is where the front surface of the target is defined to be. The internal target

population is defined as those between x = 0 µm and x = 20 µm. The rear surface

escaping electrons have an x position greater than 20 µm and an x-momentum
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30 m Defocus: f/3.1
30 m Negative Defocus: f/3.1

Figure 5.1: (a) Front surface, (b), rear surface escaping, (c), and internal electron spectra for
fixed intensity (2.5 × 1019 Wcm−2), for best-focus spots (solid) with focusing geometries of
F -number f/4.7, f/7.8, and f/23.5. and defocus spots (dotted and dashed) for a f/3.1 focusing

geometry.

greater than zero. In Figure 5.1, the best focus and defocus cases are shown by

solid or dashed lines, respectively.

In ultra-intense laser-solid interactions, there are typically two temperature

components to the electron energy distributions [54]. The simulated electron

spectra in Figure 5.1(c) show two clear temperature components, the first ranging

up to around 3 MeV, and the second ranging from 3 MeV to around 10 MeV.

Throughout this thesis, these two components, each corresponding to a lower

and higher temperature, will be labelled T1 and T2, respectively.

The largest differences visible in the electron spectra between focusing geome-

tries are found in the front surface electron population. Here, clear differences in

both electron numbers and higher electron temperature, T2, are present, shown

in Figure 5.2. The largest differences in T2 are seen for the larger focal spots,
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Figure 5.2: (a) Lower electron temperatures, T1, and (b) higher electron temperatures, T2, as
a function of laser focal spot size for best focus and defocusing geometries for front surface

electron population.

with increases of 400 keV for the defocus compared to the best focus geometries.

The highest electron temperatures are seen for the 5 µm spot size, which has the

second highest pulse energy of the data points. The lower electron temperature,

T1, also increases slightly with increasing spot size and pulse energy, although this

effect is minimal as it is around an order of magnitude in keV, within the bounds

of uncertainty and is therefore not conclusive. There is a clear optimum in higher

electron temperature in the 5 µm case, which is consistent with the relative de-

crease in electron temperature for tight focusing reported in Dover et al. [110].

There is a clear limit to electron acceleration for the tight focusing case, which

occurs due to the decreased electron acceleration length for smaller focal spots.

To further investigate the effects of spot size and pulse energy on the front sur-

face electron population, the electron numbers and total energy within the front

surface electron spectrum are shown in Figures 5.3(a) and 5.3(b), respectively.

Within this figure, the best focus geometries are indicated by black circles, the

defocus cases are shown by red crosses, and the special negative defocus case is

shown as blue triangles. The numbers and total energies are summed for electron

energies above 750 keV, to avoid sampling the lower energy preplasma population.

However, the numbers remain constant when sampled across all energies.

Whilst the electron numbers remains constant for all spot sizes and pulse

energies (Figure 5.3(a)), the total energy (Figure 5.3(b)) contained within the

spectrum clearly increases with focal spot size and pulse energy. As the laser
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a) b)

Figure 5.3: (a), Front surface electron numbers and, (b), total front surface electron energy as
a function of laser focal spot size for best focus and defocusing geometries for fixed intensity
simulations (2.5 × 1019 Wcm−2). Fits to 5 to 30 µm points (excluding 2 µm points) are shown

in red and black for the defocus and best focus cases.

focal spot size increases, so too does the pulse energy to keep the laser intensity

constant: between the 2 µm and 30 µm focal spots there is a 15 times increase in

pulse energy. The increase in energy absorption by the front surface electrons is

steeper between the 2 µm and 5 µm focal spots than between those with larger

spots, which remains more linear with increasing spot size and energy. This

implies that there is a limitation to energy absorption in the 2 µm, tight-focusing

case. This is further exemplified by the linear fits to the rL = 5 to 30 µm points

shown in Figure 5.3(b), which both exclude the 2 µm data point. For the larger

spots, the relationship between total electron energy and spot size is linear, for

both focusing geometries. This, again, is consistent with the limitation of electron

heating for tight focusing reported in Dover et al. [110].

There is also a clear increase in the absorption of laser energy for defocused

spots compared to the best focus spots, which is also shown in Figure 5.3(b). The

pulse energy is the same for data points of the same spot size. However, there

is clearly an increase in energy within the electron spectra for the defocus spots,

with a maximum increase in energy absorption of 15% for the largest spots. This

is due to the increased spatial intensity spread for the defocus spots due to the

flat-top-like spatial intensity profile.

It is logical that the front surface population of electrons is affected not only

by pulse energy and spot size, but by focusing geometry also. However, it is
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not this population of electrons that predominantly generates bremsstrahlung -

the population of electrons that is internal to the target and is most able to

interact with target ions drives this mechanism. The electron population internal

to the target, with spectra shown in Figure 5.1(c), experiences the next largest

increase in heating, with the larger defocus focal spots producing high energy

tails similar to those achieved by using the smaller 5 µm spots. The internal

electron temperatures are shown in Figure 5.4. There, again, is an optimum in

higher electron temperature in the 5 µm case, which is not conclusive due to the

uncertainties, that suggests a limit to electron heating in for the tighter focusing.

The uncertainty in T2 for the 5 µm point lies close to the other temperatures, so

this result is by no means conclusive but does suggest that there is an optimum in

temperature. An increase in electron temperature between the defocus and best

focus geometries is also suggested by the data but is not conclusive. The increases

are smaller here than for the front surface electron population, with maximum

increases of 100 keV as opposed to the several hundreds of keV seen in the front

surface population temperatures. Again, within the uncertainties in T2, it is not

possible to conclude that there is an increase. However, the data suggests that

there may be a difference in temperature for differing focusing geometries.
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Figure 5.4: (a) Lower electron temperatures, T1, and (b) higher electron temperatures, T2, as a
function of laser focal spot size for best focus and defocusing geometries for electron population

internal to target.

The numbers and total energies for the electrons internal to the target as a

function of laser focal spot size are shown in Figure 5.5(a) and 5.5(b), respectively.

The numbers and total energies are summed for electron energies above 750 keV,
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to avoid sampling the lower energy target population (again, the numbers re-

main constant when sampled across the full energy range). The numbers slightly

increase as a function of increasing spot size and pulse energy. The difference

in numbers between the smallest and largest spot sizes is low, at 3%, however

this corresponds to an increase of 3.5 × 1016 electrons with energies above 750

keV across the spot size range. The total energies within the spectra, shown in

Figure 5.5(b), increase as a function of laser focal spot size, but only increase

by a maximum of 4% across the spot size (and pulse energy) range. There is a

suggested increase in heating between the best and defocus spots. However, this

is again minimal at around 3% for the largest focal spot.

a) b)

Figure 5.5: (a), Internal to target electron numbers and, (b), total internal to target electron
energy as a function of laser focal spot size for best focus and defocusing geometries for fixed
intensity simulations (2.5 × 1019 Wcm−2). Fits to 5 to 30 µm points (excluding 2 µm points)

are shown in red and black for the defocus and best focus cases.

The tight-focusing led limitation to electron heating is not seen in the total

electron energy for the internal electron population. Linear fits to the total elec-

tron energies for best and defocus spots are shown in Figure 5.5(b). Unlike the

front surface population, the relationship between total energy and spot size re-

mains linear for all spot sizes. Whilst the energy absorbed by the target internal

electrons is not relatively decreased at smaller spot sizes, as it is for the front

surface population, the numbers and temperature are still minimally lower than

for larger spots and pulse energies.

For the electron population internal to the target, the data suggests that the

total energy contained within the spectrum increases with increasing spot size
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and pulse energy. The effect of this on resulting bremsstrahlung emission will be

discussed later in this section.

To summarise, pulse energy and spot size have been found to have individual

effects on front surface and internal electron populations. For fixed intensity and

changing spot size (with pulse energy adjusted to compensate), it is found that

the lower electron temperatures (T1) increases linearly with pulse energy. The

higher electron temperatures (T2) however, for both electron populations, feature

an optimum at a spot size of 5 µm which corresponds to the second-highest

intensity. The T2 value at the highest intensity and smallest spot size (2 µm)

is consistently lower than for the 5 µm data points, which indicates a limitation

to electron heating for near diffraction-limited spot sizes, a phenomenon also

reported in [110]. For the front surface population, there is a clear decrease in

laser energy absorption, shown by the lower total energies seen for the 2 µm

spot, which clearly results in a lower T2 value. Conversely, the internal electron

population shows a linear relationship between pulse energy and total energy but

a small increase in electron numbers with increasing pulse energy and spot size

and overall higher T1 values. The data suggests that the T2 electron population

still experiences the same spot size limitations to acceleration as the front surface

population, and that the relatively higher fraction of energy absorption instead

results in higher T1 values and overall electron numbers.

5.2.3 Fixed Energy Simulations

Figure 5.6 shows the complementary fixed pulse energy electron spectra 2D PIC

simulations, corresponding to intensities of 1.67×1018 - 2.5×1019 Wcm−2. The

rear target electron population, shown in Figure 5.6(b), show no differences with

intensity or spot size, which suggests that the escaping electron population is

not sensitive to either. Again, the populations affected by spot size appear to

be those internal to the target (Figure 5.6(c)) and those in front of the target

(Figure 5.6(a)) which are directly interacting with the laser. Both groups are

accelerated to higher maximum energies and temperatures for the smallest spot

sizes and highest intensities.
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Figure 5.6: (a), Front surface, (b) rear surface escaping, and (c) internal electron spectra for
fixed energy EPOCH 2D simulations.

The front surface electron population, with spectral distributions shown in

Figure 5.6(a), experiences no increase in maximum energy or temperature be-

tween the smallest, 2 µm and 5 µm spots, which correspond to laser intensities

of 2.5×1019 Wcm−2 and 1×1019 Wcm−2, respectively. This shows that there is

not an increased heating of front surface electrons at the highest intensity. Stud-

ies [98, 106, 227, 228] have suggested that increasing the laser intensity should

increase laser energy absorption and as such, either a higher number of electrons

or a higher total energy of electrons would be expected. This is not seen in this

population, which suggests there is a limit to laser energy absorption when tight

focusing is applied.

The fast electron temperatures, electron numbers, and total electron ener-

gies for the front surface population are shown in Figure 5.7. An optimum in

lower electron temperature (T1 in Figure 5.7(a)) and total electron energy (Fig-
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Figure 5.7: (a), Lower temperature, T1 , (b), higher temperature, T2, and Wilks (red) [47], Beg
et al. (blue) [54], and Haines et al. (green) [48] fast electron temperature scalings, (c), front
surface electron numbers and, (d) total electron energy for front surface electron population as

a function of laser focal spot size for fixed energy EPOCH 2D simulations.

ure 5.7(d)) for the 5 µm data point can be seen. Figure 5.7(c) shows the electron

numbers within the front surface electron population, for electrons with energies

above 100 keV, which remains constant (to within half a percent) across the spot

size and intensity range. The total energy (Figure 5.7(d)) shows an increase in

laser energy absorption with decreasing spot size, however, there is a lower than

expected energy absorption for the 2 µm spot. This is reflected in the lower T1

and T2 values for this data point, which occur due to the lower amount of en-

ergy absorbed by the electron population. The electron acceleration appears to

be limited for the smallest spot size, which is in agreement with the findings in

[110].

The higher electron temperature, T2, of the electron population internal to the

target, shown in Figure 5.6(c), has a dependence on spot size and, by extension,

laser intensity. The corresponding temperatures are shown in Figures 5.8(a) and
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Figure 5.8: (a), Lower temperature, T1 , (b), higher temperature, T2, and Wilks (red) [47], Beg
et al. (blue) [54], and Haines et al. (green) [48] fast electron temperature scalings, (c), internal
electron numbers and, (d) total electron energy for internal electron population as a function

of laser focal spot size for fixed energy EPOCH 2D simulations.

5.8(b) as a function of spot size, wherein the intensity is decreasing linearly. The

lower electron temperature, T1, remains largely unchanged across the spot size

and intensity range with a 5 keV increase for the smallest spot/highest intensity.

In combination with the results from the fixed intensity simulations it is apparent

that the lower electron temperature, T1, is mostly affected by pulse energy, as it

increases with increasing pulse energy and spot size. The higher electron temper-

ature, T2, has a clear dependence on both spot size and laser intensity. At these

intensities (1.67×1018 - 2.5×1019 Wcm−2), the Wilks [47] and Haines et al. [48]

fast electron temperature scalings, shown in Figure 5.8(b), cross over at around

1019 Wcm−2. Neither are a particularly good fit to the electron temperatures,

however it is clear that the 2 µm data point is significantly below the temper-

ature predicted by the Wilks scaling. The Haines et al. scaling assumes 100%

absorption of laser energy whereas the absorption of laser energy as a function of
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intensity with changing spot size and fixed pulse energy is reported to be around

40 - 60% in Gray et al. [98], which explains why the resulting temperatures are

consistently lower than predicted by this scaling, as the electrons are gaining less

energy. The Beg et al. [54] fast electron temperature scaling provides a better

visual fit to the simulation temperatures, but underestimates the temperature

for the highest intensity, which is better described by the Haines et al. scaling.

The fast electron temperature scaling reported by Wilks [47] was derived through

PIC simulations wherein the pulse energy was increased as the spot size was kept

constant. It is clear that spot size and energy both have individual effects on the

interaction and that, by keeping the pulse energy constant, the resulting electron

temperatures are much flatter and largely lower than expected.

Figures 5.8(c) and 5.8(d) show the total electron numbers and total electron

energy for the internal electron population. There is a 1% increase in both the

total electron numbers and total electron energy for the 2 µm simulation com-

pared to the larger spots. This suggests that there is a slight increase in laser

energy absorption at the smallest spot compared to the larger spots. An increase

in laser energy absorption is expected with increasing laser intensity, which was

reported in Gray et al. [98], however, a larger increase of around 8% was shown

across the same intensity range, for fixed pulse energy and varying spot size. It

is this lower than expected increase in laser energy absorption that is causing the

flatter temperature scaling. The energy absorbed by the electron population is

not increasing with intensity as rapidly as expected and therefore the number of

accelerated electrons and their temperature are also not increasing as rapidly as

expected. With a fixed amount of energy available, it is logical that the total

electron energies are relatively static across the intensity range.

With the fixed pulse energy simulations it has been possible to investigate how

much energy is absorbed by the front surface and target electron populations. The

front surface population showed clear limiting effects on electron heating at the

smallest spot size (2 µm) with lower absorbed energies and electron temperatures

for fixed pulse energy. Optima in energy absorption and T1, and a higher than

predicted T2, were observed for the 5 µm data point, which suggests there is a
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trade off between intensity and spot size. As the spot size approaches the diffrac-

tion limit, we see electron acceleration limiting effects, such as those reported in

[110].

The total energy of the internal population decreases with laser spot size and

intensity by a small amount, which supports the idea that the decrease in laser

energy absorption with decreasing intensity is less steep for changing spot size

than changing pulse energy, seen in [98, 106]. The total electron energies and

numbers are only slightly influenced by spot size and intensity, which suggests

that bulk electron acceleration, and therefore bremsstrahlung emission, is largely

pulse energy dependent. Only at the highest intensities is there a high energy

tail to the electron spectra featuring a second electron temperature, with tem-

peratures lower than predicted by both the Wilks [47] and Haines et al. [48]

scalings.

Both spot size and pulse energy are shown to affect electron acceleration. For

both fixed and varying pulse energies, electron acceleration is found to be limited

at near diffraction-limited spot sizes, with lower than expected electron temper-

atures (T2) for both the front surface and target populations in particular. By

increasing the pulse energy and keeping the intensity fixed, the lower electron

temperatures (T1) are found to increase as a function of pulse energy. The higher

temperature tail of the spectra, however, are found to have an optimum tempera-

ture (T2), at a spot size of 5 µm. This shows that there is a trade off between spot

size and pulse energy affecting the highest-energy part of the spectrum. In the

next section, the effects of pulse energy and spot size on bremsstrahlung emission

are investigated through 2D PIC modelling.

5.2.4 Bremsstrahlung modelling for fixed energy and fixed

intensity pulses

The 2D PIC code EPOCH was used to generate bremsstrahlung emission spectra

for the above simulations. Figure 5.9 shows the bremsstrahlung x-ray numbers

for the fixed-intensity and fixed-energy simulations. In the fixed intensity simu-
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lations, the pulse energy is increasing with increasing spot size, with a 15 times

higher energy content within the 30 µm spot compared to the 2 µm (energy scales

linearly with spot size in 2D PIC simulations). The photon numbers for the fixed

energy simulations are almost constant with spot size, with only an increase of

one percent between the smallest and largest spot sizes. This highlights the large

pulse-energy dependence of bremsstrahlung x-ray photon numbers compared to

spot-size. There is a small difference in x-ray numbers for the best focus and

defocus geometries that appears to be up to 15% higher for the defocusing ge-

ometries than the best focus spots. With like-spot size simulations containing the

same amount of energy within the pulse, this indicates that there is a perhaps

a higher absorption of laser energy by the target for the defocus cases. As the

target is moved further from focus, the spatial intensity profile of the laser pulse

at the target shifts from being Gaussian to more of a flat-top distribution. This

allows the still relativistic laser pulse to interact with a larger area of the target,

generating more fast electrons.
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Figure 5.9: Total x-ray numbers as a function of spot size for each of the 2D PIC simulations,
with the fixed intensity simulations in represented by crosses (defocus) and circles (best focus),

and the fixed energy by triangles (defocus).

Bremsstrahlung x-ray numbers are found to scale strongly with pulse en-

ergy. The lower electron temperatures, total energies, and numbers (in Figures

5.4 and 5.5) were also found to scale with increasing pulse energy. As the en-

ergy within the electron spectrum increases along with the electron numbers and
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temperatures, it is expected that bremsstrahlung numbers should also increase.

As the bulk of the electron spectrum, contained within the high-flux and lower

temperature component, increases in temperature, the electrons are of higher

average energy and generate more bremsstrahlung photons [136]. For the fixed

energy simulations, the total internal electron energies and lower temperatures re-

mained fairly constant across the intensity range, resulting in largely unchanging

bremsstrahlung numbers.

It is shown that the numbers of bremsstrahlung photons emitted by target

electrons are largely influenced by laser pulse energy, whereas laser focal spot size

has little effect. However, it is shown that pulse energy, spot size, and intensity

influence the front of target electron population that is responsible for synchrotron

x-ray emission. In the next section, the effects of spot size and pulse energy on

both synchrotron and bremsstrahlung x-ray emission are considered, with a view

to optimising synchrotron emission and minimising bremsstrahlung.

5.2.5 Spot size and energy dependence of bremsstrahlung

and synchrotron emission

The influence of spot size and pulse energy on synchrotron and bremsstrahlung

x-ray emission for intensities between 4.5×1019 Wcm−2 and 5×1022 Wcm−2, is

investigated through 3D PIC modelling. In order to compare the above effects,

modelling was performed with varying spot sizes and intensities, for both con-

stant and increasing pulse energy. As outlined above, 3D PIC simulations were

performed at two spot sizes for three intensity scans, with maximum intensities

of 5×1020 Wcm−2, 5×1021 Wcm−2, and 5×1022 Wcm−2. These configurations

are also described in Table 5.3. The photon numbers from both synchrotron,

nsync, and bremsstrahlung, nbrem, emission are extracted across the entire sim-

ulation box and are considered for each intensity case. In the simulations, the

bremsstrahlung and synchrotron photons are generated by two separate modules

and are defined as different photon species.

Figure 5.10 shows the photon numbers for two distinct spot sizes for both the
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fixed intensity, 5.10(a), and fixed pulse energy, 5.10(b), simulations. In the fixed

intensity case, in Figure 5.10(a), there is found to be a smaller drop in synchrotron

numbers, nsnyc, when decreasing the pulse energy and spot size from 5 to 1.5 µm

compared to the bremsstrahlung numbers, nbrem, at the same intensities. For

fixed energy, nsync is much higher for the small spot, higher intensity data points,

whereas the change in bremsstrahlung numbers is minimal with spot size and

intensity.

In Vyskocil et al. [71], synchrotron and bremsstrahlung emission are com-

pared at intensities of 3 × 1021 Wcm−2 and above. For CH targets, synchrotron

emission is reported to have higher numbers of photons than bremsstrahlung,

although the bremsstrahlung spectrum extends to higher energies. In the work

presented here, a thicker target and higher-Z material is used compared to CH,

for which higher bremsstrahlung photon numbers might be expected. As men-

tioned before, the short simulation duration will have the effect of cutting out

later-time bremsstrahlung emission as the electrons continue to recirculate. Addi-

tionally, the target simulated in this work had a density of 9nc, which would also

decrease the bremsstrahlung yield. In practice, the disparity in photon numbers

between the two processes may be smaller. However, the relative dependencies

on focal spot and energy demonstrated represent a significant insight and are not

expected to change.

To quantify these changes, the ratios of nsync and nbrem for each spot size

are shown in Figures 5.10(c) and 5.10(d), for the fixed intensity and fixed energy

simulations, respectively. The ratio of synchrotron and bremsstrahlung numbers

for the fixed intensity data points, in Figure 5.10(c), show that, in all cases, the

numbers are higher for the higher pulse energy, 5 µm spot. However, at 5 ×

1021 Wcm−2, the synchrotron numbers are relatively higher for the lower energy,

1.5 µm spot. This suggests, particularly at the lower intensity, that there is a

relationship between synchrotron emission and spot size. Figure 5.10(d) shows

the same ratios for the fixed energy simulations. For each simulation pair, with

maximum intensities of 5×1020 Wcm−2, 5×1021 Wcm−2, and 5×1022 Wcm−2,

the energy is fixed whilst the spot size is changed. For each intensity pair, the
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synchrotron numbers are much higher for the small spot than the larger. This,

again, indicates not only an intensity dependence but a spot size dependence

for synchrotron emission. Conversely, the bremsstrahlung numbers change by

less than an order of magnitude in each simulation pair. The bremsstrahlung

numbers are found to be less than an order of magnitude higher for the smaller

spots and higher intensities. This aligns with the findings in the previous section,

that bremsstrahlung emission is highly dependent on pulse energy.

a)

b)

c) d)

0.2

0.3

Figure 5.10: (a), photon numbers for rL = 1.5 and 5 µm fixed intensity EPOCH 3D simulations,
and (b), photon numbers for rL = 1.5 and 5 µm fixed energy pair EPOCH 3D simulations (as
outlined in Table 5.3). Ratio of photon numbers as a function of intensity for rL = 1.5 µm
and 5 µm spot sizes, with bremsstrahlung emission in red and synchrotron emission in green
from the (c), fixed intensity simulations, and (d), fixed energy pair (with maximum intensities

labelled) simulations.
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In order to investigate what is driving the differences in synchrotron numbers

for different spot sizes, it is relevant to observe the electron density profiles within

the simulations. The density profiles are taken along the z=0 plane, which cuts

through the target along the laser axis. The final timestep electron density plots

for each fixed energy simulation are shown in Figure 5.11. In these plots the front

surface of the target can be seen at x=0. It is apparent that more holeboring

occurs in the smaller spot cases, shown in Figures 5.11(b), 5.11(d), and 5.11(f),

compared to the larger spot simulations on the left which experience this to a far

lower level, Figures 5.11(a), 5.11(c), and 5.11(e). Notably, the lowest intensity

case, shown in Figure 5.11(a), shows little holeboring. This is also the simulation

for which there is almost no synchrotron emission. There is a clear link between

synchrotron emission and holebore volume, as reported in Ridgers et al. [28].

To investigate this apparent trend between holeboring front and synchrotron

numbers, one can map the photons onto the simulation grid and observe the spa-

tial emission of each photon generation mechanism. Figure 5.12 shows the spatial

emission of synchrotron, 5.12(b), and bremsstrahlung, 5.12(c), radiation alongside

the electron density plot, 5.12(a), for the highest intensity case. As suspected,

the synchrotron photons are emitted almost exclusively within the underdense

holebore volume, whereas the bremsstrahlung emission occurs throughout the

simulation (although largely along the critical surface boundary). Though not

shown, this is apparent in each of the fixed energy simulations, aside from the

lowest intensity which exhibits almost no synchrotron emission. This aligns with

the nature of the two mechanisms: bremsstrahlung occurs due to the interaction

of electrons and ions so it is intuitive that this emission occurs largely within the

overdense target. Synchrotron emission in laser plasma interactions occurs due to

electrons interacting with the relativistic laser fields, as such, this emission occurs

where the laser is able to penetrate into underdense regions, such as the holebore

regions seen here. This is shown in Figure 5.13, where the electron density and

electric field strength are combined into one plot. It can be seen that the laser

propagates into the holebore region within the target. Such a phenomenon is

reported in Ridgers et al. [28], wherein synchrotron emission is produced by a
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a) b)

c) d)

e) f )

Figure 5.11: Final timestep electron density plots for pairs of fixed energy 3D simulations, with
spot sizes of 5 and 1.5 µm, at the following intensities: (a), 4.5 × 1019 and (b), 5 × 1020 Wcm−2,

(c), 4.5 × 1020 and (d), 5 × 1021 Wcm−2, and (e), 4.5 × 1021 and (f), 5 × 1022 Wcm−2
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Figure 5.12: (a) electron density, (b) synchrotron emission density, (c) bremsstrahlung emission
density for 5 × 1022 Wcm−2 simulation.
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standing wave that is set up by the laser reflecting from the critical surface.

Figure 5.13: Combined E-field and electron density plot for final time step of 5 × 1022 Wcm−2

simulation.

As both the hole volumes and synchrotron numbers appear to increase with

increasing laser intensity and decreasing spot size, it is important to quantify the

relationship between the two. Here, the holebore volume is defined as the volume

past the front target surface, at x=0, where the electron density is below the

relativistic critical density. These volumes were measured by generating a binary

mask which was equal to one where the electron density was below critical, and

equal to zero for higher densities. The mask values for coordinates above x=0

were then summed to find the holebore volume in terms of simulation cells. The

resolution of the simulation could then be used to determine the hole volume in

terms of micrometers cubed. Figure 5.14(a) shows the volumes of each bored-

out region, which increases with intensity for both spot sizes. Figure 5.14(b)

shows the synchrotron numbers for each fixed energy simulation as a function of

holebore volume. It is important to note that between each pair of fixed energy

points there is a ten times energy increase. It is clear that pulse energy has less

of an effect in the production of synchrotron x-rays and instead it is entirely

spot size/intensity related, which is a result found in the majority of work on

synchrotron emission [73, 139].

119



Chapter 5. The role of focal spot size and pulse energy in bremsstrahlung and
synchrotron production in thick targets

Figure 5.14: (a): Holebore volumes for fixed energy simulations with spot sizes of 1.5 µm (red)
and 5 µm (green). Intensity axis shows maximum intensity of fixed-energy simulation pair. (b):
numbers of synchrotron photons as a function of simulation holebore volume for fixed energy
simulations. Spot sizes shown in red, 1.5 µm, and green, 5 µm. Intensity ranges represented
by circles, 4.5 × 1019 - 5 × 1020 Wcm−2, crosses, 4.5 × 1020 - 5 × 1021 Wcm−2, and triangles,

4.5 × 1021 - 5 × 1022 Wcm−2.

The smaller focal spots induce significantly deeper and larger-volume under-

dense holes within the target. Within these underdense regions, the laser can

continue to propagate and, as the holes are both deeper and wider, the laser

field has the opportunity to directly interact with a higher number of electrons.

It is the higher number of fast electrons oscillating directly in the laser field

that is generating a higher numbers of synchrotron photons. Not only are there

more electrons for the laser to interact with, but there is a higher field strength

accelerating the electrons, which is leading to higher numbers and energies of

synchrotron photons, shown in Figure 5.15, which shows synchrotron spectra for

the 1.5 µm, 5 × 1020 Wcm−2 simulation (red) and 5 µm, 4.5 × 1020 Wcm−2

simulation (green). Within these data points, the 5 µm simulation has ten times

more energy in the laser pulse compared to the 1.5 µm. Despite this, the 1.5 µm

case with a similar intensity clearly has a far higher numbers but also reaches
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higher photon energies compared to the 5 µm case. This further emphasises the

spot size and field strength enhancement of synchrotron emission, even at lower

laser intensities.
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Figure 5.15: Synchrotron spectra for 1.5 µm, 5 × 1020 Wcm−2 simulation (red) and 5 µm, 4.5
× 1020 Wcm−2 simulation (green). The 5 µm simulation has ten times more energy in the pulse

compared to the 1.5 µm.

To enhance synchrotron emission, particularly at lower laser intensities, it

is shown to be important to use as small a focal spot as possible. It is shown

that the majority of bremsstrahlung emission occurs just past the critical surface

where electrons are ponderomotively ejected into the target, whereas synchrotron

photons are emitted where electrons can directly interact with the laser in un-

derdense regions. By using a smaller focal spot and lower pulse energy, the

underdense region where synchrotron emission occurs is maximised and the more

energy-dependent bremsstrahlung process is minimised in comparison. In combi-

nation with the results from the previous section, it is shown that to use a small,

best focus spot, is advantageous for minimising bremsstrahlung emission as lower

pulse energies can be used to reach the same intensity and the extent of the spot

encompasses a smaller volume of the target within which electrons can be driven

into the overdense target and interact with target ions.

5.3 Conclusion

The influence of laser focal spot size and focusing geometry on x-ray production

and electron acceleration is considered. PIC simulations were performed to fur-
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ther investigate the effects of energy, spot size and focusing geometry on x-ray

generation. It is found that there are very few focusing geometry effects on the

interaction, with only the front surface and internal target electron spectra ex-

periencing changes between corresponding best focus and defocus cases. While

there are differences in interactions between best focus and defocus laser focal

spots and solid targets, these differences in electron and x-ray spectra are not

large enough to be seen experimentally. The bremsstrahlung module in EPOCH

was used to generate x-ray spectra in these simulations. In both the fixed energy

and fixed intensity cases the bremsstrahlung spectra are similar, although slight

differences in x-ray numbers between the best focus and defocus cases are found,

up to 15% for the largest spots. However, still, the most prominent effect is that

of increasing pulse energy to maintain the fixed intensity.

3D PIC simulations were also performed to probe the effects of spot size and

pulse energy not only on bremsstrahlung production but also synchrotron emis-

sion, for fixed energy and fixed intensity independently. It is found, again, that

x-ray emission due to the bremsstrahlung mechanism is highly pulse energy de-

pendent, with a much smaller dependence on spot size. However, synchrotron

emission is highly spot-size and intensity dependent. Through further analysis

of the simulation electron densities and spatial photon emission, it is found that

synchrotron photons were emitted almost exclusively within the relativistically

underdense volume that the laser pulse bores through the target. It is also found

that the number of synchrotron photons is related to the size of this volume,

which is in turn dictated by the size of the laser focal spot and laser intensity.

Additionally, despite having a 10× lower pulse energy than the like-intensity rL

= 5 µm simulations, the rL = 1.5 µm simulations resulted in increased maximum

synchrotron photon energies as well as higher synchrotron photon numbers com-

pared to the larger spot simulations of the same laser intensity. To summarise, it

is found that to enhance synchrotron emission, it is best to use not only a higher

laser intensity but also the smallest spot possible to enhance holeboring.

This can be advantageous in the attempt to experimentally measure syn-

chrotron radiation. In such campaigns there is the difficulty of distinguishing
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synchrotron photons from bremsstrahlung photons, which are generally abun-

dant in laser-plasma interactions, particularly for thick targets. In the new,

high repetition-rate regime of ultra-intense lasers which may require the use of

thicker, high repetition-rate targets, the results presented here offer an approach

to achieve enhanced synchrotron production. The findings here suggest that, by

increasing the laser intensity through decreasing spot size, rather than by in-

creasing the pulse energy, one can enhance synchrotron emission and suppress

bremsstrahlung emission.

In the next chapter, experimental work to investigate the influence of spot

size and pulse energy on bremsstrahlung emission is presented. The next chapter

aims to test the conclusions reached in this chapter regarding bremsstrahlung

production.
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Chapter 6

Experimental investigation of the

role of focal spot size and pulse

energy in bremsstrahlung

production in thick targets

6.1 Introduction

In the last chapter, the effects of laser pulse energy and spot size on electron

acceleration and the bremsstrahlung and synchrotron x-ray emission mechanisms

were investigated through 2D and 3D PIC simulations. This chapter reports

on the experimental investigation of the effects of pulse energy and spot size on

electron heating and bremsstrahlung production. Bremsstrahlung emission was

found to be largely dependent on laser pulse energy, whereas the synchrotron

emission mechanism was found to be highly dependent on laser intensity and

spot size, due to the presence of holeboring by the laser into the overdense target.

Whilst this is difficult to experimentally investigate, as current laser intensities

are not high enough for efficient synchrotron x-ray production, the effects of pulse

energy and spot size on bremsstrahlung emission can be verified.

The overarching purpose of this work is to ascertain whether bremsstrahlung

production can be minimised in future experiments to investigate synchrotron
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generation. Bremsstrahlung spectra, even at the higher experimentally available

laser intensities of 5×1021 Wcm−2, can be similar in spectral shape and flux to

synchrotron emission spectra, and can therefore be difficult to differentiate. The

results reported in the previous chapter indicate that the best way to achieve

maximum synchrotron emission and minimise bremsstrahlung emission, for thick

targets, is to reduce the laser focal spot size to increase the laser intensity, rather

than by increasing the pulse energy.

The work in this chapter investigates how varying laser focal spot size and

pulse energy influences energy absorption, particle acceleration, and bremsstrahlung

x-ray production. It is shown that smaller laser spot areas lead to larger increases

in both x-ray and electron spectrometer signals, as well as maximum electron ener-

gies, when increasing laser intensity. It also shows that pulse energy plays a more

critical role in bremsstrahlung production, with higher energies on target resulting

in significantly higher x-ray and escaping electron fluxes. These results, supported

by experimental data and previous numerical modeling, suggest that experiments

using future high-intensity laser systems can minimise bremsstrahlung signal by

lowering pulse energies.

6.2 Experimental method

The purpose of this work is to investigate the effects of spot size and focusing

geometry on bremsstrahlung x-ray emission. Studies investigating the effect of

changing spot size by defocusing the target have been performed and, given the

work in Dover et al. [110] on spot size limiting effects, it is imperative to under-

stand how focusing geometry, and hence spatial intensity profile affects electron

acceleration and bremsstrahlung x-ray emission. As the target moves into the

focusing beam, the spatial intensity profile moves from a Gaussian shape to a flat

top, which is typical for a beam that is not perfectly Gaussian in nature [156].

With a flat-top distribution, and therefore a more uniform spatial intensity, it is

important to understand whether the same limiting effects are present.

In order to experimentally achieve this aim, a technique was used to effectively
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Beam Diameter (mm) F/#
270 1.7
180 2.6
90 4.6

Table 6.1: Beam sizes and F -numbers (F/#) achieved through the use of apodisers.

change the F -number without changing the main focusing optic. To achieve

this, apodisers were used to decrease the beam size. With a focusing optic of

constant F -number, and a decreasing beam size, larger F -numbers are obtained.

A description of Gaussian beam expansion is provided in Chapter 4. The F -

number (f/#) of a focusing optic is defined as f/# = f/D, where f is the

focal length of the focusing optic and D is the optic diameter. To achieve higher

F -numbers, the collimated beam was apodised to beam diameters of 180 and

90 mm, from a diameter of 270 mm and an F -number of 1.7, corresponding to

F -numbers of 2.6 and 4.6.

This experiment was performed using the PHELIX laser near Darmstadt,

Germany, which was chosen because of its low F -number, F/1.7 off-axis parabola

(OAP) focusing optic, high available pulse energy, and relative stability in pulse

energy [183, 184]. S-polarised pulses, with varied energy according to the unfo-

cused beam diameter, a central wavelength of 1.053 µm and an angle of incidence

of 20 degrees to target normal were delivered onto 25 µm thick Cu targets. The

temporal laser intensity contrast was measured previously to be 10−12 at 1 ns and

10−10 at 10 ps, prior to the peak of the pulse [183].

By changing the effective F -number of the system, the focal spot was varied

in the range of 3.5 to 8 µm (FWHM) at focus and, by defocusing the beam,

spot sizes in the range of 10 - 35 µm (FWHM) were achieved. The focal spot

distributions of the low power alignment beam, the main beam with some of

the amplifiers switched off, were recorded during target alignment before each

shot. The spots varied in spatial distribution between the at-focus and defocus

shots, wherein the defocus spots had a top-hat-like distribution as opposed to

the approximately Gaussian spatial distributions of the at-focus spots, shown in

Figure 6.1.
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a) b)

5 μm 

c) d)

Figure 6.1: (a) Best focus focal spot with Gaussian spatial distribution, (b) defocus focal spot
with approximate top-hat distribution, (c) intensity profile of best focus focal spot, showing
Gaussian spatial distribution, (d) intensity profile of defocus focal spot, showing approximately

top-hat spatial distribution.

The energy was changed for each beam size/apodiser, wherein the energy was

decreased as the beam diameter was decreased in order to keep the intensity con-

stant between F -number geometries. For the F/1.7 geometry, the pre-compressor

energy was around 140 J, the F/2.6: 50 J and the F/4.6: 23 J. The variation

in laser energy was achieved by rotating a calibrated wave plate between two

crossed polarisers between the front end and preamplifier. Through this, an in-

tensity range of between 1×1018 and 2×1020 Wcm−2 was achieved. The range

of F -numbers available, compared to the simulations from the previous chapter,

was much smaller, as the beam could only be apodised a finite amount, with the

smallest beam size of 90 mm.

The x-ray signal measurements reported in this chapter were made using a

linear absorption x-ray spectrometer. The diagnostic consists of one-dimensional

array of LYSO scintillators which are attenuated by tungsten deeper into the
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array. The array is imaged with a CMOS camera and the sum of the crystal signals

is used as a measure of energy within the incident x-ray spectrum. Chapter 6 will

focus on the use of this diagnostic to resolve x-ray spectra. Here, the spectrometer

is used as a measure of the total x-ray flux as, at the intensity range explored

within this work, the uncertainty in spectral measurements with this spectrometer

design are high, as discussed in Chapter 7.

Measurements of the electron fluxes were also made. The magnetic field

strength in the electron spectrometer was 0.07 T and was not large enough to

accurately resolve electron energies, however the total electron signals could be

recovered. A more detailed description of this diagnostic can be found in Chapter

4.

6.2.1 Laser focal spot size measurements

Step Operation
1. Laplacian operator applied to image
2. Image threshold applied
3. Contours of gradient found
4. Outermost contour filled
5. Mask created
6. Mask applied to measure encircled energy
7. Mask area calculated to find spot size

Table 6.2: Flow of code used to calculate laser focal spot areas and encircled energies from focal
spot data.

Gaussian fitting was used to quantify the sizes and encircled energies of the

focal spot measured close to best focus, given that they had an approximately

Gaussian spatial intensity profile. This approach was found not to be suitable for

the top-hat-like distributions of the defocused focal spots as the spatial intensity

distributions were no longer Gaussian. Due to this, a code incorporating an

edge detection function was developed to detect the edges of the focal spot. The

main steps within the focal spot measurement code are outlined in Table 6.2.

A Laplacian operator, which returns the divergence of the intensity gradients

within the image, is applied to the image before a threshold is applied, such that

the contours of each sharp gradient in the image are returned. The outermost
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contour of the image is selected in order to create a mask wherein the values

within the contour are equal to 255, and the values outside this area are equal

to zero. This mask can be summed to calculate the spot area in image pixels. It

can also be multiplied by the focal spot image to retrieve the signal within the

defined area. This can be used to calculate the percentage of energy encircled

within the masked focal spot. The transformation of the focal spot image with

each step of the process can be seen in Figure 6.3. The asymmetric nature of the

large focal spots and the resulting method of measuring their size dictates that

a more appropriate description of laser focal spot size is ‘spot area’, as there is

no singular, defining radius of the spot. As such, the experimental results in this

chapter will be reported in terms of spot area, in units of µm2.

In order to test the focal spot measurement code a series of images with

flat top distributions of varying radii were generated, some example 1D spatial

distributions are shown in Figure 6.2(a). It was found that, as long as the out-

ermost Laplacian gradient contour stayed within the confines of the image, the

area containing 99.7% of the signal in the image was reliably retrieved. This was

compared to a calculation of the width of the distribution which was calculated

at 1% of the total cumulative signal, which is shown in Figure 6.2(b). Example

images of the algorithm are shown in Figures 6.2(c)-6.2(f), corresponding to steps

1., 2., 3., and 5. in Table 6.2. The uncertainties associated with this measure-

ment are the difference in areas between the contour found and the next smallest

contour. This also gives the uncertainty in the encircled energy measurement, as

the difference in encircled energies between these two contours is also calculated

for each focal spot. Using these calculations, and the associated uncertainties in

the laser energy, compressor throughput, and pulse duration measurements, the

intensity uncertainties are calculated.

6.3 Experimental results

Presented here are the results from the PHELIX experimental campaign. The

signals from x-ray and electron spectrometers are discussed with respect to the
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a) b)

c) d)

e) f )

Figure 6.2: In (a), intensity profiles as a function of space in x for flat-top-like distributions
at 0, 66, 132, and 197 µm from focus, (b), spot areas as a function of distance from focus for
integration method of finding spot size (blue line) and the developed edge detection code (red
circles), (c), image of test focal spot with flat-top-like distribution, (d), Laplacian differential of
the test image, (e) thresholded Laplacian gradient showing contours, and, (f), mask generated

using outermost contour.

laser focal spot-sizes, focusing geometries, and energies probed within the exper-

imental campaign. Firstly, the effects of using different focusing geometries on

emitted radiation are reported, with energy-normalised comparisons of signal as

a function of laser intensity. Then, the effects of spot-size and pulse energy are

compared with respect to x-ray and electron production.
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a) b)

c) d)

Figure 6.3: (a), image of focal spot, (b), Laplacian differential of the focal spot image, (c),
thresholded Laplacian gradient showing contours, and, (d), binary mask generated using out-

ermost contour.

6.3.1 Focusing geometry

A parameter space featuring a large range of best focus and defocus spot-sizes

for three distinct focusing geometries (F/1.7, F/2.6 and F/4.6) was investigated.

The range of experimental energy on target values and spot sizes are presented

as a function of experimental shot number in Figures 6.4(a) and 6.4(b). The

range of focal spot sizes measured span from 10 to 2500 µm2, corresponding to

the best focus F/1.7 shots and defocused F/1.7 and F/2.6 shots with the target

positioned at a maximum distance of 150 µm from the focal plane. Overall, 50

shots were taken however, the data sets reported in this chapter require the use of

like-energy and spot size data points, which narrows down the number of usable

measurements. The full range of energies and spot areas from the campaign are

shown in Figure 6.4.

As previously noted, the pulse energy was decreased as the beam was apodised
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Figure 6.4: Plots illustrating the investigated pulse energy and focal spot size ranges: in (a),
energy on target as a function of experimental shot number, (b), laser focal spot area as a
function of experimental shot number, each for three different focusing geometries: F/1.7 (red

circles), F/2.6 (green triangles), and F/4.6 (blue crosses).

in order to keep the intensity constant between focusing geometries. Therefore,

to compare only the spot-size and focusing geometry effects for similar intensity

data points, the signals were normalised for energy on target. The energy on

target is calculated using the pre-compressor energy value, calibrations performed

during the experiment using a calorimeter to measure compressor efficiency, and

a measurement of the amount of energy contained within the focal spot (within

the FWHM for the at-focus Gaussian spots and within the total spot area for

the defocused spots). It will be seen later in this section that there is a relatively

linear relationship between the spectrometer signals and energy on target.

Figure 6.5 shows the x-ray spectrometer signal, background-subtracted (see

Chapter 4) and normalised for energy on target, plotted as a function of laser

intensity for all three focusing geometries. Shown here are both best focus and

defocus data points, which gives a larger range of intensities. When energy-

normalised, the relationship between x-ray spectrometer signal and intensity is

not linear. There is a large amount of scatter in the points, with two similar

intensity data points around 1×1021 Wcm2 showing a doubling in signal. This

could be caused by any of the contributing factors constituting laser intensity,

such as the pulse duration or different relative spot size, or by some other param-

eter such as the pre-plasma scale length, which is shown to heavily affect energy

absorption by the target [229–231]. This would be an important consideration

for future experiments.
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Figure 6.5: Experimental sum of x-ray spectrometer signal as a function of incident laser
intensity for 3 different F -numbers: F/1.7 (red points), F/2.6 (green triangles), and F/4.6

(larger blue points).

With the scatter of the points, it is unclear whether there is an effect of

focusing geometry on bremsstrahlung x-ray production. One issue is that, because

the pulse energy was decreased as the beam was apodised, further apodising the

beam would leave too little energy in the pulse for bremsstrahlung x-ray emission

to be reliably bright enough on the x-ray spectrometers. Due to this, only a small

range of best focus spot sizes could be probed, with very few similarly sized best

focus and defocus spots to compare. To truly probe this parameter space, a higher

number of data points is likely required, alongside a larger range of F -numbers,

requiring a higher energy system or diagnostics of a much higher dynamic range.

In cases where there is a large scattering of points, it can be important to con-

sider whether there are unquantified laser parameters, such as temporal intensity

contrast, that are driving changes in the pre-plasma conditions. The pre-plasma

or density gradient at the front of the target has been shown to strongly affect

laser energy absorption [227, 228, 231] and can also affect the transport of elec-

trons [232, 233]. It is important to note that it was not possible to make direct

pre-plasma measurements and this may be contributing to the uncertainty in

x-ray and electron measurements.

6.3.2 Energy on target for fixed spot size

A key parameter to consider when increasing laser intensity is the pulse energy.

In order to consider the effects of pulse energy and, more specifically, energy on
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target on x-ray generation and electron production, data points of fixed spot size

and pulse duration were considered. Shown in Figure 6.6 are the x-ray spec-

trometer signals as a function of energy on target for best focus shots with three

focusing geometries. The data points shown here have a pulse duration of (850

± 130) fs, which is the average pulse duration (± 15%) for the entire experimen-

tal campaign. The y-axis error bars are given by the standard deviation of the

signal, measured across the area of the crystal, and, where energy normalised,

the error in the energy on target fit, as outlined in Section 6.2.1. The x-axis

error bars are given by the uncertainties in the measurements of laser parameters

contributing to the calculated intensity, namely the pulse duration, pulse energy,

and spot size calculations, also outlined in Section 6.2.1. Although there is some

scatter present, there is a clear relationship between x-ray flux and energy on

target regardless of focusing geometry and spot size, with an R2 value of 0.72.

It is logical that the energy deposited into the x-ray spectrometer, given by the
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Figure 6.6: Experimental sum of x-ray spectrometer signal as a function of energy on target.

signal on the spectrometer, and therefore the amount of energy present in the

bremsstrahlung spectrum, increases as the energy on target increases. If there

is more energy present for target electrons to absorb, it is reasonable that they

will also have more energy to emit in the form of bremsstrahlung x-ray radiation.

To further investigate the behaviour of electrons accelerated during the interac-

tion, the total electron signal from the electron spectrometer was measured. The

electron numbers are calculated using a calibration of the signal loss with each

rescan of the IP (method described in Chapter 4), a conversion between IP signal
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and PSL intensity, and the efficiency of BAS-TR IP for electrons in the roughly

1 - 30 MeV range measured by Bonnet et al. [189]. In Figure 6.7, the electron

flux/signal is presented as a function of energy on target for two different F -

numbers: F/1.7 and F/2.6. The escaping electron flux is also seen to be closely

related to energy on target: a linear fit with an R2 value of 0.85 was applied to

the data. This suggests that, as the energy in the interaction increases, so too

does the number of escaping electrons. As the escaping electron flux increases,

the temperature of the spectrum is likely also increasing, as more electrons are

able to escape the sheath field on the rear surface of the target. The relationship
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Figure 6.7: Experimental electron signal as a function of energy on target for 2 different effective
F -numbers: F/1.7 (red points) and F/2.6 (green triangles).

between secondary particle flux and energy on target is clear. As the amount

of energy available to the interaction increases, more energy is absorbed by the

electrons which then emit bremsstrahlung x-rays and escape the target in larger

numbers. However, given the work reported in Gray et al. [98] and Brenner et al.

[106], it is important to consider the efficiency of absorption of energy available

given the other variables in the interaction. These studies show that increasing

laser focal spot size by defocusing the beam increases laser energy absorption and

higher available pulse energies provide more energy to transfer the to electrons.

To characterise the impacts of both parameters in the context of varying laser

intensity, experimental points where the spot size was fixed or where the laser

energy was fixed are considered.
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6.3.3 Comparison of spot size and energy effects

With many new laser facilities opting for tighter focusing and shorter pulse lengths

to achieve higher intensities, as opposed to increasing the pulse energy, which

brings the risk of damaging optics within the laser chain, it is imperative to

quantify the effects of each method on electron acceleration and secondary ra-

diation production. In this chapter, the effects of changing spot size and pulse

energy are considered. In order to further quantify the scaling of bremsstrahlung

x-ray flux with fixed spot size laser intensity change, the bremsstrahlung x-ray

flux from constant spot area (15 ± 1.5) µm2 and pulse duration (850 ± 130) fs

data points were considered, with on target pulse energies varied in the range

of 7 - 18 J. In addition to the energy scaling we have observed, we investigate

the bremsstrahlung x-ray flux scaling with spot size, considering constant energy

((30 ± 4.5) J on-target) and pulse duration (850 ± 130) data points.
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Figure 6.8: Experimental sum of x-ray spectrometer signal as a function of intensity for fixed
pulse energy (green) and fixed spot area (red) on target for different effective F -numbers: F/1.7
(circles) and F/2.6 (triangles). Energy on target for green points is 33 J whereas energy on

target for red points is 7-18 J.

The x-ray spectrometer signal for these points is shown as a function of laser

intensity in Figure 6.8, with the constant spot area points in red and constant

pulse energy in green. The uncertainty of these signals is given by the total of

crystal standard deviation. In this figure, data points using different focusing

geometries were used, with F/1.7 points indicated by circles and F/2.6 points

indicated by triangles. Measurements using similar focusing geometries were
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used in order to increase the number of data points available for analysis, as it is

shown that such similar focusing geometries have no measurable influence on the

secondary radiation produced. The x-ray spectrometer signal appears to increase

faster with intensity when decreasing the spot size. However, this trend is not

very well defined given the small number of data points. Within the bounds of

experimental uncertainty there are essentially two data points. Thus, while the

exact nature of the trend cannot be determined, it is evident that the signal is

increasing faster with focal spot-size-driven intensity changes. The data shows

that the points with the highest pulse energies (fixed energy in green) have the

highest bremsstrahlung x-ray signals, which suggests that there are higher x-ray

yields for higher pulse energies. This is in accordance with the results from the

previous chapter. Gray et al. [98] reports that the absorption of laser energy with

varying pulse focus has a higher absorption fraction at lower laser intensities than

for varying pulse energy, with which a shallower increase in bremsstrahlung x-ray

energy with intensity might be expected. However, the overriding result is that

the bremsstrahlung x-ray flux is higher for higher pulse energy at the same laser

intensity. It is worth noting here that the increase in x-ray spectrometer signal

with laser intensity increases, when decreasing spot size, is likely to plateau as,

given by the work in Dover et al. [110], the acceleration of electrons will become

limited by near diffraction-limited spot sizes.

To further investigate the absorption of laser energy by the fast electron popu-

lation, the measured electron flux and maximum energy are considered. A similar

trend is found in the escaping electron signal, shown as a function of intensity in

Figure 6.9. Again, a steeper scaling with varying spot area is found compared to

the energy-driven intensity increase, but the overall escaping electron numbers

are higher for the larger pulse energies of the fixed energy data points. To further

test this hypothesis, the relationship between maximum electron energy and laser

intensity was investigated. The measured maximum electron energies are plotted

as a function of laser intensity in Figure 6.10, for fixed pulse energy (green) and

fixed spot area (red). The uncertainties for this measurement are calculated using

the image plate resolution and the energy resolution of the spectrometer, which is
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Figure 6.9: Signal from electron spectrometer as a function of intensity for fixed pulse energy
(green) and fixed spot area (red) on target for different effective F -numbers: F/1.7 (circles)

and F/2.6 (triangles).
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Figure 6.10: Experimental maximum electron energies from electron spectrometer as a function
of intensity for fixed pulse energy (green) and fixed spot area (red) on target for different effective

F -numbers: F/1.7 (circles) and F/2.6 (triangles).

large due to the low magnetic field used. It can be seen that, although the errors

are large, the general trend in maximum electron energy is steeper with intensity

for the fixed energy data points. Although the discrepancy is smaller here, there

are still higher maximum electron energies for the higher pulse energy data points

in green. These relatively smaller increases in maximum escaping electron energy

are in accordance with the results from the previous chapter. It is found that the

higher-energy escaping population does not vary with pulse energy and is instead

purely intensity driven.
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6.4 Conclusion

The effects of varying intensity by changing spot area and pulse energy were

studied, with larger x-ray and electron spectrometer signal increases with laser

intensity for smaller spot areas. A similar effect is also seen in the maximum elec-

tron energy. Particularly for the fixed pulse energy data set, it is clear that there

is an increase in the absorption of laser energy that is seen in the bremsstrahlung

x-ray and electron signals and maximum electron energies, due to the increase

in available energy. For the intensity range investigated here, this is expected

given the results repoerted in Gray et al. [98]. However, for higher intensities

and smaller spot areas this trend is not likely to continue as the electron accel-

eration becomes limited by the small spot size [110]. The biggest influence seen

on bremsstrahlung x-ray and electron production is the energy on target, with

higher bremsstrahlung and electron fluxes for similar intensity data points with

higher pulse energies.

In the previous chapter it was found, through 2D and 3D PIC modelling,

that bremsstrahlung production is highly pulse energy-dependent, a result that

has been experimentally verified here. This suggests that, in future experiments

using higher-intensity laser systems, the use of lower pulse energies can inhibit

bremsstrahlung production.
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Linear absorption spectrometer

characterisation using

bremsstrahlung x-rays

7.1 Introduction

At the time of writing, new ultrahigh intensity laser facilities are being brought

online, with the ELI-Nuclear Physics 10 PW laser in Romania reaching intensi-

ties of 1023 Wcm−2, we are about to reach new frontiers of high-field laser-plasma

physics [21]. The fast electron temperature scaling with laser intensity is of great

interest, as the characteristics of this population will define many of the other

processes and mechanisms, such as those governing ion and x-ray production.

Electron temperatures cannot be directly measured as escaping electrons are not

a direct measure of the electron temperature within the target due to electron

deceleration by the external sheath field. A method to infer the electron temper-

ature is to make spectral measurements of the x-rays they produce.

At lower intensities, of 1019 Wcm−2, the electron and x-ray spectra have been

found to have two temperature components. This is likely due to the presence

of more than one electron population: a fast population that exits the target,

which initially sets up sheath fields on the target surfaces, and another that does

not have enough energy to leave the target due to the sheath fields that were set
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up. This population remains recirculating within the target until their energy

has been lost, through conversion to bremsstrahlung x-rays and other processes.

The resulting electron spectra tend to have two distinct temperatures: a higher

defined by the escaping electrons and a lower defined by the lower-energy electrons

that remain within the target. This was confirmed in Beg et al. [54], where x-ray

measurements indicated that, at intensities of 1019 Wcm−2, there are at least two

Boltzmann-like temperature components to the electron and x-ray spectra [54].

It was predicted in Chen [198], La Fontaine et al. [234], and Courtois et al. [235]

that there is the presence of multiple temperatures in x-ray spectra and proposed

a method of two-temperature deconvolution for absorption spectrometers.

Laser plasma interactions generate x-rays through a range of different pro-

cesses, predominantly through the bremsstrahlung mechanism at the laser inten-

sities explored in this thesis, as discussed in Chapter 3. At intensities of 1021

Wcm−2, the ponderomotive electron temperature scaling [47] has already begun

to diverge from other scalings, such as the Haines et al. [48] model and the Beg

et al. [54] empirical scaling. Regardless of which scaling is applicable, the elec-

tron temperature is expected to increase with increasing laser intensity. With

increasing electron temperature one would expect x-ray photons of increasing

temperatures to be produced [236]. With the potential to reach electron temper-

atures above 10 MeV, there is a likelihood that similar x-ray temperatures will be

generated. There is a lack of detector options for these mid-energy (1-10 MeV)

x-rays, due to the reduced, flat absorption cross sections at these energies. Figure

7.1, showing the attenuation curves for tungsten, exemplifies this. At lower pho-

ton energies, below 1 MeV, absorption is dominated by the photoelectric effect

and coherent scattering. At around 4 MeV, pair production overtakes photoelec-

tric absorption, however there is no gradient in the overall attenuation. For other

materials this crossover occurs at much lower energies however, at lower overall

absorption efficiencies. This means that it is difficult to distinguish the energy

deposited by photons of different energies within this range, which makes the

deconvolution of spectral information difficult.

For lower photon energies, line emission detectors can be used. A commonly

141



Chapter 7. Linear absorption spectrometer characterisation using
bremsstrahlung x-rays

10 2 100 102 104

Photon Energy (MeV)

10 11

10 8

10 5

10 2

101

104

A
tte

nu
at

io
n 

(c
m

2 /
g)

Total Attenuation
Coherent Scattering
Photoelectric Absorption
Pair Production

Figure 7.1: X-ray attenuation curves for tungsten, generated using NIST data tables [133]. At-
tenuation due to coherent scattering (black dashed), photoelectric absorption (red dot-dashed),

and pair production (red dashed) are shown.

used emission line is the Cu K-α line at 8.04 keV with one of the highest energy

emission lines being that of uranium at 94 to 105 keV [35]. Far above this range,

one can monitor the activation of material caused by photo nuclear reactions

[237]. In Courtois et al. [235], the 63Cu(γ, n)62Cu and 12C(γ, n)11C reactions are

utilised, which have different thresholds of around 10 and 19 MeV. The ratio of

the two activation measurements can then be used to infer a temperature, assum-

ing a Maxwellian distribution of the form S(E) ∝ Khexp(−E/Th), where Kh is a

normalisation term, E is the electron energy and Th is the fast electron temper-

ature. These methods, however, are only applicable for x-ray measurements at

higher (tens of MeV) and lower energy bands (keV) and are not useful for photon

energies in the gap between 1 and 10 MeV.

Because of the lack of emission lines and inability to activate material within

the 1-10 MeV region, many have used absorption-based techniques that apply

filtering in front of the detector, both to increase the energy range detectable

and to obtain more spectral information than possible with only a few points in

the spectrum. Earlier designs, reported in Chen et al. [55], combined filtering

of different Z materials with layers of imaging plate (IP). Spectral information

can be extracted by calculating the response of each detector layer to incident

photons using a Monte Carlo code. This method is common to all absorption-
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based spectrometers.

Whilst this method was appropriate for laser systems with long cool-down

periods, the recently developed high repetition-rate systems require online diag-

nostics that do not have detecting media that require processing after each use.

Such diagnostics typically feature a series of scintillating crystal in the place of

IP, with some method of detecting the light emitted when radiation is incident

upon them.

In Behm et al. [238], a Caesium Iodide (CsI) based detector is reported,

wherein a camera is used to image the 33 x 47 scintillator array. X-ray photons

pass through the array of scintillators, which act to both attenuate the beam and

detect the photons. Similarly, one can extract the input spectrum by generating

a response matrix with a Monte Carlo code.

A similar spectrometer is reported in Rusby et al. [196] and Armstrong et

al. [101, 197]. In contrast to the diagnostic developed in Behm et al. [238],

the design comprised a single linear array of Lutetium-Yttrium Oxyorthosilicate

(Lu1.8Y0.2SiO5 or LYSO) scintillators separated by Tungsten (W) filtering. LYSO

scintillators were chosen because of the high material density and tungsten fil-

tering was used to increase the energy of x-rays that could be resolved by the

diagnostic. It was this design that is used for data collection for the results pre-

sented in this thesis and was characterised for use in high-intensity laser-plasma

interactions (above 1021 Wcm−2).

Measurements of x-rays with an absorption-based spectrometer originating

from laser-solid interactions with intensities above 1021 Wcm−2 have not been

reported, to the author’s knowledge. In Chen et al. [239], x-ray measurements

for laser intensities up to 1020 Wcm−2, made with the aforementioned image

plate linear array, were reported. In Istokskaia et al. [240], a similar design

to that reported in Rusby et al. [196] with plastic (EJ-200) and BGO crystal

scintillators was developed, but was only used to measure photons for lower laser

intensities (up to 1019 Wcm−2). In Singh et al. [134], the current diagnostic

design was used for laser intensities up to 1019 Wcm−2. As will be shown in

this chapter, linear absorption spectrometers begin to exhibit issues with non-
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unicity of solutions due to the low and constant levels of absorption for mid-

range x-rays. This presents as a large number, in the thousands (see Figure 7.14,

which shows thousands of ‘valid’ temperature solutions), of different solutions

that will accurately reconstruct the same input data because, especially in the

range between 1-10 MeV, the material response to different energy photons cannot

be distinguished.

This chapter presents a discussion of x-ray measurements made using laser

intensities above 1021 Wcm−2 and the method of characterising those spectra,

given the issues outlined above. Firstly, analysis of the x-ray spectrometer signal

as a function of intensity is presented, alongside analytical modelling performed

to interpret these results. Then, two techniques to extract bremsstrahlung x-ray

spectra, and thus the temperature values, from the experimental spectrometer

measurements are presented. It is shown that the first technique, constraining

solutions by merit value, does not provide accurate values, but the second, con-

straining the solutions by the experimental uncertainty of the individual crystals,

does. Both methods, however are shown to exhibit large amounts of uncertainty.

Numerical modelling is performed to generate simulated bremsstrahlung spectra

and synthetic spectrometer data, which is used to characterise the x-ray spec-

trometer. Finally, two new spectrometer designs are considered, both featuring

increased levels of filtering and numbers of crystals, with the objective of improv-

ing the spectrometer resolution for photon energies of 1-10 MeV.

7.2 Experimental method

The experiment was carried out using the Vulcan Petawatt laser at the Rutherford

Appleton Laboratory. During this campaign, the laser energy on target, EL,

was (230 ± 30) J, with pulse duration, τL, equal to (900 ± 300) ps FWHM and

wavelength equal to 1.053 µm. The p-polarized pulses were focused initially

using a F/3.1 OAP to a nominal focal spot size of rL = (4.5± 1.0) µm (FWHM),

measured using a low power, CW laser mode prior to the delivery of each high

power pulse. Two plasma mirror configurations were used in the focusing beam to
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enhance the laser temporal intensity contrast: a planar and an ellipsoidal focusing

geometry.

7.2.1 Intensity enhancement using focusing plasma mirror

f1
f2

a

b

θin

Figure 7.2: Schematic showing ellipsoidal focusing plasma mirror developed by Wilson et al.
[38, 166, 172]. f1 and f2 marked on the diagram are the positions of the initial laser focus and
the position of the second laser focus, induced by the FPM geometry. a and b are the lengths

of the major and minor axes of the ellipse.

Focusing plasma mirrors rely on light being reflected by a thin layer of plasma

on a curved surface. The design used for the work in this thesis, developed by

Wilson et al. [38, 166, 172], utilises an ellipsoidal shape to refocus the incoming

beam to a smaller focus than possible with larger F -number parabolas commonly

used in laser beamlines. The geometry, shown in Figure 7.2, shows the two points

of focus, f1 and f2. The focal spot of the input beam is aligned to f1 after which

the expanding beam will interact with the plasma mirror surface and be focused

down to a 1.7 µm focal spot at f2. The demagnification, m, is given by Equation

7.1, where e is the elliptical eccentricity and θin is the angle of incidence of the

input beam from the major axis of the ellipse. The eccentricity is given by

e =
√

1− b2/a2, where a and b are the lengths of the major and minor axes,

respectively. The magnification equation m = v/u, where the magnification is

equal to the ratio of the image and object distances (v and u, respectively), applies

here. In this case, v is given as the distance from f1 to the optic surface and u

is represented by the distance from the optic surface to f2 [109, 179, 182]. This
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modified magnification equation is given by

m =
(1 + e2)− 2e · cos θin

(1− e2)
. (7.1)

It is important to note that the alignment of the plasma mirror must be

optimal for intensity enhancement to occur. If the input focal spot is not spatially

aligned with f1, to within 10 µm in the longitudinal direction and 30 µm in

the transverse direction, then the optimum intensity enhancements cannot be

achieved [179]. The likely sources of misalignment are spatial jitter and thermal

lensing on shot [38, 179]. For the latter, it is imperative to have a control and

measure of the laser defocus aberration. Equation 7.2 gives the maximum possible

intensity enhancement (Ienh) and is dependent on the input and output focal

spot sizes, rin and rout, the plasma mirror reflectivity (Rp), and the pulse energies

before and after the optic, Ein and Eout.

Ienh =

(
rin
rout

)2

·Rp ·
Eout

Ein

(7.2)

In the planar plasma mirror case, the rL = 4.5 µm focal spot had a fractional

encircled energy of fEE ≈ 40%, wherein that portion of the pulse energy was

found in the focal spot [179]. The focusing plasma mirror was used to form a

smaller focal spot of size rL = (1.7 ± 0.2) µm FWHM, with fractional encircled

energy fEE ≈ 30% [179]. The focal spot achieved with the use of the ellipsoidal

plasma mirror corresponds to a focusing geometry of approximately F/1. With

the enhancement in intensity given by Equation 7.2, intensities above 1021 Wcm−2

were reached.

The peak calculated laser intensity when employing the PPM setup was (5.0

± 2.0) ×1020 Wcm−2, which was increased to (3.5 ± 1.5) ×1021 Wcm−2 using the

FPM setup. For both configurations, the plasma mirror reflectivity and temporal

intensity contrast enhancement are similar. The intensity contrast ratio for both

was 10−10 at 1 ns, 10−8 for the first pre-pulse at around 170 ps prior to the pulse,

and 10−5 at 10 ps prior to the arrival of the peak of the pulse [180]. X-rays

driven by the interaction of the laser pulse, in both focusing geometries, with 25
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µm thick copper targets were measured using a linear absorption spectrometer,

which was positioned at 30° with respect to rear target normal.

7.2.2 X-ray spectrometer deconvolution

In order to characterise the x-rays from the interaction an x-ray spectrometer was

used. A 1D array of scintillators is imaged from the side by a CMOS camera.

The design, developed in Rusby et al. [196] and later Armstrong et al. [101, 197],

consists of an array of ten 2 mm LYSO scintillators separated by plastic spacers

and, in the latter half of the array, 2 mm tungsten filtering. Each LYSO crystal

is wrapped in white PTFE tape in order to increase light yield directed at the

camera, and is held within a 3D printed frame that keeps the emission of each

individual crystal optically separate. The lens used must have as high a numerical

aperture as possible to maximise light collection, as such the lens used for this

experiment is a high-speed 25mm, F/0.95 lens.

The rail is housed within a 1.6 cm thick lead enclosure, which is open to one

side (facing the camera), the front and the back. The geometry of this can be

seen in Figures 7.3(a) and 7.3(b). A strong magnetic field (0.6 T) is used to

sweep away escaping electrons from the interaction to prevent them from hitting

the spectrometer and a tungsten aperture is placed to isolate x-rays directly from

the interaction.

The measured data in a scintillator array is the integral of the spectra and the

energy-dependent absorption of x-rays. The difference in response for subsequent

layers can then be generated, collectively these are referred to as the response

matrix or response function. To reconstruct the incident x-ray spectra, one must

first produce a response matrix for the spectrometer. In this case, the Monte

Carlo code GEANT4 [204] is used to determine the energy deposited in each

crystal as a function of incident photon energy. The initial response matrix for

the design used in this thesis, shown in Figure 7.4, although later in this chapter

other response matrices and spectrometer designs will be discussed. It can be

seen that the energy deposited in the latter layers begins to exceed that of the

first. This is due to the production of secondary x-rays in preceding crystals,
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a) b)

c)

5mm

Figure 7.3: (a) a schematic showing the directions of photon input and output, (b) a photograph
of the scintillator array, with the light-coloured PTFE-wrapped scintillators and darker tungsten

filtering, and (c) an image of the scintillator array illuminated by x-rays.

largely through electron-positron annihilation. Secondly, a discontinuity is found

at around 60 keV, which occurs due to the Lu K-edge of LYSO.

Chen et al. [198] proposed using a normalised ratio to express the relative

weighting between different spectral components. However as this technique is

normalised it is insensitive to variation in the total emitted flux and cannot scale

directly to more components. To directly resolve the individual components,

Armstrong et al. [197] describes an analytical method that directly computes the

flux for different temperatures and spectral distributions. With this method it

is possible to assess the impact of different spectral shapes and assess the total

flux contributions on the measured spectrometer signal with minimal changes to

the approach. Details of this approach, and extraction of the spectrometer data

from the CMOS images, can be found in Chapter 4.

7.3 Experimental results

Here, measurements of x-rays generated by the interaction of ultra-high intensity

laser pulses with 25 µm thick copper targets are presented. An analytical model
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Figure 7.4: Spectrometer response matrix generated using Monte Carlo code GEANT4, showing
energy deposited in each crystal layer per photon of a certain energy.

considering electron spectra with changing temperature components is outlined to

explain the trend in x-ray flux with increasing electron temperature for constant

laser energy. Then, spectral deconvolution is applied to the data, and the resulting

solutions are discussed.

7.3.1 X-ray energy deposition scaling with incident laser

intensity

The measurements of total scintillator signal can be correlated to the x-ray energy

deposition within the scintillators. The main variation in intensity is achieved via

two different focusing geometries: F/3 and F/1. Within each dataset there also

is additional subtle variance due to slight variance in defocus and pulse duration.

Each focusing geometry, for fixed energy, generates a difference in encircled en-

ergy due to the differences in spot size and spatial intensity distribution. It is

important to separate the different effects of encircled energy and spot size on

electron acceleration and therefore x-ray production. A smaller focal spot by its

nature interacts with fewer target electrons due to the smaller interaction area,

which will in turn decrease the flux of x-rays produced. However, a higher en-

circled energy will contribute more energy to the electron population, which will

have effects on x-ray production by increasing the temperature of the spectrum
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and overall photon flux.

In order to assess the effect of variances in encircled energy, the spectrometer

signal was considered as a function of the energy on target. The energy on target

encompasses the compressor and plasma mirror efficiencies, as the energies used

in this calculation are pre-compressor energies, as well as the amount of energy

encircled within the FWHM of the laser focal spot.

Linear Fit to Data
Experimental Data

Figure 7.5: Average spectrometer signal as a function of laser energy on target (blue crosses),
with a linear fit to the data (orange).

In Figure 7.6, the total of the average signals of each crystal within the spec-

trometer is shown as a function of incident laser intensity and is normalised to

energy on target using the linear fit (in orange) in Figure 7.5. The uncertainty in

these signals is given by the standard deviation of the crystal signals. As outlined

in Chapter 4, the ‘hard hits’ have been filtered from the data and the signal has

been background subtracted. The y-axis error bars are given by the standard

deviation of the signal, measured across the area of the crystal, and, where en-

ergy normalised, the error in the energy on target fit. The x-axis error bars are

given by the uncertainties in the measurements of laser parameters contribut-

ing to the calculated intensity, namely the pulse duration, pulse energy, plasma

mirror reflectivity, and spot size calculations. The errors in pulse duration were

determined from the autocorrelator traces and the errors in the spot size calcu-

lations are associated with the Gaussian fitting to the focal spot images. It can

be seen from Figure 7.5 that there is a clear relationship between spectrometer
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signal and energy on target. The increase in mean signal as a function of laser

energy indicates that there is more energy being deposited in the scintillators.

However, as the spectral shape and temperature is likely changing as the inten-

sity is varied, it is not conclusive to state that the x-ray energy is increasing. It

is also important to note that the linear fit seen in orange is not constrained to

fit through zero and, as such, is not physical at low energies.

x1021

Figure 7.6: Average spectrometer signal normalised to energy on target as a function of laser
intensity.

In order to ascertain the effect of laser intensity on x-ray emission, the above

fit of spectrometer signal to energy on target was used to normalise the signal by

energy. The energy normalised signal is plotted as a function of laser intensity in

Figure 7.6. The spectrometer signal, albeit scattered, shows no particular trend

with increasing laser intensity, ranging from roughly 1.1 to 1.8 counts per Joule

of energy within the focal spot. It is perhaps intuitive that the total integrated

x-ray signal, and therefore deposition of x-ray energy into the detector, is con-

stant when energy normalised. However, when shifting to higher laser intensities

with constant energy one might expect higher electron temperatures accompa-

nied by a lower number of accelerated electrons, assuming the laser-to-electron

energy conversion efficiency is constant, which would result in a lower flux of x-

ray photons. Spectral information is required to ascertain whether the apparent

constant energy deposition is masking a variation in x-ray fluence or temperature

that would generate a constant spectrometer signal across the intensity range.
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7.3.2 Cu K-α results
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Figure 7.7: Cu K-α signal normalised to energy on target as a function of laser intensity.

Another x-ray diagnostic monitoring K-α emission from the copper target

was employed and the data analysed by T. P. Frazer [179]. The details of this

diagnostic are presented in Chapter 4. In a method similar to that employed to

the spectrometer data, the copper K-α signal was extracted and the functional

relationship with encircled energy was used to normalise the signals. The rela-

tionship between the energy normalised copper K-α signals and incident laser

intensity is shown in Figure 7.7. The uncertainties in the K-α signals are deter-

mined from the uncertainty in the conversion from PSL to photon signal, and the

x-axis error-bars are determined by the uncertainties in the measurement of the

laser parameters contributing to the calculation of the peak laser intensity. The

copper K-α signal, although slightly decreasing with increasing laser intensity, is

still relatively flat. Despite the large difference in absolute signal between the

two diagnostics, there is again a small range of signals, here only ranging from

up to 3 times the minimum signal. A decrease in copper K-α signal is expected

with an increase in laser intensity as, again, we expect the electron temperatures

to rise and their collision frequencies to decrease. However, the decrease in K-α

signal is not a high as it would be with electron temperatures predicted by either

the Wilks [47] or Haines et al. [48] models.

Another consideration is the possibility of the emission lines shifting out of
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the spectral bandwidth of the K-α spectrometer. A number of phenomena can

cause this, including changes in the electron density and temperature [241, 242].

The shifting of the Cu K-α emission line, and therefore lower signal on the spec-

trometer, could wrongly be attributed to a drop in K-α x-ray yield.

Further analysis is required to ascertain whether the constant LAS spectrom-

eter flux is caused by an increase in x-ray flux or an increase to higher temper-

atures. Conversely, it could show as a slower electron temperature scaling than

those suggested in Wilks [47] and Haines et al. [48]. Further analysis will involve

the consideration of x-ray and electron distributions with shifting temperatures

and flux components, which will be described in the following section.

7.3.3 Analytical modelling

Two analytical modelling methods were employed in the consideration of the

experimental spectrometer signal relation with incident laser intensity. Firstly,

energy-normalised two temperature-component Boltzmann photon distributions

were generated for different energy ratios within each component. Secondly, two

temperature Boltzmann electron temperature component distributions were gen-

erated and passed into a model that simulates electron refluxing and the radiative

losses associated with this process. Both models will be further explained in the

coming paragraphs.

7.3.4 Consideration of two temperature component Boltz-

mann photon distributions

Photon distributions of the form

f(E) =
1

Etot

[N1 exp(−E/kT1) +N2 exp(−E/kT2)] (7.3)

were generated, where kT1 and kT2 are the temperatures of each component,

which contain N1 and N2 numbers of particles. Etot is the total energy contained

in the spectrum covered by the two distributions, and as such the distributions are
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each normalised to the energy contained within them. Each photon distribution,

once generated, was then ‘folded in’ with the LAS spectrometer response matrix,

shown in Figure 7.4, to generate a synthetic scintillator response for each x-ray

distribution. By combining the photon distribution with the response function

for each scintillator crystal, a synthetic signal can be found for each crystal when

combined with the linear collection efficiency, and therefore an overall signal

response for each input photon distribution.

This process was performed for a range of N1 to N2 ratios, representing dif-

ferent fluxes within each temperature component. Additionally, whilst the lower

temperature was kept constant, a feature seen in the Monte Carlo simulations

presented in a later section (Section 7.4.2), the higher temperature (kT2) was

varied according to the Wilks [47] and Haines et al. [48] fast electron temper-

ature scalings for laser intensities between 1×1019 and 5×1021 Wcm−2. These

synthetic signals are compared to the experimental spectrometer signals, which,

assuming isotropic x-ray emission from the target, have been multiplied by a fac-

tor to account for the solid angle subtended by the spectrometer to make the

synthetic and experimental signals comparable.

The synthetic signals for photon distributions with higher temperatures given

by the Wilks [47] and Haines et al. [48] temperature scalings, with different flux

ratios, can be found in Figures 7.8 and 7.9. The same analysis was performed for

the Beg et al. [54] temperature scaling. However, it is very similar to Haines and

as such is not included here. In each figure, the experimental LAS spectrometer

signals are plotted in blue on the right hand axis. For both temperature scalings,

it is apparent that for distributions with larger higher temperature components,

where the N2/N1 ratio is approaching or equal to unity, that the spectrometer

signal should decrease quickly when the laser intensity increases into the 1021

Wcm−2 range. It can be seen that this trend is not present in the experimental

data, which remains relatively constant over the intensity range. This suggests

that, even without deconvolving the x-ray spectra, the higher temperature com-

ponents of the experimental spectra have lower fluxes, with fluxes two or three

orders of magnitude smaller than the lower temperature component. This imme-
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diately poses a problem for extracting spectral information, as it is difficult to

deconvolve a component that contains such a small fraction of the total energy

within the spectrum. This also suggests that, even if there is the presence of

a fast electron population with a Wilks [47] or Haines et al. [48] temperature

scaling which is generating the high energy component of the x-ray spectrum, it

only comprises a very small fraction of the accelerated electron distribution.
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Figure 7.8: Energy normalised experimental average spectrometer signal as a function of exper-
imental laser intensity (blue points). Synthetic spectrometer signals for photon distributions
with changing higher temperature according to Haines et al. [48] electron temperature scaling

and differing N1/N2 ratios.
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Figure 7.9: Energy normalised average spectrometer signal against experimental laser intensity
(blue points). Synthetic spectrometer signals for photon distributions with changing higher
temperature according to Wilks [47] fast electron temperature scaling and differing N1/N2

ratios.

In order to further investigate the implications for the generated electron

distribution a radiative energy analytical model, adapted by the author from a

Cu Kα model reported in Quinn et al. [99], was used to assess the energy radiated

for evolving electron spectra. The model uses radiative and collisional stopping
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power tables to assess the energy lost by a refluxing electron with each pass of

the target. Using this method it is assumed that there is no secondary particle

generation as the electrons interact with the target. Later, this is addressed

using Monte Carlo modelling. In this model an electron distribution of some

defined shape is propagated through a target by considering the distribution at

an integer number of steps through the target thickness. The electron distribution

is modified at each step to include the attenuation of the electron distribution by

radiative and collisional stopping, and the attenuated spectrum is then passed

on to the next step. At the edges of the target this process is repeated and the

escaping of fast electrons is simulated by losing a portion (10%) of the electron

population above a certain energy (here, 2 MeV is used). In Myatt et al. [243], a

capacitance model is used to predict the escaping electron fraction as a function of

target size and laser intensity for circular targets. The escaping electron fraction

spans a range of 10-30% across the intensity range investigated here and, for

simplicity, the escaping fraction was taken to be 10% in the modelling. With each

step the radiative energy loss is summed and a measure of the energy radiated

by an initial electron spectrum as it recirculates can be estimated. This process

is further illustrated in Figure 7.10

A two temperature component Boltzmann electron distribution of the form

seen in Equation 7.3 was inserted into the model. A target thickness of 25 µm,

step size of 1 µm, and number of steps equal to 1000 were used, meaning that

the electrons passed through the target up to 40 times. Figure 7.11 shows the

radiative energy loss for these two-temperature, evolving electron spectra, with a

fixed lower temperature of 250 keV, chosen to reflect the later GEANT4 modelling,

and higher temperatures that follow either the Beg et al. [54] , Wilks [47] or

Haines et al. [48] temperature scaling for intensities between 1×1019 and 5×1021

Wcm−2. Here, the N2/N1 ratio is fixed to 0.01 as this looked to be a likely

candidate given the experimental data and previous modelling (Figures 7.8 and

7.9). The radiative losses for each set of temperature distributions are normalised

to one. Alongside this, the energy normalised experimental spectrometer signals,

normalised to the maximum signal, are shown as a function of laser intensity.

156



Chapter 7. Linear absorption spectrometer characterisation using
bremsstrahlung x-rays

Figure 7.10: Flow chart illustrating the radiative numerical model. First, an electron population
is injected into a target. Then, at periodic steps through the target, the electron spectrum is
adjusted according to collisional and radiative stopping powers of the material. At every ‘target-
thickness’, electron escaping is modelled by discarding 10% of the electron distribution above
an energy threshold. The energy lost by the electrons by radiation production at each step is

equivalent to energy radiated as bremsstrahlung radiation.

Although not a direct comparison, the total energy loss in the form of x-ray

photons by the electron population and the spectrometer signal can be compared

when it is considered that the spectrometer signal is a measure of energy deposited

into the detector, and hence a measure of energy in the incident x-ray spectrum.

A trend can be seen that is similar to that in the previous modelling: as the laser

intensity increases, for the Beg et al. [54], Wilks [47] and Haines et al. [48] fast

electron temperature scalings, the radiative loss by the electrons decreases. This is

because the electrons have a higher average energy and are therefore experiencing

lower stopping powers within the target material. This directly connects to the

previous result. As the energy emitted in the form of x-ray photons decreases, the

spectrometer signal (a measure of energy within the incident x-ray spectrum) will

also decrease. This shows that, for a energy normalised, two-temperature electron

distribution, the x-ray spectrometer signal should decrease with increasing laser

intensity. Again, this trend is not seen in the experimental data.

The energy normalised experimental spectrometer signal, also shown in Figure
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7.11, has a significantly flatter scaling with increasing laser intensity than the total

radiative losses modelled using either the Beg et al. [54], Wilks [47] or Haines

et al. [48] scaling electron distributions. The radiative losses indicated by the

higher spectrometer signals indicate one of a few things. Either:

• the fast electron temperatures are lower and with a slower scaling than

those indicated by Beg et al. [54], Wilks [47] or Haines et al. [48];

• the higher temperature component comprises an even smaller portion of

the electron population or;

• there is a mechanism affecting the absorption of laser energy by the electron

population which means there is a higher total energy within the electron

population at higher laser intensities.
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Figure 7.11: Energy normalised experimental average spectrometer signal (blue points) and
radiative losses for electron distributions with higher temperatures predicted by Beg et al. [54]
, Haines et al. [48] and Wilks [47] temperature scalings (dashed green, solid orange and dashed

blue lines, respectively) as a function of laser intensity.

Regarding the latter point, the work reported in Dover et al. [110] suggests

something to the contrary. In the experimental study presented in this thesis,

tight focusing was used to achieve high laser intensities, a method which was

also investigated in Dover et al. [110]. It was found that, as the laser focal

spot size is reduced it can become smaller that the transverse acceleration length

of the accelerated electrons. Because of this, the ponderomotive force can very

quickly force the electrons out of the focal spot of the laser and as such will gain a

smaller fraction of energy from the laser. Additionally, in Wilson et al. [109], the
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effect of spatial intensity contrast on electron heating and ion acceleration was

investigated. It was found that, whilst using the same focusing plasma mirrors

to achieve tightly focused laser pulses, the wings of the focal spot were of a high

enough intensity to affect the interaction and through PIC simulation found that

a pulse of the same intensity 2 µm central spot with wings produced fewer higher

energy electrons than a pulse of a larger spot size and same intensity (5 µm,

2×1020 Wcm−2). This was explained by the presence of the wings increasing the

interaction area, which can accelerate a higher number of electrons, but spreads

the pulse energy over a larger population of electrons.

Both of these studies indicate that the absorption of laser energy is limited by

the laser focal spot sizes used to reach higher laser intensities, as both the spatial

intensity contrast and the electron transverse acceleration distances can inhibit

the acceleration of electrons to higher energies. If the findings in Dover et al. [110]

apply to interactions featuring longer pulse durations, then the lower maximum

electron energies and higher numbers of lower energy electrons would produce

a x-ray spectrum containing relatively higher total energies. So, these studies,

alongside the Cu K-α modelling from [179] and modelling presented here, suggest

that there is a lower than expected fast electron temperature. In order to assess

how prominent that fast electron population is within the distribution, spectral

analysis is required to understand the way the x-ray emission, and therefore

electrons, are energetically distributed. As suggested at the beginning of this

chapter, this can be a challenging task.

7.3.5 X-ray temperature measurements

As discussed in the previous section, it is possible to gain insight into the dynam-

ics of the intensity-dependent spectral evolution of fast electrons by characterising

the x-ray emission. It was reported that the signals of both the x-ray spectrom-

eter and copper K-α diagnostic both indicate a slower fast electron temperature

scaling than expected with incident laser intensity. However, to gauge the mag-

nitude of this, it is imperative that one is able to extract spectral information

from the emitted x-ray spectrum. The x-ray spectrometer and accompanying al-
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gorithm used in this experiment were intended to be able to deconvolve spectral

information from the measured data. However, this design of spectrometer is yet

to be tested at such high laser intensities where the resolution of x-ray tempera-

tures in the tens of MeV is poorer. Therefore, the capability of this spectrometer

to resolve bremsstrahlung x-ray spectra produced in laser-solid interactions with

intensities above 1021 Wcm−2 is also investigated within this work.
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Figure 7.12: Initial experimental x-ray temperatures plotted as a function of incident laser
intensity.

The initial two-temperature Boltzmann deconvolution temperatures are shown

in Figure 7.12 for the data points in the previous section. The deconvolution al-

gorithm is described in detail in Chapter 4. It can be seen that, for the most part,

the deconvolved higher temperatures are below 1 MeV, with lower temperatures

of 100 keV or less. However, the error bars for these data points span many orders

of magnitude due to the large spread of solutions found when randomly modifying

the response within the bounds of the standard deviation of the data. What can

also be seen is a single data point that has significantly higher temperatures, with

a T1 of (0.3 ± 0.1) MeV and a T2 of (25 ± 5) MeV. The fast electron temperature

predicted by the Wilks [47] scaling is less than 20 MeV at these laser intensities.

What becomes clear when analysing the distributions of the solution parameters

is that this is a boundary solution. To assess the degree of uncertainty, the solu-

tions found within the error analysis by making random small changes to the data

and applying the deconvolution algorithm were histogrammed and plotted. The

corresponding N1, T1, N2, and T2 distributions for two experimental data points,
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of intensities 3×1020 and 3×1021 Wcm−2, are shown in Figure 7.13. Due to the

symmetry of the diagnostic merit function, T1 and T2 can either be higher or

lower here, and as such temperatures up to 24 MeV are plotted for both. Despite

the data points corresponding to laser intensities that are an order of magnitude

apart, the solution distributions found for each are very similar. The key features

shown in each temperature are an abundance of zero, or close to zero, MeV so-

lutions and an almost equally numerous spike in upper boundary solutions at 24

MeV. This suggests that, in attempting to find a good quality fit, the algorithm is

‘running out of room’ in temperature space and is therefore returning boundary

solutions. With the upper temperature of the scanning range set at 20 MeV, the

algorithm is consistently returning a higher temperature value of 24 MeV, which

is the upper limit of the fine-grid reconstruction phase which is 1.2× the tem-

perature solution of the sparse-grid reconstruction phase. The same behaviour

occurs when the upper temperature limit is increased up to 30 MeV. For both

data points the algorithm is struggling to find a good fit for the experimental

data and cannot find a two-temperature solution with any certainty. This trend

is seen for all of the experimental data points. Not shown are the fits to the data

retrieved using a single temperature function. The fits of these, too, are poor.

Given the similarity of solution distributions for all experimental points, it was

appropriate to investigate the merit, or goodness of fit, for each solution within the

2D temperature grid that is scanned within the algorithm. The merit functions

for this temperature scan from the first, sparse-grid, phase of reconstruction for

the experimental data is shown in Figure 7.14. The merit functions, produced by

scanning through the sparse temperature grid and calculating the merit of the

fit at each point, are plotted with a maximum value equal to the experimental

uncertainty, which is the standard deviation in each crystal signal divided by

the average signal in the crystal. Above this value is plotted in black, as these

merit values are deemed too high to give valid solutions. It is important to note

here that a lower merit score is better, as it is a measure of the overall difference

between the reconstructed and original signals.

Two things are immediately obvious: again, despite an order of magnitude
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Figure 7.13: Distributions of spectral fitting parameters for two experimental points: 3 ×1020,
and 3× 1021 Wcm−2.

difference in laser intensity between the two points shown, the merit grids look

almost identical; and the spread of lower merit solutions is vast for both which

suggests a large uncertainty in the spectral reconstruction. It is also clear why

the algorithm regularly returns boundary solutions, with the areas of lowest merit

reaching the edges of the grid. In this first, sparse phase of reconstruction, the

local area around the temperatures of lowest merit is selected for the second, fine-

grid phase of reconstruction. With those areas appearing at the edges, boundary

solutions are likely to be found. With such a large amount of uncertainty, it is

not yet appropriate to assign a single solution to this data.

It is of interest to assess the data reconstructions in comparison to the original

experimental data, which are constrained by possessing low merit values (which

are shown as coloured regions in Figure 7.14). The reconstruction of the spec-

trometer signals for each of these solutions are shown in Figure 7.15, with the
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Figure 7.14: Merit grids for initial deconvolution of experimental data for intensities (a) 3 ×1020

and (b) 3× 1021 Wcm−2.

minimum merit, or ‘best’ solution plotted in red and the experimental data in

blue. The standard deviation of the crystal signals is shaded around the exper-

imental data line, in order to compare the reconstructions to the uncertainty in

the experimental data. The reconstructions are plotted with a low opacity in

black so that the distribution and number of solutions can be visualised accord-

ing to density of colour. Some of the reconstructed scintillator signals appear to

be many of orders of magnitude different to the experimental data and standard

deviation, which shows that there are still a great number of solutions within our

merit threshold that have very poor fits to the experimental data. This is likely

because the merit function is only a measure of the overall difference between the

reconstructed and actual signals and as such can allow a very good reconstruction

of one crystal to compensate for a poor reconstruction of another.

The minimum merit solutions, plotted in red, are notably not a good fit to the

experimental data, with around half the crystal signals in both not lying within

the bounds of uncertainty in the experimental data. It can also be seen that the

spread of solutions is larger for the higher laser intensity, shown in Figure 7.15(b),

as opposed to the lower in Figure 7.15(a). The solutions span at least another

order of magnitude in each direction, which suggests that there is an even greater

uncertainty for the higher intensity point.

Given that this method of thresholding the merit function gives a vast spread

of poor reconstructions, and perhaps unrealistically similar solutions for each
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Figure 7.15: a): Reconstructed spectrometer signals corresponding to solutions constrained by
merit value, for laser intensities of (a) 3× 1020 and (b) 3× 1021 Wcm−2, constrained by merit

value.

experimental point regardless of laser intensity, the solutions were instead con-

strained by reconstruction quality, or goodness of fit to each crystal. This occurs

because the merit is only an average offset from the experimental data and does

not take into account the individual values. One can achieve this by constraining

the valid solutions to those that have reconstructions that fit within the bounds of

uncertainty in the experimental data for each individual crystal. In Figure 7.16,

it is shown how the solutions can be selected by ensuring that their reconstruc-

tion lies within the experimental standard deviation of the crystal signals. This

significantly reduces the number of ‘valid’ temperature pairings and therefore the

uncertainty.

The number of solutions for the higher intensity point is even more reduced

than for the lower intensity data, as illustrated by the much-reduced opacity of

plotted solutions in Figure 7.16(b) compared to Figure 7.16(a). This indicates

that there are very few solutions that provide a satisfactory fit to the experimen-

tal data. Additionally, the only solutions that are valid within this method of

constraint are those with an accurate first crystal signal and lower than experi-

mental signals in the second and third crystals, which may predict the presence

of a very low temperature component that deposits the majority of its energy
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Figure 7.16: Reconstructed spectrometer signals corresponding to solutions constrained by
experimental uncertainty for each crystal, for laser intensities of (a) 3× 1020 and (b) 3× 1021

Wcm−2.

into the first crystal. This can been seen in the valid spectral solutions shown

in Figure 7.16(b), where the reconstructions of the second and third crystals are

consistently lower than the experimental data.

Figure 7.17: Reconstructed spectral distributions corresponding to solutions constrained by
experimental uncertainty for each crystal, for laser intensities of (a) 3× 1020 and (b) 3× 1021

Wcm−2. The transparent black lines each represent a ‘valid’ spectral solution and the red line
represents the spectral solution with the lowest merit value.

These spectra, also plotted in black with a low opacity, shown in Figure 7.17,

for laser intensities of 3 × 1020, and 3 × 1021 Wcm−2. Again, the minimum

merit solution is plotted in red in each. The difference in the number of valid

solutions for each intensity is again very apparent, as visualised by the density

of solutions. What is also interesting is that the lower intensity point in Figure
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7.17(a) features solutions of many different spectral shapes, whereas the higher

(in Figure 7.16(b)) has only one. In both plots there is a similar solution that has

both a lower T1 and T2 whereas, counter-intuitively, the lower intensity point in

Figure 7.16(a) also features solutions with higher, multi-MeV temperatures, where

the higher intensity point (in Figure 7.16(b)) does not. Higher x-ray temperature

components are expected at both laser intensities according to the prevalent fast

electron temperature scaling laws.

As higher electron, and therefore x-ray, temperatures are expected for the

higher intensity point, whose solutions were not represented within the experi-

mental reconstructions thus far, it is important to ascertain if the lack of higher

temperature component at the highest intensity is real or a product of the spec-

trometer response. Another method was used to improve the number of solutions,

with satisfactory fits to the experimental data, presented by the algorithm. Per-

haps if the algorithm was presenting a low number of satisfactory fits for these

higher temperatures it might be caused by a lack of resolution on the high energy

region of the x-ray spectrum. For this reason, the first method involved extending

the energy range of the spectrometer response matrix from 50 to 100 MeV in order

to fully resolve the higher temperature component. Compared to the original re-

sponse functions (Figure 7.4), the responses of the latter crystals become greater

than the responses of the first crystal at the highest photon energies, which would

have a small effect on the reconstructions. Moreover, it is important to note the

problem with the detection of multi-MeV x-rays: the amount of energy deposited

in each scintillator becomes very similar in the 1 to 20 MeV range, which is due to

the intrinsic flattening in the gradient of absorption efficiency between the energy

ranges of the Compton scattering and pair production mechanisms. Whilst the

extension of the spectrometer response matrix might increase the number of solu-

tions that are valid for the experimental data, it is likely that it will not increase

the degree of certainty in the solutions.

Following the same method as before of constraining the solutions according

to the signal reconstruction of each scintillator, reconstructed spectral distribu-

tions for the experimental data can be obtained. The reconstructed spectra for
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experimental data points of intensities 3 × 1020 and 3 × 1021 Wcm−2 are shown

in Figure 7.18, with the valid solutions plotted in black and the minimum merit

solution in red. It can now be seen that there are significantly more valid solu-

tions for the higher intensity (Figure 7.18(b)) when using the extended energy

response matrix, which suggests that the higher temperatures can now be more

accurately resolved. It is also apparent that the spectral distributions for the two

cases are still very similar. Again, despite the order of magnitude difference in

laser intensities between each experimental point, the reconstructed x-ray spectra

have the potential to be very similar.

Figure 7.18: Reconstructed spectra using extended response function for laser intensities of (a)
3× 1020, and (b) 3× 1021 Wcm−2. The transparent black lines each represent a ‘valid’ spectral

solution and the red line represents the spectral solution with the lowest merit value.

The reconstructed spectral distributions for laser intensities of 3 × 1020 and

3 × 1021 Wcm−2, over an order of magnitude apart in intensity, are consistently

very similar although with a significant amount of uncertainty. If the Wilks [47]

temperature scaling is appropriate here then there should be considerable differ-

ence in the higher temperature components between the two points, which is not

seen. However, it has also already been seen that it can be difficult to resolve the

higher temperatures given the lack of differentiation in responses between each

of the crystals at higher energy. The same conclusion is reached whether whilst

considering either the total spectrometer signal or the spectral deconvolution of

the individual spectrometer signals. To gain an insight into the spectral distribu-

tions that could be expected, more modelling is required and is presented in the
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next section.

7.4 Modelling using PIC and Monte Carlo simu-

lations

Because of the discrepancy between the experimental temperatures and mod-

elling results, and large associated uncertainties, it is appropriate to examine the

distributions of x-ray spectra that we might expect from similar experimental

parameters and to test whether the spectrometer can be used to extract known

x-ray spectra. In order to better understand the experimental measurements a

series of 2D PIC and Monte Carlo simulations are performed to obtain electron

and x-ray spectra.

7.4.1 Generation of electron spectra

A series of laser-plasma interactions with fixed energy are modelled in EPOCH

2D [206] wherein the intensity was varied via the spot size. The intensity was

varied in the range of 1.5 × 1020 Wcm−2 to 3 × 1021 Wcm−2, with focal spots

ranging from 2 to 40 µm. It is important to note that in 2D the energy does not

scale as it would in reality and instead scales linearly with spot radius, so a larger

range of spot sizes were required to simulate the full intensity range.

The 20×40 µm simulation box consisted of 5000×12800 cells. The 1.054 µm,

500 fs laser pulse was incident onto a 10 µm thick copper target with a 0.5 µm

density scale length. The maximum ion density was 8.4×1028 m−3. The electron

and ion target populations were initialised with temperatures of 100 and 10 eV,

respectively.

The electron spectra, shown in Figure 7.19, are sampled over the entirety of

the simulation area at the time-step corresponding to the peak of the laser pulse

interacting with the front of the target. Boltzmann spectra were fitted to extract

the temperatures from the spectra which are shown in Figure 7.20. Uncertainties

in these (and later) simulation temperatures are given by the associated uncer-
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Figure 7.19: EPOCH 2D [206] electron spectra for fixed energy intensity scan, corresponding
to laser intensities of 1.5× 1020, 3× 1020, 6× 1020, 1.2× 1021, 2× 1021, and 3× 1021 Wcm−2.

tainty in the temperature fit to the spectra. It is clear here that the electron

spectra exhibit two well-defined temperatures. It can be seen that the lower elec-

tron temperature plateaus at intensities above 6×1020 Wcm−2, whereas the higher

electron temperature keeps increasing over the entire intensity range. Also shown

are the fast electron temperatures given by the Wilks [47], Dover et al. [110], and

Haines et al. [48] fast electron temperature scalings, described in Chapter 2. The

Dover et al. [110] scaling is dependent on laser focal spot size. The Dover et al.

[110] scaling shown in Figure 7.20 is calculated solely for the smallest spot sizes

of 1.5 and 2 µm for simplicity, rather than full the full spot-size range. It can

been seen, from Figure 7.20, that the 1.5 µm Dover et al. [110] scaling is a good

fit for most of the simulation temperatures. Given that the minimum spot size

in the simulations is 2 µm, this suggests that there is an additional limitation of

electron heating in the simulations.

The higher electron temperatures are higher than the modelling in the previ-

ous section suggests, which followed a slower temperature scaling than all three

established scalings shown in Figure 7.20. It is important to note that the sim-

ulation temperatures presented here are a snapshot of the peak electron tem-

peratures, taken at the peak of the laser pulse interaction. In reality, especially

with longer pulse lengths (≈ 1 ps), electrons will continue to interact with the

laser light and absorb laser energy as they recirculate, providing the spot size is

large enough [98]. It is largely the lower energy recirculating electrons that stay
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Figure 7.20: Lower (a) and higher (b) Boltzmann temperatures for EPOCH 2D electron spectra,
with fitting errors. In (b) are the Wilks [47], Dover et al. [110], and Haines et al. [48] fast
electron temperature scalings in blue, red, and green lines, respectively. The Dover et al.
temperatures are calculated for both a 1.5 µm and 2 µm spot size for a 1.05 µm wavelength

laser (dashed and solid lines, respectively).

trapped within the target that generate bremsstrahlung, although the higher en-

ergy electrons will contribute during their passage through the target. As such,

it is possible that while higher electron temperatures may be present experimen-

tally, many of the electrons in the higher temperature component will have less of

a contribution to the x-ray emission, giving the signature of a lower electron tem-

perature in the data. In Rusby et al. [244], it was found through PIC modelling

that the temperature of the escaping and recirculating electron populations can

be reduced by up to 50% of their initial temperatures after experiencing sheath

fields on the rear of the target. This too suggests that, while higher temperatures

may have initially been present, the evolution of sheath fields during the interac-

tion have caused cooling of the electron temperatures. As the sheath field evolves,

it tends to pull electrons back towards the target surface. The work done by the

sheath field on the electrons as they interact with it can cause these electrons to

lose kinetic energy, effectively cooling them.

7.4.2 Generation of x-ray spectra

The Monte Carlo code GEANT4 [204] is used to generate x-ray spectra for input

electron distributions. This method involves independently inputting electrons

of 100 different energies into a copper target simulated in GEANT4. This means

that, for a single pass of the target for an electron of a certain energy, the emitted

x-ray spectrum could be quantified. The purpose of doing this is to remove
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the necessity to repeatedly perform incredibly computationally costly and time

consuming simulations with 108 particles. The method used here allows for a

single set of simulations to be run but with the ability to combine the mono-

energetic simulations with different electron distributions without the additional

computational cost, rather than performing a new set of Monte Carlo simulations

for each distribution.

Mono-energetic electron beams containing 108 particles are injected into a 25

µm thick Cu target, for electron energies between 0.06 and 50 MeV. Collective

effects are not present in the simulation as each electron is simulated one after

the other. This means that particle collisions and collective effects, such as beam

filamentation, are not modelled. The corresponding electron-to-x-ray spectral

heat map is shown in Figure 7.21. It should be noted that the input electron

energies were logarithmically spaced to achieve higher resolution at the lower

energies and so the resulting spectra are normalised for bin size.

Figure 7.21: GEANT4-generated electron to x-ray spectral heatmap.

This method of generating x-ray spectra with monoenergetic electron inputs

was compared to the work in Rusby et al. [244] and Fiorini et al. [245]. In both

Rusby et al. [244] and Fiorini et al. [245], electron refluxing was simulated by in-

putting modified electron spectra into Monte Carlo codes to imitate the multiple
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electron target-crossings that occur during electron refluxing. This method has

the downside of being time consuming, both due to the nature of Monte Carlo

codes and to the necessity of the electron inputs needing to be manually changed

and resubmitted between each run. Here, the concept of the spectral heatmap

was combined with the electron refluxing model outlined earlier in the chapter to

generate x-ray spectra for refluxing electrons. In each case, single temperature

Boltzmann electron distributions were inputted into the refluxing code. At each

pass of the target an x-ray spectrum was produced by combining the modified

electron distribution with the spectral heatmap. Whilst this is not entirely ac-

curate as the electron distribution will change at each step within the refluxing

code, which would marginally affect the resulting x-ray spectrum, the spectra

generated via this method are comparable to the spectra reported in Rusby et al.

[244] and Fiorini et al. [245] (Figure 7.22). The spectra generated by this method

have fewer photons in the high energy end of the spectrum than those of Rusby

et al. [244] and Fiorini et al. [245], which is likely due to the attenuation of high

energy electrons in the first few passes of the target that the refluxing code is

missing, and therefore fewer x-rays of those higher energies are being generated

before those electrons lose their energy.
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Figure 7.22: X-ray spectra generated using the method of combining mono-energetic GEANT4
x-ray spectra with input electron distributions, with temperatures of 0.16, 0.34, and 1 MeV
(orange, green, and blue dashed lines, respectively) alongside the spectra reported in Rusby et
al. [244] and Fiorini et al. [245] (0.16, 0.34, and 1 MeV (orange, green, and blue solid lines,

respectively))
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7.4.3 X-ray spectra
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Figure 7.23: GEANT4 x-ray spectra corresponding to the six EPOCH 2D electron spectra
corresponding to laser intensities of 1.5 × 1020, 3 × 1020, 6 × 1020, 1.2 × 1021, 2 × 1021, and

3× 1021 Wcm−2.

a) b)

Figure 7.24: (a) Lower and (b) higher Boltzmann temperatures for GEANT4 x-ray spectra,
with fitting errors, corresponding to the six EPOCH 2D electron spectra of laser intensities.

The spectral heat-map is then combined with the output EPOCH 2D electron

spectra to produce complementary x-ray spectra for the intensity scan simula-

tions. The x-ray spectra, shown in Figure 7.23, follow a similar shape to the

electron spectra. Boltzmann temperature fits were also made to the resulting

x-ray spectra, resulting in the fitted temperatures shown in Figure 7.24. There is

a lower temperature that saturates at around 150 keV and a higher temperature

that increases with intensity, in a manner similar to, but steeper than, the cor-

responding electron temperatures. The lower x-ray temperatures are continually

173



Chapter 7. Linear absorption spectrometer characterisation using
bremsstrahlung x-rays

lower than the corresponding electron temperatures, however the higher x-ray

temperatures appear to increase to become higher than the electron tempera-

tures. This is due to the way we are defining x-ray temperatures. It is clear that

this is not a perfect fit to the higher photon energies within the spectra, and fit-

ting to most of the spectrum, here the fits are applied from 5-30 MeV before the

highest energy section tails off, which is artificially increasing the temperature

fit. It should be noted that the x-ray spectra cannot be perfectly defined by two

Boltzmann temperature distributions as the electron spectra can.

The higher x-ray temperatures do not appear to saturate at the highest inten-

sities as the electron temperatures do. However this is likely not physical and is

a product of the temperature fitting. Figure 7.25 shows the linear Boltzmann fits

to the x-ray spectra on a logarithmic y-axis, the highest of the two being applied

up to 30 MeV. As the intensity increases, this fit becomes less appropriate as a

higher energy tail becomes present, but is also not linear. This highlights the

need for a better description of x-ray spectral distributions for higher-intensity

interactions.

Another commonly used description of electron and x-ray spectra is the Maxwell-

Boltzmann distribution. A Maxwell-Boltzmann distribution of the form

f(E) = 2
√
E/π(1/kT )

3
2 e(−E/kT ) (7.4)

can instead be used to describe the spectral components. In Figure 7.26, Maxwell-

Boltzmann distributions have been fitted to the simulation x-ray spectra (only

the extremes of intensities are shown here). It is shown that, in Figure 7.26(a),

wherein the distributions have been fitted to the simulation spectrum correspond-

ing to the lowest intensity of 1.5×1020 Wcm−2, the Maxwell-Boltzmann distribu-

tion is not a particularly good fit for either component. However, for the highest

intensity spectrum, at 3×1021 Wcm−2, the distribution is a far better visual fit,

especially for the higher temperature component. Another feature of the spectra

that are easier to see in a logarithmic scale are the Cu K-α emission lines at 8.03

and 8.05 keV, which the spectrometer would not see due to attenuation caused
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Figure 7.25: Boltzmann distributions fitted to GEANT 4 x-ray spectra for all simulated inten-
sities: (a), 1.5×1020 Wcm−2, (b), 3×1020 Wcm−2, (c), 6×1020 Wcm−2, (d), 1.2×1021 Wcm−2,

(e), 2×1021, and (f) 3×1021 Wcm−2.

by the vacuum chamber and plastic housing of the diagnostic.

A comparison between the higher temperature Boltzmann and Maxwell- Boltz-

mann temperatures for the simulated x-ray spectra is shown in Figure 7.27. The

uncertainties are generated by calculating the least squares error for each fit to

the simulated spectra. At the lower intensities, the temperatures given by the two

fitting methods do not differ much from each other, with the Maxwell-Boltzmann

fits close to sitting within the bounds of uncertainty in the Boltzmann fits. At

higher intensities, the temperatures appear to diverge. However, the magni-

tude of the difference remains the same, with the Boltzmann temperatures being

around twice the Maxwell-Boltzmann temperatures. Given the evident difference
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a) b)

Figure 7.26: Maxwell-Boltzmann distributions fitted to GEANT 4 x-ray spectra for two inten-
sities: (a) 1.5×1020 Wcm−2 and (b) 3×1021 Wcm−2. The dashed lines represent the Maxwell-
Boltzmann temperature fits (green and red are the lower and higher temperatures, respectively),
the solid lines indicate the portion of the spectrum included in each fit, and the black line is

the GEANT4 bremsstrahlung spectra.

in quality of fit for the two methods, seen in Figures 7.25 and 7.26, the Maxwell-

Boltzmann description gives a visibly better fit for higher laser intensities.
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Figure 7.27: A comparison of the temperatures of the higher temperature components as of the
GEANT4 x-ray spectra a function of laser intensity, for Boltzmann and Maxwell-Boltzmann

fits.

The electron spectra, sampled at the time the peak of the pulse interacts with

the front of the target, from the 2D PIC simulations and the output from mono-

energetic input Monte Carlo simulations are combined. It is found that, for a

set of increasing intensity and decreasing spot size simulations, the fast electron

and Boltzmann-fit x-ray temperatures follow a scaling similar to that reported

in Dover et al. [110]. These temperatures disagree with the experimental x-ray

temperatures found initially with the absorption-based x-ray spectrometer. How-
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ever, it was shown that the current design features a large amount of uncertainty

in the deconvolution of input spectral distributions, particularly those extending

to higher photon energies where the scintillator responses converge. Although it

is known that such spectra may be difficult to resolve with this spectrometer, it

is important to characterise the limitations of the current design, especially when

applied to ‘real’ spectra that cannot be perfectly described by any of the common

distributions. This will be explored in the next section.

7.5 The characterisation of the existing spectrom-

eter design

7.5.1 Custom spectral fitting

It was shown in the previous section that a two-Boltzmann distribution may not

be the best description of x-ray spectra generated in laser-plasma interactions. To

test whether this might be an appropriate description for the experimental data,

a Boltzmann temperature component and a Maxwell-Boltzmann temperature

component was used for fitting to the spectrometer data, as opposed to two

Boltzmann-like temperatures. The reconstructions for this Boltzmann/Maxwell-

Boltzmann fitting are shown in Figure 7.28, where the distribution of solutions

about the experimental data is very similar for both points. Neither cases possess

a high number of solutions that are an appropriate fit for the data. This suggests

that this spectral distribution is not likely to be a good fit for the experimental

data.

The reconstructed Boltzmann/Maxwell-Boltzmann spectral distributions can

be found in Figure 7.29. Again, the lower intensity data in Figure 7.29(a) appears

to have more valid solutions than the higher intensity in Figure 7.29(b), as seen

in the density of solutions in Figure 7.29(a). However, there appear to be a few

very differently-shaped distributions, with differing N1/N2 ratios to match. The

low number of solutions in Figure 7.29(b) also suggests some uncertainty in the

solutions, as there are so few that can accurately reconstruct the experimental
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Figure 7.28: Reconstructed data for Boltzmann/Maxwell-Boltzmann fitting for two experimen-
tal intensities: (a) 3 ×1020 and (b) 3× 1021 Wcm−2.

data. In both cases this suggests that this description is not a good fit for the

experimental data. It also indicates that the simulation spectra could be of a

different distribution to the experimentally measured spectra. The simulation

spectra appear to have higher x-ray temperatures than many of the reconstruc-

tions found for the experimental data, alongside fewer photon numbers within

those higher-temperature components. Due to the uncertainty in the experimen-

tal distributions it is not yet possible to conclude whether this is indeed true. If

it were true it would suggest that there is an electron heating mechanism that

is not present as the intensity increases for there to be lower experimental fast

electron and x-ray temperatures. In Frazer et al. [179], the presence of additional

compression of the plasma skin depth at higher intensities is reported, which

may limit the heating of electrons. This would have the observed effect of the

experimentally measured x-ray and K-α distributions.

7.5.2 Generating synthetic data

The distributions of the simulated x-ray spectra from the previous section in-

dicate the presence of a higher T1-T2 temperature pairing for the experimental

intensity range. Therefore, it is necessary to characterise the performance of the

spectrometer for such spectra.

One such method is to test the diagnostic response for synthetic data. In

Chen et al. [239], synthetic spectrometer data was generated using simulated
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Figure 7.29: Reconstructed spectra for Boltzmann/Maxwell-Boltzmann fitting for two exper-
imental intensities: (a) 3 ×1020 and (b) 3 × 1021 Wcm−2. The transparent black lines each
represent a ‘valid’ spectral solution and the red line represents the spectral solution with the

lowest merit value.

x-ray spectra. Here, a similar technique is used. The simulation x-ray spectra

presented in the previous section and the spectrometer response matrix were

used to generate synthetic spectrometer data, which was then put through the

same fitting algorithm as the experimental data. Through this method we can

characterise the response of the spectrometer, given that the distributions of the

input spectra are known.

The deconvolution merit functions for the fitting algorithm when applied to

the synthetic data are shown in Figure 7.30. In comparison with the merit func-

tions for the experimental data (in Figure 7.14), it can be seen that there is

significantly less uncertainty in the lower temperature, particularly for the lowest

intensities, as the ‘valid solutions’ with the lowest merit all feature a small range

of T1 centred roughly around 100 keV. However, there is a large amount of un-

certainty in T2, with the lowest merit solutions stretching from below 1 MeV to

the boundary at 20 MeV. The two-Boltzmann temperatures of the input spectra

are shown in red, and can be seen to lie in the area of low merit. The solutions

shown in the coloured areas of the merit grids may not be the best fit for the

synthetic data, as seen previously, so the valid solutions will be constrained by

the fit to each crystal.

As before, the valid solutions were constrained by the signal uncertainty, which

in the case of the synthetic data is taken to be the cube root of the simulated

signals. The reconstructed spectral distributions for simulation intensities 3×1020
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Figure 7.30: Merit functions for the deconvolution of synthetic data for the default, 10-layer,
spectrometer design. Each merit grid corresponds to the above simulation x-ray spectra for

intensities 3 ×1020 (a), and 3× 1021 Wcm−2 (b).

and 3 × 1021 Wcm−2 is shown in Figure 7.31. Here, the merit function values,

concerning the overall fit of the reconstruction rather than fits of the individual

scintillators, are not used to constrain the solutions. As such, the certainty in T1

seen in the merit grids is not reflected in the reconstructed spectral distributions.

There are a great number of solutions than can be considered valid reconstructions

of the input synthetic data, with hugely varying temperatures and fluxes. The

input spectra are plotted in blue and, although difficult to see due to the high

number of valid reconstructions, there are no reconstructions that fit the input

spectra well. As before, the reconstructed spectrum corresponding to the solution

with the lowest merit value is plotted in red. This solution is a particularly bad

fit in Figure 7.31(a), and although it appears a better fit in Figure 7.31(b), this is

not real as the solution presented is situated on the boundary of the temperature

space.

The great uncertainty in the reconstructed spectral distributions is a reflec-

tion of the difficulty in deconvolving x-ray distributions with photon energies in

the range of 1 to 10 MeV, where the scintillator responses converge. This also

indicates that, even with a lack of experimental noise in the input spectra and

non-uniformity in the scintillator output, the current spectrometer design has a

significant amount of uncertainty that is intrinsic, due to the behaviour of x-ray

energy deposition at this energy range.
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Figure 7.31: Reconstructed spectral distributions for synthetic data. Input spectra in blue
correspond to laser intensities of (a) 3 ×1020 and (b) 3× 1021 Wcm−2. The transparent black
lines each represent a ‘valid’ spectral solution, the red line represents the spectral solution with

the lowest merit value, and the blue line represents the input spectrum.

Another reason for this poor spectral deconvolution is illustrated in Figure

7.32, which is the N1T1/N2T2 ratio plotted as a function laser intensity for the

simulated x-ray spectra. The N1T1/N2T2 ratio is used in [197] to compare the

uncertainties of reconstruction for differing temperature components. This gives

an idea of the ratio of total energy contained in each temperature component.

The ratio for all intensities is in the order of 200-300, and shows that there is

significantly more energy stored in the lower temperature component than the

higher. When x-ray distributions with so little energy in one of the components

are to be deconvolved it leads to poor reconstructions, which is unfortunate given

the distributions of x-ray spectra expected from high-intensity laser-plasma in-

teractions.
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Figure 7.32: Ratio of N1 T1 to N2 T2 for simulated x-ray spectra as a function of intensity.
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The combination of trying to detect spectral distributions with so little energy

in the higher temperature component and the temperatures of interest (given by

fast electron temperature scalings) being centred around the energy range of one

to ten MeV where the scintillator responses converge, make it doubly difficult to

deconvolve any kind of spectral information. A method to increase the certainty

of reconstruction is to provide greater resolution for higher energy (1-10 MeV)

x-ray photons. The method trialled in the next few sections involves providing

more points to fit to and greater attenuation.

7.6 High-resolution hard x-ray spectrometer de-

signs

The higher x-ray temperatures from laser-solid interactions at 1021 Wcm−2 and

above are, regardless of the relevant fast electron temperature scaling, expected

to be in the multi-MeV range. It has been shown that temperatures in this range

are difficult to resolve with x-ray diagnostics due to the nature of x-ray energy

deposition within this energy range. In the current 10-layer spectrometer design,

the responses of the scintillators converge in this energy range which makes it

almost impossible to differentiate the diagnostic response for different energy

photons in that range. In this section, several designs with a higher number of

scintillators and larger amounts of attenuation, provided by more filtering, are

tested using synthetic data.

7.6.1 Extension of current design

The first spectrometer design trialled was an extension of the current spectrom-

eter design, incorporating more filtering and scintillators that would sit behind

the spectrometer. This design was considered and characterised using the same

method of generating synthetic data with the simulation x-ray spectra and the

new design response matrix. Again, the deconvolution algorithm was applied

to the synthetic data to characterise the performance of the design with known
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input spectra.

The design consists of 20 LYSO scintillator crystals with increasing thicknesses

of tungsten (W) filtering. The first part of the array is the same as the current

design, however the latter ten crystals are in the configuration shown in Figure

7.33, with 5×2 mm LYSO, 5×2 mm LYSO and 2 mm W, 5×4 mm LYSO and

4 mm W and 5×6 mm LYSO and 6 mm W. As with the original design, the

function of responses for each of the 20 scintillators to incident radiation was

generated using the Monte Carlo code GEANT4.

y 
(m

m
)
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W

Figure 7.33: Schematic showing design of 20-layer spectrometer, with twenty LYSO layers (blue)
and increasing thicknesses of tungsten filtering (red).

In the same manner as before, synthetic data was generated using the the sim-

ulation spectra and diagnostic response function. The merit functions generated

when applying the synthetic data to the new extended design, for simulations of

intensities 3 ×1020 and 3×1021 Wcm−2, are shown in Figures 7.34(a) and 7.34(b).

Once again, the merit grids are plotted with a maximum value according to the

uncertainty, which is taken to be the cube root of the synthetic signals, above

which is in black and is not part of the colourmap. At a first glance, it appears

as though the entire grid of solutions is invalid. However, there is one solution

per grid that has a solution with a low enough merit value. The two-Boltzmann

temperatures to the input simulation spectra are plotted in red. The valid solu-

tions appear to come close to resolving the input temperatures, with the ‘valid’

solutions very close to the input distribution. However, for the higher intensity

in Figure 7.34(b), the solution with the lowest merit value is again a boundary
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solution and is not valid.

This design features far fewer solutions with a merit lower than the uncer-

tainty in the data. Whilst the resolution for higher energy x-ray photons has

been increased by having more attenuation and more layers, it has also doubled

the number of constraints on the fitting. To see the influence of this on the

constraining of reconstruction by individual crystals, the spectral distributions

corresponding to solutions that fit the criteria were observed, shown in Figures

7.35(a) and 7.35(b) for simulation intensities of 3 ×1020 and 3 × 1021 Wcm−2.

The overall spread of distributions is not dissimilar to that for the original spec-

trometer design (Figure 7.31) however, the solutions with the lowest T1 solutions

have disappeared. The minimum merit solutions, plotted in red, are closer to

resolving the input spectra (blue).
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Figure 7.34: Extended-design merit grids for the reconstruction of synthetic data for two-
Boltzmann fitting for two simulation intensities: (a) 3 ×1020 and (b) 3× 1021 Wcm−2.

The design certainly comes closer to resolving the input temperatures but a

large amount of uncertainty is still present. To investigate how much of this is due

to the poor fitting quality of Boltzmann distributions to some of the higher tem-

peratures, the algorithm was also applied with the custom Boltzmann/Maxwell-

Boltzmann distribution. The unconstrained merit grids for the synthetic data are

shown in Figure 7.36, with the input Boltzmann and Maxwell-Boltzmann tem-

peratures in red and the minimum merit solution in green. The merit functions

for this spectral shape are not symmetrical as the two-Boltzmann functions are.

The axis labelled T2 corresponds to the Maxwell-Boltzmann temperature compo-
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Figure 7.35: Reconstruction of x-ray spectra with two-Boltzmann fitting for two simulation
intensities: (a) 3 ×1020 and (b) 3 × 1021 Wcm−2. The transparent black lines each represent
a ‘valid’ spectral solution, the red line represents the spectral solution with the lowest merit

value, and the blue line represents the input spectrum.

nent, and the other to the Boltzmann component. The green point showing the

minimum merit solution in Figure 7.36(a) indicates that the solution with mini-

mum merit has a lower Maxwell-Boltzmann temperature and higher Boltzmann

temperature. As seen in Figure 7.26(a), the Maxwell-Boltzmann distribution is

not a good fit for either temperature component for the lower intensities, and it

is likely a combination of this and a lack of energy within the higher temperature

component that is causing the solution to be wrong. However, the minimum merit

solution for the highest intensity, 3×1021 Wcm−2 in Figure 7.36(b), is relatively

close to the input temperatures.

Figure 7.36: Extended-design merit grids for the reconstruction of synthetic data for
Boltzmann/Maxwell-Boltzmann fitting for two simulation intensities: (a) 3 ×1020 and (b)

3× 1021 Wcm−2.
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This is because of a few things: firstly the NT energy ratios shown in Figure

7.32 indicate that the energy contained within the higher temperature component

at the higher intensities is higher than for the lower intensities which makes it

easier to detect; the use of custom Boltzmann/Maxwell-Boltzmann fitting, which

is a better fit for the synthetic spectral input and; the addition of more filtering

and more detecting layers. This shows a great improvement compared to the

original design in deconvolving the synthetic data.

7.6.2 Spectrometer signal and flux modelling

The analytical two-Boltzmann temperature x-ray photon distribution model used

earlier to complement the experimental fluxes can also be used to predict what the

spectrometer signals may have looked like on the extended spectrometer design.

Figure 7.37. shows how the total spectrometer signal would scale with laser

intensity for fixed energy with different x-ray temperature scalings (defined by

the fast electron temperature scalings of Wilks [47] (dashed) and Haines et al.

[48] (solid)). These photon distributions have a fixed lower temperature as before,

and a higher temperature that scales with the laser intensity. Each distribution

has a different ratio of photons in each component, from 1:1 to 1:1000. It can

be seen that when the N2:N1 ratio is small (≈ 1:1000), it would be difficult to

differentiate between a Wilks [47] and Haines et al. [48] temperature scaling with

spectrometer signal alone. As this is the ratio seen in the simulation x-ray spectra

it is likely that this kind of distribution is present in laser-solid interactions.

This highlights the need for some certainty in the spectral deconvolution, even

with the extended design of spectrometer. However, if there were an order of

magnitude more photons in the higher temperature component then the difference

in spectrometer signals as a function of laser intensity becomes more significant

and could increase the certainty in spectral deconvolution.
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Figure 7.37: Synthetic spectrometer signals for extended spectrometer design using two-
Boltzmann temperature distributions with fixed energy and differing N1:N2 ratios. The lower
temperature is fixed and the higher temperature is given by the Haines et al. [48] (solid) and

Wilks [47] (dashed) fast electron temperature scalings.

7.6.3 Extended spectrometer design summary

The highly-filtered, extended design provides better reconstruction of the input

spectra overall, compared to the current 10-layer diagnostic design, with a some-

what better capability of measuring higher x-ray temperatures. However, the

design and deconvolution struggles with the extremely low flux in the higher

temperature and tends, instead, to find solutions with more equal-numbers of

photons in each component. It is likely that the design would work well for x-ray

spectra with temperature components that are more equal in flux.

The design, however, has drawbacks. The design itself is very large, with

the array of filters and scintillators measuring 15 centimeters long without any

spacers or housing. The problem this poses is two-fold: the detector would be

difficult to place amongst other diagnostics due to its size and the whole array

would be difficult to image on a single camera chip. Another issue, which is

not isolated to this design, is that, with increasing thicknesses of filtering, the

signal in the latter crystals would become incredibly dim and would require a

higher-sensitivity camera or other detector, such as a photodiode, to detect.

7.6.4 Complementary high energy design (LAS-HX)

A more practical solution that solves the issue of size and camera chip space

makes use of a heavily filtered design that can be placed in the same housing as
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the current design. This would keep the diagnostic with the same footprint but

utilise existing space within the camera image. This configuration is first filtered

by 50 mm of tungsten, before an array of LYSO and tungsten layers, as shown

in Figure 7.38(a). The combined response matrix for the two designs is shown in

Figure 7.38(b) and, as long as the crystal regions of interest are inputted in the

correct order, the design works no differently.

Figure 7.38: (a) Design of the heavily filtered addition to the current diagnostic, with 10 LYSO
layers (blue) attenuated by increasing thicknesses of tungsten (orange), and, (b), the merged,
high energy response matrix for the two arrays: the current design (solid) and the high-energy

insert (dashed).

As before, this spectrometer design was tested by generating synthetic data

with the simulation spectra and the diagnostic response matrix. The merit func-

tions for two intensities (3×1020 Wcm−2 and 3×1021 Wcm−2), generated with the

Boltzmann/Maxwell-Boltzmann temperature fitting algorithm, can be found in

Figure 7.39. Again, the low merit areas of the merit function for deconvolution

with this design generally coincide with the input temperatures (green points),

with the minimum merit solution shown in red. It can be seen that the decon-

volved, minimum merit solution and actual input temperatures are in agreement

in both intensity cases. This behaviour is also seen for two-Boltzmann tempera-

ture fitting.

As before, the response of the diagnostic to two-temperature spectra of in-

creasing intensity but constant energy can be analysed. The synthetic signals for

two-Boltzmann temperature distributions with higher temperatures defined by

either the Wilks [47] or the Haines et al. [48] scaling, shown in Figure 7.40 show

large differences in signal between the two scalings for higher laser intensities.
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Figure 7.39: Reconstruction merit grids for the LAS-HX insert design reconstruction of syn-
thetic data for Boltzmann/Maxwell-Boltzmann fitting at two simulation intensities: (a) 3 ×1020

and (b) 3× 1021 Wcm−2.

Because of the heavily filtered addition it is possible to distinguish the decrease

in x-ray flux due to the increase in x-ray temperatures for the higher Wilks [47]

temperatures. Even with only 1:100 photons in the higher temperature compo-

nent compared to the lower, there is a detectable decrease of a third of the total

signal across the intensity range. Unfortunately, this is not seen with the lower

temperature, slower Haines et al. [48] scaling. This scaling would not produce

x-ray photons of high enough energy to make a difference to the signals of the

filtered insert and as such this design would not be able to distinguish spectral

distributions by total signal alone.
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Figure 7.40: Synthetic spectrometer signals for LAS-HX spectrometer design using two-
Boltzmann temperature distributions with fixed energy and differing N1:N2 ratios. The lower
temperature is fixed and the higher temperature is given by the Haines et al. [48] and Wilks

[47] (dashed) fast electron temperature scalings.

This design may experience some of the same practical issues as the 20-layer
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design, with a large dynamic range of scintillator signals to detect and to fit to.

However, this design removes the physical and image footprint issues. The main

caveat to this design that each array is laterally sampling a different part of the

beam, so it would not be useful if any highly energy-dependent directionality was

expected within the beam, as each array could end up sampling different x-ray

energies. For quasi-isotropic bremsstrahlung emission this would not be a problem

however, for some of the more direction synchrotron emission mechanisms this

may be an issue.

If this design of spectrometer were to have been used on the experiment de-

scribed earlier, it is likely that some kind of spectral information would have

been recovered. Without the addition of experimental noise (for example: emis-

sion from around the target chamber that is not filtered out by the collimator) the

spectral deconvolution may have been more uncertain than for the synthetic data

seen here. However, the performance would have been better than the original

spectrometer design for this purpose.

7.7 Conclusions

In this chapter the measurement of x-rays from laser-solid interactions with inten-

sities above 1021 Wcm−2 were discussed, with consideration of a linear absorption

spectrometer, as a means to test the electron temperature scaling at higher laser

intensities. Such intensities were achieved through the use of focusing plasma

optics.

Measurements of x-ray energy deposition and spectral distribution were made

with the spectrometer. X-ray energy deposition into the spectrometer was found

to be relatively constant with increasing laser intensity when normalised for en-

ergy on target. A similar trend in the Cu K-α signal was reported in [179].

Analytical modelling of x-ray and electron spectra was conducted to investigate

this phenomenon.

The change in photon numbers given by an increasing higher x-ray temper-

ature in a constant energy distribution was shown to have an influence on the

190



Chapter 7. Linear absorption spectrometer characterisation using
bremsstrahlung x-rays

total signal measured on the spectrometer. It is found that, if the drop in photon

numbers with increasing higher x-ray temperature in the system were the cause

of decreasing x-ray energy depositions, then the ratio of fluxes within the compo-

nents would have had to be lower than 10:1 between the lower temperature and

higher temperature components, regardless of higher x-ray temperature. This

was later found to be consistent with the x-ray spectra generated using input

electron spectra from EPOCH 2D and the Monte Carlo code GEANT4, which

had N1:N2 ratios of around 1000:1.

Analytical models using two electron temperature scalings, the Wilks [47]

and Haines et al. [48] models, were applied to consider the decrease in electron

numbers with increasing fast electron temperature for a fixed energy system,

before a radiative loss refluxing model was applied. It is found that, if the laser

energy absorbed by the electrons remained constant, it is likely that an electron

temperature scaling slower than predicted by either the Haines et al. or Wilks

models is causing the flat spectrometer signal with increasing laser intensity.

PIC modelling was used to generate electron spectra for laser pulses the in-

tensity range of 1.2×1020 to 3×1021 Wcm−2 interacting with a Cu target. It was

found that the higher temperature of the peak electron spectra agreed well with

the fast electron temperature scaling reported by Dover et al. [110]. With those

electron spectra and mono-energetic input GEANT4 simulations, x-ray spectra

were generated. These spectra were found to have a higher temperature that

followed a similar scaling to that of the electrons. For the higher laser intensities

it was found that a Maxwell-Boltzmann spectral distribution was a better fit to

the higher temperature component than a simple Boltzmann fit.

A deconvolution algorithm was applied to the spectrometer data in order to

understand whether this change in electron, and therefore x-ray, temperature

was the cause of the decrease in x-ray energy deposition. It was found that there

was a great deal of uncertainty in the spectral deconvolution by assessing the

algorithm merit functions. By exploring the areas of low merit within the tem-

perature grid that is scanned through by the algorithm, it became apparent that

many different input spectral shapes could provide a satisfactory fit to the exper-
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imental data, within experimental uncertainty, which caused a large amount of

uncertainty in the temperature measurements. Methods to improve the deconvo-

lution of spectral information from the experimental data, such as extending the

response matrix to higher photon energies and using custom hybrid Boltzmann

and Maxwell-Boltzmann temperature fitting, were used which acted to gain more

certainty in the spectral measurements, but not enough for a single T1-T2 solution

to be found for the data.

To better understand the response of the spectrometer and understand the

spectral distributions likely from ultra-intense laser-plasma interactions, a combi-

nation of PIC and Monte Carlo modelling was used to generate x-ray spectra for

a fixed energy intensity scan performed in EPOCH 2D. The electron and x-ray

distributions are found to be quite well described as two-temperature distribu-

tions, with either two Boltzmann temperature components or a single Boltzmann

component and higher temperature Maxwell-Boltzmann component. With simu-

lated x-ray spectra, we are able to generate synthetic spectrometer data in order

to characterise the current spectrometer design.

The current spectrometer design was characterised using the synthetic spec-

trometer data, and similar issues with large uncertainties in the recovered spectral

distributions were found. It is concluded that this is in part due to the large dif-

ference in photon numbers between (and therefore total energy contained within)

the temperature components, wherein the higher temperature component simply

did not contain enough energy and, due to the additional lack of convergence of

the scintillator signals for photons between 1-10 MeV, there is also not enough

resolution.

To attempt to alleviate the issues regarding large uncertainties within the

recovered spectra, two new spectrometer designs were tested: a single, one-

dimensional array of increasing thicknesses of filtering and scintillators which

is an extension to the current design and another 2D array, that consists of a

new, heavily-filtered insert into the existing design. The LAS-HX design with

the heavily filtered insert proves to exhibit the most certainty in deconvolving

the input, synthetic spectral distributions, with correctly resolved temperatures
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for the lower and higher intensities. It seems likely that this design, if employed

on an ultra-high intensity experiment, would be able to deconvolve some spectral

information.

7.8 Future work

To progress this work further to be appropriate for even higher laser intensities,

it would be appropriate to take synchrotron emission into account. The presence

of synchrotron emission would almost certainly act to change the distribution

of x-rays in a way that would prove challenging to resolve separately from the

bremsstrahlung emission.

The other, more obvious progression of this work would be to experimentally

test the filtered insert design of spectrometer to understand the impact of ex-

perimental noise on deconvolving spectral information. As mentioned before, the

difficulties in realising this lie in detecting a large dynamic range of scintillator

signals within a single image without saturation or losing data in the noise floor

of the CMOS detector due to low crystal signal.
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Conclusions

The aim of the work presented in this thesis is to experimentally and numeri-

cally investigate the measurement and optimisation of x-rays, through both the

bremsstrahlung and synchrotron emission mechanisms, in laser-solid interactions.

As a means of detecting and differentiating bremsstrahlung and synchrotron emis-

sion, an existing absorption-based x-ray spectrometer is characterised and devel-

oped for x-ray emission spectra from laser-solid interactions at intensities above

1021 Wcm−2.

Over two experimental campaigns, within which a wide range of diagnostic

and numerical simulation techniques are employed, a greater understanding of the

relative optimisation bremsstrahlung and synchrotron production has been devel-

oped, particularly with relevance to the influences of laser pulse energy and focal

spot size. To complement these findings, an absorption based x-ray spectrometer

is characterised and further developed for higher spectral resolution at the x-ray

spectral temperatures expected in ultra-intense laser plasma interactions. The

key findings and conclusions of each of these investigations are summarised in

this final chapter, alongside discussions of future avenues of work.
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8.1 The role of laser focal spot size and pulse en-

ergy in bremsstrahlung and synchrotron pro-

duction in thick targets

The investigation presented in Chapter 5 builds upon the previous work related

to the influence of near-wavelength focal spots on fast electron temperature scal-

ings with laser intensity [110]. In Chapter 5, the influence of laser focal spot

size and pulse energy on bremsstrahlung and synchrotron production is inves-

tigated. Through PIC simulations, using the code EPOCH with its in-built

bremsstrahlung and synchrotron modules, the influence of intensity changes,

where the spot size is fixed or where the laser energy is fixed, on the produc-

tion of x-rays is investigated.

Additionally, that the influence of the F -number focusing geometry on the in-

teraction is small, with only the front surface and internal target electron spectra

experiencing changes between corresponding best focus and defocus cases.

It is found that, for the two temperature electron population, consisting of

a lower temperature (T1) component and a higher temperature (T2) component,

internal to the target, the electron T1 and total electron energies increased with

increasing pulse energy. Furthermore, it is found that there are spot-size limiting

effects, for fixed laser intensity, with a lower than expected electron T2 for the

smallest (2 µm) spots. This is in agreement with the results reported in [110].

In both the fixed energy and fixed intensity cases, the bremsstrahlung spectra

are very similar, although differences in bremsstrahlung x-ray flux between the

best focus and defocus cases are found, up to 15% for the largest spots. How-

ever, the largest effect is still that of increasing pulse energy to maintain a fixed

intensity.

3D PIC simulations are performed to probe the effects of spot size and pulse

energy, not only on bremsstrahlung emission, but also synchrotron emission, for

fixed energy and fixed intensity independently at three different intensity ranges.

It is found, again, that x-ray emission due to the bremsstrahlung mechanism is
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highly pulse energy dependent. Synchrotron emission is instead found to be highly

spot-size and intensity dependent. Through deeper investigation of the simulation

electron densities and spatial photon emission, it is found that synchrotron pho-

tons are emitted almost exclusively within the relativistically underdense region

that the laser pulse bored through the target. It is also found that synchrotron

flux is related to the size of this hole-bore volume, which is in turn dictated by

the size of the laser focal spot. Additionally, despite the rL = 1.5 µm simulations

having an order of magnitude lower pulse energy than the rL = 5 µm simulations

in the fixed intensity cases, increased maximum synchrotron photon energies as

well as higher synchrotron photon numbers are observed. To summarise, it is

found that to enhance synchrotron emission, it is best to use not only a higher

laser intensity, but also the smallest spot possible to enhance holeboring, even if

this is at the expense of laser energy.

This points to an advantage in the experimental detection of synchrotron

x-rays. In such campaigns there is a requirement to distinguish synchrotron

photons from bremsstrahlung photons, which are generally abundant in laser-

plasma interactions, particularly for thick targets. The results presented here

offer an approach to achieve improved signal to noise ratio of synchrotron to

bremsstrahlung. This indicates that studies of synchrotron radiation may be

accessible with lower pulse energy laser systems where the focusing geometry is

optimised. It also suggests that careful tuning of the pre-plasma conditions to

induce controlled selF -focusing could be a potential route forward to improve

the synchrotron to bremsstrahlung signal to noise. This directly relates to the

content of Chapter 7, which focuses on the development and optimisation of an

x-ray spectrometer for high-energy x-rays.
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8.2 Experimental investigation of the role of laser

focal spot size and pulse energy in bremsstrahlung

production in thick targets

The investigation presented in Chapter 6 builds on the work of the preceed-

ing chapter, and relates to the work in Dover et al. [110]. The effects of laser

pulse energy, focal spot size, and focusing geometry on electron acceleration and

bremsstrahlung x-ray emission are explored experimentally. This is achieved

through apodisation of the laser beam to effectively increase the F -number of

the focusing optic. An intensity range of between 1 × 1018 and 2 × 1020 Wcm−2

is achieved through varying the pulse energy and spot size.

It is unclear whether focusing geometry had an effect on bremsstrahlung x-

ray production due to the shot-toshot variability in the measurements. The x-ray

and electron spectrometer signals are found to increase strongly with increasing

energy on target. It is also observed that reducing the focal spot size causes the

x-ray and electron spectrometer signals to increase more rapidly with intensity,

though overall, these signals are higher for higher pulse energies. This trend is

also found for the maximum energy of the electron spectra. This is attributed to

an increase in laser energy absorption, due to the overall increase in the number

of fast electrons.

The conclusions of Chapter 6 are in agreement with those of the preceeding

chapter. Bremsstrahlung emission is found to be highly dependent on pulse en-

ergy and is substantially less sensitive to laser focal spot size changes. Further

avenues of this work could involve a deeper investigation of focusing geometry,

and hence spatial intensity profile, on electron acceleration and bremsstrahlung

x-ray production. As previously stated, this would require a larger range of F -

number focusing geometries. If this were to be explored by apodising the laser

beam, a larger range of apodisers would be required.
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8.3 Linear absorption spectrometer characterisa-

tion using bremsstrahlung x-rays

In Chapter 7, the measurement of bremsstrahlung x-rays from laser-solid inter-

actions with intensities above 1021 Wcm−2 is discussed with consideration of a

linear absorption spectrometer, as a means to measure the electron temperature

scaling at higher laser intensities. Such intensities are achieved through the use of

focusing plasma optics [38, 166, 172]. Measurements of x-ray energy deposition

and spectral distribution are made with the spectrometer. X-ray energy depo-

sition into the spectrometer is found to be relatively constant with increasing

laser intensity, when normalised to the laser pulse energy on target. A similar

trend in the Cu K-α signal is reported in [179]. Analytical modelling of x-ray

and electron spectra is conducted to investigate this phenomenon. It is found

that the flux ratio between the lower and higher temperature components, N1

and N2 respectively, had to be lower than 10:1 to explain the experimental x-ray

spectrometer signals. Through separate analytical modelling of electron energy

losses through refluxing, it is found that a lower electron temperature scaling

with intensity than those reported in Wilks [47] and Haines et al. [48] would

reproduce the experimental x-ray spectrometer signal.

Through PIC and Monte Carlo modelling, it is found that the electron and

bremsstrahlung spectra for parameters similar to those of the experiment, exhibits

two clear temperature components. For the higher temperature component of

the electron distributions, a temperature scaling with laser intensity is found

to be in good agreement with the scaling reported in Dover et al. [110]. The

bremsstrahlung spectra produced for these electron distributions are also found

to have a higher temperature, T2, which increases in a similar manner to the

electron temperatures. At higher laser intensities, it is found that a Maxwell-

Boltzmann distribution is a better fit to the higher temperature component than

a Boltzmann distribution.

A deconvolution algorithm is used to analyze the experimental x-ray spec-
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trometer data, but the results show significant uncertainty in the deconvolved

spectral fits. Numerous spectral shapes are able to adequately match the ex-

perimental data, leading to substantial uncertainty in the derived temperature

measurements. To improve confidence in these measurements, efforts are made

to enhance the spectrometer resolution by broadening the energy range of the

diagnostic response matrix and using customised spectral fits, such as Boltzmann

or Maxwell-Boltzmann distributions. Despite these efforts, a single, definitive

temperature solution (T1-T2) can not be determined from the data.

Characterisation of the linear absorption x-ray spectrometer is performed by

applying the deconvolution algorithm to the simulated bremsstrahlung spectra.

This produced simulated spectrometer data to which the deconvolution algorithm

could be applied. Similar issues are found, again, with large uncertainties in the

spectral deconvolution. This is attributed both to the lack of flux within the

higher temperature component of the bremsstrahlung x-ray spectra and due to

the lack of convergence of the scintillator crystals for photon energies between 1

and 10 MeV.

To increase the resolution of the diagnostic, two new designs are investigated,

both with increased numbers of scintillator crystals and levels of filtering. A de-

sign (LAS-HX) that incorporated a heavily filtered rail of scintillators alongside

the original spectrometer is found to exhibit the most certainty in deconvolv-

ing the synthetic spectral distributions, with correctly resolved higher and lower

temperatures. This design utilises existing ‘empty’ space on the camera chip

in the current design and has the most practical footprint for use in diagnosing

laser-solid interactions. Due to the increased amounts of filtering, a more sensi-

tive camera would be required to detect emission from the most heavily-filtered

scintillator crystals.

A further avenue for extending this work would be to employ this design of

spectrometer on a future ultra-high intensity experiment, to test its efficacy in

resolving high-energy bremsstrahlung x-ray spectra. This relates directly to the

work presented in Chapters 5 and 6. Whilst it is important to increase the signal

to noise ratio of synchrotron emission to bremsstrahlung, it is also imperative to
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be able to distinguish the different spectra, which requires high levels of resolution.

8.4 Further work

This thesis focuses on two primary objectives: optimizing synchrotron emission

to enhance the signal-to-noise ratio relative to bremsstrahlung production, and

improving the detection and characterisation of high-energy x-rays. The develop-

ment of an x-ray spectrometer, described within this work, enables the spectral

diagnosis of high-energy x-rays, laying the foundation for experimental characteri-

sation of synchrotron emission. Furthermore, precise resolution of bremsstrahlung

x-ray spectra presents a valuable opportunity to obtain more definitive measure-

ments of fast electron temperatures in laser-solid interactions, which is crucial for

advancing fast ignition research.

The findings presented in Chapters 5 and 6 suggest that synchrotron emis-

sion can be measured using lower-energy, high-repetition-rate ultra-intense laser

systems, provided that optimal focusing conditions are achieved. By utilising

high-repetition-rate systems, it becomes feasible to amass a significant volume of

data within a relatively short timeframe. This increased data acquisition would

allow for a more thorough investigation of the underlying physics, facilitate the

identification of key trends, and enable the refinement of theoretical models.

However, if the synchrotron radiation generated at current laser intensities

remains insufficient compared to bremsstrahlung production for consistent de-

tection, it presents significant challenges for future experiments. The limited

availability of high-energy, ultra-intense laser systems further complicates these

efforts, implying that detection difficulties may persist in the near term. Such

limitations could impede progress in areas of research dependent on synchrotron

characterisation, particularly in the development of laser-driven synchrotron x-ray

sources. This underscores the need for technological advancements in detection

capabilities or access to more powerful laser systems.

To ensure continued progress in the study of synchrotron emission, future

work should prioritise the development of more sensitive detection technologies
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and explore alternative approaches for enhancing synchrotron signal strength.

In the absence of these advancements, experimental exploration of synchrotron

x-ray production may face considerable obstacles, limiting our ability to further

understand and exploit these processes for practical applications.
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