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Abstract

This thesis reports on numerical investigations of laser-solid interactions with peak

laser intensities in the approximate range 1021–1024 W cm−2, where few experiments

have yet taken place. Higher laser intensities enable the production of higher energy

radiation whilst altering the physics of the interaction. Here, the generation of protons

and gamma rays is optimised for laser intensities in the given range, now becoming

accessible with improved petawatt and multi-petawatt laser facilities, and the dynamics

of the interactions are analysed.

The first investigation presented was centred on maximising the proton energies

obtained with thin foil targets. The highest proton energies from CH targets are shown

to occur when the foil becomes relativistically transparent as the peak of the temporal

laser intensity profile reaches the target, for a wide range of laser intensities and both

linear and circular laser light polarisation. The interaction dynamics are discussed,

including the changes with earlier or later transparency times. Increased intensity of the

laser pulse rising edge is demonstrated to increase the foil thickness which optimises the

maximum proton energy, without significantly reducing the maximum proton energy.

Finally, radiation reaction is shown to reduce the maximum proton energies from most

targets by tens of percent.

The second investigation reported was principally the optimisation of the syn-

chrotron gamma ray emission from foil targets. Bayesian optimisation (a machine

learning approach) was applied to optimise various objective functions corresponding

to the energy converted into synchrotron radiation, peak angle-resolved emission and

number of photons in the high energy spectral tail. Several objectives were also com-

bined and optimised together. The results show the synchrotron emission is generally

maximised for oblique incidence with the highest on-target laser intensity. Simulta-

neous reduction of bremsstrahlung emission also demonstrated optimised results with

ii



ultrathin targets. The role of the angle-of-incidence of the laser onto the target was

explored, and 3D simulations enabled the additional role of the laser polarisation state

to be determined. These results provide new understanding of gamma ray production

in ultraintense laser-solid interactions, which could be used to improve the design of

experiments and aid in the interpretation of experimental results.

iii



Role of author

All of the particle-in-cell simulations reported on in this thesis were designed, performed

and analysed by the author, with some assistance provided by M. King. The BISHOP

code used to submit the simulations corresponding to the 2D parameter space scans

and Bayesian optimisation runs in chapter 5 was developed by R. J. Gray and E. J.

Dolier.

iv



Publications

Publications reporting on the work presented in this thesis:

1. Optimisation and control of synchrotron emission in ultraintense laser-

solid interactions using machine learning. J. Goodman, M. King, E. J.

Dolier, R. Wilson, R. J. Gray, and P. McKenna, High Power Laser Science and

Engineering 11, e34 (2023).

2. Optimisation of multi-petawatt laser-driven proton acceleration in the

relativistic transparency regime. J. Goodman, M. King, R. Wilson, R. J.

Gray, and P. McKenna, New Journal of Physics 24, 053016 (2022).

Additional publications where the author played a supporting role:

1. Perspectives on laser-plasma physics in the relativistic transparency

regime, M. King, R. Wilson, E. F. J. Bacon, E. J. Dolier, T. P. Frazer, J.

Goodman, R. J. Gray, and P. McKenna, The European Physical Journal A 59,

132 (2023).

2. Influence of target-rear-side short scale length density gradients on

laser-driven proton acceleration, A. Higginson, R. Wilson, J. Goodman,

M. King, R. J. Dance, N. M. H. Butler, C. D. Armstrong, M. Notley, D. C.

Carroll, Y. Fang, X. H. Yuan, D. Neely, R. J. Gray, and P. McKenna, Plasma

Physics and Controlled Fusion 63, 114001 (2021).

v



Contents

Copyright declaration i

Abstract ii

Role of author iv

Publications v

List of figures x

1 Introduction 1

1.1 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Theory and background physics 8

2.1 Laser pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Gaussian laser beams . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.2 Polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Single electron motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Plane wave solutions . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.2 The ponderomotive force . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Plasma formation and characteristics . . . . . . . . . . . . . . . . . . . . 17

2.3.1 Ionisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3.2 Definition of a plasma . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.3 The Debye length . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.4 The plasma frequency . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.5 The propagation of light in plasma . . . . . . . . . . . . . . . . . 22

2.3.6 Laser self-focussing . . . . . . . . . . . . . . . . . . . . . . . . . . 23

vi



Contents

2.4 Laser absorption and fast electron generation . . . . . . . . . . . . . . . 24

2.4.1 Inverse bremsstrahlung . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.2 Resonance absorption . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.3 Vacuum heating . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.4 j × B absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4.5 Other sources of absorption . . . . . . . . . . . . . . . . . . . . . 27

2.4.6 Fast electron transport . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5 Ion acceleration mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5.1 Target normal sheath acceleration . . . . . . . . . . . . . . . . . 30

2.5.2 Radiation pressure acceleration . . . . . . . . . . . . . . . . . . . 33

2.5.3 RSIT-enhanced acceleration . . . . . . . . . . . . . . . . . . . . . 37

2.5.4 Other acceleration mechanisms in near critical density and rela-

tivistically transparent plasma . . . . . . . . . . . . . . . . . . . 38

2.6 Radiation from accelerating charges . . . . . . . . . . . . . . . . . . . . 39

2.6.1 Bremsstrahlung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6.2 Classical synchrotron radiation . . . . . . . . . . . . . . . . . . . 43

2.6.3 Quantum synchrotron radiation . . . . . . . . . . . . . . . . . . . 45

2.6.4 Radiation reaction . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.7 Electron-positron pair production . . . . . . . . . . . . . . . . . . . . . . 50

3 Methodology 54

3.1 High power laser systems . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.1.1 Chirped pulse amplification (CPA) . . . . . . . . . . . . . . . . . 55

3.1.2 Intensity contrast improvement . . . . . . . . . . . . . . . . . . . 56

3.1.3 State of the art laser systems . . . . . . . . . . . . . . . . . . . . 59

3.2 High energy radiation detection . . . . . . . . . . . . . . . . . . . . . . . 60

3.2.1 Detection materials . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.2.2 Diagnostics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3 Particle-in-cell modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.3.1 Synchrotron radiation and pair production in EPOCH . . . . . . 68

3.3.2 Limitations and convergence . . . . . . . . . . . . . . . . . . . . 71

3.3.3 Convergence testing . . . . . . . . . . . . . . . . . . . . . . . . . 72

vii



Contents

4 Optimisation of multi-petawatt laser-driven proton acceleration with

relativistic transparency 78

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2.1 General conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2.2 The laser pulse rising edge . . . . . . . . . . . . . . . . . . . . . . 81

4.2.3 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2.4 Transparency time . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3 2D — linear polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.3.1 Interaction dynamics with relativistic transparency . . . . . . . . 83

4.3.2 Proton spectra — linear polarisation . . . . . . . . . . . . . . . . 86

4.3.3 Proton tracking — linear polarisation . . . . . . . . . . . . . . . 89

4.4 2D — circular polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.4.1 Proton spectra — circular polarisation . . . . . . . . . . . . . . . 94

4.4.2 Proton tracking — circular polarisation . . . . . . . . . . . . . . 97

4.5 3D — linear and circular polarisation . . . . . . . . . . . . . . . . . . . . 99

4.5.1 Proton tracking — 3D . . . . . . . . . . . . . . . . . . . . . . . . 101

4.6 2D — the laser pulse rising edge . . . . . . . . . . . . . . . . . . . . . . 103

4.6.1 Proton tracking — the laser pulse rising edge . . . . . . . . . . . 104

4.7 2D — radiation reaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.7.1 Electron cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.7.2 Proton acceleration with radiation reaction . . . . . . . . . . . . 108

4.8 Scaling with laser intensity . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.8.1 Maximum proton energy . . . . . . . . . . . . . . . . . . . . . . . 110

4.8.2 Optimum target thickness . . . . . . . . . . . . . . . . . . . . . . 111

4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5 Bayesian optimisation and control of the angular distribution of syn-

chrotron radiation in ultraintense laser-solid interactions 115

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.2 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.3 2D Parameter space scans of gamma ray emission . . . . . . . . . . . . . 122

5.3.1 Laser-injected synchrotron emission . . . . . . . . . . . . . . . . 124

viii



Contents

5.3.2 Pulse duration, focal spot size and defocus . . . . . . . . . . . . 126

5.3.3 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.3.4 Scaling of the synchrotron conversion efficiency . . . . . . . . . . 127

5.3.5 Angle-of-incidence . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.3.6 Bremsstrahlung emission for varied laser intensity and target

thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.4 Application of Bayesian optimisation . . . . . . . . . . . . . . . . . . . . 132

5.4.1 Optimisation of individual synchrotron emission properties . . . 133

5.4.2 Mitigating bremsstrahlung emission . . . . . . . . . . . . . . . . 134

5.4.3 Maximum laser intensity . . . . . . . . . . . . . . . . . . . . . . . 135

5.5 Optimisation in the highly radiative plasma regime . . . . . . . . . . . . 135

5.5.1 Angle-resolved synchrotron emission . . . . . . . . . . . . . . . . 136

5.5.2 Mitigating bremsstrahlung emission . . . . . . . . . . . . . . . . 138

5.6 Angle-of-incidence dependence of the forward synchrotron emission . . . 139

5.7 Spatial control of synchrotron emission in 3D . . . . . . . . . . . . . . . 142

5.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6 Conclusion 155

6.1 Proton acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.2 Synchrotron radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.3 Final remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

A List of Acronyms 162

Bibliography 163

ix



List of Figures

2.1 Gaussian beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Single electron motion in a linearly polarised plane wave . . . . . . . . . 14

2.3 An illustration of the transverse ponderomotive force . . . . . . . . . . . 16

2.4 Debye length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5 Plasma frequency and critical density . . . . . . . . . . . . . . . . . . . 21

2.6 Diagrams of the conditions for resonance and vacuum absorption . . . . 26

2.7 Target normal sheath acceleration diagram . . . . . . . . . . . . . . . . 31

2.8 Radiation pressure acceleration diagrams . . . . . . . . . . . . . . . . . 34

2.9 Field line diagram of radiation from an accelerating charge . . . . . . . 40

2.10 Angular profile of synchrotron radiation . . . . . . . . . . . . . . . . . . 44

2.11 Electron quantum parameter . . . . . . . . . . . . . . . . . . . . . . . . 46

2.12 Quantum synchrotron function . . . . . . . . . . . . . . . . . . . . . . . 48

3.1 Increase in peak laser intensity over the years . . . . . . . . . . . . . . . 55

3.2 Yee staggered grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.3 Convergence testing the cell size for proton acceleration . . . . . . . . . 72

3.4 Convergence testing the particles per cell for proton acceleration . . . . 73

3.5 Convergence testing of synchrotron and bremsstrahlung radiation in 2D 74

3.6 Convergence testing of synchrotron and bremsstrahlung radiation in 3D 76

4.1 Rising edge profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2 2D simulation snapshot . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3 Proton spectra for linear polarisation . . . . . . . . . . . . . . . . . . . . 87

4.4 Variation of maximum proton energies and conversion efficiency with

transparency time for linear polarisation . . . . . . . . . . . . . . . . . . 88

x



List of Figures

4.5 Electron densities and electric fields with proton tracking for linear po-

larisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.6 Acceleration of tracked protons and local electron dynamics for linear

polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.7 Proton spectra for circular polarisation . . . . . . . . . . . . . . . . . . . 93

4.8 Variation of proton max energies and conversion efficiencies with trans-

parency time for circular polarisation . . . . . . . . . . . . . . . . . . . . 95

4.9 Electron density and longitudinal field on axis with proton tracking for

circular polarisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.10 Acceleration history of the highest energy protons for circular polarisation 98

4.11 Comparison between 2D and 3D simulations of transparency time and

proton max energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.12 Proton spectra from 3D simulations . . . . . . . . . . . . . . . . . . . . 100

4.13 Electron density and longitudinal electric field evolution with proton

tracking for 3D simulations . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.14 Electric field and kinetic energy evolution for the highest energy protons

in 3D simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.15 Maximum proton energies with and without laser pulse rising edge . . . 104

4.16 Electron density and longitudinal electric field evolution with and with-

out laser pulse rising edge . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.17 Proton tracking results with and without laser pulse rising edge . . . . . 106

4.18 Electron density evolution without and with radiation reaction . . . . . 107

4.19 Electron energy spectra without and with radiation reaction . . . . . . . 108

4.20 Proton acceleration results with radiation reaction . . . . . . . . . . . . 109

4.21 Proton spectra with radiation reaction . . . . . . . . . . . . . . . . . . . 110

4.22 Intensity scaling of maximum proton energies and optimum target thick-

ness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.1 Illustration of the Bayesian optimisation loop, and 1D optimisation ex-

ample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.2 2D parameter scan results for synchrotron conversion efficiency . . . . . 123

5.3 Scaling of synchrotron conversion efficiency with several laser parameters 128

5.4 Variation of synchrotron conversion efficiency with laser angle-of-incidence

onto target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

xi



List of Figures

5.5 Bremsstrahlung emission . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.6 Synchrotron and bremsstrahlung radiation at found optima under weakly

radiative conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.7 Synchrotron and bremsstrahlung radiation at found optima under highly

radiative conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.8 Laser-electron interaction at different target angles . . . . . . . . . . . . 140

5.9 Peak angle-resolved synchrotron emission and conversion efficiency in 3D 143

5.10 Angle-resolved synchrotron emission in 3D at IL = 1.1 × 1023 W cm−2 . 146

5.11 Angle-resolved synchrotron emission in 3D at IL = 1.1 × 1024 W cm−2 . 148

5.12 Conversion efficiency to synchrotron radiation at IL = 1.1 × 1024 W cm−2 149

5.13 Snapshot of a 3D simulation for IL = 1.1 × 1024 W cm−2, p-polarisation

and 45◦ laser incidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

xii



CHAPTER 1

Introduction

Particle accelerators are essential in large areas of modern science, healthcare and

industry. Many are used for direct applications of the particle source, such as ion im-

plantation, radioisotope production, hadron therapy and the study of particle physics,

where the latter uses colliding particle beams; whilst secondary sources of radiation

from the accelerated particles are also widely used. For example, synchrotron light

sources, such as the Diamond Light Source in the UK, use bending magnets or inser-

tion devices (wigglers and undulators) to induce perpendicular acceleration of a GeV

electron beam and cause the generation of one of the brightest sources of x-ray radia-

tion currently possible in the laboratory for a range of applications [1]. Even brighter

and shorter (femtosecond) duration x-ray beams are produced with x-ray free electron

lasers [2, 3], using coherent radiation from electrons passing through an undulator.

For charged particles moving in a circular path in a particle accelerator, the energy

losses due to synchrotron radiation—sometimes called magnetic bremsstrahlung, or

nonlinear Thomson/Compton scattering for electrons interacting with intense laser

pulses—limit the maximum particle energy. The radiated power, P , is given by the

Larmor formula, and it can be shown that P ∝ K4/m4R2, where K is the kinetic

energy, m the rest mass and R the radius of the particle’s orbit. Circular accelerators

are therefore much more efficient for the acceleration of protons than electrons, which

radiate (mp/me)4 ≈ 1013 times more power at the same energy. Larger radii are needed

to minimise the radiation losses and maximise the particle energy, which is why the

largest particle accelerator ever built, the 27 km circumference Large Hadron Collider,
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is also the highest energy particle accelerator ever built at 7 TeV for protons, and

is the motivation for the larger still Future Circular Collider proposed, with 100 km

circumference and expected proton energies of 50 TeV. Radiation losses can be avoided

with the use of a linear particle accelerator, but the particles cannot make multiple

passes within the accelerator and the length of the accelerator becomes the limiting

factor: the maximum gradient of the acceleration structures can only reach as high as

∼ 100 MV m−1 before breakdown occurs [4].

Here, ionised matter known as plasma offers an attractive alternative to radiofre-

quency cavities, due to the absence of a breakdown limit with increasing electric fields.

The force of an intense laser pulse on plasma electrons can cause charge separation

fields exceeding TV m−1. Laser-driven plasma accelerators therefore have the potential

to offer a much smaller alternative to conventional accelerators at reduced cost. Al-

though, the space needed for the high power laser driver sets a lower limit to the size of

these accelerators outside of the electric fields produced in the plasma. This typically

corresponds to dimensions of tens of metres, but depends upon the laser technology

used and energy of each pulse it produces. The maximum particle energies achievable

with these plasma accelerators are limited by the acceleration length; the maximum

energy achieved for electrons is 10 GeV [5] in 10 cm of a low density gas using wakefield

acceleration [6], and the maximum energy demonstrated for protons is approximately

100 MeV [7] (potentially now 150 MeV [8]) over tens of microns using a combination of

acceleration mechanisms in an ultrathin solid target. Naturally, work is underway to

improve the acceleration gradient and length [9], and combine multiple plasma accel-

erating stages [10] for electron wakefield acceleration. However, for protons and ions,

whilst there is some potential to use miniature structures to extend the acceleration

[11], staging is expected to be inefficient. The reliance upon expansion of the plasma

to drive the ion acceleration in most cases makes it difficult to extend the acceleration

length, due to the associated reduction in the charged particle densities and electric field

strength as the protons/ions accelerate. Thus, the focus of most research at present into

laser-driven proton acceleration is the optimisation of a single micron-scale interaction,

and the use of higher laser intensities to produce stronger accelerating fields. Although

laser-driven proton acceleration is not expected to replace the technology used for state

of the art proton colliders for particle physics, the MeV to potentially GeV energies

achievable make these sources suitable for a large number of other applications.
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The properties of proton beams from laser-solid interactions that set them apart

from conventional accelerators include the ultrashort duration (as low as femtoseconds)

at source, large number of particles per bunch (up to ∼ 1013), large energy spread

(100%) and large divergence (tens of degrees). The interaction can also, with some

simple modifications, be altered to produce fast electrons and bright x-ray (and other

frequency) radiation. The multi-modal and principally ultrafast qualities of laser-driven

particle accelerators using dense plasma are some of the core motivations for their

continued development for applications.

One of the primary motivators for laser-driven ion sources continues to be hadron

therapy [12–14]. Ions stopping in matter deliver a considerable fraction of their energy

in the Bragg peak close to their stopping point. In radiotherapy, the damage to healthy

tissue outside of the target volume is therefore reduced compared to the use of x-ray or

electron radiation, reducing the harm to the patient and improving the efficacy of the

treatment. Initially, laser-driven ion sources were viewed only as a potential lower cost

and size alternative to conventional accelerators. Yet, in recent years the demonstration

of reduced damage to tissue surrounding targeted tumours with ultrahigh dose rates in

FLASH radiotherapy [15, 16] has provided an additional motivator for the development

of laser-driven ion sources, which are capable of fulfilling the dose rate requirements.

Although the maximum proton energies achieved are still below the 250 MeV required

for treatment of deep-seated tumours, these sources are now being tested on tumours in

mice [17] and a facility dedicated to investigation of the radiobiological effects is planned

in the UK [18]. Laser-driven ion acceleration experiments on new and upgraded multi-

PW facilities should produce protons and carbon ions with more than sufficient energy

for deep-seated tumour irradiation, and should indicate the laser capabilities needed

to fulfill these requirements. Whilst the high repetition rates becoming available with

many new and upgraded laser facilities will enable larger numbers of data points to be

obtained in experiments, and improve both the understanding of these ion sources and

testing of their application in radiotherapy.

The localised energy deposition of protons and ions is also useful for isochoric heat-

ing to generate warm dense matter [19], and has potential use in fast ignition inertial

confinement fusion (ICF) [20]. Delivering and harnessing net energy gain from nu-

clear fusion has long been a key goal of the scientific community. Nuclear fusion has

the potential to provide an abundant and sustainable energy source independent of
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weather and without long lived radioactive waste, yet high temperature plasma must

be maintained at sufficient densities for long enough to release enough energy from the

fuel (usually deuterium and tritium) to provide a net energy gain. One of the core

approaches being investigated uses a high energy (MJ) laser system to directly illumi-

nate a fuel pellet [21], compressing it to high enough densities and temperatures for the

fuel to start burning and ignite, where the alpha particles released from fusion reac-

tions create a self-sustaining burn wave that propagates out from the centre of the fuel

capsule. Hydrodynamic instabilities, however, are a major issue, causing asymmetry

in the implosion and mixing of outer higher Z layers into the fuel core, increasing the

radiative energy losses. The effect of these instabilities, notably the Rayleigh-Taylor

and Richtmeyer-Meshkov instabilities leading also to the Kelvin-Helmholtz instability,

can be reduced with greater symmetry in the fuel capsule and implosion driver. X-

rays from a laser-irradiated hohlraum surrounding the fuel capsule can have improved

symmetry compared to direct laser drive [22]. This indirect drive approach has been

the core focus of laser-driven fusion research at the National Ignition Facility (NIF)

[23, 24], although hydrodynamic instabilities remain a key issue. The demonstration

of ignition [25] and energy gain at NIF recently with indirect drive ICF has stimulated

renewed interest in inertial fusion energy; private companies are actively developing

fusion reactors based on inertial confinement and intense public research continues.

An alternative to achieving such high quality implosion requirements with the cen-

tral hotspot ignition approach is to use fast ignition [26], in which a short pulse (≲ 10 ps)

laser generates fast electrons or ions which propagate to the capsule core during the im-

plosion where they deposit energy and ignite the fuel. For electron-driven fast ignition,

transport of the divergent laser-produced fast electrons to the capsule core remains a

fundamental challenge [27, 28]. Protons (or ions), however, can be focussed by acceler-

ating them from a target with a curved rear surface, and their much higher mass reduces

deflection in electric and magnetic fields before reaching the capsule core [29]. The use

of a hollow cone can also protect the target from which the protons are accelerated,

and the concomitant fast electron generation can induce electric fields within the cone

that further focus the proton beam [29–31]. The ultrashort duration of laser-driven

proton (and electron) sources and the ability to convert ∼ 10% of the laser energy

into fast protons (many times higher for electrons) makes them particularly useful for

fast ignition, especially considering the proton focussing methods enabled with such
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sources.

Other applications include deflectometry of the protons to measure the spatial and

temporal evolution of rapidly varying electric and magnetic fields [32]. The protons

are initially propagated through a mesh or other structure which attenuates the proton

beam, leaving an imprint in its spatial profile that changes as the protons pass through

the fields. The small source size and highly laminar qualities of laser-driven protons

make them appropriate for imaging. The x-rays produced in the interaction are also

useful for radiographic imaging [33]. The generation of large numbers of energetic

(MeV) particles of different types and photons makes possible a range of studies on

nuclear physics [34], and the high fluxes of radiation produced may be useful for testing

the effects on materials planned to be used in harsh environments, such as in nuclear

reactors.

In addition to the applications outlined above, laser-solid interactions also offer an

opportunity to test and utilise a range of high field physics effects. Due to the in-

crease in achievable laser intensities at experimental facilities over the years to now

∼ 1023 W cm−2 [35], the synchrotron emission from electrons in laser-solid interactions

may differ from classical expectations, and it is necessary to use quantum electrody-

namics (QED) in modelling of the electron motion and radiation. Under these con-

ditions, the synchrotron emission corresponds to nonlinear Compton scattering, and

the accompanying radiation reaction (friction) force must be considered. The power

of radiation emitted by highly relativistic electrons is sufficient to influence their in-

dividual motion, and therefore the plasma dynamics and particle and photon beams

produced. Here, the field in the electron rest frame can approach the Schwinger field,

ES ≃ 1.32 × 1018 V m−1. For such field strengths in vacuum, electron-positron pairs

can be created and the electromagnetic field becomes nonlinear. Although the achiev-

able laser intensities at present are well below the 1029 W cm−2 required to reach ES ,

the presence of relativistic particles and high energy photons makes possible a range

of effects described by strong-field QED. These include nonlinear Breit-Wheeler pair

production in addition to nonlinear Compton scattering and higher order processes

[36]. Laser-plasma interactions therefore offer an opportunity to test theoretical de-

scriptions of radiation reaction and strong-field QED. Collisions between a laser pulse

and an well-defined electron beam (from laser wakefield acceleration, for example) may

provide a better configuration for testing strong-field QED theories than laser-solid in-
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teractions, where simultaneous plasma dynamics are less important and higher electron

energies may be reached, yet the latter still offers the possibility of generating intense

gamma ray sources and dense electron-positron pair plasmas. As laser intensities in the

laboratory increase further, the increased fields are expected to cause a cascade of pair

production and synchrotron emission that efficiently absorbs the electromagnetic field.

The generation of pair-plasmas in the laboratory will enable experiments to study the

physics occurring in astrophysical environments where similar pair-plasmas exist. Fi-

nally, the gamma ray and positron beams produced have the potential to be polarised,

opening up a number of additional applications for their use.

The key challenges limiting the application of the radiation from laser-solid inter-

actions include increasing the maximum energy and flux of the ion beams. The highest

energies have typically been observed when using ultrathin foil targets. Therefore, a

component of the research in this thesis was performed to improve the understanding

of the acceleration process for the optimised conditions, and to investigate how this

changes for the extreme laser intensities that have only just become experimentally

attainable in recent years. Similarly, the use of x-rays and gamma-rays from these in-

teractions for a range of applications could become attractive with increased brightness,

increased energies and reduced divergence of the beams generated. Synchrotron radia-

tion is expected to supersede bremsstrahlung radiation as the most efficient source of

gamma rays in many interactions at the current upper limit of achievable laser intensi-

ties. This radiation may be produced with spectral brightness comparable to or greater

than conventional synchrotron light sources but less than x-ray free electron lasers; at

much higher photon energies corresponding to MeV rather than the keV photons pro-

duced from these other sources. Synchrotron radiation may enable the generation of

dense electron-positron pair-plasmas and tests of strong-field QED in experiments, but

the conditions where it is best produced need to be identified and better understood.

As a result, the second component of the research in this thesis corresponds to an

investigation of the optimum conditions for the generation of synchrotron radiation,

employing machine learning with simulations of a range of conditions now becoming

possible at experimental laser facilities.
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1.1 Thesis outline

1.1 Thesis outline

The optimisation of the radiation generation in laser-solid interactions is vital for the

development of these sources for applications. Improving the understanding of the

interactions is important to achieve this. In this thesis, the results of investigations of

the dependence of maximum energy of protons on the onset of relativistic transparency,

a key phenomenon in the interaction, and of the optimum conditions for the generation

of high energy photons are shown. These results are useful for future experiments at

state of the art high power laser facilities. The thesis is structured as follows:

• Chapter 2: The theory and background physics important for the discussions

of high power laser-solid interactions in later chapters is presented. This includes

electron motion in electromagnetic fields, plasma, ion acceleration and radiation.

• Chapter 3: The technology behind high power laser systems and experiments,

including the detection of radiation, is described, in addition to the numerical

methods used to obtain the results in this thesis.

• Chapter 4: This chapter presents a study on the effect of the onset time of

relativistic transparency on maximum proton energy at intensities relevant to

new multi-PW laser facilities.

• Chapter 5: Various properties of the synchrotron emission from laser-solid inter-

actions are optimised in simulations with Gaussian process regression. The results

inform further simulations which demonstrate control of the spatial profile of the

gamma ray emission with laser polarisation and angle-of-incidence.

• Chapter 6: The new results reported in this thesis are summarised, and potential

future work is discussed.
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CHAPTER 2

Theory and background physics

This chapter provides a description of the physics relevant to high power laser-solid

interactions. It begins with the mathematics for a Gaussian beam, and the motion

of a single electron in response to a high intensity laser pulse. For the laser-plasma

interactions in this thesis, the electron motion is essential to the acceleration of ions and

generation of radiation. Initially, however, electrons generally must be freed from their

bound atomic states. The possible ionisation processes are described, followed by an

introduction to the key properties of the plasma state of matter that may subsequently

form. The numerous processes that can cause partial absorption of a laser pulse in

interaction with a plasma, vital for the transfer of energy into a particle beam or

radiation, are then delineated. All of these elements form the prerequisite knowledge for

understanding the ion acceleration mechanisms then detailed, and provide the context

for the radiation processes later outlined—advancing the understanding of these topics

within ultraintense laser-solid interactions is the core of this thesis. Finally, a brief

description of possible processes for electron-positron pair production is given, due to

the potential for generation of dense pair-plasmas in high field interactions.

Before considering all of the physics in this chapter, however, it is important to

know that the interaction of an ultraintense laser pulse with a solid is dominated by

the forces of the electric and magnetic fields, E and B, respectively, on the charged

particles generated. Here, Maxwell’s equations are fundamental: in vacuum,
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2.1 Laser pulses

∇ · E = ρ/ε0, (2.1)

∇ · B = 0, (2.2)

∇ × E = −∂B
∂t

, (2.3)

∇ × B = µ0j + µ0ε0
∂E
∂t

, (2.4)

where ρ is the charge density, ε0 is the permittivity of free space, µ0 is the permeability

of free space and j is the current density.

2.1 Laser pulses

The development of high power lasers made possible the realisation of high intensity

laser-plasma physics and, as a result, the laser-driven plasma accelerators upon which

this thesis is based. The electromagnetic fields are sufficiently intense to ionise matter,

accelerate electrons to relativistic velocities and cause the subsequent generation of

TV m−1 electrostatic fields. A mathematical description of high power laser pulses

is essential for modelling and understanding the physical processes that occur. Laser

pulses are electromagnetic waves, and have no charge or current density (ρ, j = 0).

Therefore, Maxwell’s equations shown above may be simplified, and the curl (∇×) of

equation 2.3 produces the wave equation:

∇2E = µ0ε0
∂2E
∂t2 , (2.5)

where the electromagnetic wave propagates at speed c = 1/
√

µ0ε0.

2.1.1 Gaussian laser beams

Production of a high intensity (> 1018 W cm−2) beam of light from a high power laser

requires focussing of the laser pulse. Often close to the highest possible laser intensities

are required for proton acceleration, and therefore Gaussian optics are commonly used

to focus the typically 1 J–1 kJ of light into a near wavelength diameter focal spot.

Assuming cylindrical coordinates and uniformity in the polar direction, the electric
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2.1 Laser pulses
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Figure 2.1: The transverse electric field component of a Gaussian beam with spot size ϕL =
3 µm (top panel) and ϕL = 1 µm (bottom panel), where λL = 800 nm.

field of a Gaussian beam propagating along the z-axis can be written

E = E0 (r, z) exp[i (kz − ωt)], (2.6)

where E0 (r, z) is the positional amplitude of the field and k = 2π/λ is the wavenumber.

Assuming the beam envelope varies slowly such that the paraxial approximation is valid,

represented by the condition |∂2E0/∂z2| ≪ |k∂E0/∂z|, the electric field can be found

by substitution of equation 2.6 into equation 2.5 to produce the paraxial approximation

of the Helmholtz equation:

(
∂2

∂r2 + 1
r

∂

∂r
+ 2ik

∂

∂z

)
E0 = 0. (2.7)

This is valid for most practical conditions, although starts to become inaccurate for

values of the beam waist at focus w0 ∼ λ and smaller, where an accurate description

of the fields has been provided by Quesnel et al. [37].

Assuming linear polarisation in a direction in the radial plane, the solution of equa-

tion 2.7 is

E (r, z) = E0
ω0

ω (z)exp
[
− r2

ω (z)2 + i

(
kz + ζ (z) + kr2

2R (z)

)]
, (2.8)

where E0 is the amplitude of the electric field at focus (z, r = 0). This result is plotted

in figure 2.1 for two different values of the full width at half maximum intensity at

focus ϕL =
√

2 ln 2w0. Here, ω(z) = ω0
√

1 + z2/z2
R is the beam waist which expands

away from focus, where zR = πω2
0/λ is the Rayleigh length; R (z) = z

(
1 + z2

R/z2) is the
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2.1 Laser pulses

radius of curvature of the wavefronts; and ζ (z) = −arctan (z/zR) is the Guoy phase,

which produces a phase shift of π from one side of focus to the other. Although for a

fixed laser pulse energy higher intensities are reached with smaller focal spots, figure

2.1 shows that the longitudinal region in which the intensity remains close to its peak

value (|z| < zR) considerably reduces. The best focal spot size, and beam divergence,

therefore depend upon the specific application. For laser-solid interactions, to accelerate

ions or generate intense radiation, the interaction is generally limited to the surface of

the target or volume of near critical density (see section 2.3.5; approximately 1027

electrons per m3 for infrared light) plasma over a distance ≲ 10 µm, and focal spots as

small as 1 µm are useful. However, for laser wakefield acceleration of electrons with a

gas target, continuous interaction over as large a distance as possible (typically ∼ 1 cm)

is required for maximising the electron energies, and therefore much larger focal spots

corresponding to ϕL > 10 µm are generally used.

In experiments, the divergence of the beam and size of the focal spot are controlled

primarily by varying the f-number (f/#) = f/D of the focussing optic, where f is the

focal length and D the diameter of the beam. Smaller f-numbers decrease the minimum

achievable beam radius. For a diffraction limited beam, ω0 = 2 (f/#) λ/π.

Real Gaussian laser pulses produced experimentally are, however, much more com-

plex than the equations in this section show. For perfect focussing the spatial intensity

distribution is an airy disk, that is only approximated by a Gaussian at its centre.

Outside the central Gaussian peak, the wings of the airy disk and additional light,

often produced due to abberations in the beam, may contain a significant fraction of

the laser pulse energy; this light has been shown to become important in laser-solid

interactions when sufficiently intense [38]. The temporal profile also contains several

components that can be sufficiently intense to ionise matter in addition to an approxi-

mately Gaussian peak. This light begins ∼ 1 ns before the fs–ps Gaussian main pulse

and its intensity rises from a pedestal for many picoseconds before the main pulse ar-

rives. The finite duration of the pulse causes a spectrum of frequencies, with width

given by the time-bandwidth product τL∆ω = 0.44 when Fourier transform limited.

The frequency of light within the spectrum is also dependent upon time if the temporal

chirp is not zero, and either increases or decreases with time depending upon the sign

of the chirp parameter.
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2.1 Laser pulses

2.1.2 Polarisation

The structure of the fields of the laser directly influences the response of electrons

within them, and can produce vastly different results for different polarisation states.

The electric field of an infinite plane wave propagating along the z-axis can be written

E = [E0,x exp (iϕx) x̂ + E0,y exp (iϕy) ŷ] exp [i (kz − ωt)] , (2.9)

where E0,x and E0,y are the amplitudes of the orthogonal components of the field, and

ϕx and ϕy are the phase offsets. The polarisation of the plane wave may fall into one

of three categories:

• Linear - the electric field oscillates from positive to negative along a constant

direction. This occurs when the components are in phase, ϕx − ϕy = 0, or if E0,x

or E0,y = 0.

• Circular - the amplitude of the electric field is constant, and its direction com-

pletes a full rotation in the xy plane every cycle. Here, E0,x = E0,y and |ϕx−ϕy| =

π/2.

• Elliptical - all other conditions.

Linear polarisation is the most frequently used in laser-solid interactions due to the

greater electron heating it causes, and associated fast ion and radiation generation. The

direction of the polarisation vector, however, influences the interaction. Considering

a flat surface typical of most solid targets and the laser beam arriving at an oblique

angle, if the polarisation vector is parallel with the target surface the laser is s-polarised,

whereas if the polarisation vector is in the plane perpendicular to the target surface

the laser is p-polarised. The latter case allows the laser electric field to produce forces

normal to the surface on the target electrons, and can enhance the absorption of the

laser pulse as outlined in section 2.4.
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2.2 Single electron motion

2.2 Single electron motion

A particle with charge q and instantaneous velocity v moves in electromagnetic fields

according to the Lorentz force:

FL = q (E + v × B) . (2.10)

2.2.1 Plane wave solutions

Consider a single electron in a linearly polarised infinite plane wave of the form:

E = E0cos (kx − ωt) ŷ, (2.11)

B = B0cos (kx − ωt) ẑ. (2.12)

Substitution of the above electric and magnetic fields into the Lorentz force equation,

and using B0 = E0/c, produces the following equations of motion for an electron along

each axis:
dpx

dt
= −epyE0

γmec
cos (kx − ωt) , (2.13)

dpy

dt
= eE0cos (kx − ωt)

(
px

γmec
− 1

)
, (2.14)

dpz

dt
= 0, (2.15)

where p = (px, py, pz) is the momentum, γ = (1−v2/c2)−1/2 the Lorentz factor and me

the rest mass of an electron. If the electron is assumed to be non-relativistic (v ≪ c),

the force on the electron due to the electric field dominates, and the electron executes

oscillations in the polarisation direction with velocity

vy = eE0
meω

sin (kx − ωt) . (2.16)

It is obvious here that the electron motion must become relativistic for eE0/meω ∼ c

and greater. This threshold is commonly expressed in terms of the dimensionless vector

potential

a0 = eE0
mecω

, (2.17)
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2.2 Single electron motion

where a0 ∼ 1 and higher corresponds to relativistic intensities. A convenient form of

a0 as a function of the cycle-averaged intensity and wavelength is

a0 = α

√
Iλ2

1.37 × 1018 W cm−2 µm2 , (2.18)

where α = 1 for linear polarisation and α = 1/
√

2 for circular polarisation. A

1 µm wavelength laser produces relativistic electrodynamics for intensities greater than

1018 W cm−2. For the motion of an initially stationary proton to become relativistic

a factor of (mp/me)2 higher laser intensity is required, corresponding to more than

1024 W cm−2.

Figure 2.2: The relativistic motion of an electron in a linearly polarised plane wave, in (a) the
laboratory frame and (b) the rest frame of the electron drift.

The relativistic motion of an electron can be readily solved by writing the electric

and magnetic fields as functions of the vector potential A, where E = −∂A/∂t and

B = ∇ × A. The equations of motion may then be decoupled into components parallel

and perpendicular with the laser propagation direction, and the constants of motion

found as in the derivation by Gibbon [39], of which the solutions are shown below in

dimensionless form. Firstly, for a laser beam propagating along the x-axis the vector

potential is defined

A = A0

[
δ cos ϕŷ +

(
1 − δ2

)1/2
sin ϕẑ

]
, (2.19)

where δ = 0 or ±1 linear polarisation, δ = ±1/
√

2 for circular polarisation and ϕ =
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2.2 Single electron motion

ωt − kx is the phase. For an electron initially at rest,

px = a2
0

4
[
1 +

(
2δ2 − 1

)
cos 2ϕ

]
, (2.20)

py = δa0 cos ϕ, (2.21)

pz =
(
1 − δ2

)1/2
a0 sin ϕ. (2.22)

In equation 2.20, the electron is shown to oscillate at 2ω longitudinally for non-circular

polarisation, and acquire a constant drift velocity βD = a2
0/(a2

0 + 4). Integration of the

momentum equations produces the following equations for the electron position:

x = a2
0

4

[
ϕ + 1

2
(
2δ2 − 1

)
sin 2ϕ

]
, (2.23)

y = δa0 sin ϕ, (2.24)

z = −
(
1 − δ2

)1/2
a0 cos ϕ. (2.25)

These results are plotted in figure 2.2 for a plane wave polarised in the y direction. The

electron propagates forwards, with the plane wave, whilst oscillating in the polarisation

direction as shown in figure 2.2(a), and reaches a peak energy of K = a2
0mec2/2. In the

rest frame of the electron drift, shown in figure 2.2(b), the electron executes a figure-8

motion. The amplitude of the electron motion along y scales linearly with a0, and the

motion along x increases with a2
0 such that the motion appears the same as in figure

2.2 for any value of a0.

For a circularly polarised plane wave, the electron motion is helical with radius

proportional to a0 in the yz plane, and it rotates with frequency ω. The energy of the

electron remains constant at K = a2
0mec2/4.

2.2.2 The ponderomotive force

In the previous section, the motion of an electron in an infinite plane wave was detailed.

However, the high power laser pulses employed experimentally in the interactions dis-

cussed in this thesis have intensity profiles that are approximately Gaussian in time

and space. The electron motion can therefore differ strongly from the plane wave re-

sults even neglecting the electric and magnetic fields generated by the plasma in these

interactions.
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2.2 Single electron motion

Figure 2.3: An illustration of the ejection of electrons accelerated in a Gaussian beam due to
the ponderomotive force. The intensity envelope of a Gaussian beam is shown, and
the direction of the ponderomotive force due to the intensity gradient.

An important consequence of the Gaussian spatial profile of the laser pulse is the

ponderomotive force, Fp, represented in figure 2.3, which acts to move electrons to

areas of lower intensity. For a constant laser frequency and non-relativistic electrons,

Fp = − e2

2meω2 ∇E2, (2.26)

where the overline indicates averaging over the laser period. An electron in a Gaussian

beam experiences a smaller restoring force from the laser electric field as it is accelerated

away from the centre of focus, resulting in a drift of the electron out of the beam. The

ponderomotive force increases with higher intensities and smaller beam waists.

For relativistic laser intensities, equation 2.26 is not valid. The relativistic pondero-

motive force may be found by splitting the momentum into fast and slow components:

p = p1 + p2. Here, p2 = A is the fast oscillating component and p1 is the slow

component, which is related to the ponderomotive force through dp1/dt = Fp. The

relativistic ponderomotive force averaged over the laser cycle is

Fp = −mec2γ, (2.27)

where γ = [1 + (p1/mec)2 + (e/mec)2A2
y]1/2.

The ponderomotive force will cause a nonrelativistic electron to exit a laser beam

with a trajectory transverse to the laser propagation direction. The parallel momentum

of the electron becomes important for relativistic motion, and the escape angle of the
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2.3 Plasma formation and characteristics

electron is described by

cos θ =
√

γ − 1
γ + 1 . (2.28)

Electrons are ejected closer to the laser propagation direction for increasing values of

γ.

2.3 Plasma formation and characteristics

2.3.1 Ionisation

Rapid ionisation occurs when matter is irradiated by a high intensity laser pulse, pro-

ducing the charged particles that subsequently may be accelerated to high energies and

also cause the generation of intense radiation. The most intense laser sources avail-

able are produced at infrared wavelengths of λL ≈ 1 µm. Therefore, the energy of the

corresponding photons is generally insufficient for single photon ionisation via the pho-

toelectric effect, and a number of other processes are responsible for ionisation. These

are either directly caused by light-matter interaction, or by collisions with accelerated

particles.

Multi-photon ionisation

An electron within an atom may briefly absorb a photon with insufficient energy to

cause ionisation, before re-emission of the photon a short time later. If many photons

are incident upon the atom such that the rate of absorption exceeds the rate of photon

re-emission, the electron may cumulatively acquire sufficient energy to escape its bound

state. This multi-photon ionisation process leaves the free electron with energy

Kf = Ub + nℏω, (2.29)

where n > 1 photons are absorbed and Ub (< 0) is the binding energy of the electron.

Should the electron absorb more photons and energy than required for ionisation, the

excess energy may be converted into kinetic energy of the electron. This latter case

corresponds to above threshold ionisation [40, 41], and produces an electron spectrum

with peaks separated by the photon energy.
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Tunnelling and barrier suppression ionisation

Although increasing the flux of photons may increase the probability of multi-photon

and above threshold ionisation, the corresponding intensity of the laser light also in-

creases linearly with the flux, and may become sufficiently intense to modify the electric

potential around an atom. Self-generated fields within a plasma can also produce the

same effect. A bound electron can therefore experience a reduced potential barrier to

escape the atom. In the case of tunnelling ionisation, this increases the probability

of the electron to quantum mechanically tunnel through the suppressed potential and

escape. With a sufficiently intense laser field, barrier suppression ionisation can occur

where the electron escape is facilitated by the complete removal of the barrier.

The laser intensity required to drive the latter process can be found by considering

the total electric potential from both the atom and laser:

V (x) = − 1
4πε0

Ze2

x
− eEx. (2.30)

The potential barrier is maximised where ∂V/∂x = 0, at xmax =
√

Ze/E. Equating

V (xmax) to the ionisation potential Ub produces the following threshold for the laser

intensity:

Iapp ≈ 4 × 109
(

Ei

1 eV

)4
Z2 W cm−2. (2.31)

The appearance intensity for a hydrogen atom is 1.4 × 1014 W cm−2, a factor ∼ 10−4 of

the relativistic electron motion threshold (a0 = 1). Although low contrast ultraintense

(a0 ≫ 1) laser pulses may enable such ionisation in the amplified spontaneous emission

pedestal, such intensities are usually reached within the rising edge of a high contrast

pulse picoseconds before the main pulse arrives. As a result, the main pulse usually

interacts with pre-ionised matter. Nevertheless, with its arrival light atoms rapidly

become fully ionised.

The Keldysh parameter

The Keldysh parameter [42] indicates which of the processes described above is domi-

nant, and is defined as

γK =
√

|Ub|
2ϕp

, (2.32)
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2.3 Plasma formation and characteristics

where

ϕp = e2E2

4meω2 (2.33)

is the nonrelativistic ponderomotive potential. For γK > 1, multi-photon ionisation

dominates; and for γK < 1, where the ratio of the ponderomotive potential to the energy

required to free the electron is higher, tunnelling and barrier suppression ionisation

dominate.

Collisional ionisation

Free electrons accelerated by the laser, or other fields within a laser-irradiated target,

can acquire energies much greater than the ionisation potential of the remaining bound

electrons within the target. A collision between a sufficiently energetic free electron

and a bound electron can transfer enough energy to the bound electron for it to escape

its bound state. The rate of this collisional ionisation is therefore dependent upon

the rate of collisions, which varies ν ∝ ne/(kBTe)3/2. Increasing the density of ener-

getic electrons thus readily increases the collisional ionisation rate, yet acceleration of

electrons to increasingly high energies with higher laser intensities may mitigate colli-

sional ionisation due to the reduction with increasing electron temperature, and cause

collisionless processes to increasingly dominate the ionisation. However, collisional ion-

isation may remain important in thick solid targets where the laser interaction and

strongest electrostatic fields are limited to the target surfaces.

2.3.2 Definition of a plasma

The transfer of sufficient energy into a volume of matter can lead to ionisation and

the generation of a state of matter beyond the gaseous state known as plasma. To

be considered a plasma, an overall quasi-neutral ionised gas must fulfil several criteria

defined with the distance beyond which the potential of a charge is shielded, known as

the Debye length λD, and the relative frequency of different interactions. These are:

• The system has dimensions much larger than the Debye length: L ≫ λD.

• The system contains many particles within a sphere with radius equal to the

Debye length: ND = 4neπλ3
D/3 ≫ 1.

• The frequency of electron plasma waves exceeds the frequency of collisions: ωp ≫

ωc.
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2.3 Plasma formation and characteristics

A plasma is characterised by collective behaviour, where the motion of charged particles

is dominated by the electric and magnetic forces instead of collisions.

2.3.3 The Debye length

Figure 2.4: (a) An illustration of the shielding of the potential due to a charged particle over
the debye length. (b) The debye length for plasma with a range of densities,
close to the density of solids, and temperatures, with the density of several solid
materials highlighted.

The Debye length, the characteristic distance required to shield the potential of a

charge within a plasma, can be derived from the one-dimensional Poisson’s equation:

d2ϕ

dx2 = e (ne − Zni)
ε0

. (2.34)

The ions may be treated as static, Zni = ne,0, and if the electrons are assumed to

follow a Boltzmann distribution, ne = ne,0exp(eϕ/kBTe), where the potential is small,

eϕ ≪ kBTe,
d2ϕ

dx2 ≈ ne,0e2ϕ

ε0kBTe
. (2.35)

The solution of this equation is ϕ = ϕ0exp(−|x|/λD), where we arrive at the Debye

length

λD =
√

ε0kBTe

ne,0e2 . (2.36)

This is plotted in figure 2.4(b) for different conditions; it is usually at the nanometre

scale for solid density plasmas. Therefore, with dense solids the strongest electric

fields are usually limited to the target surfaces. This will become important in section

2.5, where the acceleration of ions due to the surface fields is outlined. Although,
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2.3 Plasma formation and characteristics

consideration of the Debye length is important in almost all laser-plasma interactions

relevant to this thesis. For significantly expanded and heated solids, the Debye length

can increase to > 100 nm and charges much further away can influence each other’s

motion. The small Debye length with dense solids also presents challenges for kinetic

simulations, especially at low temperature.

2.3.4 The plasma frequency

Figure 2.5: (a) The plasma frequency calculated for a range of densities and laser intensities,
with contours of the equivalent wavelength. (b) The plasma density normalised
by the relativistic critical density. The threshold for relativistic transparency with
λL = 800 nm is shown by the ne = γenc contour. In both plots γe =

√
1 + a2

0/2
has been assumed.

The much lower mass of an electron compared to an ion means that within a plasma

the ions can often be treated as quasi-static, and the electrons respond to rapidly vary-

ing fields. Perturbations in the electron density, with a relatively immobile background

of ions, produces electrostatic fields which accelerate electrons to restore equilibrium.

In moving towards the equilibrium position the electrons overshoot, and so oscillations

of the electron population are initiated. The frequency of such oscillations is the plasma

frequency

ωp =
√

nee2

γemeε0
, (2.37)

which is shown in figure 2.5(a) for various densities and laser intensities assuming

ponderomotive electron energies. The plasma frequency is important when considering

the optical properties of a plasma.

The electromagnetic fields of a high intensity laser cause motion of the plasma elec-

trons within them; solid density plasmas often have a plasma frequency much greater
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than infrared laser frequencies (see figure 2.5(a)) and the electrons can move to restore

equilibrium faster than the laser frequency, preventing its propagation. The relativis-

tic mass increase of the electrons gives them greater inertia, slowing their response

to non-equilibrium fields and reducing the plasma frequency. This effect is crucial

to many high intensity laser-matter interactions and can enable the transmission of

higher wavelengths of light. Higher energy photons corresponding to XUV, x-ray and

gamma ray radiation can be much higher frequency than the plasma frequency in

even a non-relativistic solid density plasma, and may be transmitted. However, colli-

sions with atoms can absorb them, and become the dominant affect on their propaga-

tion. An exponential decay of x-ray radiation is expected with the Beer-Lambert law

I/I0 = exp(−σρl), where σ is the absorption cross section, ρ the mass density and l

the length of material propagated through.

2.3.5 The propagation of light in plasma

The dispersion relation of light with frequency ω in plasma is

ω2 = ω2
p + k2c2, (2.38)

where ωp is the plasma frequency defined above and k is the wavenumber. As a result,

the group velocity and phase velocity are

∂ω

∂k
= c

√
1 −

ω2
p

ω2 ,
ω

k
= c√

1 − ω2
p

ω2

. (2.39)

Here, η =
√

1 − ω2
p/ω2 is the refractive index of the plasma. The refractive index is

only real for light with frequency ω > ωp, and takes values η < 1. The group velocity

of light in plasma is therefore slower than the speed of light in vacuum, c, and the

phase velocity becomes greater than c. This enables various effects which shape a pulse

of light as it propagates through plasma, such as self-focussing discussed in the next

section, due to the variation of the local electron density and Lorentz factor.

The group and phase velocities become imaginary for ω < ωp, and only incident

radiation with frequency ω > ωp has real solutions to the above equations and can

propagate through the plasma, whilst lower frequencies are evanescent and are typically

reflected or absorbed at the plasma surface. This threshold can be restated, using
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2.3 Plasma formation and characteristics

equation 2.37, in terms of a critical density below which light can propagate:

γenc = γemeε0ω2

e2 ≈ 1.1 × 1027γe

(1 µm
λ

)2
m−3 (2.40)

The refractive index may be expressed using this critical density as η =
√

1 − ne/γenc.

A plasma with density ne < γenc is termed underdense, and a plasma with density

ne > γenc is termed overdense. For an infrared laser pulse, λ ≈ 1 µm, the classical

critical density, nc, is much lower than the density of most solids, and such a pulse can

only propagate through solids that have been significantly pre-expanded or in which the

electrons have been accelerated to sufficiently relativistic velocities. The transmission

of light through a classically overdense plasma due to the relativistic motion of the

electrons lowering the plasma frequency, such that the plasma is relativistically under-

dense, is known as relativistic transparency. This phenomenon is central to many of

the interactions discussed later in this thesis. An overdense plasma may also transmit

some light if its thickness is comparable or less than the skin depth, ls = c/ωp, such

that the evanescent wave remains significant at the rear side.

2.3.6 Laser self-focussing

A Gaussian beam may self-focus into a higher intensity and narrower beam if the

refractive index η of the medium in which it propagates peaks in the centre of the

beam; a refractive index that decreases radially produces a radially increasing phase

velocity, causing the medium to act as a lens. Within a plasma the refractive index

η =
√

1 − ω2
p/ω2 =

√
1 − ne/γenc is dependent upon the laser frequency, electron

density and electron Lorentz factor. A radially increasing electron density induced by,

for example, the ponderomotive force may enable self-focussing. Although, relativistic

self-focussing due to the maximisation of the electron energy and corresponding increase

in the refractive index within the centre of the beam, where the intensity is highest, is

often more important to consider.

In competition with self-focussing, a laser beam will naturally diffract as it prop-

agates. For relativistic self-focussing to overcome diffraction a laser power exceeding

[43, 44]

Pc = 8πε0m2
ec5

e2
ω2

ω2
p

≈ 17ω2

ω2
p

GW (2.41)

is required. This threshold may be exceeded by several orders of magnitude with
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∼ 100 TW to PW lasers in the underdense pre-plasma, generated at the surface of

a solid target prior to the arrival of the main pulse. However, the degree of self-

focussing depends upon the propagation length of the beam inside the underdense

plasma, and the density of pre-plasma. For a short pre-plasma (∼ 10 µm), self-focussing

can substantially increase the laser intensity that reaches the target surface and enhance

the acceleration of protons [45]. However, for much longer pre-plasmas (∼ 100 µm) that

may be produced under low laser contrast conditions, self-focussing may be followed by

filamentation of the beam as it continues to propagate, and potentially reduced coupling

of laser energy to protons [46]. Self-focussing can become important over distances of

several microns in interactions with relativistically transparent ultrathin foils, that are

the subject of this thesis, with enhanced proton acceleration demonstrated when the

focussed intensity increases within the target [47]. Here, interference of the diffracted

laser light as it propagates through the relativistic plasma aperture [48] can also lead

to enhanced laser intensities [49], and light reflected from the target surface for oblique

incidence may also contribute. Nevertheless, the high laser contrast required to avoid

significant pre-expansion of ultrathin foils means that limited pre-plasma is created at

the target surface, and almost no self-focussing of the laser pulse arriving on the target

may occur.

2.4 Laser absorption and fast electron generation

A laser pulse interacting with a plasma may be absorbed through a number of different

processes. These processes belong to one of two categories: collisional, in which laser

photons are absorbed during the collision of particles, and collisionless, in which free

electrons absorb energy from the laser. Which process dominates depends upon the

irradiated material, laser intensity and other conditions of the interaction, yet for the

high laser intensities used in this thesis, collisionless absorption (typically j×B outlined

below) dominates.

Collisionless absorption of a laser pulse via electron motion generally relies upon the

presence of a background plasma, to either reflect the laser light, allowing the electron

to escape the laser fields during its oscillation with some energy, or produce electric

or magnetic fields that influence the electron motion within the laser and enable net

energy gain. The ponderomotive force introduced in section 2.2.2 also enables a single
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charged particle in vacuum to escape the laser pulse with some of its energy, and in

high intensity laser pulses, intense synchrotron radiation and nonlinear Breit-Wheeler

pair production can cause the absorption of much of the laser energy (a description of

each of these effects is given in sections 2.6 and 2.7 respectively).

2.4.1 Inverse bremsstrahlung

Inverse bremsstrahlung absorption is the only important process in high intensity laser-

plasma interactions that is collisional. A free electron within the laser field collides with

an ion and absorbs a photon. This mechanism is important up to laser intensities of

∼ 1015 W cm−2, beyond which collisionless processes start to dominate, due to the

electron-ion collision frequency scaling with T
−3/2
e [50]. Therefore, for relativistically

intense laser pulses this need only be considered during the components of the pulse

far from the peak intensity. Inverse bremsstrahlung absorption may become important

at the edges of the spatial profile of a high intensity laser pulse, outside of the central

focal spot, yet for the laser intensities considered in this thesis (1020–1024 W cm−2) the

energy contained within such regions of the laser spatial profile near its temporal peak is

negligible. Where it is important, however, is in the nanosecond to picosecond pedestal

of such intense laser pulses. If sufficiently intense for inverse bremsstrahlung absorption

to become important, foil targets can be considerably pre-heated and expand prior to

the arrival of the main pulse, thus changing the main interation. This is especially true

for ultrathin foils as used in this thesis, which can expand to peak densities considerably

less than solid density.

2.4.2 Resonance absorption

A laser pulse incident upon a plasma of increasing density at some angle θ to the den-

sity gradient is reflected at the point, if the plasma density gradient is parallel with x,

the x-component of the wavevector kx = 0. Assuming kz = 0, ky = ω sin θ/c and the

dispersion relation in equation 2.38 at the point of reflection becomes ω2 = ω2
p/ cos2 θ.

The electron density at which the light is reflected is therefore ne = nc cos2 θ. For

a p-polarised laser pulse, the component of the laser electric field along the density

gradient at the turning point excites plasma waves. The electrons experience an en-

hanced electric field near nc, where plasma waves are resonantly excited, and absorb

energy from the laser pulse as they propagate beyond this point where the electric field
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Figure 2.6: Diagrams of the conditions for (a) resonance and (b) vacuum absorption at the
surface of a material with a density gradient given by the scale length Ls.

becomes evanescent. This resonance absorption mechanism [51] is important in inter-

actions with solid targets in which the front surface is expanded to have a large density

scale length Ls, where ne = ne,0exp(−|x|/Ls), and is depicted in figure 2.6(a). The

polarisation vector for an s-polarised laser pulse remains parallel with the target surface

upon reflection. Therefore, resonance absorption does not occur. For a circularly (or

elliptically) polarised laser pulse, a component of the laser polarisation may be parallel

to the density gradient upon reflection, and resonance absorption can occur, although

may be less efficient than for p-polarisation. Both this resonance absorption and the

following vacuum absorption mechanism are expected to be important up to laser in-

tensities ∼ 1017 W cm−2, above which relativistic absorption processes are expected to

dominate.

2.4.3 Vacuum heating

For a similar set of conditions, shown in figure 2.6(b), to the previous absorption

mechanism, the laser pulse may also be absorbed by vacuum (Brunel) heating [52,

53]. A p-polarised laser pulse obliquely incident upon a sharp-edged overdense target

extracts electrons from the target surface due to the electric field component directed

into the target. These electrons are accelerated in vacuum to roughly the quiver velocity

vosc before injection back into the target bulk as the laser electric field changes direction.

The electrons propagate beyond the critical density surface where the laser restoring

force is reduced, and thus absorb energy from the laser pulse. Both vacuum heating and

resonance absorption inject energetic electrons into the target at the laser frequency ω.
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2.4 Laser absorption and fast electron generation

Vacuum heating dominates resonance absorption for density scale lengths Ls < vosc/ω.

2.4.4 j × B absorption

If the laser pulse is sufficiently intense that a0 ≳ 1, the relativistic electron motion

within the laser field enables j × B absorption [54, 55] to become important. This ab-

sorption process takes its name from the oscillating magnetic component of the Lorentz

force that causes energy to be taken from the laser pulse by plasma electrons; it is ex-

pected to dominate for most of the interactions discussed in this thesis, that take place

well above the relativistic intensity threshold.

Consider the nonrelativistic form of the ponderomotive force exerted by a laser

electromagnetic field with ellipticity ϵ (0 ≤ ϵ ≤ 1) on an electron along the axis of laser

propagation:

Fx = −me

4
∂vL (x)2

∂x

(
1 − 1 − ϵ2

1 + ϵ2 cos2ωt

)
, (2.42)

where vL = eE/meω. The first term in the parentheses in this equation produces a

drift towards regions of lower intensity. The latter oscillatory term, due to v × B in

the Lorentz force, produces oscillations in the electron motion at a frequency of 2ω.

The acceleration of electrons close to the plasma surface and injection into the target

bulk beyond the critical density surface, in a similar manner to the prior collisionless

mechanisms but at twice the frequency, causes laser energy absorption.

If the laser light is linearly polarised (ϵ = 0), the amplitude of the oscillatory compo-

nent of the force in equation 2.42 is maximised. The amplitude decreases for increasing

ellipticity of the laser light polarisation, until it vanishes for circular polarisation (ϵ = 1).

For circularly polarised laser light incident onto a flat surface, j × B absorption can

only occur when the angle-of-incidence is oblique; however, surface deformation, due

to the laser radiation pressure for example, may enable j × B absorption for normal

incidence.

2.4.5 Other sources of absorption

The collisionless absorption mechanisms described above rely upon electrons crossing

the critical density surface where the laser is reflected. If the radiation pressure is

sufficiently high, the reflection of the laser pulse may cause the critical density surface

to move forwards with the pulse and transfer energy to the ions as detailed in section
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2.5.2. This process becomes more efficient the faster the reflective surface moves with

the laser pulse, and therefore generally becomes increasingly important for higher laser

intensities.

If the laser pulse impinges on a relativistically transparent target, all of the laser

energy may not pass through the target and a large fraction of it can in fact be absorbed.

If the target is a thin initially overdense solid that becomes relativistically transparent

during its interaction with the laser pulse, only the plasma within the centre of the laser

beam may be underdense, and at the edges the plasma may be overdense such that

the laser pulse propagates through a relativistic plasma aperture [48]. In this case, the

collisionless absorption mechanisms detailed above can occur where the laser interacts

with regions of overdense plasma. The ponderomotive force introduced in section 2.2.2

will also eject electrons from the laser beam within the transparent plasma and cause

absorption without the electrons having to necessarily cross a surface which reflects the

laser light. Furthermore, direct laser acceleration may occur when electric or magnetic

fields generated in the interaction interfere with the plane wave model of the electron

motion in the laser, leading to net energy gain of the particles from the fields and

potentially the acceleration of electrons to superponderomotive energies [56]. The case

of propagation of a laser pulse through a relativistically underdense channel is well

known to improve the acceleration of electrons [57, 58], due to the generation of quasi-

static longitudinal and transverse electric fields [58].

2.4.6 Fast electron transport

The fast electrons injected into a solid target by the mechanisms described above can

produce a mega-ampere current in a typical interaction. To demonstrate this, consider

that a typical laser pulse from a Ti:Sapphire laser system may contain tens of joules in

a pulse with duration τL ∼ 30 fs. A realistic absorption of only 5 J of laser energy (see

[59], for example) into an electron population with temperature 5 MeV (corresponding

to intensity a0 ∼ 10 assuming ponderomotive temperatures) corresponds to 6 × 1012

electrons, and an approximate current of i ∼ 30 MA. However, the self-induced mag-

netic field of such a current would be sufficient to turn the electrons back into the

reverse direction. Alfvén [60] showed that for a uniform, cylindrically symmetric and
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monoenergetic beam of charged particles, a current exceeding

iA = βγmec3

e
≈ βγ × 17 kA (2.43)

induces a magnetic field that turns particles back towards the source. For a mega-

ampere current of fast electrons to propagate through a solid, the space-charge fields

induced by the loss of electrons where the current is drawn produce a localised return

current in the opposite direction [61]. This contains many more electrons that are less

energetic. The net current density is often written

j = jf + jr ≈ 0, (2.44)

yet the currents may not exactly balance.

The remaining net current can be strong enough to lead to the generation of sig-

nificant magnetic fields, which can be described by [62]

∂B
∂t

= ηj (∇ × jf ) + ∇ηj × jf , (2.45)

where ηj is the resistivity. Equation 2.45 contains two terms on the right-hand side

for magnetic field growth. The first depends on spatial gradients in the fast electron

current density and can lead to pinching of the fast electron beam [63]. The second

depends on gradients of resistivity, where the fast electrons are forced towards higher

resistivity regions. The higher temperature of the plasma within the centre of the

electron beam can lead to a lower resistivity in the centre of the beam that increases

outwards, depending on the material. The result of this is a magnetic field that causes

hollowing of the fast electron beam [64–66].

When the fast electrons reach the rear surface of the solid foil target some may

escape leaving the target positively charged, and generating a sheath electric field at

the rear surface that accelerates ions. The fast electrons that do not escape may instead

be reflected back into the target by the sheath field and the lack of a return current

upon reaching the edge of the target. Refluxing can then occur where the formation

of a front surface sheath field can trap electrons inside the target as they reflect from

both surfaces. The fast electron beam generally has a full angle of divergence θe > 20◦

[67], and the refluxing fast electrons may spread transversely within the target with
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increasing reflections.

2.5 Ion acceleration mechanisms

Direct acceleration of initially stationary ions by the Lorentz force of a laser pulse is

important only for intensities ≳ 5 × 1024 W cm−2, which are not at present available at

high power laser facilities and are not reached within the studies reported in this thesis.

It is therefore the motion of the electrons in response to the laser fields that commonly

leads to the acceleration of ions within ultraintense laser-plasma interactions. The

resulting imbalance of charge produces electric fields of ∼MV µm−1 within regions of the

plasma and accelerates ions to MeV energies. The higher charge-to-mass ratio of protons

causes them to often gain the highest energy per nucleon of the accelerated ions, and

their preferential acceleration has led to them being the focus of many investigations.

There are many potential ion acceleration mechanisms that describe the specific

evolution of the plasma in a given interaction. Although, these mechanisms do not

necessarily occur independently. In many cases the ions experience a combination

of mechanisms over the duration of the interaction. Here, a description is provided

of each of these potential mechanisms, starting with the two most common and well

understood.

2.5.1 Target normal sheath acceleration

In target normal sheath acceleration (TNSA) [68], the fast electrons produced by j × B

absorption and other mechanisms where the laser impinges on the surface of a solid

may continue to propagate and escape through the rear surface. This loss of charge at

the rear surface generates a sheath electric field normal to the rear surface, as depicted

in figure 2.7, sufficient to ionise atoms and accelerate ions. The surfaces of solid targets

usually have a nanometre thick layer of hydrocarbon contaminants, and this commonly

results in the acceleration of protons from the ionisation of hydrogen atoms by the

sheath electric field at the target surfaces [68–70].

A plasma expansion model of TNSA was provided by Mora [71]. In this 1D fluid

model, the plasma is considered isothermal and collisionless. There is only one ion

species that is initially cold and at rest, and has density ni = ni0 for x < 0 and ni = 0

for x > 0. The electrons have a constant temperature, and their density is described
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Figure 2.7: A diagram of target normal sheath acceleration showing the electrons accelerated
at the target front surface by the laser pulse propagate to the rear side, where they
cause the acceleration of ions (light blue) via the charge imbalance induced electric
field as they escape the target or reflect close to its edge.

by the Boltzmann distribution ne = ne0 exp (eΦ/kBTe), where ne0 = Zni0 and Φ is

the electrostatic potential given by the Poisson equation ∂2Φ/∂x2 = e (ne − Zni) /ε0.

The details of the derivations can be found in [71]. Here, several important results are

presented. The electric field at the ion front is given by

Efront = 2E0√
2 exp (1) + ω2

pit
2
, (2.46)

where E0 =
√

ne0kBTe/ε0 and wpi =
√

Zne0e2/miε0 is the ion plasma frequency. The

velocity of the ion front is

vfront = 2csln
(
τ +

√
τ2 + 1

)
, (2.47)

where cs =
√

ZkBTe/mi is the ion acoustic velocity and τ = ωpit/
√

2 exp (1). The

energy spectrum of the ions is

dN

dK
= ni0cst√

2KK0
exp

(
−
√

2K

K0

)
, (2.48)

where K0 = ZkBTe. Finally, the maximum ion energy is

Kmax = 2K0 (ln [2τ ])2 . (2.49)
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One of the issues with this model is the ions continue to gain energy indefinitely, and a

stopping time (usually the laser pulse duration) has to be chosen for its application. An

adiabatic model for thin foils was later developed by Mora [72] to address this problem.

Schreiber et al. [73] instead modelled the energy gain of ions due to a radially

confined surface charge produced by fast electrons at the target rear side. In their

quasi-static model, the laser accelerated electrons spread over a circular area with

radius

r0 = rL + l tan θ1/2 (2.50)

at the target rear side, where rL is the radius of the laser focal spot, l is the target

thickness and θ1/2 is the half-angle of the electron propagation through the target.

The electrons have the Boltzmann distribution dN/dK = (Ne/kBTe) exp (−K/kBTe),

where Ne is the total electron number.

When the electrons exit the target rear side into vacuum, a positive charge Qe is

left on the rear surface. Solving the Poisson equation for a charge density Qe/πr2
0 at

z = 0 yields

−eΦ (ξ) = K∞s (ξ) , (2.51)

where ξ = z/r0, E∞ = Qe2/2πε0r0 and s (ξ) = 1+ξ−
√

1 + ξ2. Therefore, the energy an

ion with charge qi initially at z = 0 can gain is given by Ki (ξ) = −qieΦ (ξ) = Ki,∞s (ξ),

where Ki,∞ = qikBTer0/λD. Here, λD =
√

2ε0kBTe/nQ0e2 and nQ0 is the electron

density at the surface. For a laser power PL and conversion efficiency η from laser to

hot electron energy, it can be derived that

Ki,∞ = 2qimec2

√
η

PL

PR
, (2.52)

where PR = mec3/re, and re = e2/4πε0mec2 is the classical electron radius. The

conversion efficiency may be found using the scaling η = 1.2 × 10−15I
3/4
L up to η = 0.5,

where IL is in units of W cm−2. Finally, integration of dξ/dt = v (ξ) /r0 provides

τL

τ0
= X

(
1 + 1

2 (1 − X2)

)
+ 1

4ln
(1 + X

1 − X

)
, (2.53)

where τ0 = r0/v (∞) = r0/
√

2Ki,∞/mi, X =
√

Km/Ki,∞ and Km is the maximum ion
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energy. Here, Km can be approximated as follows [74]:

Km = Ki,∞ tanh2
(

τL

2τ0

)
. (2.54)

Many other models of TNSA have been proposed [75–77], where the plasma is

treated as either a fluid expanding into vacuum or the ions are accelerated in a static

field. Although theoretical models can explain some experimental data, the many

assumptions made in their derivation and the many unknown parameters in experiments

prevent their use for accurate predictions. Empirical scalings derived from experiments

provide an alternative estimate of ion energies. The quantity of data from experiments

required to develop accurate scalings of the many available parameters has been limited,

due to the low repetition rate of many high power laser systems used over the past

few decades. However, the large number of experimental results reported to date has

enabled the derivation of increasingly comprehensive scalings of the maximum proton

energies [74, 78–81].

The ion (and proton) beams produced by TNSA have a characteristically broad

energy spectrum with typically an exponentially decreasing number of ions for increas-

ing ion energy. Protons with energies up to tens of MeV are routinely produced on

many current high power laser systems, and the highest proton energy attributed to

TNSA demonstrated is 85 MeV at present [82]. Approximately 1012 protons with MeV

energies are generated during the interaction, and the laser-to-proton energy conversion

efficiency may reach as high as 15% [83]. The divergence of the ion beams is usually

tens of degrees, where the highest energy ions are in the centre of the beam. The

transverse emittance is typically 10−1–10−3 mm mrad, and the highest energy protons

are generated from an area of the order of the laser focal spot size [84, 85].

2.5.2 Radiation pressure acceleration

The momentum carried by an electromagnetic wave may be transferred to an object

upon reflection or absorption of the wave. For light with intensity I incident normal to

a surface, this is equivalent to the radiation pressure

Prad = (2R + A) I

c
= (1 + R − T ) I

c
, (2.55)
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Figure 2.8: Diagrams showing radiation pressure acceleration in the case of (a) hole boring
and (b) light sail. The laser pulse is reflected with a wavelength greater than the
incident wavelength, thus transferring energy and momentum to the plasma.

where R, T and A are the coefficients of reflection, transmission and absorption, re-

spectively, and R + T + A = 1. In high power laser solid interactions, the displacement

of electrons at the irradiated surface by radiation pressure can produce space-charge

electric fields and accelerate ions at the front surface. The dynamics of this radiation

pressure acceleration (RPA) are influenced by the thickness of the solid irradiated. For

targets much thicker than the laser skin depth, a laser snowplough through the target

generally known as hole boring [86, 87] ensues; and for target thicknesses comparable

to or less than the laser skin depth, the whole target within the laser focal spot may

be simultaneously moved due to light sail acceleration [88, 89]. These limits of RPA

are shown in figure 2.8.

During hole boring, the ions are reflected from the propagating electrostatic field

induced by the laser reflection. The velocity can be derived by first equating the incident

light pressure with the momentum flux of the mass flow, in the rest frame of the hole

boring front [86, 87],
2I

c
= 2miniv

2
hb. (2.56)

Rearrangement of this equation provides

vhb =
√

I

minic
= ca0

√
ncZme

2neAmp
, (2.57)

where the latter form shown is valid only for linearly polarised light. The ions are

reflected from the incoming hole boring front with velocity vi = 2vhb and energy Ki =

2miv
2
hb.
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In the relativistic limit, the Doppler shift causes the radiation frequency in the

rest frame of a moving surface to become ω′ = ω
√

(1 − β) / (1 + β). As a result, with

conservation of the number of photons, the intensity in the instantaneous rest frame is

I ′ = I (1 − β) / (1 + β). Therefore, the relativistically correct version of equation 2.56

is [87]
2I (1 − βhb)
c (1 + βhb)

= 2γ2
hbminiv

2
hb. (2.58)

Solving this equation produces the relativistically correct hole boring velocity:

vhb = c

√
Ξ

1 +
√

Ξ
, (2.59)

where Ξ = I/minic
3. Finally, a Lorentz transform into the laboratory frame gives the

relativistic ion energy as

Ki = mic
2 2Ξ
1 + 2

√
Ξ

. (2.60)

Analysis of equations 2.57 and 2.60 shows that the hole boring velocities and ion

energies are greater for higher intensities and lower densities, and in practice they

are maximised for near critical density targets. The above derivations have neglected

the fast electron pressure Pe = −∇ (neTe) which acts against the hole boring, and is

important in interactions with strongly heated thin foils. Demonstration of hole boring

RPA has been performed by Palmer et al. [90] using a 10 µm wavelength CO2 laser and

a gaseous hydrogen target, producing monoenergetic proton spectra at energies close

to 1 MeV.

Light sail acceleration of a thin solid foil may be modelled using the following

equation of motion:
d (βγ)

dt
= 2I (tret)

minilc2 R
(
ω′) 1 − β

1 + β
, (2.61)

where the intensity is a function of the retarded time tret = t − x/c, and R (ω′) is the

reflection coefficient in the foil rest frame. Assuming perfect reflectivity, R = 1, the

target velocity is given by [89, 91]

vls = c
(1 + ε)2 − 1
(1 + ε)2 + 1

, ε = 2Φ
minilc2 , (2.62)

where Φ =
∫

Idt is the laser fluence. Therefore, in this simple model where all of the
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ions move with velocity vls, the ion energy is given by

Ki = mic
2 ε2

2 (1 + ε) . (2.63)

The conversion efficiency of laser-to-ion energy is

ηls = 2βls

1 + βls
, (2.64)

and this may approach unity in the ultrarelativistic limit (βls → c).

Equation 2.62 implies that the ion velocities and energies continuously increase as

l → 0. However, as the thickness of the foil is reduced, the threshold for self-induced

transparency may be reached and the assumption used in the above equations that

R = 1 is no longer valid. Macchi et al. [89] showed that

R ≃


ζ2/

(
1 + ζ2) , if a0 <

√
1 + ζ2

ζ2/a2
0, if a0 >

√
1 + ζ2

(2.65)

where ζ = πnel/ncλ. The threshold for transparency is therefore a0 =
√

1 + ζ2 ≃ ζ for

ζ ≫ 1. This result indicates an optimum thickness for light sail acceleration at

lopt = a0ncλ

πne
. (2.66)

In experiments, as a laser pulse impinges on a thin foil, the j×B heating of electrons

can also lead to the onset of transparency, through the expansion and break up of the

foil. The reduced heating of the foil for circular polarisation enables thinner foils to be

used and is more suitable for light sail acceleration than linear polarisation [92]. The use

of circular laser polarisation removes the oscillating component of the ponderomotive

force along the laser axis, and prevents j × B heating for normal incidence. However,

the transverse intensity gradient across a Gaussian focal spot will lead to deformation

of the critical density surface, with the target receding further in the centre of the focal

spot than at the edges. Thus, the laser beam may become locally oblique to areas of

the target surface and still cause some j×B and vacuum heating. This effect is greatest

for the smallest focal spot sizes, and was shown by Dollar et al. for ϕL = 1.2 µm with

thin foils [93]. Instabilities across the surface of the target can also occur [94, 95].
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Nevertheless, the possibility of producing peaked energy spectra and the rapid scal-

ing of maximum ion energies with intensity [96] makes light sail acceleration a promising

candidate for a high energy ion source.

2.5.3 RSIT-enhanced acceleration

Thin solid foil targets, that are commonly used in laser-driven ion acceleration ex-

periments, may become relativistically transparent due to the combination of plasma

expansion and relativistic electron heating. This process is often referred to as relativis-

tic self-induced transparency (RSIT), and causes the transition from the mix of RPA

and TNSA with an overdense plasma to a less well defined acceleration. This regime is

often studied with high contrast laser pulses, and requires ultrathin (l ≲ 100 nm) foils

for most high power laser facilities available at present. Since RSIT occurs only within

the centre of the laser beam, where it is most intense, a relativistic plasma aperture

forms in the foil [48, 97]. After the onset of RSIT, the laser pulse may interact directly

with the electrons throughout the plasma volume in its path, and cause the production

of electrostatic fields that continue the acceleration of ions. The TNSA electric field at

the edges of the target may still exist as the target expands, and be fed by further fast

electrons attempting to escape the target. Similarly, ions may continue to be acceler-

ated by the charge-separation field induced by radiation pressure whilst they lag behind

the displaced electron layer, and if we consider only the radiation pressure arising from

reflection, RPA may continue for a short time whilst R remains significant.

The highest proton energies are regularly found for ultrathin foils that experience

RSIT, and close to 100 MeV protons have been reported due to an RSIT enhancement

of hybrid RPA-TNSA acceleration [7]. For close to picosecond duration laser pulses,

the protons may be locally accelerated after the onset of RSIT by a jet of fast electrons

within the laser pulse as it propagates through the target [7, 98]. In general, the ion

energies are maximised when the target becomes transparent close to the peak of the

laser pulse [99]. Yan et al. [100] derived an analytical estimate of the onset time of

RSIT by assuming a 1D model in which the laser ponderomotive force induces a charge

separation force which expands the ion population:

t1 =
(12

π2

)√
Nτl

a0cs
− τ, (2.67)
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where cs =
√

Qmec2a0/mi is the ion sound speed, and t1 = 0 corresponds to the peak

of the laser temporal intensity profile. Experimental measurement of the onset time

of RSIT, however, is particularly difficult, due to the need for a temporal resolution

less than the laser pulse duration, and has only been claimed in one publication [101].

Analysis of the transmitted light with techniques such as spectral interferometry can

still yield information on the interaction dynamics though [102].

2.5.4 Other acceleration mechanisms in near critical density and relativis-

tically transparent plasma

Here, a description is provided of the other mechanisms for ion acceleration in targets

that are either initially underdense or near critical density, and solid targets that are

rendered (relativistically) underdense during the interaction.

In gaseous targets, the arrival of an intense laser pulse can drive a collisionless

electrostatic shock [103, 104]. The ions upstream of the propagating shock wave can be

reflected at twice the shock velocity, similar to hole boring acceleration, in this process

known as collisionless shock acceleration.

For targets near critical density, the propagation of the laser pulse through the

target may result in the generation of magnetic dipole vortex structures, through the

electron motion, that cause the acceleration of ions [105–107]. The collimation of ions

along the vortex axis, and the transverse centre of the plasma channel formed during

the interaction, is characteristic of this magnetic vortex acceleration.

Near critical density targets also enable synchronised acceleration by slow light

(SASL) [108], also known as relativistic transparency front (RTF)-RPA [109]. In this

mechanism, the ions are accelerated by the charge separation field induced by the

ponderomotive force of the laser pulse pushing electrons into the target. Continuous

acceleration is achieved if the front of the laser pulse accelerates into the target together

with some ions in this charge separation field, referred to as the ponderomotive sheath.

The mechanism bears similarity to hole boring; however, it is a specific case in which

the relativistic critical density surface accelerates into the target due to the increase of

γe, caused by the increasing intensity of the laser pulse.

One of the mechanisms suggested to take place in transparent plasma is Coulomb

explosion [110, 111], where the removal of electrons leaves behind a positively charged

ion core that explodes due to the Coulomb force between the ions. In this scheme, the
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2.6 Radiation from accelerating charges

use of a double layer target constituting a heavy ion layer and a rear surface hydrogen

layer may deliver improved proton acceleration, due to the Coulomb repulsion from the

heavy ions. A directed Coulomb explosion may also be achieved if the target initially

begins to move with the pulse due to radiation pressure [111].

For completeness, another mechanism suggested to take place in thin foils that

experience RSIT is laser break-out afterburner (BOA) [112–115]. Yin et al. [112]

describe the ion acceleration in their study as TNSA whilst the target is overdense;

followed by an enhanced TNSA phase as the skin depth becomes comparable to the

target thickness and the laser ponderomotive force acts on all the electrons in the

target, which may now all be heated to become fast electrons; and finally, after the

onset of RSIT, the BOA phase, defined by a Buneman instability that transfers energy

from electrons to ions due to the faster drift velocity of the electrons. Although, the

presence of a Buneman instability that results in significant ion acceleration within

these interactions has not been proven.

2.6 Radiation from accelerating charges

In a laser-solid interaction, electromagnetic radiation is generated from many different

sources and at many different wavelengths. This includes THz radiation, atomic line

emission and energetic photons from bremsstrahlung emission, due to fast electrons

moving through atomic fields, or synchrotron emission, due to fast electrons acceler-

ating in the fields of the laser pulse and other electric and magnetic fields produced

in the interaction. Harmonics of the incident laser pulse may be produced through

nonlinear Thomson scattering [116, 117], and coherent transition radiation [118, 119]

at 2ωL due to the j × B accelerated electron bunches crossing the rear surface of a

solid target into vacuum. Cherenkov radiation may also be produced in the optical

range if electrons accelerated in the interaction move through a medium faster than

the phase velocity of light in the medium [120, 121]. The radiation of interest in this

thesis is the high energy x-rays and gamma rays produced, which themselves are useful

for numerous applications including fundamental science, but are also important due to

the resulting friction (radiation reaction) force on the emitting particle. Now that peak

laser intensities produced in the laboratory have reached values of IL ∼ 1023 W cm−2

[35], the synchrotron emission of electrons in the laser fields may absorb a considerable
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2.6 Radiation from accelerating charges

fraction of the laser energy and influence the plasma dynamics. Thus it is an important

consideration throughout this thesis in which such laser intensities are used, especially

in chapter 5 in which the synchrotron emission is optimised. This section provides a

description of the relevant radiation processes, including both classical and quantum

models of synchrotron emission, differences between which only begin to emerge under

much of the conditions considered in this thesis, and radiation reaction.

Figure 2.9: (a) The field lines of a moving charge in its rest frame. (b) The field lines after
acceleration for a short time.

The power of radiation emitted by an accelerating charge can be derived by con-

sidering the changes to the electromagnetic field lines as shown in [122]. A charged

particle at the origin of an inertial reference frame will produce a radial electric field

Er = e2/4πε0r2. After acceleration of the particle for a short time ∆t by a change

in speed ∆v, the field lines are radial around the new position of the particle. The

information that the charge has moved can only propagate at c. Therefore, for the field

lines to remain necessarily continuous, there must be a perturbation of the field that

propagates outwards in a thin shell of thickness c∆t, as shown in figure 2.9. For the

field lines to join across this shell, there must be a component of the field orthogonal

to the radial direction:

Eθ = ∆vt sin θ

c∆t
Er, (2.68)

where t = r/c and θ is the angle to the acceleration vector. Inserting Er and ∆v/∆t = a,

where a = (dp/dt)/m is the particle acceleration, gives Eθ = qa sin θ/4πc2ε0r.

The intensity of the electromagnetic radiation described by Eθ is calculated from the

magnitude of the Poynting vector S = |E × B|/µ0 = E2/µ0c. Therefore, the radiated
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power is

P =
∫

Sr2dΩ =
∫

q2a2 sin2 θ

16π2ε0c3 dΩ. (2.69)

Performing this integration over the solid angle dΩ = sin θdθdϕ yields Larmor’s for-

mula:

P = q2a2

6πε0c3 . (2.70)

The relativistically correct description of the electromagnetic fields induced by a

charged particle is given by the Liénard-Wiechert potentials:

A (r, t) = µ0c

4π

[
qβ

R (1 − β · n)

]
ret

, ϕ (r, t) = 1
4πε0

[
q

R (1 − β · n)

]
ret

, (2.71)

where n = (r − rs) /|r − rs| is the unit vector in the direction from the moving charge

to the point of observation, R = |r − rs| and ret indicates evaluation at the retarded

time tr = t − R/c. The electric and magnetic fields are functions of the vector and

scalar potentials as follows: E = −∂A/∂t − ∇ϕ and B = ∇ × A. A simpler method to

obtain the power radiated from the acceleration and velocity of the particle measured

in the observer’s frame of reference is to use the knowledge that the power radiated

in equation 2.70 is a Lorentz invariant, and the norm of the acceleration four-vector

γ[c∂γ/∂t, ∂(γv)/∂t] is also invariant. The proper acceleration a0 of the particle thus

satisfies |a0|2 = γ4(|a|2 + γ2|β · a|2) = γ4(|a⊥|2 + γ2|a∥|2), where a∥ and a⊥ are the

components of the acceleration parallel and perpendicular to the velocity, respectively.

Substituting this relation for the proper acceleration into equation 2.70 yields

P = q2γ4

6πε0c3

(
|a⊥|2 + γ2|a∥|2

)
. (2.72)

2.6.1 Bremsstrahlung

The generation of large numbers of energetic electrons in laser-solid interactions can

provide a bright source of bremsstrahlung radiation at x-ray wavelengths. This emis-

sion, often referred to as free-free emission, originates from the scattering of moving

electrons due to the Coulomb field surrounding atomic nuclei. A clear introduction to

the classical theory of bremsstrahlung radiation has been provided by Longair [122], of

which the key results are summarised below.

The spectrum of radiation emitted by a single electron accelerated in the Coulomb
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potential of a nucleus can be calculated by using Parseval’s theorem and taking the

Fourier transform of the acceleration. The acceleration is a function of the impact

factor, b, the distance of closest approach between the two particles. This produces

a spectrum that is constant at low frequencies and falls exponentially for frequencies

ω greater than ∼ γv/b, which corresponds to the approximate duration of the colli-

sion, τ = 2b/γv [122, 123]. The low frequency (ω ≪ γv/b) part of the spectrum is

approximately given by

I (ω) = e6

24π4ε3
0c3m2

e

Z2

b2v2 . (2.73)

Consider a non-relativistic electron propagating through a density of nuclei ni in

the laboratory frame. The range of impact factors in the electron motion that may

produce radiation with frequency ω must be integrated over, and the low frequency

spectrum becomes

I (ω) = e6

12π3ε3
0c3m2

e

Z2ni

v
ln Λ, (2.74)

where Λ = bmax/bmin. An appropriate choice for the upper limit of the impact factor,

bmax, is v/ω, where the spectrum falls off exponentially. For high velocities (v/c ≥

Z/137), the lower limit to the closest distance of approach is given by the Heisenberg

uncertainty principle; it is appropriate to assume bmin = ℏ/2mev, thus Λ = 2mev2/ℏω.

Although the single electron bremsstrahlung spectrum is informative, it is necessary

to integrate over the distribution of electrons to obtain a result that can be used to

describe the bremsstrahlung emission from a plasma. Here, the electron velocities may

be approximated by a Maxwell-Boltzmann distribution:

f (v) dv = ne

(
me

2πkBTe

)3/2
v2 exp

(
− mev2

2kBTe

)
4πdv. (2.75)

For such a velocity distribution, the spectral emissivity is [122, 124]

κ = 6.8 × 10−51Z2neniT
−1/2
e exp

(
− hν

kBT

)
g (ν, Te) W m−3 Hz−1, (2.76)

where g(ν, Te) is a Gaunt factor that varies slowly with frequency. For x-ray wave-

lengths, g(ν, Te) ≈
√

3 ln(kBTe/hν)/π.

The key aspects of bremsstrahlung production can be seen in equation 2.76. Higher

Z materials much more efficiently produce bremsstrahlung radiation due to the Z2

scaling; the emission scales linearly with the density of energetic electrons; and the
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spectrum falls exponentially for higher frequencies, where the rate that it falls decreases

for higher electron temperatures.

2.6.2 Classical synchrotron radiation

Magnetic fields are always present during laser-solid interactions; the induced currents

generate magnetic fields and the laser pulse itself contains often the strongest magnetic

fields present. As a result, synchrotron radiation is always produced in these interac-

tions from the acceleration of electrons by the magnetic component of the Lorentz force,

and any electric field component perpendicular to the electron motion. Although the

synchrotron emission is often immeasurable due to the dominance of other radiation

sources such as bremsstrahlung when using solid targets, it is expected to become an

efficient source of high energy photons for laser intensities I > 1022 W cm−2.

Classical equations for synchrotron radiation can be derived by considering the

acceleration of a charge in a constant magnetic field [122, 123, 125]. Here, classical

generally refers to a relativistic but not quantum treatment. The equation of motion is

m
d (γv)

dt
= mγ

dv
dt

+ mγ3v(v · a)
dt

= q (v × B) . (2.77)

The acceleration remains perpendicular to the velocity: v · a = 0. Therefore, the

left-hand side simplifies to mγdv/dt. Consider an electron with velocity components

parallel and perpendicular to the magnetic field v∥ and v⊥, respectively. The electron

maintains a constant pitch angle α = arctan(v∥//v⊥) to the magnetic field as it traces

a helical path with a constant velocity parallel to the magnetic field. The magnitude of

the right-hand side of equation 2.77 becomes evB sin α, and the acceleration measured

in the lab frame

a⊥ = evB sin α

γme
, (2.78)

where the acceleration parallel to the magnetic field a∥ = 0. Inserting the acceleration

components into equation 2.72 gives the power radiated as

P = e4B2β2γ2 sin2 α

6πε0cm2
e

. (2.79)

The angular distribution of synchrotron radiation in the electron rest frame dP/dΩ =

e2a2 sin2 θ/16π2ε0c3, where θ is the angle from the acceleration vector, is shown in figure
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Figure 2.10: The angular profile of synchrotron radiation for an electron in (a) its rest frame
and (b) the laboratory frame for γ = 10.

2.10(a); the sin2 θ dependence minimises the emission along the acceleration vector. A

Lorentz transformation of the radiated power into the laboratory frame for acceleration

perpendicular to the velocity produces angular profile [123, 126]

dP

dΩ = e2

16π2ε0c

{
n ×

[
(n − β) × β̇

]}2

(1 − n · β)5 (2.80)

= cr0m0c2β4

4πρ2

[
(1 − β cos θ)2 −

(
1 − β2) sin2 θ cos2 ϕ

(1 − β cos θ)5

]
, (2.81)

where θ and ϕ correspond to the polar and azimuthal angles, respectively, in the coor-

dinate system shown in figure 2.10(a), r0 = e2/4πε0mec2 is the classical electron radius

and ρ = βγmec/eB is the radius of electron motion. For a relativistic electron with

γ ≫ 1 the radiation profile becomes peaked along the velocity direction into a cone with

opening angle θ ∼ 1/γ. This is shown in figure 2.10(b) for an electron with γ = 10. The

narrow beam of radiation emitted by relativistic particles means that it can often be

considered parallel with the particle motion in modelling of highly relativistic electrons.

The radiated energy per unit frequency per unit solid angle can be calculated from

the motion of an electron through the following equation:

d2W

dωdΩ = e2

16π3ε0c

∣∣∣∣∣∣
∫ ∞

−∞

n ×
[
(n − β) × β̇

]
(1 − β · n)2 exp

[
iω

(
t − n · r (t)

c

)]
dt

∣∣∣∣∣∣
2

. (2.82)

The 1/(1 − β · n)2 term in the integral shows the radiation from a relativistic particle

in arbitrary motion is generally parallel to the velocity: for β → c and observation

parallel with the velocity, 1 − β · n → 0.
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If the electron motion is circular, equation 2.82 is equivalent to

d2W

dωdΩ = e2

16π3ε0c
γ2
(

ω

ωc

)2 (
1 + γ2θ2

)2
[
K2

2/3 (ξ) + γ2θ2

1 + γ2θ2 K2
1/3 (ξ)

]
, (2.83)

where K1/3 and K2/3 are modified Bessel functions of the second kind, and θ is the

angle perpendicular to the plane of orbit. Here, ωc is the critical frequency:

ωc = 3c

2ρ
γ3, (2.84)

where ρ is the radius of curvature of the electron motion. The parameter ξ is defined

ξ = ω

2ωc

(
1 + γ2θ2

)3/2
. (2.85)

In equation 2.83, the K2/3 term corresponds to radiation polarised in the plane of the

electron motion, and the K1/3 term corresponds to radiation polarised perpendicular

to that plane. Integration of equation 2.83 produces the following expression for the

spectrum of synchrotron radiation:

dW

dω
=

√
3 e2

4πε0c
γ

ω

ωc

∫ ∞

ω/ωc

K5/3 (x) dx. (2.86)

2.6.3 Quantum synchrotron radiation

For intense laser fields where the energy of the synchrotron radiation approaches the

electron energy, it is necessary to use the quantum model of synchrotron radiation [127–

129]. Several parameters will be defined here that are used in the quantum synchrotron

equations.

The critical field of quantum electrodynamics (QED), above which e−e+ pairs are

produced from vacuum and the electromagnetic field becomes nonlinear, is the Sauter-

Schwinger field:

ES = m2
ec3

eℏ
≃ 1.32 × 1018 V m−1. (2.87)

The importance of quantum effects for an electron in an electromagnetic field depends

upon the field strength in the electron’s rest frame. This is defined by the Lorentz-
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Figure 2.11: (a) The value of χe of an electron with γ = 150 in an electromagnetic field with
intensity I = 1023 W cm−2 and wavelength λ = 800 nm for the range of possible
orientations of the electron trajectory, where the field propagates along θ = π/2,
ϕ = 0. (b) The value of χe for a range of laser intensities and Lorentz factors of
an electron assuming counter-propagation to the laser beam.

invariant parameter

χe = eℏ
m3

ec4 |Fµvpv| ≈ γ

ES
|E⊥ + v × B| , (2.88)

where Fµv is the electromagnetic field tensor and pµ is the electron four-momentum.

Similarly, the quantum synchrotron emission equations depend upon the Lorentz-

invariant parameter

χγ = eℏ2

2m3
ec4 |F µvkv| = ℏω

2mec2
1

ES

∣∣∣∣E⊥ + c
k
|k|

× B
∣∣∣∣ , (2.89)

where ℏkv is the photon four-momentum. The parameters χe and χγ are also commonly

written in other works as η and χ, respectively.

The values of χe and χγ are clearly dependent upon their trajectory relative to

an electromagnetic field. In figure 2.11(a), χe is plotted for an electron with γ =

150 in a laser beam with intensity I = 1023 W cm−2 and wavelength λL = 800 nm

propagating along the x-axis (θ = π/2, ϕ = 0). The value of χe is minimised for

co-propagation with the laser beam, and maximised for counter-propagation (θ = π/2,

ϕ = π); it is straightforward to show that these cases correspond to χe = γE(1±β)/ES .

Assuming counter-propagation, χe is plotted for a range of electron energies and laser

intensities in figure 2.11(b). For ponderomotive electron energies to reach χe = 0.1,

where the highly radiative regime begins, intensities I ∼ 5 × 1022 W cm−2 are required.
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A factor 10× higher laser intensity of I ∼ 5 × 1023 W cm−2 is required to reach χe = 1,

where the distinctly quantum regime begins. However, this strongly depends upon the

trajectory of the electrons relative to the electromagnetic field in the interaction, and

is complicated by the large spread of electron energies in laser-solid interactions.

Two approximations are made in the equations presented in this section as described

in [129, 130]. Firstly, the quasi-static/local-constant-field approximation assumes that

the external fields are temporally constant so that instantaneous values of process

rates are calculated. This approximation holds where the coherence length of the

interaction λL/a, where a = eE/mecω, is much smaller that the laser wavelength,

corresponding to a ≫ 1. Secondly, the weak-field approximation is made: the affect

of the Lorentz-invariant parameters F =
∣∣E2 − B2∣∣ /E2

S and G = |E · B|2 /E2
S on the

transition (photon emission) probabilities is neglected [128]. This is valid only when

the following conditions are satisfied: F , G ≪ 1 and Max(F , G) ≪ χ2
e.

The spin and polarisation averaged rate of synchrotron emission is [130]

d2N

dχγdt
=

√
3αf c

λc

χe

γ

F (χe, χγ)
χγ

, (2.90)

where αf = e2/4πε0ℏc is the fine-structure constant, λc is the Compton wavelength

and F (χe, χγ) is the quantum synchrotron function. Here,

F (χe, χγ) = 4
χ2

γ

χ2
e

yK2/3 (y) +
(

1 − 2χe

χγ

)
y

∫ ∞

y
K5/3 (x) dx, (2.91)

where y = 4χγ/3χe(χe − 2χγ) and χγ < χe/2. In the classical limit, y ≃ 4χγ/3χ2
e and

F (χe, χγ) ≃ y
∫∞

y K5/3(x)dx.

The variation of the emitted power spectrum dP/dω here with frequency is entirely

due to the quantum synchrotron function F (χe, χγ). This is straightforward to show

from equation 2.90: dP/dω = ℏω(d2N/dχγdt)(dχγ/dω) =
√

3ℏ(αf c/λc)(χe/γ)F (χe, χγ),

where dχγ/dω = χγ/ω and P = ℏωdN/dt. The quantum synchrotron function is shown

in figure 2.12 for χe = 0.1, 1 and 10, assuming an electron with γ = 2000 and pho-

ton emission parallel with the electron motion. For χe = 0.1, the classical form of

F (χe, χγ) appears to produce slightly more emission at high energies. The difference

between the classical and quantum solutions becomes much larger for χe = 1, where

the classical spectrum unphysically extends beyond the energy of the emitting electron

but the quantum spectrum does not. These differences grow larger for χe = 10 where
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Figure 2.12: The frequency variation of the quantum synchrotron function for an electron
with γ = 2000. The function is plotted for several values of χe using the quantum
(solid) and classical (dashed) form.

the quantum spectrum becomes peaked close to the electron energy.

The power radiated is

P = 4π

3
αf mec3

λc
χ2

eg (χe) , (2.92)

where g(χe) is the Gaunt factor:

g (χe) = 33/2

2π

1
χ2

e

∫ χe/2

0
F (χe, χγ) dχe (2.93)

≈
(
1 + 4.8 [1 + χe] ln [1 + 1.7χe] + 2.44χ2

e

)−2/3
. (2.94)

The Gaunt factor captures the transition from the classical to the quantum regime. In

the classical limit where χe ≪ 1, g(χe) = 1 is constant and the power radiated P ∝ χ2
e.

The value of g(χe) starts to reduce for χe ≳ 0.1, and when χe ≫ 1, the Gaunt factor is

small g(χe) ≪ 1. In this quantum limit, the power radiated follows a reduced scaling

P ∝ χ
2/3
e .

2.6.4 Radiation reaction

The emission of radiation by an accelerating charged particle causes a recoil force on

the emitting particle. This is commonly known as radiation reaction, and must be

incorporated into the particle equation of motion. The forces acting on the particle can

be described with the following equation:

ma = Fext + Frad, (2.95)
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where Fext = q(E+v×B) is the Lorentz force and Frad is the radiation reaction force.

In the classical picture, the radiation reaction force can be derived by equating the

work done by this force to the radiated energy:

∫ t2

t1
Frad · v dt = −

∫ t2

t1
Pγ dt, (2.96)

where Pγ = q2a2/6πε0c3 is the radiated power. The right-hand side may be integrated

by parts:

− q2

6πε0c3

∫ t2

t1
a · a dt = − q2

6πε0c3 (a · v)
∣∣∣∣t2

t1

+ q2

6πε0c3

∫ t2

t1
ȧ · v dt. (2.97)

Assuming the particle undergoes motion such that a · v = 0, only the latter term on

the right-hand side remains and we find the Abraham-Lorentz force:

Frad = q2

6πε0c3 ȧ. (2.98)

When there are no external fields (Fext = 0), one of the solutions of the Abraham-

Lorentz equation (equation 2.95 and 2.98) is a(t) = a(t = 0) exp(6πε0c3t/q2). This a

runaway solution, and hence unphysical, since the acceleration increases exponentially

whenever it is initially nonzero. Although the runaway solutions can be neglected, this

leads to the additional unphysical behaviour of pre-acceleration, where the acceleration

depends upon the force applied at all later times [131]. The covariant relativistic version

of the Abraham-Lorentz equation is the Lorentz-Abraham-Dirac equation [132, 133]:

m
dµµ

ds
= eF µvuv + 2

3e2
(

d2uµ

ds2 + duv

ds

duv

ds
uµ

)
, (2.99)

where s is the proper time, uµ is the four-velocity and eF µvuv is the Lorentz force of

the external fields.

An alternative classical description of the dynamics of an electron, in an external

field with radiation reaction, is provided by the Landau-Lifshitz equation [125, 133] (in

three-vector form [134]):

m
duµ

ds
= eF µvuv + 2

3e2
[

e

m
(∂αF µv) uαuv − e2

m2 F µvFµvuα + e2

m2 (F αvuv)
(
Fαλuλ

)
uµ

]
.

(2.100)

Here, it is assumed that the radiation reaction force is much weaker than the Lorentz
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force. Thus enabling the acceleration due to the Lorentz force only, eF µvuv/m, to

be substituted into the radiation reaction force to produce the above equation. This

corresponds to two conditions: λ ≫ αf λc and F ≪ Fcr/αf , where λc is the Compton

wavelength.

In strong-field QED, the emission of radiation is probabilistic. Therefore, an electron

does not follow a deterministic wordline as in the classical description. Instead, it

propagates classically in the electromagnetic field, for the approximations made in the

previous section, in between stochastic photon emission in discrete events. The photon

emission is modified as described in section 2.6.3, where the emission is reduced by the

Gaunt factor (equation 2.93) and the spectrum is limited to the electron energy. A

detailed review of quantum radiation reaction has been provided by Piazza et al. [133].

2.7 Electron-positron pair production

For laser intensities I ∼ 1029 W cm−2 corresponding to the Schwinger limit [135], e−-

e+ pairs can be produced from vacuum. At present, only laser intensities up to I ∼

1023 W cm−2 are possible in high power laser facilities and pair production must be

achieved through alternative mechanisms that require energetic photons or electrons.

Several processes in laser-matter interactions that result in the production of e−-e+

pairs are described in this section.

In the Coulomb field of an atomic nucleus, photons with energy ℏω ≥ 2mec2 ≈

1.02 MeV may be converted into an e−-e+ pair via the Bethe-Heitler process [136].

Although an external source of gamma rays can be used, bremsstrahlung emission

from fast electrons is generally the source of such high energy photons in laser solid

interactions. The dependence of the interaction on the Coulomb field of the nucleus,

and the increased bremsstrahlung emission with higher Z materials, makes high-Z

materials more efficient converters [137]. The production of e−-e+ pairs via the Bethe-

Heitler process has been observed in laser-solid experiments [138], and can be achieved

through conversion of a laser wakefield accelerated electron beam in a solid [139].

Electrons may also produce e−-e+ pairs by scattering from the Coulomb field of an

atomic nucleus via the trident process [129, 140–142]. This occurs via the emission of

a virtual photon that generates the e−-e+ pair.

Perhaps the most efficient source of e−-e+ pairs in laser-solid interactions may
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be possible with the nonlinear Breit-Wheeler process [143] and laser intensities I ≳

1023 W cm−2 [141, 144]. In this process, a high energy photon, γh, within a strong

electromagnetic field comprised of many laser photons, γl, is converted into a pair:

γh + nγl → e− + e+. (2.101)

This process was first observed more than two decades ago at the Stanford Linear Ac-

celerator (SLAC) with the injection of 46.6 GeV electrons into an intense laser pulse

[145, 146]. The nonlinear (inverse) Compton scattering of the laser photons from the

electrons produces photons with up to GeV energies in this setup which then gener-

ate the pairs. In laser-solid interactions, the high energy photons may be supplied

by bremsstrahlung emission, or more likely, synchrotron emission, which becomes an

extremely bright source of gamma rays at such high laser intensities.

A key goal of fundamental scientific interest, that may become possible with laser-

plasma interactions, is observation of the linear Breit-Wheeler process between two real

photons: γ+γ → e−+e+. Although this process may occur in laser-plasma interactions,

it is generally expected to much less efficient than nonlinear Breit-Wheeler (and in

some cases Bethe-Heitler) pair production when there is only a single laser driver, due

to the collision geometry required to maximise the probability of pair production. The

threshold on the energies of the two photons, ε1 and ε2, required for the generation

of an electron and positron is ε1ε2 > 2m2
ec4/(1 − cos θ), where θ is the angle between

the trajectories of the two photons. Clearly counter-propagation of the two photons

is preferential for linear Breit-Wheeler pair production, where the energy threshold

corresponds to the square of the electron rest mass, with the energy threshold diverging

and pair production inhibited for parallel propagation (θ = 0).

The efficient generation of high energy gamma rays in single pulse laser-plasma

interactions requires either conversion of a laser wakefield accelerated (LWFA) electron

beam into bremsstrahlung radiation in a solid or laser-irradiation of a dense material;

the former case produces a collimated beam of photons in the same direction as the

incident electrons, and the latter case often produces high energy photons over a wide

angle predominantly in the forward direction with the laser pulse, depending upon

the conditions, where the angle between the two bright lobes of photons generated

may still be limited (typically tens of degrees), and the intersection of this radiation
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may also be limited due to its generation in bunches at frequency ωL with the two

different directions separated by half the laser cycle (see for example [147]). Both

setups enable Bethe-Heitler pair production as the photons propagate through dense

matter, which will produce noise on the measured positron signal, and the latter case

nonlinear Breit-Wheeler pair production. The use of a second laser driver to produce

a counter-propagating (or at least intersecting with a large angle) source of energetic

photons may therefore be necessary to enhance the linear production of Breit-Wheeler

pairs.

Pike et al. [148] suggested directing the bremsstrahlung emission from a GeV elec-

tron beam into the ∼ 100 eV radiation field inside a laser-heated hohlraum, yet the

application of this technique is limited by the prohibitively high energy and low repe-

tition rate laser systems required to heat the hohlraum. Kettle et al. [149] suggested

a similar more practical method using the keV x-rays from a germanium target heated

by a ∼ 100 TW laser. There are two key advantages of these techniques over the colli-

sion of two gamma ray beams from two short pulse lasers [150, 151]: the much higher

energy of one of the two photons in the collision causes the generated pairs to be emit-

ted over a small angular range, and the wide bath of radiation and long duration of

the lower energy photon source makes spatial and temporal overlap easier to attain.

Alternatively, the counter-propagation of two laser pulses inside a structured target,

comprising a pre-filled channel with diameter comparable to ϕL, to produce counter-

propagating gamma rays for linear Breit-Wheeler pair production has been proposed

[152, 153]. However, alignment of counter-propagating laser pulses with a classically

overdense pre-filled channel of width ∼ 5 µm provides an additional challenge to the

spatial and temporal overlap of the radiation; imperfect alignment and spatial jitter of

the laser beams will add to the uncertainty in the results. A more practical method

may be possible with a single pulse if the forward-directed radiation is accompanied by

the generation of significant backwards directed radiation [154]. The space-charge field

at the front of the laser pulse as it propagates through dense plasma has been shown to

inject electrons backwards into the laser pulse and thus produce synchrotron radiation

in this direction [155]. Careful choice of the target density (and structure) may enable

this single pulse scheme to be useful, yet nonlinear Breit-Wheeler pair production is

expected to dominate above a certain laser intensity as many high energy photons are

generated counter-propagating into the laser pulse.
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The electrons and positrons in the pairs created by one of the above processes may

themselves radiate photons under acceleration by the electric and magnetic fields they

propagate through and produce more pairs. An electromagnetic cascade can there-

fore be triggered, creating a pair plasma analogous to those expected in astrophysical

environments and efficiently depleting energy from the laser pulse [144, 156].
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CHAPTER 3

Methodology

The results presented later in this thesis were obtained from particle-in-cell (PIC)

simulations and a description of the methods used by this class of simulation code

is given in this chapter. Firstly, however, it is important to understand how the lasers

used to drive the interactions studied are created for experiments. The imperfect nature

of real laser pulses arises from a number of physical effects, and can become essential

to consider when these non-ideal conditions influence the interaction and its products.

In particular, for laser-solid interactions, the light that arrives before the main pulse.

The near constant hundreds of picoseconds, or nanosecond, component of this light is

commonly parameterised with the intensity contrast ratio compared to the pulse peak.

A brief discussion of state of the art systems for high power laser-plasma interactions,

corresponding to new multi-petawatt facilities and high repetition rate capabilities, is

also given here.

The high energy particles and radiation produced from the interactions examined in

this thesis may be detected and the properties of their beams measured with many dif-

ferent diagnostics, each with various advantages and disadvantages which are discussed

in this chapter. An essential component of these diagnostics is a detection medium in

which the incoming particles or radiation produce a measurable signal. The several

most commonly used types of such media are outlined here, which include films with

an active layer that must be physically extracted and processed for the signal, and

materials that scintillate, producing optical light that can be rapidly captured.
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3.1 High power laser systems

Today, there are many petawatt class laser systems around the world in operation [157],

with as high as 10 petawatts producible for laser-solid interactions [158]. The generation

of such high power laser pulses has been motivated by the prospect of increasingly

energetic secondary sources of particles and radiation, and the possibility of accessing

conditions where strong-field quantum electrodynamics and radiation reaction become

important in the laboratory. The increase of laser power has corresponded to an increase

of achievable laser intensity over the years as shown in figure 3.1. This has relied upon

a number of technological developments since the first demonstration of a laser in

1960 [159]. Q-switching and modelocking were rapidly developed in the 1960s, but the

essential technique that enabled the production of relativistically intense laser pulses

and subsequent MeV particle and radiation sources was the development of chirped

pulse amplification (CPA) in 1985 [160], that formed part of the work for which the

Nobel prize in Physics was awarded in 2018. In this section, a brief description of CPA is

given, before discussion of several methods, including optical parametric amplification,

for improving the contrast and discussion of the highest power laser systems in operation

at present or expected to become operational in the near future.

Figure 3.1: The increase in laser intensity over the years, from [161].

3.1.1 Chirped pulse amplification (CPA)

The principal effect limiting the laser intensity that can be used with solid state op-

tics is self-focussing due to the nonlinear and intensity dependent refractive index:
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η = η0 + η2I, where η0 is the constant refractive index applicable with low intensi-

ties, and η2 is the nonlinear component. This latter element of the refractive index

induces an additional phase shift of intense light as it propagates in a medium, which

is characterised by the B-integral:

B = 2π

λL

∫
η2IL (z) dz. (3.1)

Gradients in intensity across the laser spatial profile produce a spatially varying re-

fractive index that can self-focus the laser beam. Similarly, the time dependence of

the laser pulse intensity (usually Gaussian) can cause self-phase modulation, where the

refractive index varies with time and produces a time dependent phase shift of the laser

pulse, which can lead to broadening of the frequency spectrum. For a sufficiently high

B-integral, the produced laser beam is degraded and damage to the optics used, the

amplification medium in particular, can occur as the laser self-focusses to intensities

above their damage threshold. Although the area of the beam and the optics it propa-

gates through may be increased to mitigate this effect, increasing their size can become

prohibitively expensive and requires increasingly larger spaces to house the system.

CPA was therefore developed [160], in which the laser pulse is stretched temporally

before amplification and compressed afterwards, enabling much higher powers to be

produced after amplification without B-integral effects. The pulse is stretched to a

duration > 1000 times longer than its initial duration with diffraction gratings that

apply a temporal chirp (group velocity dispersion), causing its frequency to vary with

time, and compressed similarly with diffraction gratings to reverse the applied chirp.

3.1.2 Intensity contrast improvement

The amplification of stimulated emission from the gain medium can also amplify other

light in the system. Excitation of atoms in the gain medium causes the generation of

spontaneous emission as the excited states decay; this is emitted in random directions

and is incoherent, unlike the stimulated emission which is emitted in phase with the

seed pulse propagating through the gain medium. A fraction of the spontaneous emis-

sion propagates along the path of the amplified pulse and may be amplified in later

stages. The final laser beam that exits the system contains this amplified spontaneous

emission (ASE) in the form of a nanosecond duration pedestal in the pulse temporal
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intensity profile [162]—parametric fluorescence also contributes to this pedestal if op-

tical parametric amplification is used. The pulse also contains an exponential rise in

intensity for up to tens of picoseconds before the main short pulse arrives, known as the

coherent pedestal or rising edge [163]. The coherent pedestal originates from uncom-

pensated dispersion in the compressor as the pulse exits the CPA stage; imperfections

and damage in the diffraction gratings or imperfect alignment prevent the stretched

pulse from being fully compressed. Finally, short pre-pulses (and post-pulses) can oc-

cur in the pulse temporal profile that are more intense than the ASE, due to unwanted

reflections from optics in the laser chain.

All of these additional components of a high power laser pulse can be sufficiently

intense to drive ionisation and plasma formation with the target prior to the arrival to

the main pulse [164]. Pre-expansion of the front surface of a solid foil can lead to self-

focussing of the laser pulse and influence the coupling of laser energy to fast electrons

and the subsequent ion acceleration [46, 165, 166]. Similarly, pre-expansion of the

rear surface is known to degrade ion acceleration [167, 168]. The effect of the laser

contrast can be most severe for ultrathin foil targets. The laser pre-pulse can destroy

such targets if sufficiently intense, or displace the whole target [169]. Pre-expansion to

considerably reduced peak densities can also occur [170], and therefore the optimum

thickness for proton acceleration is found to increase with more intense contrast [171,

172]. A high contrast ratio is essential for many laser-solid interactions, even more so as

peak laser intensities in the laboratory increase and higher contrast ratios are required

to prevent breakdown of the target.

A commonly applied technique to improve the laser temporal contrast is to combine

optical parametric amplification [173] with CPA (OPCPA) [174–176]. This mitigates

the generation of ASE, yet the pump pulse may still generate unwanted light via para-

metric fluorescence at a typically lower intensity. The dielectric polarisation density

which characterises the optical properties of a dielectric crystal can be described by

a Taylor series: P(t) = ε0(χ(1)E(t) + χ(2)E2(t) + ...), where χ(n) are the susceptibili-

ties. For crystals that lack inversion symmetry, χ(2) is not negligible and a number of

nonlinear optical effects such as second harmonic generation and parametric amplifi-

cation become possible. Optical parametric amplification uses a phase matched pump

pulse with higher frequency, ωp, than the seed pulse to excite the gain medium. The

stimulated emission driven by the seed pulse, of frequency ωs, therefore also generates
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another photon, known as the idler, corresponding to the frequency difference between

the pump and seed photons: ωp = ωs + ωi.

The laser contrast may also be improved with a third order process called cross

polarised wave generation (XPW) [177]. Here, a linearly polarised input photon is

returned with polarisation rotated by π/2. Therefore, with the use of several polarisers,

the unconverted light can be filtered out. Due to this being a third order process, the

output laser pulse has a broadened spectrum and shortened duration. In addition to

reducing the intensity of the laser pre-pulse, its duration can be shortened with the use

of Pockels cells. These devices comprise an electro-optic crystal that acts as a variable

waveplate. Although they are only fast enough to switch approximately a nanosecond,

or many hundreds of picoseconds, before the main pulse arrives, they can be used to

effectively block all light from the laser before this time.

Lastly, the contrast can be improved using a device known as a plasma mirror

that takes advantage of the increase in reflectivity of a material upon becoming ionised

and forming a plasma in an intense laser field. Plasma mirrors [178–181] are one

of many plasma optics [182] that can control light at intensities beyond the damage

threshold of solid-state optics. They are generally composed of a transmissive substrate

material such as fused silica upon which the laser light is focussed, before reflection

and recollimation when the plasma mirror switches on for sufficiently intense light.

The surface is often coated with antireflective material to reduce the amount of light

reflected before it switches on and therefore improve the contrast ratio as much as

possible. The damage to the surface prevents its use at the same location for repeated

shots. This drawback makes plasma mirrors a limiting factor for high repetition rate

operation, although the use of liquid crystal films as plasma mirrors [183] may provide

a high repetition rate solution if the associated contrast enhancement is necessary.

Plasma mirrors typically improve the contrast ratio by 102 [181], and switch on < 1 ps

before the main pulse [181, 184]. Although, this time can be varied by adjusting the

intensity on the plasma mirrors. The use of ellipsoidal plasma mirrors [185, 186] also

enables higher laser intensities to be reached. If the incident laser beam is focussed at

one of the foci of the ellipse before reaching the ellispoidal plasma mirror surface and

being reflected and focussed at the other focus of the ellipse, the focal spot at the latter

focus is narrower causing a potential increase in the laser intensity, which can interact

with a locally placed target.
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3.1.3 State of the art laser systems

At the time of writing this thesis numerous petawatt class laser systems around the

world are planned, are under development, or have recently begun operation. These

are either upgrades to existing systems or new facilities designed to enable experiments

at higher laser intensities and repetition rates. In the UK, the 500 TW Astra-Gemini

and 1 PW Vulcan lasers at the Central Laser Facility will be superseded in the near

future by the extreme photonics applications centre (EPAC), that will be capable of

delivering 1 PW pulses at 10 Hz. The availability of laser pulses at a multi-Hz rate will

enable greater data acquisition and the possibility of applying the particle or photon

beams from laser-driven plasma accelerators for a range of purposes in fundamental

science and industry. The 350 TW system at the Scottish Centre for the Application

of Plasma-based Accelerators (SCAPA), within the University of Strathclyde, is also

capable of 5 Hz operation and will support the development of these accelerators and

their application. The Vulcan 20-20 project (expected to be completed in 2029) will

deliver an upgrade to the existing Vulcan laser facility, with 20 PW pulses and up to 8

additional longer duration beams with a total energy of 20 kJ.

Outside of the UK, the Apollon 10 PW laser [187, 188] in Saclay, France has been

operating at the 1 PW level for several years and is nearing completion. ELI-NP [158,

189] in Romania has demonstrated 10 PW and is actively supporting experiments at

1 PW. ELI-Beamlines [190, 191] in the Czech Republic will soon deliver 10 PW pulses,

and also supports a 1 PW beamline at 10 Hz [192]. Another pillar of ELI, ELI-ALPS

[193], offers a number of high power and high repetition rate laser beams, yet is spe-

cialised in the delivery of few cycle pulses for attosecond science. In the United States,

the BELLA laser at Berkeley offers 1 PW pulses, and the ZEUS laser at Michigan will

soon deliver 3 PW laser pulses. Finally, in Shanghai the SULF 10 PW laser [194] is

almost completed, and a 100 PW laser named the station of extreme light is under

development [195]. There are many other examples that have not been included here.

All of these systems rely upon CPA, and usually OPCPA; their wavelengths are all

close to 1µm, usually 800 nm, and most of them have pulse duration at peak power

equal to tens of femtoseconds. With their use, experiments will regularly occur at laser

intensities > 1022 W cm−2 similar to the conditions simulated in this thesis, where ion

acceleration and gamma ray production will be improved and high field physics will
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become important.

3.2 High energy radiation detection

3.2.1 Detection materials

Extraction of a signal for the measurement of a photon or particle beam generally re-

quires some material to be placed in the path of the beam that converts the incident

radiation into another form. The deposited energy as photons and fast particles prop-

agate through matter depends upon the cross section for interaction [196], which tends

to increase for higher charge particles. High energy photons and electrons exhibit a

slowly changing energy deposition curve as they stop in matter, whilst protons and

ions deposit a considerable fraction of their energy close to their stopping point. This

corresponds to the Bragg peak in their stopping profile, and is due to the interaction

cross section increasing rapidly as the ions reach low velocities. The differences in

the stopping curves for different incident particles (including differences between ion

species) and for different energies of incident radiation makes possible identification of

different contributions. Although, unwanted particles can be filtered out as discussed in

the next section. It is important to choose a material which is sensitive to the incident

radiation of interest, exhibits a change which can be measured and has high dynamic

range i.e. does not saturate quickly with increasing flux. The most commonly used

materials for detection of high energy particles and photons in laser-solid interactions

are outlined here.

Radiochromic film (RCF) [85, 197] is a plastic film that becomes more opaque

upon irradiation with ionising radiation. This corresponds to an increase in its optical

density:

OD = log10

(
I0
I

)
, (3.2)

where I0 is the intensity of light for complete transmission and I is the intensity of

light transmitted. The film is permanently changed after a single use and should not

be used again. Given that the information on the energy deposited in the film is given

by its optical density, it must be physically removed from the interaction chamber and

scanned. The scanners used for RCF usually employ visible light at several different

wavelengths. The slow retrieval of information from RCF makes it inappropriate for
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high repetition rates, yet its insensitivity to the electromagnetic pulse associated with

high power laser-solid interactions, that can interfere with nearby electronics, makes

it a robust and reliable choice for use in diagnostics. The spatial resolution can be as

low as several microns, enabling detailed spatial information on the incident radiation

to be obtained. A number of RCF types are available, such as HDV2 and EBT3

among others, that contain different layers and thicknesses of each layer. RCF is most

commonly used for measuring the dose of accelerated protons due to the large energy

deposition they deliver close to their stopping point. These films require calibration

with conventional accelerators, such as a cyclotron, to enable absolute measurements

of proton numbers.

Another often used film that responds to ionising radiation is Fujifilm imaging

plate [198, 199]. It is comprised of a phosphor layer supported by a steel base and

a magnetic layer; some types have a protective mylar layer on the phosphor surface.

The active phosphor layer contains barium fluorobromide with europium ions that have

charge +2. The incident radiation can ionise the europium ions further to a +3 charge

state by releasing an electron into the conduction band which becomes trapped due

to lattice defects, reaching a metastable state corresponding to a colour centre. The

electron is released by photostimulated luminescence, where an incident photon re-

excites the electron from its metastable state, enabling it to recombine with the hole in

the valence band and emit another photon. Similar to RCF, image plate is resistant to

electromagnetic pulses and must be physically removed and scanned. However, it must

be shielded from ambient light to prevent recombination of the metastable electrons

before scanning. Spontaneous emission from the metastable state does occur, and

causes the stored signal to reduce exponentially over time [198, 199]. The scanning is

therefore best performed a fixed time after exposure, or the signal must be corrected

for the different delay times before scanning. Image plate can be erased after scanning

with exposure to bright light for more than 15 minutes and can then be reused. The

advantages of image plate include high dynamic range and sensitivity, and it is often

used for the measurement of x-ray and electron beams.

An alternative to these films that is suitable for higher repetition rates is the use of

scintillators. These materials emit visible or UV light when radiation propagates into

them and is absorbed. Electrons are excited into the conduction band where they can

interact with other particles in the material and generate other electron-hole pairs, until
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radiative recombination occurs when the electrons reach the luminescence centres of the

material. A characteristic spectrum of light is therefore emitted, and multiple different

scintillators can be combined to emit signals at different colours. As particles propagate

through a scintillator their energy will be absorbed according to their stopping curve,

with protons and ions exhibiting a significant Bragg peak near their stopping point

as mentioned previously. For x-rays and gamma rays, however, absorption occurs

primarily through the photoelectric effect for energies ≲ 100 keV; Compton scattering

becomes important above this threshold, and for energies exceeding 1.02 MeV pair

production becomes an important absorption mechanism also. The emitted light can

be immediately imaged with a camera, but considerable shielding from other light

produced in the interaction is required. The camera can also be susceptible to the

electromagnetic pulse from the interaction, which can prevent data acquisition on some

shots unless appropriate measures are taken to limit its effect. The recorded camera

image can contain many pixels that are saturated or have signal considerably above

those surrounding it due to direct hits on the CCD by energetic radiation; shielding

the camera or placing it far from the interaction can limit their appearance, yet they

can often be digitally filtered from the recorded image. The time dependence of the

scintillator emission varies depending upon the material. Although much of the light

from the scintillator is often emitted in a fast decaying component within ≲ 1 µs, light

can continue to be emitted for a much longer time in a slower decaying component

known as afterglow. The afterglow of scintillators may become problematic for multi-

Hz repetition rates due to its interference with measurements for successive shots.

Different scintillator materials have considerably different amounts of afterglow and

light yields for a given energy deposited. Therefore, the most appropriate material

can vary depending upon the expected radiation beam and repetition rate. For high

fluences, saturation of the light output or the pixel signal in the camera can occur,

and the scintillator material may acquire permanent damage. The dynamic range and

spatial resolution of RCF and image plate is superior to that achievable with the use of

scintillators, yet their low repetition rate make them unsuitable for continued use with

modern laser facilities.

A number of other materials and devices can be used for the detection of radiation

in high power laser-matter interactions [200, 201]. Notable examples include the micro-

channel plate (MCP), which uses a large number of capillaries that multiply electrons
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freed from their walls by incident radiation. An electric field is applied between the

entrance and exit of the capillaries that causes initially freed electrons to move towards

the capillary exits, whilst many of them propagate into the inner walls of the capillaries

releasing further electrons that also drift toward the capillary exit. The multiple charges

produced for a single incident particle make MCPs useful for detecting low fluences. The

electrons exit the capillaries onto a detector; usually a phosphor screen which converts

them into visible light that is collected by a camera system. Pixel detectors [196, 202,

203] such as a charge-coupled device (CCD) can also be used with high energy radiation,

and single particle detection is possible provided the number of particles per unit area

is sufficiently low. Lastly, radiation at MeV energies can cause nuclear activation of

appropriately chosen materials, producing characteristic decay radiation that can be

measured to infer the incident radiation beam.

3.2.2 Diagnostics

RCF, image plate or scintillators can be placed into successive layers interspersed by

other materials to slow the incident radiation in a spectrometer that utilises the different

energy deposition curves for radiation of different species and energy to unfold the

spectrum—known as calorimeters within particle physics. An example of this is the

RCF stack often used to diagnose spatially-resolved proton spectra. The proton Bragg

peak enables the maximum proton energy to be well diagnosed due to the absence

of signal in the subsequent RCF layer. Electrons and photons with similar energies

are often produced, and propagate further through the attenuating layers of the stack.

Their contribution can be inferred from the slowly changing signal in the RCF layers

at the rear of the stack provided it extends beyond the range of the highest energy

protons. Although, when present, the Bragg peak due to protons usually dominates

the energy deposited in the thin RCF layers. Scintillators can be used in a similar way,

in successive layers with optional filter materials in between, in a linear absorption

spectrometer; the row of scintillator and filter layers is usually surrounded with lead

to shield the scintillator crystals from other radiation, and one side is left open in view

of a camera system which captures the emitted light. In this case, information on

the 2D spatial profile of the incident radiation beam is not captured. The diagnostic

is usually placed ∼ 1 m from the interaction point and subtends only a small solid

angle from the source, thus giving a measurement of the radiation energy spectrum
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along a chosen direction. When measuring x-ray and gamma ray spectra, magnets are

commonly placed before the spectrometer to deflect charged particles. Also, multiple

rows can be used in an array configuration (see [204], for example) to potentially gain

1D spatial information and improve the spectral retrieval.

If the 2D spatial profile of radiation is required and precise information on the

spectrum is not necessary, a single layer of RCF, image plate or scintillators can instead

be used. An array of filters with different thicknesses (assuming the same material) in

a repeating pattern in front of the detection layer [205–207] can still enable 2D spatial

and spectral information to be retrieved.

A number of diagnostics are made possible with the deflection of charged particles

in electric and magnetic fields. Charged particles of the same type but with different

energies can be physically separated, enabling the measurement of the energy spectrum,

and charged particles can be removed from neutral particle and photon beams allowing

them to be diagnosed without additional contributions. It is common practice for

measurement of the electron spectrum to reduce the electrons to a narrow beam by

passing them through a small hole in an attenuating material, and then to place a

dipolar magnetic field in the path of the beam to separate the electrons by their energies,

with the least energetic electrons deflected the most. The line of deflected electrons

can then be detected with image plate or scintillators. If positrons are generated, they

are deflected opposite to the electrons and can be measured with detection materials in

their path. For the measurement of proton and ion beams, a similar narrow beam of ions

can be passed through a Thomson parabola consisting of both electric and magnetic

fields, before the deflected particles reach a 2D detector such as image plate or an

MCP system. The use of both electric and magnetic fields enables different ion species

and charge states to be spatially separated, due to their different charge-to-mass ratios,

where each produces a unique parabolic trace away from the point of no deflection. The

disadvantage of both of these techniques is there is no spatial information on the particle

beams due to the sample of only a narrow component along one direction. For this

reason multiple Thomson parabola spectrometers are often used at different angles in

the detection of accelerated ions, with holes placed in RCF stacks for the corresponding

components of the beam in the direction of the Thomson parabola spectrometers.

Several alternative diagnostics for fast proton and ion beams include the time-of-

flight detector, which uses the delay in time from the appearance of photons generated
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in the interaction to the arrival of protons and ions to estimate their velocity and

corresponding energy. The further away from the interaction point this is placed the

better the energy resolution of the diagnostic due to its fixed temporal resolution.

As mentioned previously, the nuclear activation of certain materials can be used to

diagnose the ion spectrum, if the cross section for the nuclear reaction is well known

and the decay products are measured. This method can also be used for diagnosing

multi-MeV photons. Numerous other diagnostics of high energy radiation to those listed

here are possible, yet these are the diagnostics that have been most often used for the

measurement of radiation from laser-solid interactions, and the diagnostics expected to

be first used for the radiation beams produced with new multi-PW laser systems.

The generation of particles and photons with energies in the 100 MeV–1 GeV range

(per nucleon for ions) with multi-PW laser systems, as produced in the simulations

presented in this thesis, may require or enable different approaches to their measure-

ment. This more energetic radiation will propagate further in matter, and the particles

will become harder to deflect and separate with applied electric and magnetic fields.

More filtering will be required in calorimeters, and applied magnetic or electric fields

may need to be increased unless additional propagation distance is available for the

deflection of particles before a detector. A possible solution for ions could be to intro-

duce a filter material to reduce their velocity before they propagate into a Thomson

parabola ion spectrometer, time of flight detector or deflecting magnetic field placed

before a high energy photon diagnostic. It may even be useful to use a calorimeter

instead, to detect the energy deposited before the remaining radiation reaches another

diagnostic. If particles and photons cannot be fully separated, Cherenkov or transition

radiation could be used to diagnose a charged particle beam amongst intense syn-

chrotron (and bremsstrahlung) radiation. It may also be advantageous to adopt other

diagnostic techniques and detection methods used in particle physics [196, 208]. For

example, the increased propagation distance in matter with such high ion energies could

enable the use of silicon tracking detectors. Although particle identification, spatially-

resolved measurements and spectral measurements are readily possible with the range

of diagnostics available, the information gathered is usually time-integrated over the

femtosecond duration interaction. Therefore, only time-integrated properties of the

gamma rays produced are considered in chapter 5, to allow a more direct comparison

with experimental results.
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3.3 Particle-in-cell modelling

In laser-plasma interactions such an enormous number of real particles are involved that

it is impractical to model the motion of each particle individually, and other methods

for kinetic modelling of plasmas have been developed. For a plasma in which the effect

of collisions is negligible, the Vlasov equation describes the variation of the distribution

function of particle momenta and positions with time:

[
∂

∂t
+ v · ∇ + q (E + v × B) · ∂

∂p

]
f (p, r, t) = 0. (3.3)

This equation can be modified to account for the effect of collisions with the addition

a collision operator, (∂f/∂t)coll, to the right-hand-side. In particular, for applications

such as inertial confinement fusion the Fokker-Planck collision operator is often accu-

rate, and may be combined with equation 3.3 to numerically model various interactions

[209]. However, directly solving the Vlasov (or Vlasov-Fokker-Planck) equation can re-

quire large computational resources.

Particle-in-cell methods [210, 211] are generally much more efficient for collisionless

plasmas. The specific routines used by EPOCH [211], the code used throughout this

thesis, are described in this section, yet the methods used by other PIC codes, for

example, SMILEI [212], are similar. PIC simulations divide the interaction space into

many cells upon which the electric and magnetic fields are calculated self-consistently

with the densities and currents of macroparticles, corresponding to many real particles,

moving through the simulation space. The macroparticles are initialised with a weight

corresponding to the number of real particles they represent, and a shape. The simplest

macroparticle shape is a top hat function, where the particle weight is uniform within

a finite volume. Higher order b-spline shape functions are commonly used, however, to

help mitigate anomalous self-heating of the simulated plasma, which occurs when the

Debye length is not well resolved by the grid cells.

The electric and magnetic fields are defined on the Yee staggered grid [213] as shown

in figure 3.2. The finite difference time domain (FDTD) method is used to calculate the

iterative changes to the electric and magnetic fields with each timestep from the start

of the simulation, where the particles are pushed using the Lorentz force at the half

timestep. The changes to the fields are simply found from Maxwell’s equations with
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Figure 3.2: Diagram of the Yee staggered grid, from [211].

calculations at half-integer and integer timesteps (superscripts containing n correspond

to timesteps):

En+ 1
2 = En + ∆t

2

(
c2∇ × Bn − jn

ε0

)
, (3.4)

Bn+ 1
2 = Bn − ∆t

2
(
∇ × En+ 1

2
)

. (3.5)

After calculation of the fields at the half timestep, the particle pusher is applied:

pn+1 = pn + ∆tFn+ 1
2

L , (3.6)

where FL is the the Lorentz force evaluated for the fields and particle velocity at the

half timestep, n+ 1
2 . The current is updated by the particle pusher at this step, allowing

the fields at the next step to be calculated as follows:

Bn+1 = Bn+ 1
2 − ∆t

2
(
∇ × En+ 1

2
)

, (3.7)

En+1 = En+ 1
2 + ∆t

2

(
c2∇ × Bn+1 − jn+1

ε0

)
. (3.8)

Although collisions are usually not necessary to model in high intensity laser-plasma

interactions, binary collisions can be added. Similarly, ionisation can also be modelled

(see [211] for details). For the interactions studied in this thesis, where thin targets

composed of light elements (hydrogen and carbon) are irradiated by laser intensities

well above the relativistic threshold, the targets are assumed to be initially fully ionised.
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The energy required to fully ionise the volume of target material simulated is only a

small fraction of the laser energy, and the light preceding real laser pulses is expected to

ionise and heat the target prior to the main interaction. Ionisation becomes important

when modelling interactions with a large volume of high Z material.

3.3.1 Synchrotron radiation and pair production in EPOCH

The additional effects which can become important for the conditions studied in this

thesis are synchrotron emission and nonlinear Breit-Wheeler pair production. These

processes (and their time inverse) are the first order effects in the Furry picture of

QED [36, 214]. Synchrotron emission is included in EPOCH with a semi-classical

model where the electrons (and positrons) move classically in between photon emission

events that are described by QED (see section 2.6.3 for additional details). Both the

emitted photons and generated positrons are treated as macroparticles, and thus have

a weight parameter corresponding to the number of real particles they represent. The

high energy photons produced are assumed to be emitted parallel with the electron

trajectory, and the photon momentum (ℏω/c) is subtracted from that of the electron.

After emission, the photons do not interact with each other and propagate ballistically,

unless they decay into electron-positron pairs via the nonlinear Breit-Wheeler process.

The rate of synchrotron emission is

dNγ

dt
=

√
3αf c

λc

χe

γ

∫ χe/2

0

F (χe, χγ)
χγ

dχγ , (3.9)

where the parameters are as defined in section 2.6.3. The rate of nonlinear Breit-

Wheeler pair production is

dN±
dt

= 2π
αf c

λc

mec2

ℏω
χγT± (χγ) , (3.10)

where T±(χγ) ≈ 0.16K2
1/3(2/3χγ)/χγ and K1/3 is a modified Bessel function of the

second kind.

These processes are modelled using a Monte Carlo algorithm. The probability

that a particle emits after propagation through a plasma with optical depth τem is

P = 1 − exp(−τem). A particle is randomly assigned a probability of emission between

0 and 1, and the optical depth traversed before emission occurs is calculated as τem =

− ln(1 − P ). For each particle, the optical depth is integrated over time until emission
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occurs as soon as τ ≥ τem:

τ (t) =
∫ t

0

dN

dt

(
t′) dt′, (3.11)

where dN/dt is replaced by equation 3.9 or 3.10 for synchrotron emission or pair pro-

duction respectively.

The photons emitted can take an energy within a range of values. The probability

that an electron or positron with the quantum parameter χe emits a photon with energy

corresponding to χγ is

p(χe, χγ) = F (χe, χγ)
χγ

[∫ χe/2

0

F (χe, χγ)
χγ

dχγ

]−1

. (3.12)

Integration of equation 3.12 thus gives the cumulative probability that the emitted

photon has an energy corresponding to χγ :

P (χe, χγ) =
∫ χγ

0
p
(
χe, χ′

γ

)
dχ′

γ . (3.13)

The energy of the emitted photon is determined by randomly assigning a value for P in

equation 3.13 (between 0 and 1), and comparing to tables of this probability function.

For nonlinear Breit-Wheeler pair production, the energy of the gamma ray photon is

given to the electron and positron created. The energy each of the particles take is

calculated with a similar method, where the probability that one of the particles takes

a fraction f of the energy, p(χγ , f), is used (see figure 7 in [215]).

The inclusion of these first order QED processes in EPOCH with this method

requires many assumptions. The assumption that the fields are much weaker than

the Schwinger field is appropriate for any experimentally feasible conditions in the

near future. However, the local-constant-field approximation (LCFA) that assumes

the spatial and temporal variation of the fields has negligible effect on the processes

may not always be accurate even for peak laser intensities corresponding to a0 ≫ 1,

where it is often assumed to be valid; several theoretical investigations show LCFA

overestimates photon emission at low energies [216–218]. The assumption of incoherent

emission, such that it can be treated individually for different particles, is appropriate

where the distance between emitting particles is much larger than the wavelength of

the emitted photon. Consider a plasma with electron density ne = 100nc for λL =

800 nm (corresponding to 1.75 × 1029 m−3), a photon with wavelength equal to the
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average distance between electrons (n−1/3
e ) has energy 7 keV. This plasma can only

be transparent to the laser and therefore produce considerable synchrotron radiation

for laser intensities where a0 > 100 (= ne/nc), yet at such high laser intensities most

of the energy converted into synchrotron radiation is expected to go to ≫ 100 keV

photons (see figure 5.6(d) where a0 ≈ 120, for example). Although coherent emission

may become important for up to keV photons in regions of high density plasma, it is

appropriate to assume the bulk of the emission, at much higher energies, is incoherent.

The rates of synchrotron emission and pair production assumed here (equations 3.9

and 3.10) are averaged over photon polarisation and particle spin, yet the dependence

of these processes on spin and polarisation can become important [219–224]. Indeed,

polarised gamma ray beams and spin-polarised electron and positron beams could be

producible with high intensity lasers. Electrons can have either a projection of their

spin parallel or antiparallel to a spin basis, ŝ, corresponding to a magnetic moment

µe = ±1
2gsµB ŝ, where gs ≈ 2 is the electron spin g-factor and µB = eℏ/2me is the

Bohr magneton. The quantum synchrotron function is given as a function of the initial

and final spin, and photon polarisation in [219], showing the value of the function

changes with each of these additional parameters. For laser-solid interactions, PIC

simulations including the polarisation and spin dependence have demonstrated the

ability to generate polarised positrons [225–227]. Although the synchrotron emission

and number of positrons produced in simulations neglecting these dependencies may

require some correction, the results obtained are still useful for providing a rough

indicator of the synchrotron radiation and number of positrons that should be produced,

enabling the design of experiments to maximise their generation.

The production of positrons through the linear Breit-Wheeler process (γ + γ →

e− + e+) is also neglected here. The number of positrons created by this process is

expected to be small enough to not influence the plasma dynamics and therefore it is

not necessary to include in the simulation routines. An estimate of positron production

through this linear process can be gained with analysis of the photon dynamics. Bethe-

Heitler pair production is also not included in the simulations performed in this thesis.

This is appropriate because this pair production mechanism is only important when

high energy photons (> 1.02 MeV) propagate through high Z material. Due to the thin

targets and light elements used in this work the number of pairs produced in this way

is expected to be negligible.
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3.3.2 Limitations and convergence

When running PIC simulations it is essential that the resolution of the grid cells is

sufficient to accurately resolve the plasma dynamics. This generally means that the

dimensions of the grid cells must be less than the Debye length (equation 2.36). Oth-

erwise, self-heating of the plasma can occur within the simulation without any energy

input. This presents challenges for simulating dense solids and low temperatures. To

avoid such issues high density solids are often modelled at lower densities, and the target

is often assumed to be preionised and heated. Target pre-expansion and heating is ex-

pected to occur anyway experimentally due to the laser light preceding the short pulse.

Although the simulations can be extended for up to approximately a picosecond before

the main interaction to enable modelling of the most intense component of the laser ris-

ing edge, it is too computationally expensive to model the full temporal-intensity profile

of the laser pulse prior to the main interaction. The laser intensity in the nanosecond

duration pedestal before the main pulse is often low enough that the target dynamics

are dominated by the laser-driven shock. Therefore, hydrodynamic simulations can be

used to model this early stage of the interaction, provided the intensity is sufficiently

low to avoid significant kinetic effects, and the resulting density profile can be used

to initialise the PIC simulation of the main interaction. Alternatively, a reasonable

estimate of the front surface density scale length or full target pre-expansion can be

used to set an initial density profile.

As well as having sufficient spatial resolution, the simulations must have suffi-

ciently small timesteps. The Courant-Friedrichs-Lewy condition requires the timestep

be smaller than the time it takes light to cross a grid cell. The timestep must also

be sufficient to resolve both the electron plasma frequency (ωp) and gyrofrequency

(ωc = eB/γme). The number of particles per cell must be sufficient to produce accu-

rate results. This is often tested by increasing the number until the simulation results

converge. The noise in the results also reduces with increasing numbers of particles

per cell. Ensuring the grid size and timestep are sufficiently small is similarly done

individually by testing the convergence of results. Provided that sufficient computa-

tional resource is available on a high performance computer to run multidimensional

PIC simulations, the limiting factor often becomes the size of the output files, which

can occupy terabytes of disk space. Therefore, careful choice of the required output
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parameters and the frequency of output must be made.

Accurate PIC simulations do, however, provide a valuable tool for testing theory

and providing new understanding of the physics occurring in experiments, where the

information available from diagnostics is often limited. PIC simulations enable access

to spatially and temporally resolved information with particle tracking and the ability

to test configurations not achievable experimentally. They can be used to improve the

design of experiments and investigate physical processes over wide parameter ranges

rapidly with fewer assumptions than analytical models.

3.3.3 Convergence testing

To test the convergence of the PIC simulations shown in this thesis, the simulations of

a small number of cases were repeated using different numbers of particles per cell and

cell sizes.

Figure 3.3: (a) Onset time of relativistic transparency and (b) maximum proton energy, as a
function of the size of the simulation grid cells, for a l = 50 nm target at a0 = 16.
(c) and (d) corresponding plots for a l = 200 nm target and a0 = 310. The 5nm
cell size corresponds to the result for the 5 nm×12 nm cell size used in chapter 4
and all other cell sizes tested correspond to square cells.
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For the simulations in chapter 4, the grid cell size used was 5 nm×12 nm and the

number of particles per species per cell was 50. Convergence testing of the cell size

was carried out by repeating the simulation of a l = 50 nm and l = 200 nm target at

a0 = 16 and a0 = 310, respectively, with reduced size square cells with widths between

1.2 nm and 4 nm. The laser was linearly polarised in both cases. The maximum proton

energies and onset times of relativistic transparency obtained are shown in figure 3.3.

The onset time of relativistic transparency varied by 11% of the pulse duration across

these simulations for a0 = 16 in figure 3.3(a), and by 0.6% of the pulse duration for

a0 = 310 in figure 3.3(c). The maximum proton energies were observed to change by

6.8% and 1.2% for the different laser intensity cases in figure 3.3(b) and (d), respectively.

The changes in the results found by varying the cell size were small compared with

the variation found in the parameter scans. Therefore, the 5 nm×12 nm cell size was

determined to be sufficiently small.

Figure 3.4: (a) Onset time of relativistic transparency and (b) maximum proton energy, as a
function of the initial number of particles per cell per species in the simulation, for
a l = 50 nm target at a0 = 16 with linear laser polarisation along the y-axis.

The convergence with number of particles per cell was separately tested for a single

case with l = 50 nm, a0 = 16 and linear laser polarisation. The number of particles

per cell per species was tested at a number of values between 50 and 1000. The results

are shown in figure 3.4. The onset time of relativistic transparency varied by 2.5%

whilst the maximum proton energy increased by 5.6%. These changes were also small

compared to those observed in the parameter scans in chapter 4, and 50 particles per

cell per species was determined to be sufficient for the simulations reported in that

chapter.

The simulations presented in chapter 5 were performed to investigate the gener-
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Figure 3.5: Convergence testing results of 2D simulations where IL = 1022 W cm−2, τL =
30 fs, ϕL = 3 µm and l = 300 nm. (a), (c) and (e) conversion efficiency of laser
energy into synchrotron and bremsstrahlung radiation for parameter scans of the
simulation cell width, electron particles per cell and number, respectively. (b), (d)
and (f) synchrotron radiation energy spectra for each parameter scan, in the same
order.

ation of gamma radiation. Therefore, separate testing was completed to assess the

convergence of laser energy conversion into synchrotron and bremsstrahlung gamma

rays. The 2D simulations were tested using a single case in the approximate centre of

the investigated parameter ranges corresponding to laser intensity 1022 W cm−2, pulse
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duration 30 fs, focal spot FWHM 3 µm and a 300 nm thick target foil. The conversion

efficiency of laser energy into synchrotron radiation (ηsy), scaled conversion efficiency

into bremsstrahlung radiation (ηBr) and synchrotron radiation energy spectrum are

shown in figure 3.5 for each of the test simulations, where the cell size is 8 nm×12 nm

and 50 (10) electron particles (ion particles per species) per cell are used unless shown

to be varied. The 2:3 (∆x:∆y) aspect ratio of the cells is maintained in the scans of the

cell width (∆x) in figure 3.5(a) and (b). The ratio of 5:1 of number of electron parti-

cles per cell to ion particles per species per cell is separately maintained in the scans of

electron particles per cell in figure 3.5(c) and (d). The apparent noise in the conversion

efficiencies for the cell size and particles per cell scans dominates any gradient in the

results when the lowest fidelity cases are neglected. The synchrotron radiation energy

spectra also show no significant alterations in these scans. The highest fidelity feasible

to use with the available computing resources, 8 nm×12 nm and 50 (10) electron parti-

cles (ion particles per species) per cell, was therefore chosen. The reference case tested

here was also repeated a further five times to assess the simulation noise. The results

are shown in figure 3.5(e) and (f). The standard deviation of the conversion efficiencies

are 4.4% and 3.5% of the mean values for synchrotron and bremsstrahlung radiation,

respectively. Although varying the initial laser and target parameters will influence

the noise in the simulation, these values provide an estimate of the uncertainty in the

results shown in chapter 5.

Convergence tests were also performed for the 3D simulations in chapter 5. A laser

intensity of 1.1 × 1023 W cm−2, pulse duration of 30 fs, focal spot FWHM of 1 µm and

target thickness of 1 µm were used. For the cell width scan shown in figure 3.6(a) the

cell height was kept at 3 times the cell width, and 12 electron particles per cell were

used. The number of ion particles per species per cell was kept at half the electron value

for all simulations, and a cell width of 10 nm was used for the scan of electron particles

per cell in figure 3.6(b). The range of values for ηsy for the cell width parameter scan

is 4.1% of the median value over a factor 3 change in the cell width, and the range

of values for the particles per cell scan is 7.7% of the median value over a factor 16

change in the number of particles per cell. Given the slow variation in the simulation

output the results were taken to be sufficiently converged. A cell width of 10 nm and

12 electron particles per cell was then chosen, corresponding to the highest fidelity

possible with the available resources. To characterise the simulation noise a further
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Figure 3.6: Convergence testing results of 3D simulations where IL = 1.1 × 1023 W cm−2, τL =
30 fs, ϕL = 1 µm and l = 1 µm. (a), (c) and (e) conversion efficiency of laser
energy into synchrotron and bremsstrahlung radiation for parameter scans of the
simulation cell width, electron particles per cell and number, respectively. (d)
Angular profile of the radiated synchrotron energy along ϕ = 0 for each simulation
in the noise test, where the standard deviation is shown in black.

five simulations were performed for these parameters. Their results are shown in figure

3.6(c) and (d). The standard deviation of ηsy was found to be 2.7% of the mean

value. The conversion efficiency results of the 3D simulations in chapter 5 are therefore

expected to have a similar fractional uncertainty. The angular profiles of radiated

synchrotron energy were also found to have a maximum standard deviation of 0.3 J/sr,

corresponding to an approximate fractional uncertainty of 20%. This value can be

assumed as an approximate error on the results at the same laser intensity in chapter

5, and an estimate of the error on the results shown in figure 5.11 for 10× higher laser

intensity in the absence of further noise testing.

The dimensions of the cells and values of particles per cell tested in this section

were kept within a range expected to provide convergent results based upon experience

and the discussion in the previous section. Further increasing the cell size or reducing
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the number or particles per cell beyond this range is anticipated to generate diverging

results.
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CHAPTER 4

Optimisation of multi-petawatt laser-driven

proton acceleration with relativistic

transparency

In this chapter, results for proton acceleration from simulations of laser intensities over

several orders of magnitude up to 2 × 1023 W cm−2 incident upon CH foils sufficiently

thin for relativistic self-induced transparency to occur are presented. The maximum

energy of protons accelerated using current high power lasers with peak intensities up to

∼ 1021 W cm−2 has been limited to values K ≲ 100 MeV [7] (perhaps now 150 MeV [8]),

and less per nucleon for heavier ions, insufficient for hadron therapy of deep tumours

and other potential applications. Increasing the energies achievable is one of the key

challenges these sources face. New multi-PW laser facilities with intensities up to

∼ 1023 W cm−2 are expected to demonstrate a considerable improvement; however,

optimisation of the interaction is essential.

Here, the maximum proton energies achievable with these laser intensities are shown

to optimise with the onset time of relativistic transparency. Results for linear and

circular polarisation in 2D are presented in sections 4.3 and 4.4, respectively, before

comparison with a limited number of 3D simulations capturing the slightly modified

and true dynamics of the interaction in section 4.5. The laser pulse rising edge, a

component of the light preceding real laser pulses thus an experimental concern, is

modelled in section 4.6 and found to increase the optimum target thickness without a
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major change to the maximum proton energy. Simulations with and without electron

recoil due to synchrotron radiation in section 4.7 for IL = 2×1023 W cm−2 demonstrate

it delays the onset of relativistic transparency, reduces the maximum proton energy (by

10%) and reduces the peak conversion efficiency (by 15%). The optimised maximum

proton energies are shown to scale K ∝ IX , where X = 0.53–0.57, in section 4.8.

These results were published in New Journal of Physics 24, 053016 (2022).

4.1 Introduction

Target normal sheath acceleration [68, 69, 82, 228] from thin solid foils has been demon-

strated as a source of MeV protons for several decades. The surface fields that accelerate

the ions are induced by fast electrons propagating out of the target from within. There-

fore, the ion energies scale with the fast electron temperature, itself expected to scale

with the square root of laser intensity. The leap forward in achievable laser intensities

in recent years may enable radiation pressure acceleration [87, 88, 96] to provide higher

ion energies, although these processes generally do not occur in isolation and the ions

often experience a combination of both [229].

Radiation pressure acceleration can in principle produce a peaked energy spectrum

and result in high laser-to-ion energy conversion efficiencies. The highest energies are

achieved for ultrathin foils, via the light sail mode of RPA [88, 89, 230]. This is,

however, susceptible to instabilities across the target surface and undesirable heating

as the target deforms under the radiation pressure [93–95]. For all thicker foils, ions

are accelerated at the front surface by hole boring RPA [86, 87, 90]. The onset of

relativistic self-induced transparency [231, 232] when the electron density falls below

the relativistic critical density (ne < γenc) curtails RPA as the laser light begins to

transmit through the target bulk.

The Gaussian laser spatial profile causes the formation of a relativistic plasma

aperture through which the light propagates, resulting in diffraction of the laser light

and the generation of structures influenced by the light polarisation in the electron

and ion beams [48, 97]. The transmitted light may interfere to increase the local laser

intensity [49], and contain high order spatial modes [233] and high order harmonics

[234]. The direct interaction with and acceleration of electrons by the laser pulse

throughout the plasma volume in its path following the onset of RSIT can lead to
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improved electric fields and ion energies [7, 99, 235].

The highest proton energies reported to date were measured from ultrathin plastic

foils in which a combination of TNSA and RPA is assisted by RSIT [7]. Relativistic

transparency of ultrathin foils is well known to offer higher proton energies, with the

onset time playing a role [7, 99, 115, 172, 236–238]. However, the contribution of

several different mechanisms which occur as the target rapidly expands and is deformed

by the electromagnetic force of the laser pulse presents an unstable regime in which

optimisation and control of the interaction is challenging. This is further complicated

by target pre-expansion due to the laser temporal-intensity contrast in experiments.

The use of laser pulses with peak intensity IL ≳ 1023 W cm−2, which have not been

experimentally available until now, will make consideration of radiation reaction due to

the synchrotron emission from electrons in the laser field necessary. The production of

e−-e+ pairs will also become important for IL ∼ 1024 W cm−2 and enable the creation

of a dense pair plasma [141, 144]. A large fraction of the laser pulse energy may be

absorbed by the electron synchrotron emission alone under these conditions [239, 240].

The exploration of the radiation reaction effects on ion acceleration is at an early stage,

although numerical modelling for linearly polarised laser pulses has shown it increases

the ion energies from relativistically transparent targets and reduces the maximum

energies from thicker targets that remain opaque [240–246].

The aim of this chapter is to improve the understanding of the acceleration of

protons in relativistically transparent targets for intensities relevant to multi-PW laser

facilities. This includes identifying the optimum conditions, examining the role of the

laser pulse rising edge and investigating the consequences of radiation reaction.

4.2 Simulation parameters

Laser-driven proton acceleration from CH foil targets was modelled for different condi-

tions of the incident laser pulse intensity, polarisation and temporal-intensity contrast

with a series of 2D, and a smaller number of 3D, PIC simulations using the EPOCH code

[211]. The target thickness, l, was varied over a range for which the target transitions

from initially overdense to relativistically underdense during the interaction.
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4.2.1 General conditions

The laser pulse, incident at target normal, propagates along the x-axis with Gaussian

temporal and spatial intensity profiles of pulse duration FWHM τL = 40 fs, focal spot

FWHM ϕL = 3 µm and wavelength λL = 0.82 µm, similar to laser parameters on

multi-PW laser facilities (see for example [188, 189, 247]). Four laser intensities in

the range IL = 5 × 1020–2 × 1023 W cm−2 were simulated for both linear (polarised in

the y-direction) and circular polarisation. The simulated laser intensities correspond to

a0 = 16, 50, 160 and 310 for linear polarisation and a0 = 11, 35, 110 and 220 for circular

polarisation. The CH (equal mix of carbon and hydrogen) foils were initialised as a

fully ionised plasma with electron density ne = 210nc, electron temperature Te = 1 keV,

ion temperature Ti = 10 eV and with 50 particles per cell per species.

The simulation grid cell size was 5 nm×12 nm (x × y), with the boundaries of the

simulation box all set to free-space. In order to simulate over the required intensity

range while making efficient use of computational resources and avoid loss of the highest

energy protons from the box edges, the simulation box size was increased with intensity

from a minimum of 40 µm×36 µm up to a maximum of 84 µm×96 µm. To ensure foils

with l ≤ 50 nm were well resolved on the simulation grid, these were simulated with

l = 50 nm and a reduced density, maintaining the areal density. Ultrathin foils at

this scale rapidly expand when irradiated by the leading edge of the laser pulse and

therefore modelling them with limited pre-expansion does not significantly change the

results. To demonstrate this, a small number of higher resolution (grid cell size of

1.8 nm×4.32 nm) simulations of non-expanded targets with l < 50 nm were conducted

and minimal variation was found. All times shown in this chapter, except trsit, are with

respect to the arrival of the peak of the laser temporal profile at x = 0, which occurs

at t = 0.

4.2.2 The laser pulse rising edge

The rising edge of the laser pulse was modelled for linear polarisation, with peak main

pulse intensities corresponding to a0 = 16 and 160, using a sech2 profile (in addition

to the Gaussian main pulse) with peak intensity 0.01IL and pulse duration such that

the intensity rises from an initial value of 5 × 10−4IL at 0.4 ps before the laser peak,

as shown by figure 4.1. This profile is similar to typical experimental measurements of
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Figure 4.1: The temporal-intensity contrast profile of the 40 fs Gaussian laser pulse without the
rising edge (red) and with the rising edge (black). The start time of the simulations
without the rising edge is indicated by the vertical dashed line.

the rising edge [184, 248]. The simulation duration before the arrival of the laser peak

was extended to accommodate this rising edge profile.

4.2.3 3D

A limited set of 3D simulations were performed for both linear and circular polar-

isation, for a0 = 16–160 and a0 = 11–110, respectively. The simulation box size

was increased from 30 µm×36 µm×36 µm (x × y × z) for the lowest intensities up to

70 µm×36 µm×36 µm at the highest intensities to prevent the loss of protons with low

divergence from the laser propagation axis before the end of the simulation. The cell

size was 10 nm×30 nm×30 nm. To compensate for the reduction in resolution, all tar-

gets simulated were initialised with a uniform electron density equal to 70nc, and an

increased thickness to keep the areal density the same as a 210nc target with the quoted

thickness. Corresponding 2D simulations with equivalent pre-expansion but higher res-

olution (5 nm×12 nm) were also performed for comparison.

4.2.4 Transparency time

To calculate the onset time of relativistic transparency, properties of the electron and

ion populations were extracted every ∆t = 0.5 fs within a spatial region of |y| ≤ 0.5 µm

about the laser propagation axis and averaged across the y-direction. The Doppler-
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shifted critical density in the rest frame of the moving plasma is calculated

nc,D (x) = nc
1 − ⟨βi⟩ (x)
1 + ⟨βi⟩ (x) , (4.1)

where ⟨βi⟩ (x) is the average velocity of the ions along the x-axis as a function of their

position. The onset of relativistic transparency is determined as the time ne/γenc,D < 1.

Here, trsit = 0 corresponds to the arrival of the peak of the laser intensity profile at

the position of the relativistic critical density surface immediately before relativistic

transparency.

4.3 2D — linear polarisation

In this section, the results of proton acceleration in 2D PIC simulations—much more

physically accurate than 1D yet still feasible for detailed scans with the available re-

sources—from targets with a range of thicknesses are shown, for a linearly polarised

laser pulse with a0 up to 310. Firstly, the important features of the interaction with

the onset of relativistic transparency are described. The proton spectra are shown and

the influence of the transparency time is demonstrated. Finally, the changes to the

dynamic processes for ion acceleration with the transparency time are shown and dis-

cussed for several cases by tracking the acceleration history of the protons that obtain

the highest energies.

4.3.1 Interaction dynamics with relativistic transparency

Upon reaching the solid target surface, the linearly polarised laser pulse causes j × B

acceleration of electrons, many of which propagate through the target to the rear side

where they induce TNSA. At the same time, the pressure on the irradiated target

surface caused by reflection (and absorption) of the laser pulse drives forward electrons

in a compressed layer. The inward propagating electric field induced by this separation

of charge accelerates ions towards the rear surface whilst the laser pulse bores into the

target. In the event the initial target thickness is comparable to the laser skin depth

(ls = c/ωp) or the target remains opaque following hole boring up to the rear surface,

the radiation pressure acceleration takes the form of light sail acceleration. The laser

pulse is incident at target normal for all cases in this work; therefore, RPA and TNSA

act parallel to each other within the centre of the focal spot. The combination of both
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Figure 4.2: Snapshots at t = 17 fs after the arrival of the laser peak intensity at x = 0, and
after the onset of RSIT, for l = 125 nm and a0 = 50: (a) electron density; (b)
electron density normalised by the relativistic critical density, with contour lines
where ne = γenc (green); (c) x-component of the Poynting vector (Sx ≃ EyBz/µ0);
(d) electrostatic field in the x-direction; (e) average proton energy within each grid
cell; and (f) average carbon ion energy within each grid cell. Features (A) and (B)
in (d)–(f) indicate the positions for y = 0 of the positive fields co-moving with the
accelerating ions.

processes produces a hybrid acceleration scenario [7, 229], with ions gaining energy

from one or both components of the field.

The use of ultrathin foils in this work enables the possibility of relativistic self-
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induced transparency as the target is rapidly heated and expands. The reflectivity of

the target quickly drops and electrons may be accelerated throughout the bulk plasma,

affecting the acceleration processes above. Across the intensity range explored, the

highest proton energies are commonly obtained when hybrid RPA-TNSA is interrupted

by the onset of relativistic transparency; the onset of propagation of the laser pulse

through the classically overdense target during the interaction is well correlated with a

rapid increase in the ion energies.

A snapshot of the interaction shortly after the onset of RSIT is shown in figure

4.2 for a0 = 50 and l = 125 nm. The electron density in the centre of the laser focal

spot has fallen to a value n0 ≫ ne ≫ nc, where n0 = 210nc is the initial target

density, as displayed in figure 4.2(a). The electrons are able to acquire Lorentz factors

γe ∼ a0 within the laser pulse, thus ne ≪ γenc as shown in figure 4.2(b) and the

laser pulse is transmitted through—figure 4.2(c). The direct acceleration of electrons

within the target bulk causes a shift from surface to volumetric laser absorption. Here,

a larger number of high energy electrons escape the target [249]. The propagation

of a laser pulse through a relativistically transparent channel of plasma can produce

superponderomotive energy electrons through direct laser acceleration [58], or through

self-generated magnetic fields and oscillating longitudinal fields caused by reflection

from the channel walls [250]. The altered electron dynamics with the onset of relativistic

transparency affects the separation of charge and the corresponding fields responsible

for ion acceleration.

The longitudinal (x) component of the electrostatic field was calculated by Poisson

solving the charge density and is shown in figure 4.2(d). The fields induced by the

electron bunches escaping the rear of the target can be clearly seen, and the positive

fields in the centre of the laser beam labelled (A) and (B). These fields move with the

accelerated protons and carbon ions as shown in figure 4.2(e) and (f), respectively. The

dual-peaked field structure shown here after the onset of transparency forms due to the

presence of two ion species with different charge-to-mass ratios. The protons are able

to respond more rapidly to the fields, leaving the heavier ions behind and causing the

generation of an electrostatic field where they separate. This results in buffering of the

proton beam [251] which propagates ahead of the carbon ions and is also accelerated

by the sheath-like field at the expanding target rear side. Unlike the TNSA model

of a thermal population of electrons expanding into vacuum, here the electrons also
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experience the electromagnetic force of the transmitted laser pulse acting to accelerate

them out of the finite target with the pulse. Most of the proton energy is generally

acquired in this phase of the interaction in these 2D simulations; although, the absence

of the additional transverse dimension causes higher densities (and intensities) to be

maintained as the plasma moves outwards, causing greater acceleration than should

occur.

The most rapid acceleration occurs immediately after the onset of RSIT, as the

laser pulse breaks through the target and drives electrons forward. The acceleration

dynamics are discussed in more detail later, with a0 = 50 examined in this section and

cases for other values of a0 delineated in later sections—the principal difference in the

proton acceleration for different values of a0 is the increased role of RPA for higher

intensities.

4.3.2 Proton spectra — linear polarisation

The proton energy spectra from each target thickness for a0 = 16, 50, 160 and 310

are shown on the left in figure 4.3(a), (c), (e) and (g), respectively. For all laser

intensities the complete proton spectra are broad and lack monoenergetic features. In

each case there is an optimum thickness for which the maximum energy of the spectrum

peaks. The angular proton spectra for these optima are shown in figure 4.3(b), (d),

(f) and (h). The highest energy protons propagate close to parallel with the target

normal and incident laser pulse (θ = 0). A gap in the spectrum is present along the

same direction at low energies due to the buffering by carbon ions [251], which may

also be supported by bulk target acceleration by RPA at the highest intensities. Higher

intensities demonstrate an increased number of highly divergent protons, resulting from

the increase of the laser radiation pressure and transverse ponderomotive force causing

greater deformation of the target as it breaks out of the rear side. This increases the

radius of the characteristic ring of protons at low energies [97, 98, 237] that originates

from the electrons driven forwards at the edges of the relativistic plasma aperture.

The full angular proton spectrum is too divergent for applications that require a

beam-like source. For this reason, the proton spectrum within a divergence half-angle

θ1/2 < 2.5◦ is considered and shown on the right in figure 4.3(a), (c), (e) and (g). The

spectra remain broad and without prominent peaks. However, a gap in the spectrum is

produced that is greatest where relativistic transparency occurs for a significant fraction
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Figure 4.3: Full proton spectra (left panel) and target normal spectra within a divergence half-
angle θ1/2 < 2.5◦ (right panel) for all target thicknesses at a0 = 16, 50, 160 and
310—(a), (c), (e) and (g), respectively. Angular proton spectra for optimum
target thicknesses—(b), (d), (f) and (h).
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of the laser pulse.

Figure 4.4: (a) Maximum proton energies achieved in each fixed-intensity scan of target thick-
ness normalised to the maximum value for the whole scan K/Kmax. The temporal
profile of the laser intensity is also plotted (grey dashed). (b) The normalised
conversion efficiency of laser energy to protons with K > 1 MeV.

The maximum proton energy for each spectrum is normalised to the peak value for

each a0 and shown in figure 4.4(a) as a function of the onset time of RSIT—calculated

from the time the electron density falls below the relativistic critical density as described

in section 4.2.4. The highest proton energies for each value of a0 are produced when

RSIT occurs close to the time the peak intensity of the laser pulse reaches the target

(trsit = 0): the onset time of RSIT is critical to the optimisation of ion acceleration up

to the intensities expected to be achieved with 10 PW-class lasers. Although radiation

reaction is not modelled here, its affect is addressed in section 4.7 and it is found not

to invalidate this result.

The conversion efficiency of laser-to-proton energy is important for the delivery of

a high dose of protons for applications. It is shown in figure 4.4(b) as a function of the

onset time of RSIT and is highest when trsit ∼10 fs, and remains high for RSIT at later

times. A greater fraction of the laser energy is transferred to the hot electron popula-

tion, which produces electric fields that accelerate the protons, during the interaction

when RSIT occurs on the falling edge of the laser pulse. Measurements using a laser

system with τL = 700 fs and a0 = 9 have shown the overall absorption of the laser pulse

peaks for the thinnest target that does not become relativistically transparent [249].

Although the overall trend is similar for all four laser intensities, the relative conversion

efficiencies achievable are almost a factor of two higher for a0 = 160 than a0 = 16, with

little increase from a0 = 160 to a0 = 310. Radiation reaction will affect these results

88



4.3 2D — linear polarisation

at the upper intensity limit.

4.3.3 Proton tracking — linear polarisation

Figure 4.5: (a)–(c) The electron density, (d)–(f) the density of charge averaged over a laser
cycle and (g)–(i) the longitudinal component of the electric field. All quantities
are shown along the x-axis (y = 0) for the stated target thickness (denoted above)
and a0 = 50. The region containing the tracked highest energy protons (shaded,
grey) and the onset time of RSIT (dashed) are also shown.

To explore the physics giving rise to these results in more detail, a sample of the

highest energy protons was tracked in further simulations for a0 = 50 at three example

target thicknesses, l = 50 nm, 125 nm and 225 nm, corresponding to trsit = −19 fs, −4 fs

and 14 fs (early, optimised and late transparency), respectively. The highest energy

protons generally propagate close to parallel with the x-axis (see figure 4.3). Therefore,

the particle and grid data within |y| < ϕL/4 was extracted, and the protons that are

initially within the centre of this region (|y| < ϕL/8) with final energies exceeding 85%
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of the maximum proton energy and θ1/2 < 5◦ were tracked. The electron density, ne,

cycle-averaged charge density, nq, and longitudinal electric field, Ex, data was averaged

across the y-direction.

The motion of the tracked protons is shown accompanied by the electron density,

charge density and longitudinal electric field in figure 4.5. In all cases, the protons

may initially experience RPA close to the front surface or TNSA close to the rear side;

however, they all move to the target rear and experience TNSA by the time RSIT

occurs. The onset of RSIT leads to rapid target expansion (see figure 4.5(a)–(c)), and

for the thinnest targets the forward propagation of a large number of electrons at the

target rear side beyond the tracked protons. This is also shown in figure 4.5(d)–(f) by

the cycle-average charge density nq.

The enhancement of ion acceleration with relativistic transparency is caused by this

forward acceleration of electrons by the Lorentz force of the transmitted laser pulse; a

dense region of negative charge forms at the target rear side, and the depletion of elec-

trons within the target bulk causes dense regions of positive charge due to the carbon

ions and protons left behind. This separation of charge enhances the electric field as

shown in figure 4.5(g)–(i). This physical picture does not fall within the descriptions

of commonly theorised acceleration mechanisms: the target has become strongly trans-

missive and therefore RPA [87, 89] is mitigated; Coulomb explosion [110, 111] from the

remaining ion core ignores the significant fraction of the electric field the protons experi-

ence induced by the electrons; the accelerating electric field is caused by the separation

of charge at the rear side of a finite target and not a streaming (Buneman) instability

as required for BOA [112]; and the protons are not accelerated by co-propagation with

the relativistic critical density surface as in SASL/RTF-RPA [108, 109]. Although the

dynamics present here appear similar to TNSA [68, 71], the presence of a laser pulse

throughout the bulk target modifies the electron motion.

The evolution of Ex local to the tracked protons and their energy is shown in figure

4.6(a) and (b), respectively. In all cases, Ex peaks at 30–40 TV m−1 at between t =

−30 fs and −15 fs (later with increasing thickness) corresponding to the protons moving

through the sheath field at the target rear side. As these protons propagate away from

the target the magnitude of the sheath field they experience reduces. A secondary peak

in Ex of comparable magnitude follows the onset of transparency for l = 50 nm and

125 nm, leading to a rapid increase in the proton energies. For l = 225 nm, transparency
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Figure 4.6: The acceleration history of the highest energy protons for a0 = 50: (a) the longi-
tudinal electric field, (b) the proton energy, (c) the mean electron energy and (d)
the flux of electron kinetic energy along x. For all, the mean (solid) and standard
deviation (shaded) are shown. In (c) both the mean fast electron energy near the
tracked protons (solid) and within the whole sample region (dotted) are shown.
The vertical dashed lines indicate trsit.

occurs late in the interaction and only a minor increase in Ex is observed to follow.

The mean fast electron energies within the whole sample region and local (within

λL/8 along x) to the tracked highest energy protons are shown in figure 4.6(c). The

electrons in the thinner targets reach higher temperatures early in the interaction when

the target becomes transparent and the fast electron temperature near the tracked

protons is much higher for the l = 50 nm and 125 nm targets compared to l = 225 nm.

The interaction of the laser light within the target volume when transparency occurs

enables electrons to readily overcome the electrostatic potential behind the tracked

protons at the rear of the target and reach them with high energies. This increases

the energy available to be transferred by the electrons to the electric field ahead of

the protons and also causes a rapid blowout of electrons from the target as seen in

figures 4.5(a), (b), (c) and (d). The displacement of electrons is observed to lead to
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high densities of net positive and negative charge respectively behind and in front of

the tracked protons after the onset of RSIT in figures 4.5(c) and (d), which produces a

strong electrostatic field. Figure 4.6(d) shows the flux of electron kinetic energy in the

+x-direction near the protons is significantly greater for the l = 125 nm target than the

others. For this target, where transparency occurs near the peak of the laser pulse, the

laser is able to drive the highest amount of fast electron energy up to the tracked protons

at the target rear side, where some of it is transferred to the charge-separation/sheath

field and as a result produces the highest energy protons. The break-out of the rear side

of the target by the laser pulse is key to the enhancement with relativistic transparency,

as demonstrated by Willingale et al. [235]. The rapidly decreasing density gradient at

the target rear side reduces the ability of the directly accelerated forward current of

electrons to draw a return current, and therefore large electric fields form to accelerate

the ions. The proton acceleration is optimised when the laser pulse breaks through

close to the time it reaches its peak electromagnetic force.

Investigations using longer (hundreds-of-femtosecond to picosecond) duration laser

pulses also show improved ion acceleration local to a so-called jet of fast electrons

within the laser pulse after the onset of RSIT [7, 98, 252–254]. For oblique incidence of

the laser pulse, this can cause the highest energy protons to be produced propagating

close to the laser propagation direction instead of along the target normal direction as

expected from TNSA [7, 98, 252].

For the early onset of transparency, figure 4.5(a) and (d) shows the densities fall

very quickly and thus the transparency-enhanced Ex field is short-lived. For the late

onset of transparency with l = 225 nm, less fast electron energy reaches the tracked

protons in figure 4.6(d), which have been accelerated away from the target by TNSA

earlier in the interaction, limiting the value of Ex they experience after trsit.

The acceleration dynamics for lower intensities, higher intensities, circular polari-

sation and 3D simulations are discussed in later sections of this chapter.

4.4 2D — circular polarisation

For circularly polarised laser light, electron heating is reduced due to the absence of

j × B absorption for normal laser incidence onto a flat surface. The target expansion is

slower and thinner targets are required for RSIT, enabling RPA to potentially dominate
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Figure 4.7: Full proton spectra (left panel) and spectra within θ1/2 < 2.5◦ (right panel) for all
target thicknesses at a0 = 11, 35, 110 and 220—(a), (c), (e) and (g), respectively.
Angular proton spectra for optimum target thicknesses—(b), (d), (f) and (h).
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the ion acceleration [92]. Here, the effect of RSIT on proton acceleration with circularly

polarised laser pulses for a0 up to 220 is examined in a similar manner to the previous

section.

4.4.1 Proton spectra — circular polarisation

The proton energy spectra for a0 = 11, 35, 110 and 220 are shown in figure 4.7(a),

(c), (e) and (g), respectively. The complete proton spectra do not contain pronounced

spectral peaks. This is also true for the proton spectra sampled within θ1/2 < 2.5◦.

However, these spectra along the target normal direction contain a large empty band

of energies from the low energy limit of the spectrum (K ∼ 1 MeV) covering most of

the energy range up to the maximum proton energy in some cases. This feature is

most pronounced within the range of targets that become transparent to a substantial

fraction of the laser pulse. It results from both buffering by the carbon ions and

bulk target acceleration by RPA, which is most effective along the laser propagation

direction (θ = 0). The empty band of energies is many times larger than found for linear

polarisation in figure 4.3 due to the increased role of RPA for circular polarisation and

reduced electron heating.

The angular spectra for the optimum targets at each intensity are shown in fig-

ure 4.7(b), (d), (f) and (h). The highest energy protons are produced propagating

close to parallel with the target normal and laser propagation direction (θ = 0), and

the divergence of the accelerated protons increases with intensity as it does for linear

polarisation. The key difference is the absence of protons within large energy ranges

which extends to divergence angles up to θ ≈ 50◦.

The normalised maximum proton energies for each value of a0 are shown in figure

4.8(a). In a similar manner to linear polarisation, the highest proton energies are

achieved when RSIT occurs close to the laser peak and the laser-to-proton energy

conversion efficiencies in figure 4.8(b) are maximised when RSIT occurs shortly after the

peak. Light sail RPA is central to the interaction dynamics. However, the deformation

of the foil caused by the transverse gradients in radiation pressure across the Gaussian

focal spot enables substantial electron heating with the circularly polarised light, and

the foils can quickly expand as they propagate with the laser pulse resulting in the

onset of relativistic transparency. For tightly focussed laser pulses similar to those

considered in this work, the presence of some TNSA and the onset of RSIT can become
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Figure 4.8: (a) Maximum proton energies as a function of trsit for the target thickness scan at
each value of a0 normalised separately. (b) Conversion efficiency of laser energy
to protons with energy > 1 MeV, using the same normalisation factor as for linear
polarisation in figure 4.4. (c) Maximum relativistic critical surface velocity, βc,
(solid) and calculated using the light sail model up to trsit (dashed) as a function
of target thickness. (d) The variation of the maximum proton energies with βc. (e)
The maximum proton energies (solid), and those predicted by the light sail model
for complete acceleration (dotted) and acceleration stopping at trsit (dashed).

unavoidable in the interaction when optimising RPA for maximum proton energy with

thin foil targets.

The peak velocity of the critical density surface, βc, indicates the bulk target velocity
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caused by RPA and is shown in figure 4.8(c) for all targets. For light sail acceleration,

a velocity βls = [(1 + ε)2 − 1]/[(1 + ε)2 + 1] is expected, where ε = 2ΦL/ρlc2 [89]. For

a Gaussian temporal-intensity profile, the laser fluence that reaches the target before

the onset of transparency is

ΦL = ILτL

4

(
π

ln 2

)1/2 [
1 + erf

(
2
√

ln 2 trsit

τL

)]
. (4.2)

The values of trsit are used to estimate βls of each target in figure 4.8(c) alongside βc.

Although they vary similarly with target thickness, βc far exceeds βls in most cases,

with the difference increasing for higher laser intensities. The light sail model is one-

dimensional and assumes a perfectly reflective rigid mirror; it does not account for both

the transverse and longitudinal expansion of the target, electron heating, the transverse

expansion of the laser pulse far from focus and the possibility of self-focussing of the

laser pulse. Rapid transverse expansion of the target is induced as the Gaussian laser

pulse forces its way through the target rear side, causing the areal density in the centre

of the laser pulse to fall (e.g. by 20–50% for the electrons in the a0 = 35 cases shown in

figure 4.9). The targets also experience significant longitudinal expansion, with many

of the heavier carbon ions left trailing far behind the moving electron layer, especially

close to the onset of RSIT where the electrons also become highly relativistic, which

may assist the motion of the critical density surface.

The value of βc is typically highest for trsit ≈ 0, where the proton energies are also

highest. The maximum proton energies are shown in figure 4.8(d) as a function of

βc. The proton energies tend to increase with βc. Therefore, measurements of the re-

flected laser spectrum could provide a good indicator of the conditions where the proton

energies are optimised in experiments. The maximum proton energies are compared

against the light sail model both with the complete laser fluence (ΦL = ILτL

√
π/ ln 2/2)

and with the laser fluence that arrives before the onset of RSIT (equation 4.2) in fig-

ure 4.8(e). The optimum target thicknesses predicted using the light sail model with

transparency are approximately the same as those from the simulations. However, the

energies achieved in the simulations are many times greater.
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4.4 2D — circular polarisation

Figure 4.9: (a)–(c) The electron density, (d)–(f) the density of charge averaged over a laser
cycle and (g)–(i) the longitudinal component of the electric field. All quantities
are shown along the x-axis (y = 0) for the target thickness denoted above and
a0 = 35. The region containing the tracked highest energy protons (shaded, grey)
and the onset time of RSIT (dashed) are also shown.

4.4.2 Proton tracking — circular polarisation

The highest energy protons were tracked for a0 = 35 and l = 20 nm, 60 nm and 120 nm

in the same manner as for the linear polarisation cases in section 4.3.3. The temporal

evolution of ne, nq and Ex along the x-axis (y = 0) for each of these cases is shown

in figure 4.9 with the path of the tracked protons. In contrast to the interactions with

linearly polarised light in figure 4.5, the bulk target propagates forwards with the laser

pulse due to light sail RPA for all cases as shown in figure 4.9(a), (b) and (c). The

initial acceleration of the tracked protons is therefore dominated by RPA.

As the target is driven forwards expansion of the rear surface begins, causing TNSA.
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4.4 2D — circular polarisation

Figure 4.10: Acceleration history of the highest energy protons for a0 = 35: (a) the longitu-
dinal electric field and (b) the proton energy. For both, the mean (solid) and
standard deviation (shaded) are shown. The vertical dashed lines indicate trsit.

Although the RPA and TNSA fields are difficult to distinguish, the tracked protons

remain close to the dense electron layer, moving due to the radiation pressure, before

RSIT occurs. Therefore, the proton acceleration is dominated by the influence of

the radiation pressure. For l = 120 nm (late RSIT) in figure 4.9(c), (f) and (i), the

protons visibly drift away from the dense electron region well before RSIT. Here, the

accumulated electron heating has caused significant expansion of the target and TNSA

must be considered important.

After the onset of transparency RPA is curtailed, leaving the protons to be accel-

erated in the remaining charge separation field after many electrons are pulled back

to the trailing ion region and others are accelerated forwards out of the target by the

laser fields. This effective sheath field of expanding plasma decays as the densities

reduce over time, as collectively shown by all panels of figure 4.9. The bulk target

motion induced by radiation pressure prior to transparency causes this sheath field to

co-propagate with the accelerating protons, extending the acceleration time. Further-

more, RPA also assists the sheath acceleration by deforming the foil whilst it is opaque

to cause j × B heating. The proton energies are highest where the combination of RPA

and rear surface acceleration is optimised.

The mean value of Ex and the proton energies over the duration of the interaction

are shown in figure 4.10. Unlike for linear polarisation in figure 4.6(a), Ex peaks

before the onset of RSIT and it reduces over time afterwards. The protons in the

thinner targets experience the strongest Ex fields (> 40 TV m−1) immediately before

transparency. For the 60 nm target, that becomes transparent close to the laser peak,
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4.5 3D — linear and circular polarisation

this enables extremely rapid energy gain of the already fast protons to produce the

highest final energies.

4.5 3D — linear and circular polarisation

Figure 4.11: The onset times of RSIT, as a function of target thickness, calculated from 3D
simulations at a reduced initial density n0 = 70nc for (a) linear polarisation
and (c) circular polarisation, with the maximum proton energies for (b) linear
polarisation and (d) circular polarisation from the same simulations. The results
for 2D simulations at the same density and the full solid density of CH are shown
for comparison.

To check the accuracy of the 2D simulations, a limited number of 3D simulations

were performed for both linear and circular polarisation. The targets were pre-expanded

to a reduced initial density of n0 = 70nc due to the larger size of the simulation grid

cells. Therefore, additional 2D simulations were performed for this density to separate

any potential density-dependent effects. A target thickness scan was completed for

IL = 5 × 1021 W cm−2 for linear and circular polarisation (corresponding to a0 = 50

and a0 = 35, respectively).

Figure 4.11(a) shows the onset time of relativistic transparency, trsit, is the same

in 3D for linear polarisation, and figure 4.11(c) shows trsit is only brought forward

by several femtoseconds for most targets in 3D for circular polarisation. The proton

energies in figure 4.11(b) for linear polarisation are reduced by almost a factor of two in
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4.5 3D — linear and circular polarisation

3D for most targets. The origin of this difference is the increased transverse expansion

of the targets enabled by the additional dimension. This causes the sheath field at the

target rear side to reduce faster with distance from the interaction point (x ∼ 0). The

proton energies in figure 4.11(d) for circular polarisation are reduced for the thinnest

targets similarly due to faster target expansion. The variation of proton energy with

target thickness remains similar for both polarisations in 3D, and the optimum is still

achieved for trsit ≈ 0.

The size of the transverse dimensions of the simulation box were reduced in 3D due

to the otherwise excessive use of available computing resources. The full angular proton

spectra were therefore not captured. The proton spectra along the target normal, where

the maximum energies are generally achieved, are shown in figure 4.12 for the optimum

targets from figure 4.11, and individual simulations for the optimum target thicknesses

obtained in 2D at different intensities—proton acceleration was also not modelled in

3D for IL = 2 × 1023 W cm−2 due to the impractical resource required to capture the

full interaction. Gaps in the proton energy spectra appear as expected from the 2D

results in the previous sections. At the highest intensities, linear polarisation produces

partially modulated spectra instead of the exponential decay for a0 = 16. Circular

polarisation produces a wide peak-like band of protons at high energies. For all cases,

∼ 106 protons per MeV are captured within the 5◦ measurement cone at the maximum

of the spectrum.
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θ1/2 < 2.5◦ l-pol, a0 = 16, 40 nm
c-pol, a0 = 11, 15 nm
l-pol, a0 = 50, 125 nm

c-pol, a0 = 35, 75 nm
l-pol, a0 = 160, 600 nm
c-pol, a0 = 110, 225 nm

Figure 4.12: Proton energy spectra within a divergence half-angle θ1/2 < 2.5◦ for the optimised
target thicknesses in 3D at the stated intensities and laser light polarisations.
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4.5 3D — linear and circular polarisation

Figure 4.13: The electron density (ne) and longitudinal electric field (Ex) along the x-axis for
the optimum cases at each laser intensity and polarisation case given. The path of
the tracked highest energy protons (shaded) and the onset time of RSIT (dashed)
are also shown.

4.5.1 Proton tracking — 3D

The highest energy protons were tracked (in the same way as in the previous sections)

for examination of the acceleration process. The motion of these protons through ne

and Ex is shown in figure 4.13 for all of the optimised cases. The physical picture

is similar to the single intensity cases described in the previous sections, with RPA

becoming increasingly important for higher intensities with linear polarisation.
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4.5 3D — linear and circular polarisation

Figure 4.14: The (a)–(c) mean local longitudinal electric field and (d)–(f) mean energy of the
tracked highest final energy protons as a function of time for the stated target
thickness, polarisation and intensity. The vertical dashed lines indicate trsit.

The results for circular polarisation at all intensities demonstrate the dominance of

RPA up to trsit, followed by acceleration from the target bulk into the enhanced rear

surface electric field as electrons are swept from the target volume out of the rear side

after the onset of RSIT. For linear polarisation, prior to the onset of RSIT only some

protons experience RPA for a0 = 16, causing injection into the rear surface TNSA

field. As the intensity is increased to a0 = 160 this initial phase of the interaction

for the fastest protons shifts to RPA dominance. All of the fastest protons originate

within the bulk front section of the target, as shown by the shaded region in figure

4.13, and at trsit they are all in close proximity to the centre of the target. The

onset of RSIT drives incredibly rapid target expansion with many fast electrons driven

out of the rear side. The remaining dense positively charged region of ions and the

electrons at the target rear side produce a powerful charge-separation field that almost

instantaneously accelerates the tracked protons to near relativistic velocities. This is

much more dramatic than for a0 = 16 and 50, and is aided by the compression of the

target into a thinner layer by radiation pressure before release of the electrons with

RSIT.

The mean local value of Ex and energy for the tracked populations of protons

102



4.6 2D — the laser pulse rising edge

are shown in figure 4.14. For all intensities with circular polarisation, a singular peak

around trsit (and t = 0) is found, similar to the optimised 2D result in figure 4.10(a). For

linear polarisation, a second peak in Ex is produced after RSIT for a0 = 16 as expected

from the 2D results in figure 4.17, yet with a lower value of Ex ≈ 10 TV m−1 instead of

Ex ≈ 13 TV m−1. For a0 = 50, the enhanced Ex after RSIT is much weaker than seen

in 2D in figure 4.6(a), and appears as an extension to the duration of the field rather

than a second peak. For a0 = 160, there is a single short peak in Ex of approximately

80 TV m−1 just after trsit that causes 300 MeV to be gained within a timescale of several

laser cycles. The temporal profile of Ex is more modulated and temporarily reaches

values up to 120 TV m−1 in 2D in figure 4.17 for the same laser intensity. In this case,

the peak in Ex remains close to trsit, but does not decay as quickly with time as the

3D case. The key difference between 2D and 3D is the reduced acceleration as the

protons move away from the target in 3D, due to the additional transverse dimension

causing faster reduction of the particle densities and corresponding fields. However,

both demonstrate similar proton acceleration dynamics with the onset of RSIT, where

the direct acceleration of electrons as the laser breaks through the target enhances the

charge separation fields and concomitant proton acceleration.

4.6 2D — the laser pulse rising edge

The intensity profile of the rising edge of the laser pulse can influence the time in the

interaction that the target becomes relativistically transparent and the properties of

the proton beam [98, 184, 248, 255]. For ultraintense laser pulses, the laser rising edge

can become sufficiently intense picoseconds before the arrival of the main pulse to drive

significant pre-heating and pre-expansion of the foil. The laser rising edge has already

been observed to limit the energies of protons accelerated from contaminant layers [248]

and lead to more efficient acceleration of other ion species [255]. Increased peak laser

intensities with the same temporal contrast profile are capable of driving more rapid

heating and target pre-expansion, and thus changes to the main interaction for a given

target. In this section, additional simulation results with a rising edge added to the

laser pulse, as described in section 4.2.2, are presented for a0 = 16 and 160 with linear

polarisation.

The maximum proton energies for each target are shown in figure 4.15(a) and (c)
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4.6 2D — the laser pulse rising edge

Figure 4.15: Maximum proton energies corresponding to each target thickness simulated for
(a)–(b) a0 = 16 and (c)–(d) a0 = 160 with and without modelling the laser
rising edge, both for linear polarisation and in 2D.

for a0 = 16 and 160, respectively. The interaction with the rising edge causes an in-

crease of the target thickness for which the proton energies are optimised, but does

not considerably affect the overall maximum achievable energies. Recent experimen-

tal results show a substantial reduction in the maximum proton energy with lower

temporal-intensity contrast, possibly due to a worse contrast profile or 3D effects, but

demonstrate the increase to optimum target thickness expected from these simulations

[172]. Figure 4.15(b) and (d) show the proton energies are optimised for trsit ≈ 0 re-

gardless of whether or not there is a rising edge present; the maximum proton energy

is inherently linked to the onset time of RSIT.

4.6.1 Proton tracking — the laser pulse rising edge

The highest energy protons with low divergence were tracked along the x-axis, in the

same manner as in the previous sections, in further simulations for target thicknesses

close to the optimum, with and without the laser rising edge, at both a0 = 16 and 160.

The electron density, cycle-averaged charge density and Ex are shown in figure 4.16

with the path of the tracked protons. For a0 = 16, the rising edge significantly reduces

the peak density of the ultrathin target by the time the main pulse reaches it, and for

both intensities the rising edge has caused expansion of the critical density surface at
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4.6 2D — the laser pulse rising edge

Figure 4.16: The electron density, cycle-averaged charge density and longitudinal electric field
along the x-axis with and without modelling the laser rising edge for the stated
targets and a0 = 16 (left) and 160 (right). The region containing the tracked
highest energy protons (shaded) and the onset time of RSIT (dashed) are also
shown.

the target rear side (by ∼ 1 µm for a0 = 16 and ∼ 5 µm for a0 = 160). The laser

pulse rising edge becomes relativistically intense well before the main pulse arrives and

induces pre-acceleration by TNSA.

The acceleration process with the main pulse is almost invariant with the addition

of the rising edge. For a0 = 16, rear-surface sheath acceleration dominates the interac-

tion. However, the reduced target density from the rising edge enables greater energy

to be gained by protons at the front surface via RPA—this still only corresponds to a

small fraction of the energies achieved—before injection into the rear side fields, consis-

tent with experimental evidence of faster hole boring with reduced temporal-intensity

contrast [256]. For a0 = 160, and both cases, the front surface RPA and rear surface
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4.7 2D — radiation reaction

Figure 4.17: The mean local longitudinal electric field (solid) and energy (dotted) of the tracked
protons as a function of time from targets with and without modelling the laser
rising edge (RE), for the stated values of a0. The vertical dashed lines indicate
trsit.

sheath fields merge at t = −30 to −20 fs. The tracked protons accelerate in this com-

bined field until trsit, at which point they detach from the remains of the bulk target

and continue their acceleration, from close proximity to the dense positively charged

ion layer into the rear surface sheath field enhanced by electrons accelerated forwards

directly by the transmitted laser fields. The proton acceleration continues further from

the initial target position than the 3D case in figure 4.13 due to the reduced dimensions

for transverse expansion.

The mean local Ex and energy of the tracked protons are shown in figure 4.17.

The electric field profile is almost identical for a0 = 16, differing only before RSIT

as expected from the previous figure. The results for a0 = 160 in both cases show

a growing field strength up to immediately before RSIT, and a second peak shortly

afterwards. The protons continue to gain energy longer than the 3D cases in figure

4.14 as a result of the exaggerated fields long after trsit.

4.7 2D — radiation reaction

The degree of synchrotron emission of an electron within an electromagnetic field is

characterised by the quantum parameter χe ≃ (γe/ES)|E⊥ +v×B|, where ES = 1.32×

1018 V m−1 is the Schwinger field [135, 257]. For laser intensities IL ∼ 1023 W cm−2,

χe ∼ 0.1, depending upon the relative trajectory of the laser light and electron, and

the power of synchrotron emission is considerable. Therefore, radiation reaction is
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4.7 2D — radiation reaction

important. The loss of electron energy to radiation is expected to degrade acceleration

from opaque targets and enable improved acceleration with RSIT [240–246].

In this section, further simulation results for linear polarisation and a0 = 310 includ-

ing radiation reaction in the EPOCH code as described in [130] are presented. These

conditions correspond to the highest laser intensity considered here and strongest elec-

tron heating, for which the effects of radiation reaction are expected to be greatest.

4.7.1 Electron cooling
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Figure 4.18: The electron density along the x-axis for l = 1 µm and a0 = 310 without and with
radiation reaction.

The evolution of the electron density along the laser propagation direction is shown

for an example target with l = 1 µm in figure 4.18 for simulations with and without

radiation reaction. Electron motion counter to the laser pulse (in the −x-direction)

is strongly inhibited by radiation reaction, as expected. The density of electrons co-

propagating with the laser pulse is higher with radiation reaction, and the cooling

of the electrons causes the target to remain as a well-defined thin high density layer

for longer. The intensity threshold for radiation reaction to overcome the transverse

ponderomotive force and cause radiative trapping of electrons within the laser pulse

was derived by Ji et al. [258] as ath ∼ (ϕL/
√

2 ln 2re)1/3, where re = e2/4πε0mec2 is

the classical electron radius. Here, ath ∼ 1000 > a0 and the radiative trapping effect is

not significant, yet radiation reaction does slow the ponderomotive escape of electrons

and cause them to be contained within the laser pulse for longer.

The energy spectra of the electrons for all modelled targets are shown in fig-

ure 4.19. The number of electrons with energies K ≲ 0.1 GeV increases upon en-
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Figure 4.19: The electron energy spectra at t = 17 fs for all modelled target thicknesses, with
and without radiation reaction.

abling radiation reaction. However, the highest energy electrons above this range

are considerably depleted. The power radiated by an electron scales rapidly with

the electron energy. Assuming highly relativistic electrons (γ ∝ K) with the same

instantaneous trajectory and electromagnetic field, χe ∝ K and the radiated power

P = 4παf mec3χ2
eg(χe)/3λc ∝ KX , where X = 2 in the classical limit (χe ≪ 1) and

X = 2/3 in the quantum limit (χe ≫ 1). As a result, the temperature of the electron

spectrum is less than otherwise expected, and an accurate electron temperature scaling

at these intensities will require inclusion of radiative energy losses, unlike those derived

for lower laser intensities [86, 259, 260].

4.7.2 Proton acceleration with radiation reaction

The maximum proton energies for a range of target thicknesses with and without ra-

diation reaction are shown in figure 4.20(a). In almost all cases the maximum proton

energy reduces with radiation reaction, and the peak value reduces from 2.2 GeV for

l = 1.4 µm to 2 GeV for l = 1 µm. The difference is greatest for l = 2.8 µm, where K

reduces by ∼ 50%. The radiative cooling of electrons is expected to greatly impair rear

surface sheath acceleration, which is important for proton acceleration in thick targets.

The mitigation of the electron heating and expansion is evident in the delayed onset of

RSIT shown in figure 4.20(b). Although synchrotron emission affects the interaction,

figure 4.20(c) shows its optimisation with trsit ≈ 0 is maintained. The growing partition

of laser energy into high energy photons [261] causes the conversion efficiency to fast

protons to reduce compared to that expected otherwise; the peak value is lowered by
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4.7 2D — radiation reaction

Figure 4.20: (a)–(c) The maximum proton energies and onset times of RSIT for a range of
targets with and without radiation reaction, where a0 = 310 and the laser pulse
is linearly polarised. (d) The conversion efficiency of laser-to-proton energy as a
function of trsit.

∼ 15% in Figure 4.20(d).

The angle-resolved proton spectrum for the optimum l = 1 µm target with radiation

reaction in figure 4.21(a) shows spectral bunching of the protons along the target normal

(θ = 0) into two peaks covering ∼ 200 MeV each that were not seen in the optimum case

without radiation reaction shown in figure 4.3(h). Modulations in the proton spectra

along the target normal were seen in the spectra of some targets without radiation

reaction in figure 4.3(g) and could be an indicator of radiation pressure acceleration.

However, they appear more pronounced in this case. The spectra for other targets with

radiation reaction are shown in figure 4.21(b). The influence of radiation reaction on

the angle-resolved spectral shape of the proton beam through the electron dynamics

remains an avenue for further investigation.

The improvements to the maximum proton energies with radiation reaction in rel-

ativistically transparent targets previously observed were found either in 1D PIC sim-

ulations and models [241, 245, 246], 2D PIC simulations at lower density (16nc) and

higher intensity (1024 W cm−2) [246], or up to 3D simulations (at density 64nc) using

a classical model [244]. The use of 1D PIC simulations prevents transverse expansion

of the electrons (and protons). As a result, the accelerating fields can be substantially
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4.8 Scaling with laser intensity

Figure 4.21: (a) The angle-resolved proton spectrum for the optimum target thickness with
radiation reaction. (b) The full proton spectra (left panel) and within a diver-
gence half-angle θ1/2 < 2.5◦ (right panel) for all targets modelled with radiation
reaction.

higher than in 2D and 3D simulations. Modelling densities much lower than solid

density mitigates RPA with such high intensities, and potentially TNSA and RSIT-

enhanced acceleration, especially if the targets remain so thin as to transmit the laser

pulse almost completely. Much higher intensities than considered here considerably

increase the radiation friction force (and pair production should be included in the

modelling). Finally, classical models are insufficient for IL ≥ 1023 W cm−2 and are

expected to exaggerate the radiation friction force. Experimental measurements and

detailed 3D simulations and models of the interaction with the appropriate conditions

are necessary.

4.8 Scaling with laser intensity

4.8.1 Maximum proton energy

The maximum proton energies achieved in each target thickness scan are shown in

figure 4.22(a) for both laser polarisations—the same laser intensities were considered,

resulting in a horizontal offset in a0—and 2D and 3D simulations. Here, the results with

radiation reaction are shown for a0 = 310 for linear polarisation, and target thickness

scans were only performed in 3D for a0 = 50 (linear polarisation) and a0 = 35 (circular

polarisation) with the optimum target thicknesses from the 2D simulations used for the

remaining points. The proton energy scaling is almost independent of polarisation and

dimensionality across this wide intensity range, with all intensity scalings in the range
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Figure 4.22: (a) The maximum proton energy as a function of a0 for each polarisation in
2D and 3D simulations, with derived power law scalings (Kmax ∝ IX

L , where
X = 0.53–0.57). (b) The optimum target thickness from the 2D simulations as a
function of a0, for each polarisation, and the simulations with linear polarisation
where the laser pulse rising edge was included (RE). Predictions using the model of
Yan et al. [100] for transparency occurring at the peak intensity of the laser pulse
are included (dashed), and the analytically predicted optimum target thickness
for light sail RPA lls = a0ncλL/πne (dotted) [89]. For a0 = 310, the results with
radiation reaction are shown.

Kmax ∝ IX
L where X = 0.53–0.57.

4.8.2 Optimum target thickness

The optimum target thicknesses from the 2D simulations are shown in figure 4.22(b).

It was shown earlier that these correspond to the onset of RSIT close to the peak of the

laser pulse. The reduced electron heating and expansion rate for circular polarisation

causes optimisation with thinner targets. The analytical model for the onset time of

RSIT by Yan et al. [100] was used to show predicted target thicknesses for transparency

to the laser peak. Although similar values to the optimum target thickness for linear

polarisation at the lowest intensities considered are produced, a much faster scaling

with intensity (∝ I
3/4
L ) than the simulations causes them to diverge with increasing

laser intensity. This is compounded by the reduction of the optimum target thickness

due to radiation reaction for a0 = 310, where the absence of radiation reaction in the

model makes it insufficient.

The results in section 4.4 (and 4.5) indicate the fastest protons for circular polarisa-

tion are not purely accelerated by light sail RPA, yet the analytical optimum thickness

derived from consideration of the onset of transmission of the foil lls = a0ncλL/πne
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[89] matches the results well for a0 = 11 and 35. For higher intensities the transverse

plasma expansion and electron heating become increasingly important, and the simu-

lation results depart further from this prediction that does not consider these effects.

The laser pulse rising edge was demonstrated to increase the optimum target thick-

ness due to the hastened onset of RSIT. However, the change in the optimum thickness

in experiments will depend upon the full laser temporal-intensity contrast profile, and

the rising edge may be considerably different to that assumed here. Prediction of the

optimum target thickness for a given material and set of laser parameters is therefore

difficult; it may only be possible with characterisation of the unique temporal-intensity

contrast profile of the high intensity pulses produced by a given laser system and nu-

merical modelling of each stage of the interaction. In any case, the results shown here

with the effect of laser contrast demonstrate optimum proton acceleration when RSIT

is simultaneous with the arrival of the peak of the laser pulse holds.

4.9 Summary

In summary, the maximum energy to which protons are accelerated in thin solid CH

foils has been demonstrated, with precise calculation of the onset time of RSIT in 2D

and 3D PIC simulations, to be highest when RSIT is simultaneous with the arrival of

the peak of the laser temporal-intensity profile. Importantly, this was shown across the

intensity range 5×1020–2×1023 W cm−2, for both linear and circular laser polarisation,

with modelling of the rising edge contrast and lastly, with radiation reaction accounted

for.

A detailed examination of the acceleration dynamics for linear polarisation showed

a combination of RPA and TNSA preceding the onset of RSIT, with the dominant

mechanism in this phase switching from TNSA for a0 = 16 to combined RPA-sheath

acceleration as the protons move with the compressed electron layer for a0 = 160.

RSIT was found to enhance the proton acceleration through the direct acceleration of

electrons in the plasma volume as it breaks out of the target rear side; the removal

of electrons leaves behind a dense positively charged region of ions that repels the

protons, and the increased density of electrons moving out of the target at the rear side

causes a greater attraction force on the protons. This is optimised essentially, for the

same target material, where the peak electromagnetic force of the laser pulse breaks

112



4.9 Summary

through the rear side of the highest density of plasma, inducing the most enhanced

charge-separation fields as the electrons are accelerated from the thin target.

Circularly polarised laser light causes the target dynamics to be dominated by light

sail acceleration prior to RSIT, with some sheath acceleration. The proton accelera-

tion continues after the onset of RSIT with the forward acceleration of some electrons

throughout the target by the transmitted pulse, similar to the case for linear polari-

sation. The multidimensional target expansion and relativistic heating cause the rela-

tivistic critical density surface to move faster than the light sail model predicts prior

to RSIT, and more energy is gained by the fastest protons in the RSIT phase, yet the

peak critical surface velocity was shown to be an indicator of optimum acceleration.

Measurements of the reflected laser spectrum could provide an alternative route to

identifying optimisation.

The presence of an extended laser pulse rising edge with high intensity was shown to

increase the optimum target thickness whilst allowing comparable proton energies to be

achieved. Although the pre-expansion it induces may be compensated for with hydrogen

atoms in the bulk target material, proton (or other ion) acceleration relying upon

surface contaminant layers will be significantly impacted by TNSA pre-acceleration,

if a considerable fraction of the laser pulse energy is contained within the rising edge

above the relativistic intensity threshold.

Synchrotron radiation was shown with 2D simulations for a0 = 310 to delay RSIT,

and reduce the maximum achievable proton energy (by 10%) and laser-to-proton energy

conversion efficiency (by 15%). Here, electron motion not parallel with the laser pulse

is greatly impeded, slowing target expansion and reducing both the peak energy and

temperature of the electron spectrum.

The critical influence of relativistic transparency on proton acceleration has been

further delineated here. Although its onset time may be difficult to measure experi-

mentally due to the ultrashort timescales and (time-dependent) absorption of the pulse

after it begins, the results shown demonstrate the transmitted and reflected laser light

should contain information on the proton acceleration. Even if information is difficult

to directly extract from measurements of this light, the data could be used in the de-

velopment of neural network models for non-invasive measurement of the accelerated

particle beam, similar to [262], or for comparison with 3D simulations. Nevertheless,

the onset time of RSIT is vital to consider in laser-solid interactions at multi-PW laser
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facilities, and in optimisation of laser-driven ion sources for applications that require

high energy ion beams.
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CHAPTER 5

Bayesian optimisation and control of the

angular distribution of synchrotron radiation in

ultraintense laser-solid interactions

Bremsstrahlung radiation has offered the most efficient source of high energy photons

(> 100 keV) from solid targets irradiated at high power laser facilities, which have

generally been limited to peak intensities up to IL ∼ 1021 W cm−2 until recent years.

A new class of high power laser facilities offering peak intensities IL > 1022 W cm−2

are now becoming available, at which the rapid increase in synchrotron radiation from

electrons with intensity of the electromagnetic field may enable the possibility of such

radiation to dominate other sources. The synchrotron radiation produced in laser-solid

interactions is expected to provide a bright source of MeV photons with ultrashort

duration, which could be used for positron production, photonuclear reactions and

other applications. However, development for applications will require a target suitable

for high repetition rate, such as tape drive targets or liquid jets, and optimisation of

the generated high energy photon source.

In this chapter, a numerical investigation of the optimum parameters for the gener-

ation of synchrotron radiation in ultraintense laser pulse interactions with thin planar

foils is reported. In a number of 2D parameter space scans of 2D particle-in-cell simu-

lations, the target foil thickness, the angle-of-incidence of the laser pulse, and the laser

pulse duration, focal spot size, focal point and peak intensity are varied to show the ef-
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fect on the photon emission for p-polarised light (section 5.3). For constant laser pulse

energy, the conversion efficiency to synchrotron radiation is found to be highest for

parameters that maximise the peak laser intensity incident on the target surface, and

oblique incidence provides a 60% increase to the maximum conversion efficiency com-

pared to normal incidence for the conditions tested. A Gaussian process (GP) regression

algorithm is then applied to control the input parameters for a series of simulations to

optimise various physical properties of this source of high-energy photons individually.

Multi-variate objective functions containing several different physical properties are

then optimised, in which the bremsstrahlung emission is minimised whilst maximising

parameters of the synchrotron emission (sections 5.4 and 5.5). The discovery of the

angle-of-incidence as a critical input parameter in maximising the directional emission

of synchrotron radiation leads to further investigation and discussion of its influence on

the interaction (section 5.6), and motivates 3D PIC simulations for different laser light

polarisation states to demonstrate control of the spatial profile of synchrotron emission

(section 5.7).

The results shown here were published in High Power Laser Science and Engineering

11, e34 (2023).

5.1 Introduction

Irradiation of a solid target with a relativistically intense laser pulse typically produces

a large number of photons with energies extending to the multi-MeV range, due to

bremsstrahlung radiation from laser-accelerated electrons propagating through the tar-

get [263–265], and x-ray line emission from excited atomic states [266]. These bright

sources of x-rays and gamma rays have potential applications including radiography [33,

267–269], initiating photonuclear reactions [263, 270] and producing beams of positrons

through the Bethe-Heitler process [140, 142, 241, 271, 272]. New multi-PW laser sys-

tems offer increased achievable peak laser intensities of ∼1023 W cm−2 [35]; with such

intense laser light, higher energy photons will be produced than previously possible

in these interactions, and the dominant mechanism for high energy photon genera-

tion is expected to become synchrotron emission (nonlinear Compton scattering) from

ultrarelativistic plasma electrons.

The energy electrons can gain in a high intensity laser field scales with the parameter
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a0 = eEL/mecωL ≫ 1. In moving to higher intensity laser pulses, electrons may become

increasingly relativistic and generate more synchrotron radiation due to the increase

in the field strength in their rest frame. This is expressed by the electron quantum

parameter:

χe = γe

ES

√
(E⊥ + ve × B)2 + E2

∥/γ2
e , (5.1)

where E⊥ is the electric field perpendicular to the electron motion, E∥ is the magnitude

of the electric field parallel to the electron motion and ES = 1.32 × 1018 V m−1 is

the Schwinger field for which electron-positron pairs are produced from vacuum [135,

257, 273]. Here, χe is dominated by the perpendicular fields for relativistic electrons

(χe ≃ (γe/ES)|E⊥ + ve × B|), and is maximised for electrons counter-propagating with

a laser pulse, where χe ≃ γeE(1 + βe)/ES .

For χe ≳ 0.1, the electric field in the rest frame of the electron approaches the

Schwinger field and a large fraction of the incident laser pulse energy may be converted

into synchrotron gamma rays, the radiation reaction force on the emitting electrons

becomes important and the high energy photons in the laser field may produce electron-

positron pairs through the multi-photon Breit-Wheeler process [36, 143]. These strong-

field QED effects are expected to be a common feature of laser-plasma interactions for

laser intensities IL > 1023 W cm−2 [141, 144].

All-optical demonstrations of radiation reaction with peak laser intensities of ∼

1021 W cm−2 have been performed [274, 275], in which an electron beam produced

with laser wakefield acceleration was collided with a laser pulse. Although higher laser

intensities are generally required for the synchrotron radiation to have a significant

influence on the electron motion and dominate other sources of high energy photons,

such as bremsstrahlung emission, in laser-solid interactions, theoretical and numerical

studies indicate the generation of a high power gamma ray flash with of the order of

10% conversion efficiency from the laser energy possible [147, 155, 261, 276–278]. A

large number of different interaction geometries and schemes have been proposed to en-

hance the gamma ray generation and associated pair production: counter-propagating

laser pulses [152, 239, 279] (and foils [280]), a prefilled channel target [151, 152, 281,

282] (or cone [283]), a hollow cone target [284], radial laser polarisation [278, 285],

focussing and compressing the laser pulse as tightly as possible into the λ3 regime

[278, 285], oblique incidence [286, 287] (with two laser pulses [288]), relativistically

underdense targets [281], moving targets that become relativistically transparent [289],
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near critical density plasma with a solid target to reflect the pulse [283, 290–292], a

solid target with front surface pre-plasma [293, 294], various microstructured or wire

targets [295–297], a concave target surface [298] and laser focussing with a relativis-

tic plasma mirror [299]. However, thus far experimental demonstration of a gamma

ray source from a laser-solid interaction in which synchrotron radiation is dominant as

compared to other generated sources, such as bremsstrahlung, has not occurred. This

is key not only for the development of a new source of gamma radiation but also for

experimental investigations of the underlying physics. Numerical modelling and theory

shows bremsstrahlung emission is reduced by using a lower atomic number, Z, target

material (given the emitted power scales with Z2) [142, 300–303]. The use of thinner

targets also considerably reduces bremsstrahlung production [301, 302, 304], including

ultrathin (nanometer scale) solid foils [304].

When an ultrathin foil is irradiated by a high power laser pulse, the combined

expansion of the target and heating of the electrons to relativistic velocities can reduce

the plasma frequency (ωpe =
√

nee2/ε0γeme) to less than the laser frequency, and enable

laser light propagation though the target plasma in the process known as relativistic

(self-induced) transparency [231, 232], as discussed in section 2.3.5. The synchrotron

emission can be particularly efficient in relativistically transparent targets, where much

of the radiation is emitted by electrons that counter-propagate into the laser pulse due

to the space charge field at the front of the pulse, producing an angularly wide beam

in the backwards (with respect to the laser propagation) direction [155, 277, 304], in a

process termed re-injected electron synchrotron emission (RESE) [155]. Solid targets

also produce forward emitted synchrotron radiation from the reflected light interacting

with electrons in the skin depth, and oblique lobes either side of the laser propagation

direction that are usually symmetric [277, 302, 304, 305]. Although the conversion

efficiency to synchrotron radiation is often lower for opaque targets compared to the

maximum possible for those that experience RSIT, the introduction of a long pre-

plasma density scale length on the target front surface can provide a large volume of

transparent plasma to interact directly with the laser field and strongly increase the

conversion efficiency [276, 277, 293, 294].

There are many other laser and target parameters that can influence the genera-

tion of synchrotron radiation in these interactions, and finding the optimum conditions

over a parameter search space with a large number of dimensions would be extremely
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costly and time consuming to achieve manually. In recent years, it has become possible

to apply machine learning-based techniques as an efficient method of searching this

multi-dimensional parameter space to find input conditions for desired output source

parameters. Bayesian optimisation [306, 307] is one such technique that is useful when

the objective function chosen to be optimised, such as the yield of gamma rays, is

susceptible to noise and is costly to evaluate. This approach has already been demon-

strated to improve electron and x-ray beams from wakefield accelerators [308, 309],

and laser-driven proton acceleration in simulations [310]. Other machine learning tech-

niques that have been applied in the study of laser-plasma accelerators include neural

networks [311, 312] and evolutionary algorithms [313–316].

The beam of high energy particles or photons generated in these interactions is

defined by many properties, such as the conversion efficiency, energy spectrum and

divergence. For some applications, it is necessary to achieve several beam properties

within a specific range and thus tune a number of the beam properties simultaneously.

Often in such a scenario, these properties are individually optimised in different regions

of the search space. Multi-objective optimisation [317–320] involves finding a finite set

of solutions that are located on the optimum edges of the objective space, known as the

Pareto front, where one of the objectives cannot be improved without a trade-off in an-

other. However, if only a single solution is desired, such as in the case of an automated

laser-driven particle or radiation source guided by machine learning, it is not necessary

to find a large set of solutions to choose between and the problem can be reduced to

the optimisation of a single objective function. Although, this presents the challenge of

combining the multiple objectives into a single composite function that is optimised at

the most desirable location on the unknown Pareto front. Experimental optimisation of

laser-plasma accelerated electrons has been demonstrated with such a function incorpo-

rating multiple electron beam properties [308], and in a simulation-based study [320],

different functions based on the same physical properties are demonstrated to optimise

at different locations on the Pareto front found using multi-objective optimisation.

This chapter presents the results obtained from applying machine learning to the

optimisation of synchrotron radiation produced in simulations of laser-foil interactions.

In addition to identifying optimal conditions for synchrotron gamma ray generation,

and simultaneous reduction of bremsstrahlung radiation, this chapter also aims to im-

prove the understanding of the plasma dynamics that cause synchrotron radiation. This
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includes exploring the dependencies of the angular radiation profile on the incidence

angle of the laser upon the initially flat foil surface.

5.2 Simulation parameters

The fully relativistic PIC code EPOCH [211] was used in 2D and 3D to model the

gamma ray generation. Synchrotron and bremsstrahlung photon data for energies

ε ≥ 100 keV was output individually. The techniques used for calculating synchrotron

emission in the EPOCH code are described in reference [130], and those used for cal-

culating bremsstrahlung emission are described in references [301, 321]. Radiation

reaction was included, but pair production was not.

For the 2D simulations, the spatial grid had dimensions 30 µm×20 µm (x×y) and cell

size 8 nm×12 nm, with free-space boundaries. To simulate an experimentally practical

low-Z target material, solid density plastic (CH) was chosen and modelled as a uniform,

fully ionised plasma with electron density ne = 3.5 × 1029 m−3, neutralised by an equal

ratio of C6+ and H+ ions. The initial electron and ion temperatures were Te = 3 keV

and Ti = 100 eV, respectively, with 50 electron macroparticles per cell and 10 ion

macroparticles per cell per species. The target parameters were the thickness, l, and

the angle between the normal to the target surface and the x-axis, θi. The laser pulse

was propagated along the x-axis to the target, and had wavelength λL = 800 nm, and a

Figure 5.1: (a) The Bayesian optimisation loop and schematic of the simulation setup.
The synchrotron photon energy spectrum (dNsy/dε) and angle-resolved yield
(d
∑

εsy/dθ) generated in each simulation are depicted to illustrate several of the
objective functions. (b) An example of Bayesian optimisation of a noisy 1D func-
tion showing the true function (black), the model (red) and the acquisition function
(blue) for different numbers of iterations (n), where the shaded regions indicate un-
certainties.
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Gaussian temporal-intensity profile with full width at half maximum (FWHM) τL. The

laser pulse was focused at x = xf , where x = 0 corresponds to the target irradiated

(front) surface (the laser pulse focuses behind the target surface for xf > 0, and in

front of the target for xf < 0) and xf is the defocus parameter. At focus, the laser

pulse has a Gaussian spatial-intensity profile with diameter ϕL (FWHM). The values

of l, θi, τL, xf and ϕL used are stated in each section.

The 3D simulations used a spatial grid with dimensions 20 µm×15 µm×15 µm (x ×

y×z) and cell size 10 nm×30 nm×30 nm. The target density was reduced to an electron

density of ne = 1.74 × 1029 m−3 due to the increased cell size, whilst maintaining the

areal density of the quoted target thicknesses in section 5.7 by modelling an increased

(approximately doubled) thickness. There were 12 electron macroparticles per cell and

6 ion macroparticles per cell per species.

The BISHOP code was used in conjunction with EPOCH to automate the 2D PIC

simulations in 2D grid scans of various parameters, and for the Bayesian optimisation

of various objectives using a Gaussian process regression algorithm [322], in the same

manner as the code was used in reference [310]. For all optimisation scans, 30 initial

simulations are performed with randomly generated input parameters (10 more than

used previously [310] due to one more input parameter), the objective function is eval-

uated from the simulation data and the algorithm produces a probability distribution

of all potential functions that could fit the results to create a model of the objective

function. An acquisition function calculated from the model then determines the next

set of input parameters to simulate. Acquisition functions corresponding to the upper

confidence bound, expected improvement and probability of improvement methods are

calculated. One of these is chosen at each iteration in a process known as hedging,

which outperforms the use of individual acquisition functions in identifying the opti-

mum in the minimum number of iterations [323]. With each iteration the model is

updated and the acquisition function guides the parameters towards the optimum of

the objective function. Up to 200 simulations were run for each objective function used

to identify their respective optimum. The optimisation parameters were θi, log10 l, τL,

ϕL and xf , illustrated in figure 5.1(a). The logarithm of target thickness was used to

ensure ultrathin targets that undergo RSIT cover a significant fraction of the search

space. Several of the objective functions used (defined in sections 5.4 and 5.5), which

correspond to important parameters of the synchrotron emission, are also shown: the
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synchrotron yield, peak angle-resolved yield and number of photons in the high energy

spectral tail for different cut-off values. An example demonstration of Bayesian opti-

misation of an arbitrary 1D function susceptible to noise is shown in figure 5.1(b) for

different numbers of iterations.

Previously, the same approach was applied for the optimisation of laser-driven ion

acceleration [310] using a single physical parameter in the objective function (maximum

ion energy). Here, this method is applied both for single and multiple physical param-

eters in the objective function, enabling the exploration of different objective functions

to influence the trade-off in one required beam parameter against another.

5.3 2D Parameter space scans of gamma ray emission

Before optimising the interaction, the influence of a number of input parameters, in-

cluding each of the chosen optimisation parameters, was first explored in 2D parameter

space scans. The target thickness was one of the varied parameters in each scan, en-

abling separation of the effect of RSIT, which depends upon target thickness, from the

effect of varying each of the other parameters. Initially, in figure 5.2(a)–(c) a pulse with

τL = 30 fs, ϕL = 3 µm, and xf = 0 incident at target normal (θi = 0) was considered,

and simulated for peak laser intensities IL = 3.16×1021–1023 W cm−2, covering a range

for which synchrotron radiation may become measurable, up to where it is expected to

dominate. Target thicknesses between 50 nm and 5 µm were simulated, encompassing

relativistically transparent to opaque targets across the intensity range, demonstrated

by the percentage laser energy transmission in figure 5.2(a) and also shown by the white

contours of these values in figure 5.2(a)–(c).

To produce considerable synchrotron radiation, highly relativistic electrons are re-

quired in a strong electromagnetic field. The amplitude of the laser electromagnetic

field is usually much greater than any self-generated electric or magnetic fields. For

a constant laser intensity, the number of electrons accelerating in the laser fields and

their energy are generally the dominant influence on the total energy converted into

synchrotron radiation (χe ∝ γe, εe for relativistic electrons). The variation of syn-

chrotron conversion efficiency with target thickness in figure 5.2(c) is therefore due to

the changing population of electrons that move through the laser fields; the coupling

of laser energy to electrons is known to change between relativistically transparent and
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opaque targets [249]. In figure 5.2(b), the total electron energy in the transparent

plasma in front of the relativistic critical density surface (xc, where ne = γenc) and in

the laser skin depth (δs = c/ωpe) integrated over the period of synchrotron emission

(estimated as −τL/2 < t < τL, where the laser peak intensity reaches x = 0 at t = 0)

Figure 5.2: (a) Percentage transmission of the laser pulse, (b) total electron energy in front
of the plasma critical surface and in the laser skin depth averaged over the period
of synchrotron emission, and (c) laser-to-synchrotron photon energy conversion
efficiency, all for varying target thickness and laser intensity. (d)–(f) Laser-to-
synchrotron photon energy conversion efficiency for varying pulse duration, focal
spot size, and defocus, respectively, with target thickness.
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is shown. The highest total electron energy, in the plasma accessible to the laser field,

for each IL simulated is on average found when the laser energy transmission is 13%,

where the points either side of the maximum provide transmission bounds of 2.6% and

29% for the maximum. This agrees well with the laser-to-synchrotron radiation energy

conversion efficiency, ηsy, values in figure 5.2(c), which are maximised for 11% transmis-

sion, with the adjacent points providing a range between 1.9% and 26%. In the absence

of any pre-plasma, for targets that remain opaque the interaction is limited to electrons

within the laser skin depth, and any electrons that are accelerated into the laser pulse

by self-generated fields in the plasma. For targets that become relativistically trans-

parent, the laser can interact with a larger number of electrons, and those electrons

can reach higher energies with direct laser acceleration. The synchrotron conversion

efficiency thus increases. If the target is so thin that it transmits a large fraction of

the laser energy (≳ 50%), the total synchrotron emission reduces due to the reduced

number of emitting electrons. The propagation direction of the electrons is also impor-

tant. In highly transparent targets the electrons are usually accelerated forwards with

the laser pulse. The sustained rear surface sheath field can reflect many fast electrons

backwards into the laser for thicker targets, which increases the synchrotron radiation

they emit. The return current within the laser pulse can also contain a large number

of highly relativistic electrons for relativistically underdense targets (see figure 1(b) in

[304], and compare to figure 3(b2) for a relativistically overdense target), which may

be responsible for the substantial backwards-directed synchrotron radiation in targets

that undergo RSIT.

5.3.1 Laser-injected synchrotron emission

As previously discussed in section 5.1, there are many mechanisms that produce syn-

chrotron radiation in these interactions. Here, it is necessary to provide a description

of the process that produces the dominant source of synchrotron emission at the high-

est laser intensities considered. In this work, the transverse laser electric field directly

injects plasma electrons in its path further into the laser spatial profile, whilst they ac-

celerate and subsequently produce copious synchrotron radiation in the strong electric

and magnetic fields. In the absence of pre-plasma, this laser-injected emission process

increases rapidly for solid targets with laser intensity as a result of the longer cavity

formed in the target by the increasing laser radiation pressure. The formation of a cav-
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ity is essential for normal incidence onto an opaque flat surface to enable the extraction

and acceleration of electrons within the laser pulse. Electrons are pulled transversely

towards the centre of the focal spot by the laser electric field as it interacts with the

walls of the plasma cavity, with the electron trajectory and the side of the focal spot and

target cavity the electrons are injected from determined by the instantaneous direction

of the laser electric field. These electrons are accelerated to high energies by the laser

and space-charge fields as they move further into the focal spot, causing the produc-

tion of synchrotron gamma rays within the intense fields that takes an angular profile

dependent upon the laser polarisation. For linear polarisation, electrons are injected

from opposite sides of the plasma cavity as the electric field oscillates, producing two

forward-propagating lobes approximately symmetric about the laser propagation axis

(for normal incidence onto a symmetric target only), which are separately modulated

at the laser frequency and are separated by half a laser cycle.

This laser-injected emission process is different to edgeglow emission reported in

[277, 305], in which the transverse ponderomotive clearing of electrons by the laser

pulse generates transverse space charge fields that reintroduce electrons into the channel

formed in the target. Here, the laser electric field usually dominates any other transverse

electric fields at the edges of the channel, causing modulation of the channel surface

and preventing electrons from entering the channel when the polarisation vector of

the laser is directed away from the surface. The dominance of the laser fields over

space charge fields in driving the electron injection and synchrotron emission in this

work is demonstrated by the considerable synchrotron emission produced by electrons

accelerated along the surface of targets at oblique incidence without the formation of

a channel later in this chapter, and the polarisation-dependent angular profiles of the

emission demonstrated in section 5.7. The transverse space charge fields are expected

to be most important in interactions with targets that are initially near classical critical

density, that immediately become relativistically underdense with the arrival of the laser

pulse, and where the electron density is low enough for the electron and ion motion to

begin to decouple, producing a densely positively charged channel. Only solid density

targets were considered in this work, and the main influence of the space charge fields

in the generation of synchrotron radiation is the assistance to the electron acceleration

provided within their direct laser acceleration. Although the emitting electrons are

accelerated within a plasma channel, these electrons do not generally undergo large
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amplitude betatron oscillations as in [58] and related work. The maximum length of

the channels formed in this work is approximately 5 µm (for the pre-expanded target l =

3 µm results shown in figures 5.11–5.13), much less than the many tens of microns and

longer relativistically underdense channels that such oscillations are usually observed

in. Particle tracking showed the individual electron motions varied significantly. The

self-formed channel evolves rapidly and the generation of rapidly changing space charge

fields within the dense targets used can quickly change the trajectory of the electrons,

producing considerably different paths for each particle. The most radiating electrons,

however, tend to cross the laser focal spot at some point during their motion, as outlined

in the description above. The emergence of laser-injected emission due to hole boring

[86, 87] causes the conversion efficiency for opaque targets to approach the highest

achievable with transparent targets at IL∼1023 W cm−2, as shown in figure 5.2(c).

5.3.2 Pulse duration, focal spot size and defocus

In figure 5.2(d)–(f), the synchrotron conversion efficiency is shown, where the laser

energy is kept constant in the 2D simulation geometry corresponding to peak intensity

IL = 3 × 1022(30 fs/τL)(1 µm/ϕL) W cm−2 varying linearly with 1/ϕL. The values of

the other parameters used are τL = 30 fs, ϕL = 3 µm and xf = 0, unless scanned.

The highest conversion efficiencies for figure 5.2(d)–(f) are on average found for laser

transmission values of 10%, 11% and 15%, respectively, similar to the laser intensity

scan results. The cause of this optimisation is expected to be the same as the discussion

given for those results in section 5.3. The maximum conversion efficiencies in these scans

are achieved for the minimum pulse duration, spot size and defocus, for each of which

the laser intensity is maximised. Increasing the distance of focus from the target surface

increases the beam width upon the surface, and in figure 5.2(f) such changes exhibit

similar results to variation of the spot size in figure 5.2(e), with ηsy independent of the

direction of the defocus.

5.3.3 Stability

Although these results indicate that the most efficient synchrotron radiation source for

a fixed laser pulse energy corresponds to the shortest pulse duration and smallest focal

spot size focused onto the surface of a partially transmissive foil, the small Rayleigh

length, zR = πϕ2
L/2λLln 2, for a near-wavelength ϕL makes the interaction highly sus-
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ceptible to small changes in the defocus. This was tested in 3D simulations, using the

same configuration as in section 5.7, for ϕL = 1 µm, IL = 1.1 × 1023 W cm−2, linear

(along y) polarisation, normal incidence and one Rayleigh length, 2.83 µm, of defocus.

For xf = 0, zR and −zR, the synchrotron conversion efficiency is 4.32%, 4.50% and

1.67%, respectively, corresponding to a change of +4% and −61% for the positive and

negative defocus, respectively. In addition, the rapid variation of ηsy with changes to

the transmission also makes such a source susceptible to changes in the plasma expan-

sion dynamics. If source stability is required, a larger than near-wavelength sized focal

spot is recommended. If laser intensities ∼1023 W cm−2 are achievable, ηsy is more sta-

ble to changes in l for <10% transmissive targets due to the dominance of laser-injected

synchrotron emission induced by hole boring of the target. This may be achievable for

lower peak laser intensities if a lower density target material is used, or for solid targets

with a preformed front surface structure, such as in reference [298].

5.3.4 Scaling of the synchrotron conversion efficiency

The 2D parameter space scans provide target thickness-dependent scalings of ηsy with

each of the other parameters. In figure 5.3, these are presented for peak laser intensity,

pulse duration and spot size, with power law fit values given for the value of l that

maximises ηsy (black line), and for an indicative opaque target (red line; l = 5 µm for

figure 5.3(a), and l = 3 µm for figure 5.3(b) and (c)). In figure 5.3(a), ηsy ∝ I1.8
L for

l = 5 µm and ηsy ∝ I1.4
L for the optimum thicknesses, in agreement with the ηsy ∝ I1.5

L

scalings reported in references [261, 302]. In both cases, the rate of increase slows as

IL approaches 1023 W cm−2. The faster scaling for l = 5 µm and the convergence of

the two lines of fit in figure 5.3(a) results from the reduced role of target expansion

in the optimisation of the synchrotron emission with increasing laser intensity, due to

the increasing importance of the radiation pressure and the increasing relativistically-

corrected critical density.

The use of ultrathin targets can increase ηsy by almost an order of magnitude

compared with l = 5 µm for the lowest intensities considered here, and therefore such

targets provide the most accessible route to generating synchrotron radiation in laser-

solid interactions. Synchrotron emission can be increased for the case of thick targets

is the laser pulse interacts with a significant pre-plasma at the front surface, which

can be produced by the laser light preceding the main pulse if the temporal-intensity
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Figure 5.3: Scaling of the laser-to-synchrotron energy conversion efficiency with (a) peak laser
intensity, (b) pulse duration and (c) focal spot FWHM, for varying target thick-
ness. Power law fits are shown for the optimum target thicknesses (black) and for
the thickest targets used (red; l = 5 µm for (a) and l = 3 µm for (b) and (c)).

contrast is low enough. This was not modelled in our simulations, which only included

the main Gaussian peak in the temporal profile of the laser pulse. In experiments,

increasing the peak laser intensity by orders of magnitude may require increasing the

temporal-intensity contrast to prevent pre-expansion of the target or the creation of

a significant pre-plasma at the front surface. Otherwise, the optimum conditions for

synchrotron generation are expected to change.

For constant laser pulse energy, the pulse duration is found to play a weaker role,

with ηsy ∝ τ−0.8
L for both l = 3 µm and the transparent optimum thicknesses in figure

5.3(b). In contrast, the conversion efficiency depends strongly on ϕL, with ηsy ∝ ϕ−1.9
L

for l = 3 µm and ηsy ∝ ϕ−1.3
L for the optimum thicknesses in figure 5.3(c). In a

similar manner to the intensity scan, the transition from RESE-dominated synchrotron

emission for ϕL = 10 µm to laser-injection dominated emission for ϕL = 1 µm produces

these different scalings. The faster IL ∝ ϕ−2
L dependence of the pulse intensity on the
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5.3 2D Parameter space scans of gamma ray emission

Figure 5.4: (a) Laser-to-synchrotron photon energy conversion efficiency for varying angle-
of-incidence and target thickness. (b) Electron spectra, sampled over the whole
simulation space, averaged over the period of synchrotron emission for a 200 nm
foil at normal and 45◦ incidence, (c) the corresponding time-averaged spectra of
χe values and (d) the power of synchrotron radiation calculated from (c).

focal spot size in 3D for constant pulse energy may provide a different ηsy scaling with

ϕL, yet the smallest possible spot size (for constant energy) is still expected to generate

the most synchrotron radiation as shown here in 2D.

5.3.5 Angle-of-incidence

The results for the final optimisation parameter, the angle-of-incidence of the laser

pulse on the target, are shown in figure 5.4. In figure 5.4(a), the synchrotron conversion

efficiency is maximised for θi = 45◦ and l = 216 nm, and is 60% higher than reached for

normal incidence. Similar to the other parameters, ηsy is highest for targets which on

average transmit 14% of the laser light. To explore why the angle-of-incidence improves

ηsy, the electron energy spectra and spectra of χe values were averaged over the period of

synchrotron emission and are shown in figure 5.4(b) and (c), respectively, for additional

simulations using l = 200 nm and θi = 0◦, 45◦. The fast electron population contains
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5.3 2D Parameter space scans of gamma ray emission

Figure 5.5: (a) Laser-to-bremsstrahlung radiation energy conversion efficiency for varying laser
intensity and target thickness. (b) Energy spectra for bremsstrahlung photons
(solid) and synchrotron photons (dotted) for different target thicknesses. (c) The
rate of energy conversion to bremsstrahlung radiation.

36% more energy for θi = 45◦ compared to 0◦, because the p-polarised light improves

energy coupling to electrons, and a much larger number of ε >100 MeV electrons are

produced. This contributes to the enhanced spectrum of χe values, increasing the

generation of synchrotron radiation. In figure 5.4(d), the power of synchrotron radiation

for the χe spectrum is shown. This was calculated using the power for a single electron,

P = 4παf mec3χ2
eg(χe)/3λc (see section 2.6.3). Electrons with χe > 0.01 dominate the

increased emission for θi = 45◦. Therefore, the high energy component of the electron

spectrum is responsible for the bulk of the enhanced emission.

5.3.6 Bremsstrahlung emission for varied laser intensity and target thick-

ness

Until now, the discussion has focused on the generation of synchrotron radiation and

how this depends on key laser and plasma parameters. Gamma radiation will, however,
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5.3 2D Parameter space scans of gamma ray emission

also be produced via bremsstrahlung emission in these interactions. Distinguishing

between these two photon sources is important for the design of experiments that aim

to investigate either mechanism.

In this investigation, thin foils of a low-Z material have been selected to minimise

the production of bremsstrahlung radiation. In figure 5.5(a), the conversion efficiency

to bremsstrahlung radiation, ηbr, is shown for different values of the target thickness

and peak laser intensity. Generally, the conversion efficiency is observed to increase with

each of these parameters, except where the laser energy starts to be transmitted. In

such targets the bremsstrahlung emission is expected to decrease due to the increased

loss of fast electrons and the reduced absorption of the pulse into electrons as the

transmission becomes large.

In figure 5.5(b), the energy spectra of the bremsstrahlung and synchrotron radiation

is shown for various target thicknesses, where IL = 1022 W cm−2. In all cases, the syn-

chrotron radiation dominates by many orders of magnitude. The conversion efficiency

to synchrotron radiation scales very quickly with peak laser intensity, and therefore the

difference is expected to become even greater for higher intensities. The bremsstrahlung

emission can take place for many picoseconds in laser-solid interactions [303], due to the

presence of a hot electron population trapped inside the target [324]. However, in figure

5.5(c), the rate of energy conversion to bremsstrahlung radiation, d
∑

εbr/dt, where εbr

is the bremsstrahlung photon energy, for different target thicknesses is shown to quickly

reduce after the peak of the laser temporal intensity profile reaches the target at t = 0.

Only for the thickest target tested, l = 3 µm, does the emission rate remain important

at the end of the simulation; extrapolating this for a further 6 ps (an estimate of the

duration of the fast electron population corresponding to the longest duration of Kα

emission measured in reference [324]) increases ηbr from 1.0 × 10−3% to 8.6 × 10−3%.

This is still dominated by the corresponding value of ηsy = 0.27%. The simulations

here capture the brightest period of bremsstrahlung emission, enabling parameters that

minimise its production whilst maximising properties of the synchrotron emission to

be found in the following sections, to inform the design of experiments to generate the

purest source and clearest signature of synchrotron radiation.
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5.4 Application of Bayesian optimisation

5.4 Application of Bayesian optimisation

The scans discussed thus far vary only two input parameters at a time, linearly over a

15×15 grid corresponding to 225 simulations. To perform a systematic grid scan of this

type with 15 values for each of the five input parameters under consideration would re-

quire 155 = 759, 375 simulations, this was not feasible with the computational resources

available. Instead, Gaussian process regression was used to identify the values of the

input parameters that maximise a given objective function within 200 simulations.

The parameter search space was defined as 0◦ ≤ θi ≤ 70◦, 50 nm ≤ l ≤ 10 µm,

30 fs ≤ τL ≤ 100 fs, 1 µm ≤ ϕL ≤ 6 µm, and −50 µm ≤ xf ≤ 50 µm. The laser

energy was kept constant in the same way as in the previous section, by setting IL =

3 × 1022(30 fs/τL)(1 µm/ϕL) W cm−2. The objective functions used are shown in table

5.1, with the values of the input parameters for their optima. The objective functions

that include only one physical property of the photon emission are: the total energy of

synchrotron emission (fO1), where εsy is the synchrotron photon energy; the maximum

of the angle-resolved energy of synchrotron emission, d
∑

εsy/dθ, (fO2) where θ is the

angle in the xy-plane from the positive x-axis; and the total number of synchrotron

photons, Nsy, with energy exceeding 10 MeV (fO3). Finding the conditions where the

most laser energy is converted into synchrotron radiation is useful for identifying where

radiation reaction is important, and the effects on the plasma dynamics are greatest.

Application of the synchrotron radiation for the generation of positrons or otherwise

generally requires a bright and collimated source, hence the optimisation of the angle-

resolved energy. The unique aspect of nonlinear Compton scattering sources compared

Objective Function
Parameter Values at Optimum

θi (◦) log10 (l [m]) τL (fs) ϕL (µm) xf (µm)
0–70 −(7.3–5) 30–100 1–6 −50–50

fO1=
∑

εsy 41.1 −5 42.8 1 0.7
fO2=max

(
d
∑

εsy/dθ
)

26.4 −5 30 1 0.57
fO3=Nsy, εsy >10 MeV 24.4 −6.26 30 1 0.63
fM1=fO2/

∑
εbr 70 −7.3 30 1 −4.33

fM2=A (fO2) fO2/
∑

εbr 40.6 −6.64 30 1 0.14
fM3=fO2fO3 18.3 −5.23 30 1 0.85
fM4=fO2fO3/

∑
εbr 30.9 −6.45 30 1 0.92

Table 5.1: The objective functions maximised with Bayesian optimisation and the parameters
of the found optimum for each. Here, IL = 3 × 1022(30 fs/τL)(1 µm/ϕL) W cm−2.
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5.4 Application of Bayesian optimisation

to conventional synchrotron sources and free electron lasers is the much higher energy

of the photons, which can be many MeV compared to keV.

To optimise multiple properties of the photon emission, a series of different objective

functions were considered. These include the ratio of the peak angle-resolved energy of

synchrotron emission to the total bremsstrahlung radiation energy (fM1), and the same

function multiplied by the acceptance function A (fO2), (fM2). The acceptance function

is defined as A (f) = 1/(1+exp(−(20/fmax)(f −0.5fmax))), where f is a given objective

function and fmax is the maximum value of the objective function found separately, in

a previous optimisation scan. The acceptance function strongly reduces the value of

the overall function for f < fmax/2, to guide the optimisation towards results where

f > fmax/2. In addition, the product of the peak angle-resolved energy of synchrotron

emission and the number of synchrotron photons above 10 MeV (fM3), and this function

divided by the total bremsstrahlung radiation energy (fM4) were optimised.

5.4.1 Optimisation of individual synchrotron emission properties

The resulting synchrotron and bremsstrahlung photon energy spectra, the angle-resolved

energy of synchrotron radiation and the integrated power spectrum of synchrotron ra-

diation are shown in figure 5.6(a)–(d), respectively, for the optimum of each objec-

tive function. In maximising the total energy of synchrotron radiation with fO1, the

synchrotron spectrum with the highest number of photons <2 MeV is produced, such

photons require less electron energy to be generated and thus can be generated in such

high numbers to dominate the total synchrotron energy, accounting for 54% for fO1.

This also corresponds to the only optimum where the pulse duration is greater than

the minimum of 30 fs, at 42.8 fs. The conversion efficiency here is 1.07% compared to

the next highest at 1.03% for fO3. In optimising the maximum of d
∑

εsy/dθ and the

number of >10 MeV synchrotron photons, similar peaks in d
∑

εsy/dθ at θ ≈ −50◦ are

found in figure 5.6(c). The angular profiles differ mainly by the energy emitted in the

backwards direction (|θ| > 90◦) due to the dependency of the RESE mechanism on tar-

get thickness, enhanced for fO3. The optimum for fO1 only reaches approximately half

of the peak value of d
∑

εsy/dθ compared to fO2 and fO3. The only sizeable difference

in the parameters here, besides the small increase in τL, is the change from θi = 41.1◦

to θi ≈ 25◦. The production of more directional synchrotron emission with changes to

the angle-of-incidence has been reported in references [286, 287, 325], in which a single
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5.4 Application of Bayesian optimisation

Figure 5.6: Synchrotron and bremsstrahlung radiation for the objective function optima in
table 5.1, for which IL = 3 × 1022(30 fs/τL)(1 µm/ϕL) W cm−2. (a) Synchrotron
photon energy spectra, (b) bremsstrahlung photon energy spectra, (c) angular
profiles of total emitted synchrotron photon energy and (d) the energy content of
the synchrotron spectrum.

lobe structure was also reported. It is discussed in further detail in section 5.6.

5.4.2 Mitigating bremsstrahlung emission

By maximising the ratio of the directional synchrotron emission to the overall bremsstr-

ahlung emission with fM1, the bremsstrahlung has been strongly suppressed as shown

in figure 5.6(b), at the cost of reducing the peak value of d
∑

εsy/dθ and the syn-

chrotron spectrum in figure 5.6(a) and (d). The optimum parameters here in table 5.1

correspond to the maximum possible angle-of-incidence and minimum target thickness.

The optimisation of the objective function has been dominated by the gains obtained

by reducing the bremsstrahlung emission as much as possible. The optimum found,

however, has synchrotron radiation dominated by emission in the backwards direction

(|θ| > 90◦) corresponding to RESE, unlike the stronger forward-directed (|θ| < 90◦)

emission found with the other objective functions. Including the acceptance function
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5.5 Optimisation in the highly radiative plasma regime

with fM2, an optimum with greater bremsstrahlung emission is found. However, a

much higher peak value of d
∑

εsy/dθ is obtained, as shown in figure 5.6(c). The use of

an acceptance function here demonstrates a method of setting an acceptable limit on

the trade-off in one of the physical properties included in a composite objective function

in optimising the overall function.

The objective functions fO2 and fO3 are already optimised for similar parameters,

and in optimising their product fM3, similar optimum parameters and photon proper-

ties were found at the optimum as shown in figure 5.6. Optimisation of this product

divided by the total bremsstrahlung emission using fM4 effectively reduces the weight of

the bremsstrahlung reduction term in comparison to fM1, and produces photon distri-

butions close to the fO2, fO3 and fM3 optima with much less bremsstrahlung emission.

This optimum is at a different location in the parameter space to the previous efforts

to reduce the bremsstrahlung emission (fM1 and fM2), and in a different part of the

objective space; some increase to bremsstrahlung emission has enabled considerably

improved synchrotron radiation to be generated.

5.4.3 Maximum laser intensity

For all of these optimisation results, the best focal spot size corresponds to the mini-

mum, ϕL = 1 µm. In most cases the pulse duration also corresponds to the minimum,

τL = 30 fs. Also, in most cases, the focal point is ∼0.6 µm, shifting the laser focus close

to the new critical surface position after the initial hole boring. The objective functions

used here for improving synchrotron radiation are almost universally optimised for the

highest on-target intensity.

5.5 Optimisation in the highly radiative plasma regime

The optimisation results discussed thus far are for conditions where only a small fraction

of the laser energy is converted into synchrotron radiation (≲ 1%). A much more

efficient source of synchrotron radiation can be produced under similar conditions with

higher laser pulse energy, where the radiation reaction force starts to become important

to the plasma dynamics. The laser energy was increased by a factor of 10, corresponding

to IL = 3 × 1023(30 fs/τL)(1 µm/ϕL) W cm−2 for which the synchrotron emission is

expected to become extremely powerful, and further optimisation scans were performed
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5.5 Optimisation in the highly radiative plasma regime

to identify the impact on the optimum input parameters. The objective functions fO1,

fO2, fM1 and fM2 were used again. Instead of fO3, the total number of synchrotron

photons with energy above 50 MeV (fO4) was optimised, due to the higher energy

photon spectra produced under these conditions. Similar optimum parameters were

obtained, as shown in table 5.2, with the highest intensity combination of τL, ϕL and

xf values for most objective functions. An optimum defocus of close to 2 µm is found

for objective functions fO1, fO2 and fO4, several times greater than the lower intensity

cases in table 5.1. This is due to the increased hole boring velocity, induced by the

higher laser intensity, leading to greater recession of the relativistic critical density

surface at the target front side.

5.5.1 Angle-resolved synchrotron emission

The optimum of fO2 corresponds to the maximum pulse duration of 100 fs. Similar peak

values of d
∑

εsy/dθ were obtained across the permitted range of values for the pulse

duration. However, the direction of peak emission moves from θ ≈ −50◦ for τL ≈ 30 fs,

to θ ≈ 0◦ for τL ≈ 100 fs. Emission in the same direction as the laser pulse propagation

(θ = 0◦) has previously been associated with skin depth emission from the electrons

near the front of the laser pulse in the reflected light [277, 305]. However, the peak in the

angle-resolved emission for the optimum of fO2 is a result of the stronger deformation

of the target for the longer pulse duration (similar to the higher laser energy case in 3D

shown in 5.13). A deeper channel in the target is formed, and dense electron bunches

injected into the laser pulse from the closer edge of the channel on the y > 0 side of

the focal spot, by the positive half-cycle of the laser electric field, propagate almost

parallel with the laser pulse close to the channel surface whilst being accelerated to

Objective Function
Parameter Values at Optimum

θi (◦) log10 (l [m]) τL (fs) ϕL (µm) xf (µm)
0–70 −(7.3–5) 30–100 1–6 −50–50

fO1=
∑

εsy 38 −5.6 30 1 1.76
fO2=max

(
d
∑

εsy/dθ
)

45.6 −5 100 1 1.93
fO4=Nsy, εsy >50 MeV 0 −5.22 30 1 1.89
fM1=fO2/

∑
εbr 70 −7.3 30 5.33 −50

fM2=A (fO2) fO2/
∑

εbr 54.3 −5.91 30 1 0.19

Table 5.2: The objective functions used for optimisation with laser intensity of 3 ×
1023(30 fs/τL)(1 µm/ϕL) W cm−2, and the parameters of the found optima.
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5.5 Optimisation in the highly radiative plasma regime

Figure 5.7: Synchrotron and bremsstrahlung radiation for the objective function optima in
table 5.2, for which IL = 3 × 1023(30 fs/τL)(1 µm/ϕL) W cm−2. (a) Synchrotron
photon energy spectra, (b) bremsstrahlung photon energy spectra, (c) angular
profiles of total emitted synchrotron photon energy and (d) energy content of the
synchrotron spectrum.

highly relativistic velocities. These electrons subsequently emit synchrotron radiation

near parallel with the laser propagation axis. This appears to be the same mechanism

that produces synchrotron emission close to parallel with the laser pulse in 3D shown

in figure 5.11, and discussed in further detail with figure 5.13. In comparison to the

lower laser intensity case in figure 5.6(c), with the same normalisation constant, a ×100

enhancement in the peak value is obtained for only a ×10 higher energy laser pulse.

Although the maximum synchrotron photon energies obtained for this optimum set of

parameters are similar to the other spectra in figure 5.7(a) and (d), the spectrum is

shifted to lower photon energies, containing the most radiation below 2 MeV.

Optimisation of total synchrotron emission with fO1 produces a peak in the angle-

resolved synchrotron emission of similar magnitude to the optimum for fO2 in figure

5.7(c), inadvertently maximising both objectives. This optimum exhibits a pronounced

double-peaked structure in the angular emission characteristic of synchrotron radiation
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5.5 Optimisation in the highly radiative plasma regime

from solid targets [147, 261, 277, 281, 302, 305]. However, the 38◦ angle-of-incidence

has resulted in the suppression of the lobe in the direction closer to the perpendicular of

the rotated target surface and the enhancement of the lobe closer to the parallel. This

behaviour is also present in figure 5.6(c), although the weakened lobe is less discernible

due to the more comparable backwards-directed radiation. The effect of varying the

angle-of-incidence on the synchrotron angular profile is discussed in more detail in the

next sections. The optimum for fO1 also produces a near identical synchrotron spectrum

to that for fO4, where the high energy spectral tail is optimised with a thicker target

and normal incidence.

5.5.2 Mitigating bremsstrahlung emission

The optimum parameters to reduce bremsstrahlung radiation whilst maximising angle-

resolved synchrotron emission with fM1 still correspond to the minimum target thick-

ness (50 nm) and maximum angle-of-incidence (70◦). However, in this case the optimum

occurs for the largest possible defocus, xf = −50 µm, and almost the maximum spot

size, ϕL = 5.33 µm. Irradiating such an ultrathin target with the minimum possible

beam width results in the foil rapidly expanding, becoming transparent very early in the

interaction and reducing coupling into synchrotron radiation. Increasing the beam size

on the target increases the target volume that the laser pulse interacts with, at the cost

of reduced laser intensity. A larger ϕL also increases the Rayleigh length, extending the

longitudinal distance over which synchrotron radiation is produced. This enhances the

overall synchrotron emission faster than any potential increase to the bremsstrahlung

emission. The faster increase of bremsstrahlung emission compared to synchrotron

emission with thicker targets always leads to the thinnest targets maximising their

ratio.

The angle-resolved synchrotron emission for the optimum of fM1 in figure 5.7(c) is

maximised for |θ| ≈ 90◦, in contrast to the lower laser pulse energy case in figure 5.6(c),

which peaks for |θ| ≈ 180◦. The objective function fM2, that includes an acceptance

function to guide the optimisation towards results above a threshold value for fO2, was

used again for the higher laser energy case. An increase to the peak angle-resolved

synchrotron emission in figure 5.7(c) was successfully demonstrated, with much higher

bremsstrahlung emission as shown in figure 5.7(b).

The optimisation results found here indicate the need to maximise the laser intensity
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5.6 Angle-of-incidence dependence of the forward synchrotron emission

interacting with the surface of solid targets to produce the most powerful sources of

synchrotron radiation. Rotation of the target in the plane of polarisation of the laser

pulse can produce the highest peak angle-resolved synchrotron emission, and the use of

ultrathin foils is a effective method of reducing the bremsstrahlung emission to generate

a purer source of synchrotron emission. The optimisation of multiple objectives in a

single objective function can be effectively controlled with careful definition of the

objective function, use of such methods is demonstrated to generate comparable to

best-case synchrotron emission in sub-µm foils where the bremsstrahlung emission is

still strongly mitigated.

5.6 Angle-of-incidence dependence of the forward synchrotron

emission

The Bayesian optimisation results have shown the angle-of-incidence to be a critical

parameter influencing the spatial profile of the synchrotron emission. To examine

this dependence in more detail, additional 2D simulations were performed for laser

parameters IL = 3 × 1022 W cm−2, τL = 30 fs, ϕL = 1 µm and xf = 0 (close to most of

the optima), and l = 3 µm (an arbitrary thickness opaque target).

In figure 5.8(a), the maximum value of d
∑

εsy/dθ is shown for different directions

of the emitted synchrotron photons, θsy, as a function of the angle-of-incidence. The

photons are grouped into those propagating with direction 90◦ > θsy > 0◦ and 0◦ >

θsy > −90◦, corresponding to the directions in which the two lobes are usually produced

due to laser-injected emission. These directions are hereafter referred to as θ90,0 and

θ0,−90, respectively, for brevity. The optimisation results from table 5.1 and figure

5.6(c) are added as data points. The observed lobes are of similar magnitude for normal

incidence. As the target is rotated to give the normal to the front surface direction

θn = θi − 180◦, the magnitude of the lobe propagating in θ0,−90 (closer to parallel

with the target surface) is enhanced by more than a factor of two when it peaks for

θi = 22.5◦. Many of the Bayesian optimisation results are for similar values of θi, albeit

with greater directional synchrotron emission achieved due to changes to some of the

parameters and many iterations. At the same time the magnitude of the θ90,0-directed

emission is reduced, this begins to reverse for θi = 37.5◦–52.5◦ until the emission in

both directions shown reduces in magnitude and begins to converge for increasing θi.
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Figure 5.8: (a) Maximum value of d
∑

εsy/dθ as a function of the angle-of-incidence, for syn-
chrotron photons emitted in angular ranges θ90,0 (black) and θ0,−90 (blue), where
l = 3 µm, IL = 3×1022 W cm−2, ϕL = 1 µm, τL = 30 fs and xf = 0. The optima in
figure 5.6 are also shown (diamonds). (b) Total energy in electrons with ε >10 MeV
in a local intensity I >1021 W cm−2 propagating with angle θe in the ranges θ90,0

(dashed) and θ0,−90 (solid) averaged over the period of synchrotron emission. (c)
Energy-weighted mean angle between the electron trajectory and the propagation
direction of the local electromagnetic field (left axis) and mean electron quantum
parameter (right axis) for each group of electrons in (b). (d)–(f) The electron
density for θi = 0◦, 22.5◦ and 60◦, respectively, where the total momentum of fast
electrons (arrows; green) and I = 1021 W cm−2 contour (red) is also shown.
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The synchrotron radiation is caused by highly relativistic electrons within the laser

field, and the direction of the emitted radiation is predominantly in the electron di-

rection of motion, θe. The effect of varying the angle-of-incidence is examined by

considering the electrons with energy > 10 MeV in local electromagnetic fields with

intensity > 1021 W cm−2. The total energy of such electrons propagating in the same

direction as each of the synchrotron lobes was averaged over the period of synchrotron

emission and is shown in figure 5.8(b). For normal incidence, the total electron energy

in each direction is equal, and as the target is rotated, the electron population that

propagates in the θ0,−90 direction rapidly acquires several times more total energy and

continues to gain energy until θi = 60◦. By contrast, the total energy of the electron

population that propagates in the θ90,0 direction over the interaction changes very little

with θi, with a minimum for θi ≈ 30◦ and a second peak at θi ≈ 52.5◦. Although these

changes match some of those for the peak angle-resolved synchrotron emission in figure

5.8(a), they do not explain why the θ0,−90-directed emission peaks for θi = 22.5◦ and

why the peak emission in both directions reduces for θi approaching 70◦.

The quantum parameter χe indicates synchrotron emission increases for higher γe,

and for higher |E⊥ + ve × B|. The orientation of the electron motion to the fields,

∆θ, is therefore important to consider (χe is maximised for antiparallel propagation,

∆θ = 180◦, and minimised for parallel propagation, ∆θ = 0). Figure 5.8(c) shows the

energy-weighted average absolute angle between the direction of motion of the electrons

and the local electromagnetic field, calculated from the Poynting vector S = E×B/µ0.

For the θ0,−90-propagating electron population, the average angle between the elec-

trons and the field exhibits an approximately linear decrease for θi = 0 to 70◦. For the

same field magnitude and γe, this would reduce the synchrotron radiation. The energy-

weighted average value of χe for the electrons propagating in each direction is also

shown in figure 5.8(c); χe,avg changes very little for θi = 0–30◦, but is strongly reduced

for greater θi. The optimisation of the magnitude of the angle-resolved synchrotron

emission in θ0,−90 is a result of the balance of the greater energy in the population

of electrons propagating in the same direction with the reduced average emission pa-

rameter. For the θ90,0-directed electron population, the angle to the field ∆θ and the

average emission parameter χe,avg only begin to strongly reduce for θi > 52.5◦, which

reflects the behaviour of the associated synchrotron emission in figure 5.8(a).

Example snapshots of the electron density on the simulation grid are shown in
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figure 5.8(d)–(f) close to the time of peak synchrotron emission, for θi = 0, 22.5◦ and

60◦, respectively. The red contours correspond to I = 1021 W cm−2, and the arrows

show the total momentum of fast electrons in each 150 nm×150 nm region. For normal

incidence in figure 5.8(d), every half laser cycle the electric field pulls electrons from the

edges towards the centre, with the electrons periodically coming from different sides

of the focal spot due to the oscillating direction of the laser electric field. This results

in periodic synchrotron radiation at the laser frequency with the lobes separated by

half a laser cycle, as observed in reference [147]. The shallow depth of the front surface

plasma cavity means that only electrons propagating at a steep angle with the incoming

laser pulse move into this region and experience the highest fields.

When the target is rotated to θi = 22.5◦ (see figure 5.8(b)) the laser electric field

can pull electrons from a greater area, and accelerate them along the surface of the

target further forwards with the pulse. As a result, the coupling of laser energy to

θ0,−90-propagating electrons is enhanced, and the synchrotron emission in this direction.

For θi = 60◦ (see figure 5.8(c)), the laser pulse is no longer reflected back in the

|θ| > 90◦ direction, but along the surface of the target, reducing enhancement of the

synchrotron radiation from counter-propagation of the reflected light with the laser-

injected electrons propagating along the target surface. These electrons now move with

the laser pulse, reducing their values of χe, as shown in figure 5.8(c), and producing

less synchrotron radiation.

The Bayesian optimisation results in table 5.2 and figure 5.7(c) indicate a laser

intensity dependence of the optimum angle-of-incidence for producing the highest peak

angle-resolved synchrotron emission, with the best results for θi ≈ 42◦ in comparison

to θi ≈ 25◦ for the lower laser intensity case. The hole boring velocity increases for

increasing laser intensity, causing the formation of a longer channel in the target and

changing the evolution of the geometry of the interaction, and hence the optimum

value of θi. The hole boring velocity also reduces for higher densities. Therefore, the

optimum value of θi is also expected to be dependent upon the target density.

5.7 Spatial control of synchrotron emission in 3D

The influence of the angle-of-incidence on the spatial profile of synchrotron emission

was explored in 3D with further simulations. The synchrotron emission is dominated by
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Figure 5.9: 3D simulation results for synchrotron photon emission for different laser light po-
larisation states. Peak angle-resolved synchrotron energy emitted in each direction
for (a) p-polarisation, (b) s-polarisation and (c) left-hand and right-hand circular
polarisation. (d)–(f) Conversion efficiency to synchrotron radiation for p-, s- and
both RHCP and LHCP polarisation, respectively.

electrons accelerated and injected from the edges further into the laser spatial profile due

to interaction with the laser electric field, and therefore the spatial profile of synchrotron

emission should change as the polarisation of the laser light changes. As a result, the

polarisation was varied between p-, s-, left-hand c- and right-hand c- polarised laser

light to test the effect on the spatial profile of synchrotron emission for varying angle-

143



5.7 Spatial control of synchrotron emission in 3D

of-incidence.

A lower initial plasma density of 100 nc was simulated due to the high compu-

tational resources required to model higher plasma densities accurately in 3D. This

may produce differences in the variation of the laser-injected synchrotron emission

with angle-of-incidence as discussed at the end of the previous section. A single tar-

get thickness of 1 µm was chosen, due to the increased resources required to simulate

thicker targets. Therefore, the synchrotron emission was not optimised with target

thickness (or transparency) for each angle-of-incidence tested. Transparency occurs for

each polarisation state at normal incidence, eventually becoming opaque as the angle-

of-incidence is increased, and is polarisation dependent. The laser parameters were

IL = 1.1 × 1023 W cm−2, τL = 30 fs, ϕL = 1 µm and xf = 0, corresponding to a pulse

energy of 39.8 J.

The spatial profiles of synchrotron emission are shown as a function of θ, the az-

imuthal angle from the positive x-axis in the xy plane where −180◦ ≤ θ ≤ 180◦, and

ϕ, the polar angle from the positive z-axis where 0 ≤ ϕ ≤ 180◦. The angle-of-incidence

corresponds to rotation in the xy plane.

Figure 5.9(a) shows the maximum angle-resolved energy of synchrotron emission

of the two azimuthally defined regions corresponding to θ90,0 and θ0,−90, as in the

2D results, as a function of the angle-of-incidence for p-polarisation. In a similar

manner to the 2D results, the magnitude of the emission in each direction for near

normal incidence is approximately equal. For increasing values of θi, the magnitude

of the θ90,0-directed emission drops very rapidly, and the magnitude of the θ0,−90-

directed emission achieves a peak at θi = 52.5◦. The peak emission is only ∼0.5 J sr−1

higher than the result for normal incidence, less than the factor of 2 improvement

observed in 2D. The magnitude of the angle-resolved emission in each direction appears

to converge around θi = 60◦, before the magnitude of the θ0,−90 lobe unexpectedly peaks

again for θi = 67.5◦; such behaviour was not observed in the 2D simulations shown in

figure 5.8(a). The conversion efficiency for p-polarisation is shown in figure 5.9(d), the

overall synchrotron conversion efficiency peaks for θi = 45◦, at the same time that

the conversion efficiency to θ0,−90-directed emission peaks at approximately twice its

normal incidence value.

For an s- (along z) polarised laser pulse the synchrotron lobes are oriented per-

pendicular to those for p-polarisation because they are generated along the axis of
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5.7 Spatial control of synchrotron emission in 3D

polarisation of the laser light. Therefore, each lobe is defined by their polar angle, ϕ.

In figure 5.9(b) the lobes begin at normal incidence with approximately equal magni-

tude (the difference is due to noise in the simulations or partially asymmetric dynamics

that depend upon the initial phase of the laser) and have similar values to those for

p-polarisation. However, for increasing θi the magnitude of the emission in each polar

direction tends to reduce. The overall conversion efficiency to synchrotron radiation

also reduces in a similar way in figure 5.9(e) and remains equal for each polar direction.

Rotation of the target causes the laser pulse to be spread over a larger area, and to be

reflected obliquely. As a result, the radiation pressure that is required for forming a

cavity in the target and producing strong laser-injected emission is lowered. Further-

more, because the laser pulse is polarised parallel with the target surface, its electric

field cannot directly force electrons away from the surface and further into its spatial

profile without surface deformation.

Finally, in figure 5.9(c) and (f), results for both left-hand circular polarisation

(LHCP) and right-hand circular polarisation (RHCP) are shown. For c-polarisation,

two lobes are not produced for normal incidence but an annular structure instead [261],

due to the rotating electric field pulling electrons into the focal spot from all around

the sides of the hole bored cavity each laser cycle. The magnitude of the angle-resolved

energy of synchrotron emission in the full angular range is shown in figure 5.9(c). For

normal incidence it is ∼1 J sr−1 lower than for linear polarisation, at ∼0.5 J sr−1. How-

ever, this more than doubles with rotation of the target to θi = 45◦. The magnitude

of the emission reduces for θi = 60◦ before peaking again for 67.5◦ in a similar way to

the p-polarisation results. The conversion efficiency in figure 5.9(f) remains approxi-

mately constant for θi = 0–45◦, before it quickly reduces for larger θi. The results here

for LHCP and RHCP are almost identical, as expected: only the rotation direction of

electrons in the laser fields is changed.

The results in figure 5.9 indicate p-polarisation for θi ≈ 45◦–52.5◦ produces the opti-

mal combination of peak angle-resolved energy of synchrotron emission and conversion

efficiency for the target simulated. However, they do not capture all of the changes

to the spatial structure of the synchrotron emission. In figure 5.10 the angle-resolved

synchrotron emission in the forward direction (|θ| < 90◦) is shown for each polarisation

and a range of values of θi.

For p-polarisation a double lobe structure is shown for θ = 0–45◦, in which the
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5.7 Spatial control of synchrotron emission in 3D

θ0,−90 lobe gains energy up to 45◦, whilst the θ90,0 lobe disappears. For θi = 60◦ the

angular structure changes, a beam of synchrotron radiation narrow in ϕ (|ϕ−90◦| < 5◦)

is produced for θ = −25◦–0◦, becoming wider like the original lobe structure for lower θ,

and the magnitude is strongly reduced (as seen in figure 5.9(a)). Lastly, for θi = 67.5◦,

the full synchrotron emission profile becomes narrower in ϕ and strongest for θ between

−20◦ and −10◦. This variation with θi is not replicated with s-polarisation, where

only the double lobe structure is produced and reduces in magnitude for increasing θi,

although curves towards the −θ direction.

For θi = 67.5◦, the angle between the laser propagation direction and target sur-

face becomes 22.5◦, approaching the divergence half-angle of the laser pulse, θdiv =
√

2ln 2λL/πϕL = 17.2◦. When a component of the laser polarisation is in the plane of

target rotation, as is the case for p- and c- polarisation, the laser electric field can inject

electrons from close to the target surface further into the laser pulse as it focuses. The

electrons are accelerated along the target surface, over a distance much greater than

ϕL, towards the focal point where they emit powerful synchrotron radiation in the in-

tense fields. Because the accelerated electron bunches that reach the centre of the laser

focus have a narrow divergence, the beam of synchrotron radiation also has a narrow

divergence. For the larger θi value of 75◦, this mechanism is degraded, as shown in

figure 5.9(a). The expansion of electrons from the target surface affects the laser beam

propagation, and the reduced difference in the propagation direction of the laser pulse

and electrons moving parallel with the surface acts to reduce χe and the synchrotron

emission.

For LHCP and RHCP in figure 5.10, synchrotron radiation is generated with an

annular spatial profile for normal incidence. Rotation of the target, however, produces

an asymmetry in the angular distribution of radiation. One section of the annular

structure becomes thicker and brighter, the hole of the annulus moves away from θ = 0

and ϕ = 90◦, and the opposite side of the annulus becomes thinner and dimmer.

The spatial profile of the synchrotron radiation now shows its dependence upon the

direction of rotation of circular polarisation, the profile is flipped in ϕ from LHCP to

RHCP. For increasing target rotation, the annular structure disappears and a broad arc

of synchrotron radiation is formed with a brighter spot in a single direction. Rotation of

the target reduces the number of electrons on one side of the focal spot, thus reducing

the number of electrons drawn into the spot by the laser electric field on this side.
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5.7 Spatial control of synchrotron emission in 3D

As the electric field rotates it pulls most electrons from the rotated (θi > 0) target

into the focal spot after it points in the +y direction, this results in the production of

angular distributions of electrons in the field that are either directed in +z (ϕ < 90◦)

or −z (ϕ > 90◦) depending on the direction of rotation of the electric field. For LHCP,

the electric field next rotates towards the −z direction, accelerating electrons in the +z

direction and generating synchrotron radiation in the same direction as those electrons.

The situation is reversed for RHCP, directing electrons in the field in the −z direction

and the concomitant synchrotron radiation.

For θi ≥ 60◦, the narrow enhanced beam of synchrotron radiation obtained from ac-

celeration of electrons along the target surface with the edge of the focusing laser beam

appears, similar to the changes to the angular synchrotron profile for p-polarisation.

However, due to the electron motion induced by the rotation of the electric field vector,

the synchrotron radiation is emitted a small angle above the xy plane for LHCP, and

below the xy plane for RHCP.

A limited number of 3D simulations were performed for IL = 1.1 × 1024 W cm−2,

corresponding to a laser energy of 398 J, to identify if the spatial structures in the

synchrotron emission change when the target is greatly deformed by the radiation

pressure and ponderomotive force. The angle-resolved total energy of synchrotron

emission for these simulations is shown in figure 5.11. Both an l = 1 µm and 3 µm

target were simulated due to the high laser transmission of the former target for normal

incidence at this intensity. The values of θi were limited to 0◦, 45◦ and 67.5◦.
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Figure 5.12: The conversion efficiency of laser energy to synchrotron radiation for different laser
light polarisation states and target thicknesses where IL = 1.1 × 1024 W cm−2.

The double lobes for p- and s- polarisation were generated closer to the laser prop-
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5.7 Spatial control of synchrotron emission in 3D

agation direction, and the synchrotron emission for s-polarisation is less suppressed

for l = 3 µm with increasing θi compared to figure 5.10 due to the increased target

deformation improving electron injection into the laser beam. For c-polarisation, the

emission is also more collimated with the laser pulse, and the annular structure for

normal incidence only appears for l = 1 µm, with the l = 3 µm target producing a spot

centred close to the laser propagation direction. Hollowing of the synchrotron emission

profile along the laser propagation direction for c-polarisation may enable the onset

of relativistic transparency for a significant duration of the interaction to be inferred

from experimental measurements. For all of these polarisation states and l = 1 µm, the

peak angle-resolved emission is enhanced for the larger values of θi due to the increased

target material within the path of the laser pulse. For p- and c- polarisation with

l = 3 µm, the angle-resolved emission is highest for θi = 45◦, the same as the lower in-

tensity case in figure 5.10 neglecting the narrow enhanced emission for θi = 67.5◦ which

is not produced here. The conversion efficiencies shown in figure 5.12 demonstrate the

overall emission is highest with all three polarisations for θi = 45◦ with l = 3 µm.

The highest angle-resolved synchrotron emission of 160 J sr−1 was generated for p-

polarisation, θi = 45◦ and l = 3 µm. However, this corresponds to a narrow beam

centred at θ ≈ 0 and ϕ ≈ 90◦, instead of an oblique single lobe as in figure 5.10 for

lower intensity. The emission here is driven by electrons from the y > 0 side of the

target injected into the laser pulse and co-propagating with it as it moves further into

the target; the same mechanism that drives similar emission for the optimum of fO2 in

figure 5.7(c).

Figure 5.13 shows a snapshot of the 3D interaction whilst this radiation is generated.

The electron bunches accelerated along the closer surface of the channel formed in

5.13(a) can reach Lorentz factors several times greater than a0 = 720 as shown in

5.13(b). The electric and magnetic field components corresponding to the incident

laser pulse, Ey and Bz, are shown in figure 5.13(c) and (d), respectively. Assuming the

electrons propagate with velocity v ≃ c along x, the perpendicular fields that cause

synchrotron emission |E⊥ + v × B| ≃
√

(Ey − cBz)2 + (Ez + cBy)2. The values of this

are shown in figure 5.13(e). For incoming light propagating through vacuum Ey = cBz

and
√

(Ey − cBz)2 + (Ez + cBy)2 = 0. However, in these interactions the fields may be

altered by the scattering or generation of light, strong currents and space-charge fields.

In this case, the dominant contribution to |E⊥ +v×B| is caused by |Ey − cBz| close to
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5.7 Spatial control of synchrotron emission in 3D

Figure 5.13: (a) The electron density, (b) electron Lorentz factor, (c) y-component of the
electric field and (d) z-component of the magnetic field for p-polarisation,
θi = 45◦ and IL = 1.1 × 1024 W cm−2. For electron propagation along the
x-axis at ultrarelativistic velocities (v ≃ cx̂), the value of |E⊥ + v × B| ≃√

(Ey − cBz)2 + (Ez + cBy)2 is shown in (e). Lastly, in (f) the normalised
synchrotron power estimated from cell-averaged quantities assuming propagation
along x, in regions where electrons propagate close to parallel with (within 5◦ of)
the +x direction. The contours show where ne = 10nc, and all quantities are
shown 18 fs after the laser peak reaches x = 0.

the channel surface. Here, any reflection of the laser light may increase |Ey − cBz|, and

strong space-charge fields may be induced as the radiation pressure and ponderomotive

force push electrons outwards; figure 5.13(c) shows positive Ey fields are generated

along the upper channel surface where the electron density is high for x = 2–5 µm. A

strong negative Bz, however, is also shown to be present here along the upper channel

surface near the series of electron bunches. This magnetic field is responsible for a
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significant fraction of |E⊥ + v × B| in this region that causes synchrotron emission

through the parameter χe. Strong magnetic fields are known to be generated in laser-

solid interactions due to the large current densities [326–328]. In particular, magnetic

fields along the z-direction (or equivalent) have been observed in simulations of direct

laser acceleration in relativistically underdense channels [329, 330]. Although analysis

of the currents and magnetic field generation is beyond the scope of this work, the

results here demonstrate the self-generated magnetic fields to be important. In addition

to causing synchrotron emission, the magnetic field also acts to confine the electron

bunches within the channel. To show the source of the enhanced synchrotron radiation

along the laser direction of propagation, the expected power of synchrotron emission

was calculated using P ∝ neχ2
eg(χe) assuming motion parallel with the x-axis, for grid

cells where the averaged electron velocities correspond to trajectories within 5◦ of the

+x direction. The normalised power is shown in figure 5.13(f) and is dominated by the

ultrarelativistic electrons within the bunches accelerated along the channel surface that

are closest to the closed end of the channel. Although pair production was not modelled

in the simulations discussed in the chapter, inclusion of nonlinear Breit-Wheeler pair

production in several test simulations for the same conditions as used here produced

the same angular profiles of synchrotron emission.

5.8 Summary

In summary, Bayesian optimisation has been applied to the generation of synchrotron

radiation in ultrahigh intensity laser interactions with CH foils in 2D PIC simula-

tions. Optimisation of individual properties was shown, and control of the simultane-

ous optimisation of the individual objectives of maximising synchrotron production and

minimising bremsstrahlung emission was demonstrated with changes to the objective

function, including the use of an acceptance function.

The angle-of-incidence was identified from the optimisation results as a critical

parameter for achieving the highest angle-resolved synchrotron emission. Further 2D

and 3D simulations showed the optimisation of the synchrotron emission spatial profile

into a single forward-directed lobe, due to the improved acceleration of electrons along

the target surface. The angular distribution of the synchrotron emission for p-, s-

, left-hand c- and right-hand c- polarisation was demonstrated in 3D for angles-of-
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incidence up to 75◦. Here, the electrons injected from the target surface into the focal

spot during the interaction due to the laser electric field dominate the emission and

cause the angular synchrotron profiles generated. Changing the direction of rotation

of the electric field vector for circular polarisation showed a synchrotron spatial profile

mirrored in the z (polar) direction to be produced. Furthermore, rotation of the target

to bring the surface close to the divergence half-angle of the tightly-focused laser pulse

for IL = 1.1 × 1023 W cm−2 was observed to produce a narrow beam of synchrotron

radiation from the electrons accelerated along the surface during focusing, for p- and

c- polarisation. For IL = 1.1 × 1024 W cm−2, and a target thick enough to avoid

significant transparency, the most angle-resolved emission was found for 45◦ incidence

and produced a profile peaked close to the laser propagation direction. Analysis of the

interaction dynamics showed highly energetic electrons are accelerated near parallel

with the laser pulse along the closer side of the channel, formed in the target due to

the radiation pressure and ponderomotive force. The emission here was found to be

assisted by a current-driven magnetic field.

Many target designs for synchrotron production in laser-solid interactions utilise

microstructures such as pre-formed channels, cones or wires in which the acceleration

of electrons along a surface or within a channel occurs in a similar way to the optimised

conditions found here. The manufacture and alignment, however, of such small target

structures is a considerable challenge that may limit the achievable repetition rate and

consistency of the radiation beams produced. The generation of a self-formed channel in

an (oblique) target, within which the synchrotron radiation is produced, as in this work

may provide a simpler and more repeatable alternative to complex target structures.

The density of the target could also be varied to improve the synchrotron emission:

reducing the target density with the use of cryogenic hydrogen or foam targets instead

of foils would improve the channel formation and could increase the conversion of laser

energy to synchrotron radiation.

The changes induced in the synchrotron spatial profile with laser polarisation and

angle-of-incidence may enable such radiation to be more easily distinguishable from

bremsstrahlung emission in experiments, and enhance studies of the QED-plasma physics

in these interactions. The demonstrated control of the synchrotron emission is also

useful for the application of this intense source of high energy photons. The work pre-

sented here may be extended by searching for conditions that optimise the generation
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of electron-positron pairs through the linear or nonlinear Breit-Wheeler process. The

influence of additional parameters such as the front surface density scale length, the

spatial-intensity contrast [38] (including asymmetries in the focal spot) and different

target structures could also be explored.
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CHAPTER 6

Conclusion

The research presented in this thesis has explored the optimisation of radiation sources

from laser-solid interactions at peak laser powers up to 20 PW. The results will improve

the understanding of proton acceleration and the generation of synchrotron radiation

in experiments at state of the art high power laser facilities. They are summarised in

this chapter.

6.1 Proton acceleration

The maximum energy of protons accelerated from CH foils was optimised by varying

the foil thickness in a series of PIC simulations. This was repeated for realistic laser

parameters with a number of peak intensities across a range up to 2 × 1023 W cm−2. In

all cases, the maximum energy of the proton spectra peaked for a thickness where sig-

nificant laser transmission occurred. Importantly, the maximum proton energies were

demonstrated to peak when relativistic transparency occurs simultaneously with the

arrival of the peak laser intensity on the target for IL = 5 × 1020–2 × 1023 W cm−2 with

both linear and circular laser polarisation. Relativistic transparency is well known to

offer increased proton energies, but the rapidly evolving plasma dynamics make identifi-

cation of the mechanism responsible a challenge. Particle tracking enabled examination

of the acceleration history of the history energy protons, which showed a mix of pro-

cesses occur. For linear polarisation, prior to the onset of RSIT these protons usually

experience a combination of RPA and TNSA. At the lower limit of the intensity range
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6.1 Proton acceleration

TNSA generally dominates the initial phase of the interaction here, whilst close to the

upper limit the protons experience combined RPA-TNSA as they move with the com-

pressed electron layer. With the onset of RSIT, electrons throughout the target volume

in the path of the laser pulse are directly accelerated by the laser thus enhancing the

rear surface sheath field, in part due to the dense positively charged ion region they

leave behind. The enhancement with relativistic transparency heavily relies upon the

laser pulse propagating through a rapidly decreasing density gradient, where the return

current is limited by the reduced number of electrons causing strong charge separation

fields to be generated that accelerate the protons and ions, which corresponds to it

exiting the rear of the thin foil targets used here. For circular polarisation, the initial

phase of the acceleration for the highest energy protons is dominated by RPA, which

occurs predominantly through the light sail mechanism due to the ultrathin foils used

here. Although the target rapidly expands when RSIT occurs, the Lorentz force of

the transmitted laser pulse continues to push many electrons forwards and the protons

continue to be accelerated at the rear of the target.

The presence of an extended laser pulse rising edge with high intensity, which may

often be present in experiments, increased the optimum target thickness but the maxi-

mum proton energy achievable did not considerably change. The other elements of the

laser contrast that arrive a picosecond or more before the main pulse are therefore ex-

pected to be more important to consider in experiments, provided the rising edge is not

significantly more intense than that simulated here. Acceleration of protons from the

contaminant layer on the target rear surface will, however, be significantly degraded by

pre-acceleration away from the target by TNSA during the laser pulse rising edge. As

the plasma electrons begin to radiate strongly at the highest laser intensity considered

in this work, the radiation reaction was shown to delay the onset of RSIT and reduce

both the maximum achievable proton energy and conversion efficiency. Radiation reac-

tion was also found to reduce the maximum proton energy from the thickest target by

approximately 50%. Therefore, relativistic transparency will become even more impor-

tant for obtaining high proton energies in experiments with such high laser intensities,

where TNSA in thick targets will become inefficient. In several cases, peaks in the

proton energy spectra were observed along the direction of propagation of the laser

pulse. The generation of peak proton energy spectra would be useful for applications

that require a large dose of protons at a single energy. It is currently unclear if these
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6.1 Proton acceleration

peaks are a result of RPA or radiation reaction, yet production of these artefacts in

3D simulations and improved understanding of their generation could provide sufficient

evidence to search for their production in experiments.

The onset time of relativistic transparency has been demonstrated as a critical

factor in proton acceleration for a wide range of conditions. Therefore, it will be

important to consider in future experiments where relativistic transparency occurs.

This may be the case not only for proton acceleration, but also the acceleration of

heavy ions and the generation of other radiation from these interactions. Diagnosing

the transparency time experimentally is, however, a difficult challenge. The transmitted

pulse will have experienced temporally varying absorption, and other light that has not

propagated through the relativistically transparent target may also be present. This

includes evanescent light that can escape the rear of the target and transition radiation.

Measuring changes in the transparency time over timescales much shorter than the laser

pulse duration is also a technical challenge that may prove difficult to overcome. In

the presence of these obstacles, perhaps the most useful way to use the transmitted

laser light is to inform an artificial neural network model of the interaction or proton

beams produced. Spectral interferometry of the transmitted laser pulse with a separate

pulse at a fixed delay would also provide some information on changes to the temporal

structure of the transmitted laser pulse, and the data could additionally be used to

inform a machine learning model. Measurements of the reflected light could be used in

a similar way, especially for circular polarisation where the proton energies demonstrate

a dependence on the peak critical surface velocity.

Given the protons are accelerated by charge separation from the electrons, which

are directly accelerated by the Lorentz force of the transmitted laser pulse, the spa-

tial profile of the proton beam can be controlled to some degree by varying the laser

polarisation. Indeed, proton beams have been manipulated in the past by varying be-

tween linear, elliptical and circularly polarised light [97], yet other polarisation states

or high order modes of the incident laser beam such as radial polarisation or Laguerre-

Gaussian modes may have the potential to improve the proton beams provided similar

laser intensities are attainable.

The use of ultrathin targets to enable RSIT does present several issues. These tar-

gets are fragile and it is currently unclear if there is a method of using them successfully

at high repetition rate, which may limit their applications. Although the optimum tar-
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get thickness increases with intensity, this still only reaches values of ∼ 1 µm in this

work, whilst the most established method using solid targets at high repetition rate,

tape drive targets, are limited to thicknesses ≳ 10 µm. The use of lower densities cor-

responding to tens of nc would enable thicker alternative targets. Production of foams

at this density would still require a suitable method of deploying them at high repeti-

tion rate. Cryogenic hydrogen ribbons or liquid jet targets could also be useful, but a

method to control the thickness and reduce it to values thin enough for RSIT would

be needed.

The work presented in chapter 4 could be developed further by considering the

acceleration of heavier ions, or by considering optimisation of the proton beam for a

specific application. The understanding of interactions at IL ≳ 1023 W cm−2 is also

currently limited, and further simulations in 3D with strong-field QED effects would

help inform upcoming experiments.

6.2 Synchrotron radiation

The generation of synchrotron radiation from planar foil targets was optimised in 2D

PIC simulations using Gaussian process regression. Various properties of the syn-

chrotron emission were optimised individually by varying the objective function, in-

cluding the overall conversion of laser energy to synchrotron photons, the peak di-

rectional emission of synchrotron radiation and the number of synchrotron photons

above an energy threshold. Optimisation of multiple properties of the emission was

demonstrated, including the simultaneous optimisation of synchrotron radiation and

mitigation of bremsstrahlung radiation. The use of an acceptance function to set a

lower threshold value for one of the optimised parameters was demonstrated. Input

parameter scans also showed the scaling of the synchrotron conversion efficiency with

several parameters. For increasing laser intensities, the synchrotron emission resulting

from electrons entering the laser focal spot from the sides of the channel bored in the

target becomes increasingly important.

The optimised results were generally found for conditions that maximise the laser

intensity incident on the target surface, and oblique incidence of the laser pulse. Fur-

ther 2D simulations showed that oblique incidence improves the coupling of laser en-

ergy to electrons, but as the angle-of-incidence with respect to the target normal in-
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creases the electron propagate closer to the parallel with the laser pulse, eventually

reducing the synchrotron emission. Optimisation of the synchrotron radiation with an

oblique angle-of-incidence was also found in a series of 3D PIC simulations. Due to

the role of the laser polarisation observed in the simulations, further 3D simulations

were performed for s-, right-hand c- and left-hand c- polarisation. The results of which

demonstrated the polarisation dependence of the emission. Finally, 3D simulations for

IL = 1.1 × 1024 W cm−2 showed similar results, yet the most synchrotron emission was

observed near parallel with the incident laser pulse for p-polarisation with the laser at

45◦ incidence to the target. In this case, highly relativistic electrons propagate near

parallel with the laser pulse along one side of the channel formed in the target, and

emit synchrotron radiation in part due to a current-generated magnetic field.

The use of ultrathin targets that undergo RSIT greatly reduces the bremsstrahlung

emission compared to thicker targets, and will be useful for exploring the generation of

synchrotron radiation and its applications in a less noisy environment. For applications

that require the brightest beam of synchrotron radiation, however, the Bayesian optimi-

sation results show the use of thick targets that remain opaque can produce somewhat

more directional synchrotron emission. The use of tape drive targets with the laser

at oblique incidence could therefore provide a good method of producing bright syn-

chrotron radiation, where the target is relatively robust and where high repetition rates

are readily achievable. Although schemes involving microstructured targets, multiple

laser pulses or both could enhance the synchrotron emission, the spatial and temporal

alignment of multiple laser pulses or alignment of a single laser pulse with a micron

scale structure would be challenging. Large variations would be expected in the radi-

ation produced, and the maximum repetition rate of successful shots with structured

targets may be limited if the pointing stability of the laser is not much smaller than the

transverse dimensions of the target structures. The generation of optimal synchrotron

radiation in this thesis was found to be dependent upon the laser forming a channel

in the target. Therefore, the synchrotron emission could be further improved on from

the results in chapter 5 by utilising alternative lower density targets, where channel

formation is improved, to the CH foils modelled in this work. For example, cryogenic

hydrogen ribbons, liquid jets, foams, high pressure gases or tape drive targets with

a pre-expanded front surface could offer a simple and more repeatable alternative to

structured targets, if the challenging laser alignment and pointing stability requirements
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with micro-structured targets cannot be overcome.

Extensions to the work presented in this thesis could include implementation of the

polarisation and spin-dependent properties of the synchrotron emission, which would

enable exploration and optimisation of polarised gamma ray sources. Similarly, ma-

chine learning methods could be applied to simulations to find conditions that optimise

the generation of positron beams and their polarisation. Although p-polarisation of

the laser pulse was found to produce the most synchrotron emission in the 3D simu-

lations discussed in chapter 5, other polarisation states and high order modes of light

could be explored. An optimisation technique could also be applied to 3D simulations,

and in experiments now that laser facilities capable of producing intensities exceed-

ing 1023 W cm−2 are coming online. In particular, multi-objective optimisation via

Bayesian optimisation or other methods could be implemented to identify the Pareto

front with a number of objectives.

6.3 Final remarks

Research on laser-driven plasma accelerators has spanned many decades. Now, with the

availability of high peak power and repetition rate lasers, the potential to soon apply

these radiation sources to help solve a range of challenges exists. The laser intensities

reachable in the laboratory are now high enough that proton and ion energies surpassing

the energy requirements for hadrontherapy of deep seated tumours may be possible, and

tests of the medical applications of laser-produced ion sources combined with further

development may finally enable them to contribute to this aspect of healthcare. In

addition, these laser intensities are also opening up an exciting new area of experimental

physics, where tests of strong-field QED physics are possible, and effects within this

high field regime could be leveraged to produce new intense sources of high energy

particles and photons. A key part of developing laser-driven radiation sources for

applications is optimising the interaction to produce a stable source of radiation at

the required energies and at high flux. The work in this thesis has gone some way

to understanding how the range of proton energies achievable can be increased and

the interaction dynamics responsible. In addition to improving the understanding of

the generation of synchrotron radiation in these accelerators and identifying conditions

under which the brightness of the gamma ray beam could be maximised. It is hoped
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that the results discussed in this thesis help inform and understand many experiments

in the future.
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APPENDIX A

List of Acronyms

ASE Amplified Spontaneous Emission
BOA Laser Break-Out Afterburner
CCD Charge-Coupled Device
CPA Chirped Pulse Amplification
ELI Extreme Light Infrastructure
EPOCH Name of a particle-in-cell code
FWHM Full-Width-Half-Maximum
ICF Inertial Confinement Fusion
LCFA Local-Constant-Field Approximation
LHCP Left-Hand Circular Polarisation
MCP Micro-Channel Plate
NIF National Ignition Facility
OPCPA Optical Parametric Chirped Pulse Amplification
PIC Particle-In-Cell
QED Quantum Electrodynamics
RCF Radiochromic Film
RESE Re-injected Electron Synchrotron Emission
RHCP Right-Hand Circular Polarisation
RPA Radiation Pressure Acceleration
RSIT Relativistic Self-Induced Transparency
RTF Relativistic Transparency Front
SASL Synchronised Acceleration by Slow Light
TNSA Target Normal Sheath Acceleration
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Frassetto, E. Månsson, L. Poletto, S. Stagira, C. Vozzi, M. Nisoli, P. Rudawski,

S. Maclot, F. Campi, H. Wikmark, C. L. Arnold, C. M. Heyl, P. Johnsson, A.

L’Huillier, R. Lopez-Martens, S. Haessler, M. Bocoum, F. Boehle, A. Vernier, G.

Iaquaniello, E. Skantzakis, N. Papadakis, C. Kalpouzos, P. Tzallas, F. Lépine,
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[247] B. Rus, F. Batysta, J. Čáp, M. Divoký, M. Fibrich, M. Griffiths, R. Haley, T.
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Schnepp, R. Lehe, and A. R. Maier, Physical Review Letters 126, 104801 (2021).

[309] R. J. Shalloo, S. J. D. Dann, J.-N. Gruse, C. I. D. Underwood, A. F. Antoine,

C. Arran, M. Backhouse, C. D. Baird, M. D. Balcazar, N. Bourgeois, J. A. Car-

darelli, P. Hatfield, J. Kang, K. Krushelnick, S. P. D. Mangles, C. D. Murphy,
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