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Abstract

This thesis proposes and discusses aspects of a low-ce&tsgnetwork called “Hopscotch”
as a potential solution to the rural broadband problem. iBoy broadband internet access
to rural locations is challenging due to the long distancetsvben internet backbone and
households, the sparse population density and difficulditer Hopscotch uses a network
of renewable powered base stations, termed “WindFi”, cotatkby point-to-point links, to
deliver internet access to rural communities.

A combination of frequency bands are used within Hopscdsthndard IEEE 802.11GHz
WiFi access technology is used for high capacity links, andil&ra high frequency TV
“white space” spectrum overlay in tlt®0-800 MHz band provides long distance coverage.
The advantages of “white space” spectrum are demonstrates fural wireless scenario;
reducing the number of base stations required to cover a comntynand decreasing the
transmit power required to create long distance links oleaflenging terrain.

The use of renewable power allows WindFi base stations todigolaced to serve a commu-
nity, irrespective of available infrastructure. The posgstem is the biggest cost component
of the base station therefore the system must be carefulygsiThe design of the WindFi
base station is presented and the specification of the réatewawer generation system val-
idated with operational data. To reduce the energy requaed therefore the demand on
the renewable power system, aspects of energy use withibatbe station are considered.
Models of the power consumption and data rate selectioraftios used in Hopscotch are
presented.

Hopscotch trials have been running on the Scottish islahBsie and Tiree. Measurement
based models of household distribution, daily networkrime traffic and large-scale path
loss for a rural community are presented based on trialtesushich are useful for simulat-
ing rural broadband networks.

To minimise the power consumption of the WindFi base statanenergy optimisation is
presented for a Hopscotch scenario. Dynamically alteifegatssignment of users between
two overlay radio access networks, based on the instantarepacity required, is shown
to reduce power consumption. The optimum assignment betiieenetworks to maximise
individual user throughput is also presented.
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Chapter 1

Introduction

1.1 The Rural Broadband Problem

Broadband internet access is regarded as a key enablingplegly in both developed and
developing economies. Widespread broadband internessiateeveloped economies such
as the UK and US has led to a move towards online services suekgavernment, tele-
medicine, video conferencing and video streaming. Des#ipisgoroliferation, a digital divide
has emerged between urban and rural communi2ié8 s telecommunication providers are
unable to roll out broadband internet access to remotesslyguopulated rural communities
due to the large infrastructure costs involved and poormeda investment. Currently3%

of UK households have access to an internet connection pgtroviding a throughput of
more thar24 Mbps, dubbed superfast broadband (SFBB)Within the Scottish Highlands
only 3.6% of households have access to SFBB This disparity leads to rural communities
being excluded from access to online services which colidratise help ease the distance
penalty that accompanies a rural locati@h [Additionally there is evidence of people leav-
ing rural communities to live in urban areas due to a lack oiheetivity [?].

In remote areas such as the sparsely populated Highlandislkandls of Scotland, many
households are located far from a telephone exchange. intis the speed of the most
common method of broadband delivery, asynchronous dgitagcriber line (ADSL), which
uses existing copper cabling][ Emerging SFBB alternatives such as fiber access and 4th
generation (4G) mobile broadband require substantiat@apivestment, planning permis-
sion and access to the electricity grid or the use of diesgtigeors to ensure uninterrupted
power supplies. The large infrastructure costs and thdiaddl operating expense of electri-
cal connection and/or fuel make these solutions, which baes adopted in urban settings,
uneconomical for rural deployment without major subsidy.

These reasons have contributed to a number of governmesrngshto incentivise and sub-
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sidise rural broadband. When awarding spectrum for 4G radisibadband coverage, the
German telecommunications regulator included conditionsure awardees built-out their
networks in areas with no or very low broadband coveragerbafeploying in more pop-
ulated areas?. In October 2013 the Scottish government pledged to enate95% of
premises in Scotland have access to SFBB by 20]JL8 |

1.2 Hopscotch: A Rural Broadband Network

This thesis proposes and discusses aspects of a low cotsgireetwork called “Hopscotch”
as a solution the rural broadband problem. Test instaliatid Hopscotch base stations using
IEEE 802.115 GHz WiFi and ultra high frequency (UHF) “white space” radas currently
being trialled in Scotland. Communities are illuminatethgs point-to-multipoint (PTMP)
wireless distribution system connected to internet pmit@ié®)-backbone directly or via a
series of point-to-point (PTP) relays mounted on Hopscotolewable energy base stations
or elsewhere if electrical power is easily available.

The system presented uses a combination of radio acces®tegles and frequency bands,
served by base stations. Hopscotch base stations, termiadiF\t/ are designed to be low
power autonomous units, powered by a combination of reniensdurces. One form of
the network deployable today, without any licences, usasdsird IEEE 802.11 WiFi access
technology to create a network. The project also featuresutie of UHF “white space”
radios thus forming a digital dividend “white space” speuoiroverlay in the500-800 MHz
band [?]. Hence by setting up an IEEE 802.11 WiFi based network inmaraanity a “white
space” test network can be overlaid using the same infresiiel This aids the study and
comparison of access technologies and serves as a testritbée favestigation and devel-
opment of “white space” links. Operation in “white spacesltlae potential to provide more
comprehensive cover than in existing fixed wireless bands faural setting, therefore an
overlay network allows the use of cognitive radio techngseich as dynamically switching
between multiple frequency bands, to be explored and eteslua

1.3 Contributions

This work contains a number of contributions towards the $¢ogch wireless rural broad-
band network. These contributions overcome the limitatiohexisting rural broadband
solutions to allow Hopscotch to provide a realistic cos$é@ive solution to the rural broad-
band problem.
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The use of UHF “white space” frequency bands is considerdldarcontext of rural broad-
band and is demonstrated to offer superior performanceistiex wireless solutions. This
reduces the number of base stations required, and thetefoees the cost of the network,
which is important when there are a limited number of usemgeske[?, ?, ?, ?].

The design of a renewable powered base station for HopsdMicklFi, is presented and the
performance validated against design decisions usingdeddield data. The use of renew-
able power is key to the success of Hopscotch as base stéimengent is not constrained to
the availability of utilities P].

Models of household distribution, daily internet traffictteans, large-scale path loss, radio
performance and power consumption are presented for ametalork which can be used
when studying a network theoretically or through simulati®hese models have been cre-
ated by analysing data from a Hopscotch rural broadbandankten the Scottish island
of Tiree and by measuring the performance and power consom@t hardware. Models
of daily internet traffic patterns, household distributiamd a general path loss model are
created and used; providing an alternative to typical utlsage models. Similarly, power
consumption models of commonly used radio hardware for fineeless links are presented.
These allow the impact of wireless link design on power consion of a base station or
network to be considere@]

Using the network and power consumption models, a hetesmgennetwork consisting of
standard IEEE 802.11 WiFi access technology and UHF acsesmsidered and demon-
strated to reduce the power consumption of the network winiggntaining a level of service
for users. The optimisation of users between each netwsrkseisented to minimise the
power consumption at a base station. Reducing the poweungign of a base station
is key to reduce the cost of a renewable generation systerarefidre, the assignment of
users to one of the two networks, driven by the overall aim ofimising power, has been
optimised in [?] and developed through the use of belief propagation nétsvat.

1.4 Thesis Organisation

This thesis presents contributions to the delivery of lmstc energy-efficient rural broad-
band using a wireless network powered by renewable energy.

Chapter 1 (this chapter) introduces the rural broadbanbl@mo as the motivation for this
work and provides an overview of the contributions and oiggtion of the thesis.

Chapter 2 summarises current rural broadband access teghesand wireless rural broad-
band networks and describes existing limitations. A paakisblution to overcome these
limitations, the Hopscotch wireless network, is introddieand compared to existing tech-
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nologies. The overall architecture of the network is désatiincluding the types of wireless
links used. The network can include a UHF “white space” ayerletwork. The suitability
of this band for rural broadband is discussed in this chapter

Chapter 3 describes the design process and verificationeoWindFi base stations used
to construct the Hopscotch network. This includes a detaillescription of the renewable
power generation system design, which is the main cost capmgoof the system. An

analysis of the performance of the system when deployedvengor standard and fault
conditions to validate the design decisions.

Chapter 4 presents the results of a lab-based charad@mniséthe performance and power
consumption of radio hardware used by Hopscotch undermvgugonditions. These results
are used to create behavioural models of the radios whictbearsed when analysing and
designing rural broadband networks.

Chapter 5 presents analysis of data captured from a triaétiph network on the Scottish
island of Tiree. This analysis is used to create two modelsremapirical path loss model,
and a data usage model — useful for understanding and anguysial broadband networks.
A model of the distribution of households within the comntyis also presented.

Chapter 6 uses the models created in Chapters 4 and 5 to deatem®w a combination of
frequency bands can serve a community and how varying thgnassnt of users between
the bands can minimise the power consumption of a baserstatiibsst maintaining a desired
level of performance for a network. Three methods are useihtalate the optimisation;
a probabilistic method, a Monte Carlo method and a Bayes#iefmetwork (BBN). The
optimised assignment between the networks is calculatddaagdynamic, demand driven
assignment is proposed to minimise the power consumption.

Chapter 7 summarises the contributions within this thesisdiscusses potential future re-
search directions.



Chapter 2

Hopscotch Rural Wireless Access
Network

This thesis considers solutions to the rural broadbandl@nobwhere the combination of
difficult terrain and low population densities makes deiivg economical rural broadband
a challenge. This chapter reviews relevant technologidsrdaroduces the generic architec-
ture of a potential solution to the rural broadband probléme: Hopscotch rural broadband
network. Section 2.1 reviews and compares existing rura@hdivand access technologies
including wireless networks to gain an understanding af tidvantages and shortcomings.
Section 2.2 introduces the Hopscotch wireless network ésamme the limitations of exist-
ing technologies. Sections 2.3 and 2.4 detail the types amgepies of the wireless links
used within the networks. Section 2.5 compares these lohsionstrates the advantages
and disadvantages and discusses how they can be used tagedheetwork. Section 2.6
demonstrates how a network is constructed out of “WindFgebstations.

2.1 Rural Broadband Access Networks

Traditionally wireline technologies are used for the firea bf delivering connectivity from

a telecommunication service provider’s infrastructur@toustomer’s premises, otherwise
known as the “local loop” or “last mile”. The most common taologies used are ADSL
and fiber optic access either to the premises or kerb. Weadsest mile access solutions
such as cellular mobile broadband, satellite broadbanded fierrestrial wireless offer an
attractive alternative to wireline solutions in rural ase& generally their infrastructure costs
are lower.
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2.1.1 Asynchronous Digital Subscriber Line

Around75% of UK residential broadband connections are currentlivdetd by ADSL [?].
ADSL uses existing telephone cabling and therefore reguicenew infrastructure for de-
ployment where copper telephone lines exist, provideditieei$ of sufficient quality. Data
rates depend on length and quality of the line between thewoar and local exchange; the
closer a consumer lives to the exchange, the better therpefwe P]. With ADSL2+ data
rates up t@4 Mbps can be achieved withihkm of the exchange?]. When the distance
between consumer and the exchange exceédan, ADSL typically does not work.

In the Highlands and Islands of Scotland, due to the remetené customers and chal-
lenging landscape, many household are located far from emaeéxge limiting ADSL broad-
band speeds and connectivity. Data collected by the UK atgulthe Office for Commu-
nications (Ofcom), show$4.6% of households in the Scottish Highlands receive less than
2 Mbps [?]. According to Sam Knows?] as of November 2013 only nine of the Highlands’
176 exchanges had been upgraded from ADSL to ADSL2+, furthatihngpossible speeds.

2.1.2 Fiber Optic Access

Two types of fiber optic access are typically used; fibetttome (FTTH) and fiber-to-
the-cabinet (FTTC).

FTTH uses fiber optic cable as the local loop between exchandeonsumer. Of all tech-
nologies considered in this section, FTTH offers the higbapacity, reliability and immu-
nity to interference 7). Fiber optic access is the most common form of fixed acce8BSF
Typically speeds up ta00 Mbps are offered and Gbps access is possible. Establishing
FTTH in rural areas is expensive as a new infrastructuregsired. The civil engineering
costs are usually estimated to accountd0%-90% of the total cost of deploying the net-
work [?]. In rural areas the cost per home for installing a new netvssignificantly higher
than in the more densely populated areas, making unsuégdideployment unprofitable.

FTTC and hybrid fibre-coax networks are less costly than aHFm&twork to install as fiber
Is connected to a cabinet close to the household (typicathims300 m) and a copper twisted
pair line serves the remaining distance. Despite the remuat costs compared to FTTH
these solutions are still uneconomical if unsubsidised.

2.1.3 Mobile Broadband

Current 3rd generation (3G) mobile broadband services aadhigh speed packet access
(HSPA) typically advertise a peak data rateraf Mbps but average data rates are generally
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around2 Mbps. As with fiber access, the commercial cost of deployngehigh and rate
of return low due to the cost of 3G enabled base stations amdspwning the back-haul
required for data services. This is wb§% of the geographical area ah&8% of households
in the Scottish Highlands lack 3G coverad®. [ Moreover, mobile carriers have adopted
a pay per megabyte pricing model which makes mobile broatlbare expensive for data
intensive applications such as video streaming compar@D &L, especially for low income
rural communities. Next generation networks based on daraiker high speed packet access
(DC-HSPA+) and 3GPP long term evolution (LTE) offer greateaximum data rates. For
example LTE Release 11 provides a peak data raseGihps with5 aggregated component
carriers and spatial streams. These technologies are classed as SFB&gehunlikely to
be deployed in rural areas without major subsidy.

2.1.4 Satellite Broadband

Internet access is provided by satellite broadband vialadetween the consumer and a
satellite in either geostationary or low earth orbit (LEGQatellite broadband access suffers
from high two-way terminal costs, large latency and limitethdwidth, typically only up
to 10 Mbps [?]. Geostationary services such as that provided by Avafffieistrom a high
round trip latency of up td00 ms [?] which can be unacceptable for real-time applications
such as voice over internet protocol (VolP) or online gamingO services such as Iridium
provide lower latencies or arourdd0 ms for a round trip but reduced data rates, typically
64 kbps per channeP]. Despite these limitations satellite broadband is oftendnly option
for internet access in remote areas and can successfully agicore back haul for networks
in developing countries where communications infrastires are insufficient. An example
of such a use is the Réseau en Afrique Francophone poutdan€éecine (RAFT) network
in Africa for tele-medicine application®].

2.1.5 Fixed Wireless Links

Fixed terrestrial wireless links, particularly IEEE 802e1WiIMAX and IEEE 802.11 WiFi
are now commonly used for “last mile access”, particulanlyleveloping countries. Wire-
less internet service providers (ISPs) offer access optioridwide typically using one of
these two technologiés Wireless mesh networks have also proven popular for adness
developing countries and in research applications.

lWireless Internet Service Provides Association: httptwwispa.org/member-directory
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Wireless Link Options

WIMAX provides a theoretical peak data rate®@f Mbps in a20 MHz channel #]. More
realistically downlink speeds &5 Mbps and uplink speeds 6f7 Mbps are reached using
a time division duplexing (TDD) scheme with a 3:1 downlirdkttplink ratio [?]. A number
of WIMAX broadband operators have deployed rural networkshie UK. vFast in Kent
offer up to24 Mbps with at 10:1 contention rati®]. Despite its promise WiMAX is under
threat from LTE due to enhanced global support from opesaind vendors?], potentially
reducing chipset volumes and hence increasing costs.

WiFi achieves theoretical data rates up@® Mbps in an IEEE 802.11n network. Typically
25-150 Mbps are possible up td00 m. The wide-spread adoption has lead to large pro-
duction values and low chipset costs. Commercial modiboatio the medium access con-
troller (MAC) have been carried out to make WiFi more suigdbk long range fixed wireless
links due to the use of carrier sense multiple access wittsmol avoidance (CSMA/CA) and
independent acknowledgements of packefsAn example of a commercial modification to
the WiFi MAC is AirMax10 from Ubiquiti, based on time divisiamultiple access (TDMA)
and smart polling techniques.

The availability of open source drivers has allowed redezncto modify the WiFi MAC

to suit rural conditions. One example, WiFiRg [s designed for use with a sectored base
station providing PTMP connectivity with multiple consunpeemises equipment (CPE). A
standard IEEE 802.11 physical layer is used for each seatba anodified MAC allows each
sector to share the same channel. A TDD mechanism is useduoaenedium contention.
A number of other studies have proposed MAC modificationgtince power consumption
or increase performance over long distan&®]?, ?].

On July 1st 2011 the IEEE published the 802.22 standard fe@legs regional area networks.
This incorporates cognitive radio technology such as specsensing to enable broadband
wireless access in “white space”. The intention of the stathds to allow broadband access
to be provided in rural areas where existing wireless smhgti(as those described above)
are not sufficient?]. Despite the promise as of 2014 no commercial-off-thdfgiOTS)
hardware is available.

Wireless Mesh Networks

Wireless mesh networks are an attractive option to provod@ectivity as they self-organise,
are flexible, and typically use low-cost hardwaPg [Despite these advantages, performance
often suffers from scalability issueg][and therefore deployments tend to be limited to re-
search networks and deployments in developing countries.Rice University and “Tech-
nology for All” partnership network servetD00 clients with21 nodes using IEEE 802.11
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links in urban Houston, Texas, but suffered from inter-limterference, poor route selection
and long outage durations caused by network interfaceipslemd handover techniquéd.|
The Tegola testbed connedts houses in rural communities on the Glenelg and Knoydart
peninsulas to the Sleat peninsula on the Isle of Skye witly tiistance wireless links be-
tween7.6 km and19 km [?]. User access is provided Ry4 GHz WiFi radios, and 802.11a

5 GHz radios create backhaul links. The majority of other nrestivorks, such QuURINe?],
consisting of34 mesh nodes, and EHAS][ use2.4 GHz WiFi links for connectivity and
have proven successful for their intended applications.

2.1.6 Comparison

For population densities belowh0 inhabitants per square km a techno-economic analysis
comparing ADSL and WIMAX for the provision of rural broadlthihas concluded that
ADSL is more cost effective than WIMAX?Y]. Yet in even more sparsely populated ru-
ral areas not connected to the fiber backbone networks, fiXBtA access can be a more
cost-effective than ADSL. In7], Riding compared the capital expenditure required to pro-
vide 20 Mbps and>0 Mbps access to rural households using fiber access, ADSLijatl
WIMAX links. For 20 Mbps access WIMAX was determined to be the most cost effiéoent
population densities less than one household per squarsn@mRSL for densities above
this. For50 Mbps fiber access was determined to be the most cost effe@inang studied
the economic case for usirtglt GHz IEEE 802.11b as a last mile access technology in rural
Montanna P]. Three use cases were evaluated based on high gain antpmagsd array
antennas and multi-hop routing. They concluded that WiEeas is economically viable for
systems using high gain antennas and phased antenna aWahisphased antenna arrays
maximum data rates dfl Mbps at4.2 km and1 Mbps at7.2 km were available.

The strengths and weaknesses for each technology disandbesisection are summarised
in Table 2.1. For densely populated areas, fiber accessda®the highest data rates, but at
the highest cost. ADSL2+ provides a lower cost alternativedata rates are limited once
the link length grows beyon?l km from an exchange, making it suitable mainly for urban
and suburban areas but by implication not for rural locatidBxisting fixed wireless links
provides good alternatives to ADSL in rural areas when tetadice between IP-access and
the consumer is great, but typically are limited by perfance(WiFi) or expense (WiMAX).
Despite this, fixed wireless links have proved suitable flivering internet access where
circumstances allow, proven by the increase in wireless,|®Bt the use of the.4 GHz
and5 GHz bands limits links in challenging terrain as discussefiection 2.3. 4G Mobile
broadband is a good option for occasional users, if coveatigers, but otherwise is pro-
hibitively expensive. Satellite broadband is generally ldst option for rural access if no
over coverage is available due to its expense and high katenc



Technology

Strengths Weaknesses

Satellite Broadband

Digital Subscriber Line

Fiber Access
Mobile Broadband
WIMAX Fixed Wireless

WiFi Fixed Wireless

No ground infrastructure requiredn Ga in- Large latency can limit real-time applications.
stalled almost anywhere. Data rates up 10 Mbpsarge terminal and subscriptions costs.

Uses existing copper wiring infrasture. Limited data rates over 2 km from an exchange
High data rates up to 24 Mbps over short disnd no service over 5.5 km.
tances. Low cost for subscribers and operators.

Very high data rate of typically 100 Mbps. VeNery large infrastructure costs
reliable.

Low cost user equipment. Large data raRsor coverage in rural areas. High tariffs.
available

Large data rates available. Practiceds up to High base station and user equipment costs.

10 km Technology still maturing

Low cost equipment, availability of epsource Standard WiFi MAC not suited to long distance
drivers, reasonable data rates, mature low powgks
equipment available

Table 2.1: Strengths and weaknesses of competing accés®legies for rural broadband.
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2.2 Hopscotch Overview

The Hopscotch rural broadband network uses “WindFi” basgasts to provide a solution
to the rural broadband problem in a cost-effective manneexignding the reach of fixed
telecommunication infrastructure using wireless links.

Figure 2.1 shows a simple scenario for a Hopscotch wireless broadband network. 1P-
backbone is provided at a location such as a 21st centuryonlet®nabled telephone ex-
changé. A number of subscribers are connected to the IP-backboreefliyre or copper
line but some subscribers may be located too far from theasngd or the quality of the
line may be too poor, to receive reliable broadband at spef2idbps or more. An uncon-
nected community can be connected to the IP-access, usiRdifks to create a network
backbone between WindFi base stations, and PTMP linksumifiate the community. In
addition to a standard GHz IEEE 802.11 coverage, the “digital dividend”, discubsge
Section 2.3.2, creates an opportunity to use a UHF overtayjging long distance, non-line
of sight (NLOS) coverage, in difficult rural terrain. Thidals wireless connections not
possible in the wireless solutions described in Section 2His improved coverage allows
single base stations to serve a greater area, reducing shefcaccess per user. Therefore
Hopscotch potentially makes broadband access econoynigable without the need for
satellite broadband and the performance and cost pena#tsesiated with it.

2An exchange upgraded from a public switched telephone mkteannection to digital IP



2.3. Radio Frequency Bands 12

n i o
™ -
yo

6 km UHF PN Wireg LIk

PTMP link s —, =
. 8kmPTPlink -~ pge

~ // IP-Backbone
- // ; Connected Exchange
2 ,/’//
3 km 5 Ghz b o+
y~_ PTMP link =
| r\ Y ,/

~ A
et P

WindFi Base Station

12 Google -

Figure 2.1: Example of an operational Hopscotch networkhenthe Isle of Tiree off the
West Coast of Scotland connecting a remote community tcalékdione.

2.3 Radio Frequency Bands

Hopscotch wireless links operate in thé&sHz band for PTP links and to serve subscribers
in close vicinity of the base station. The infrastructureidnally features an overlay
TV “white space” (TVWS) network/testbed in a licensed UHfbda A combination of
spectral bands allows for an optimum trade-off betweenwéithroughput and coverage for
different scenarios. The use of licensed and unlicensedrsjpe in the> GHz band enables
COTS WiFi equipment to operate over a large channel bantwidlth high throughput.
TVWS frequencies enable greater coverage from the baserstaspecially in challenging
radio terrain at the expense of a reduced channel bandwidtthaoughput. The advantages
of TVWS are further discussed in Section 2.5.1.

2.3.1 WiFi Wireless LAN Spectrum

Three frequency bands are available for outdoor use with £E&EE 802.11a/b/g/n WiFi
equipment in the UK, as shown in Table 2.2. Th&Hz bands B and C are attractive for
fixed rural broadband due to the higher equivalent isotadlyicadiated power (EIRP) limit
for transmission compared #04 GHz. Band C is lightly licensed to allow a greater transmit
power for fixed wireless links.
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Band 2.4 GHz 5GhzBandB 5GhzBandC
Frequency Range  2400-2483.5 MHz 5470-5725 MHz 5725-585@ MH
Bandwidth 83.5 MHz 255 MHz 125 MHz

20 MHz Channels 4 11 5

40 MHz Channels 2 6 2

Licence Licence exempt Licence exempt Lightly licensed
Maximum EIRP 100 mW 1w 4 W

Table 2.2: 5 GHz and 2.4 GHz spectrum and EIRP limitationkénUK for outdoor use?,
?, 7).

2.3.2 TV White Space Spectrum
The Digital Dividend

The old analogue television spectrum in Europe is dividéal8iVIHz wide channels, rang-
ing from 470 MHz (channel 21) t®862 MHz (channel 69). Spectrum usage in this band
varies by geographical location and much of the band is untlésed, especially in rural
areas as shown in Figure 2.2. Globally the switch-over froi@@gue to digital terrestrial
television (DTT) freed a number of channels for alternatiges. This, combined with the
ever-increasing demand for connectivity, has caused matiynal regulators to open up this
spectrum for unlicensed secondary uge?]. This has been termed the “digital dividend”.

White Space Regulation

In the UK the available TVWS frequencies range betwé&nh MHz and 790 MHz with
8 MHz wide channels. Secondary reuse of interleaved bantwidithin the DTT range
will be allowed by the UK regulator, Ofcom, as long as thislwibt interfere with a pri-
mary, licensed transmission. The interleaved bandwidthsadble within the DTT range, is
referred to as TVWS.

Figure 2.3 shows the current assignment of the old UK an&dgu spectrum by Ofcom.
The 600 MHz band (channels 31 to 37) has been cleared but has redssdly awarded
on an interim basis for DTT multiplexes. TI860 MHz band (channels 61 to 69) has been
awarded for licensed 4G services. Channel 38 is reservgutdgramme making and special
events (PMSE). Ofcom has proposed any interleaved spet#ftiomused by the new DTT
multiplexes should be used for PMSE and “white space” de\i¢éSDs) [?].

In the UK Ofcom is currently consulting on proposed WSD ragjohs [?]. A WSD will
communicate its device parameters, characteristics aratiém to a database which will
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Figure 2.2: TV “white space” availability in the UK. Red:tl#; green: some; white: much.
Diagram taken from7].
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assign the WSD frequency bands and maximum in-band EIRP gquother parameters.

These parameters will be chosen by the database to assunéerference with a primary

user of the band. A WSD will be one of four classes, determimgdhe spectral mask.

This enables the database to allocate WSDs different potvased on the tightness of their
spectral masks, thereby allowing low cost and high perfoicealevices to use TVWS.

In the US, the Federal Communications Commission has aineged on the use of TVWS
frequencies in the US coveriig MHz to 692 MHz with 6 MHz channels. For fixed devices
the maximum allowed EIRP W in channels 2 to 51 (excluding 3,4 and 37).[

TV White Space for Rural Broadband

A number of successful trials using TVWS for wireless braattbaccess have been carried
out all over the world.

In the UK a consortium consisting of the University of Stidgtdle, Steepest Ascent, BT,
BBC, Berg Design and Net Propagate is testing the use of TV@V8ufral broadband ac-
cess. Eight trialist households are currently served withVB on the Isle of Buteq]. The
Cambridge White Spaces Consortium carried out a trial in I¢adge testing TVWS for
wireless back haul and as a last mile alternat®e [

There is currently substantial interest in using TVWS faernet access in Africa. Microsoft
and Indigo Telecom Ltd. are currently running a pilot in Kengroviding low-cost wireless
broadband access to previously under-served locatiommssupiport from the University of
Strathclyde’s Centre for White Space Communicatid?s Spectrum Bridge and Google
trialled TVWS connectivity with ten schools in Cape Townu8oAfrica [?].

Ofcom has announced a number of projects around the UK toTi&VS in a working
scenario with database lookup|[ The University of Strathclyde’s Centre for White Space
Communications together with the Scottish Governmentrdéioft, and others, plan to test
the provision of wide-area WiFi and broadband access glapgfih Glasgow using TVWS.
Clickdinternet, KTS and SineCom will trial a rural broadldaretwork on the Isle of White.
BT and Neul will use TVWS to monitor traffic congestion alohg tA14 between Felixstowe
and Cambridge. A number of US trials and deployments areotlyrunderway ?, ?].

2.4 Wireless Links

The core of the Hopscotch rural broadband network is basd¢ddeoiEEE 802.11n standard
which exploits techniques such as spatial multiplexingnectel bonding and frame aggre-
gation to maximise throughpu?]. A proprietary TDMA MAC further improves the net
throughput of the system over long distances compared nolatd IEEE 802.11n.



2.4. Wireless Links 16

0000000000
i

ot

o

7
b.:‘:
e
S

]

I,

]

]
Ny,
Y,

Ay,
e
I

]
‘
1

o
/7
2

B0 10 i
Azimuth

Figure 2.4: Elevation and azimuth radiation patterns foediwally polarized Ubiquiti RD-
5G-30 parabolic antenna. The antenna is typically used id Rks. The pattern data is
supplied by Ubiquiti ] and visualized using Radio Mobilé].

Two types of wireless links — PTP and PTMP — are used to crdsgekind of network
described in Section 2.2.

2.4.1 Point-to-Point Links

Wireless backhaul between WindFi base stations and |PHoaekis provided by PTP links
using very narrow beam widths such as shown in Figure 2.4.TR lihks only two radios
are connected to each other, an access point (AP) and anstBii® links are created using
the 5 GHz lightly licensed band-C5(725-5.850 GHz) with maximum EIRP oft W. This
125 MHz spectrum is divided into two non-overlapping 40 MHz widebo channels, where
each channel supports spatial multiplexing i.e. 2x2 midtipput multiple output (MIMO)
streams on vertical and horizontal polarisations. Theltiegusystem with two independent
spatial streams supports a theoretical data ras®©Mbps.

2.4.2 Point-to-Multipoint Links

PTMP links provide access to users over 5 GHz and UHF linksTKP link uses one radio,
termed the AP to connect to one or more station(s). PTMP lk<5Hz links provide line
of sight (LOS) access up tbkm, and UHF links provide NLOS coverage upcéam.

PTMP links in the5 GHz band use the unlicensed band®Bit{0-5.725 GHz) with a max-
imum EIRP of1 W. The 255 MHz wide spectrum is divided into eleven non-overlapping
20 MHz or six 40 MHz channels. This allows a base station to use a flexible murab
sectors to serve a community and provide omni-directiooatrage around the base station
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Figure 2.5: The elevation and azimuth radiation patternsfeertically polarized Ubiquiti
AM-5G20-90, 90 sector antenna. The antenna is typically used in PTMP lihks.pattern
data is supplied by Ubiquiti] and visualized using Radio Mobil&].
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Figure 2.6: The elevation and azimuth radiation patternsfeertically polarized Ubiquiti
AMY-9M16 900 MHz yagi antenna. The antenna is used in PTP andmPlinks. The
pattern data is supplied by Ubiquift]land visualized using Radio Mobil&].

if required. Sector antennas typically cover 680° or 120 with a radiation pattern similar
to Figure 2.5.

UHF links are primarily limited to a 5 MHz bandwidth to to fit thin an8 MHz TV channel.

It is possible to aggregate adjacéHz channels depending on their availability within
a specific region. This could provide additional channeldvédth thus resulting in even
higher throughput. UHF PTMP links use yagi directional antes which have a0%-40%
beamwidth as shown in Figure 2.6 and therefore are moretselgcpositioned to reach
households outwith the GHz range.
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2.5 Frequency Band Selection

The choice of frequency bands used for transmission immarctse potential coverage and
capacity of a wireless network. The use of very high freqyeiMHF) or UHF bands is
addressed in7, ?, ?]. Generally it is noted that the propagation charact@sséire more
benign in the UHF and VHF bands, where NLOS links can be opdraiompared to LOS-
only transmission in GHz bands. Work ifi][and [?] follows a dual band approach using
both UHF and WIMAX / WiFi bands in th8.5 GHz and5.2 GHz ranges to provide the best
coverage to different population densities. A number otbuations have emerged that sug-
gest the use of cognitive radio techniques within these damaptimise throughpu[ 7).
The recent use of heterogeneous multiple radio access ie&t({®ANS) is not just regarded
as a low cost solution to increase capacfy; put also offers the opportunity for reducing
power consumption by employing complementary technotogibilst maintaining quality
of service P, ?, 7.

While most wireless rural broadband access systems relyibirt&¢hnologies in the.4 GHz
and5 GHz bands, Hopscotch utilises a combinatiorbddHz WiFi and UHF frequency
bands for transmission. Therefore, below we analyse howgbef UHF TVWS bands can
reduce the burden on base station coverage and transmit peguerements, compared to
transmission at GHz.

Section 2.5.1 analyses the differences between UHFaB#iz bands, and highlights the
advantages of operation within TVWS. Section 2.5.2 analys®v use of UHF frequencies
affects the required number of base stations and link tresssom power for an example
community.

2.5.1 Advantages of TV White Space

Wireless networks transmitting in the TVWS band have beémasged to cover four times
the area that can be reached via current unlicensed bansanitGHz and5 GHz region,
thus reducing the number of base stations requiPpdris can be attributed to the relatively
benign propagation characteristics of TVWS frequencis Conversely, when covering
the same area, operation in TVWS frequencies as comparednsntission in thé GHz
band allows a lower transmit power in the downlink and acksea better signal-to-noise
ratio (SNR) in the uplink. An improved SNR in either link ditéon increases the capacity
of the channel as shown by the Shannon-Hartley theo?Pgnkpr a communications channel
only impaired by additive white Gaussian noise, the chaoaphcityC' in bits per second is
given by:

C:BW-logQ(lJr%) 2.1)
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where BV is the bandwidth of the channel in HZ,is the received signal power in Watts,
and N is the power of the white noise in Watts. Therefore an imptddS&IR increases the
capacity of the channel.

The sections below discuss several factors contributirtbegerformance of TVWS links
which are relevant to rural areas.

Free Space Path Loss

The transmission loss over a distamds frequency dependent as the effective antenna aper-
ture of a fixed gain antenna decreases with increasing fregué/Nhen operating at two
different transmission frequencig¢gsand f, for isotropic antennas with identical gains, Frii’s
transmission equatior?] can be rearranged to

T(f) = (%)T(h) ; (2.2)

in order to relate the distanceg;,), i = 1,2, over which an equivalent loss is experienced.
Thus, given a fixed receive signal level, the propagatiogeas greater for a lower frequency
than a higher frequency?’]. According to (2.2), at 630 MHz, the middle frequency of the
TVWS band, range is increased 9 times compared to 5.67 Gldanttldle frequency of

5 GHz bands B and C. Similarly the transmit powers requirecteive the same power at
the same distance when transmitting at frequengies= {1,2} relate by

2
Pt(fl) - (E) Pt(f2) g (2.3)

I.e. to transmit at 630 MHz requires 19.1 dB less power thamsimitting at 5.67 GHz under
the constraint of identical distances and receive powers.

Terrain Effects and Diffraction Loss

PTP propagation path loss can be predicted under obsteyotw-LOS conditions between
base station and terminal. As the size of the obstructioruismtarger than the wavelength
of the radio wave, knife-edge diffraction can be used tosie the shadow los8][ The
propagation los$,. due to knife edge diffraction as sketched in Figure 2.7 cagstienated
using the Fresnel diffraction parameterA good approximation is given by

o 2(7’1 + 7“2)
v ~= =Ry ‘ 7()\7“17’2) ; (2.4)
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Figure 2.7: Knife edge diffraction parameters.

with h, the height difference between the virtual LOS between thesimit and receive
antennas and the peak of the obstruction. The quantifiesnd r, are measures of the
distances between the edge, and the transmitter and recesgpectively, as outlined in
Figure 2.7. Based on the wavelengtbf the carrier frequency, the propagation ldgs can
then be calculated using Fresnel integrals [

As an example, over a 5 km link with a 30 m knife edge obstruc@00 m from the trans-
mitter, the diffraction loss at 5.67 GHz is 9.4 dB higher thia® estimated loss of 20.1 dB at
630 MHz.

Foliage

Clutter such as vegetation, which can be common in ruralrenments, affects the prop-
agation of radio waves. Studies have shown the attenuadidiepend on both frequency
and polarisation of the wave. At vertical polarisation aagee loss is experienced due to the
existence of large vertical components in the vegetatiodiume [?] up to about 1 GHz 7).
Weissberger's mode predicts the propagation loss due tprédsence of trees in a point to
point link [?], with a path losd.,,

[ 0455 (a) for0<d<14

- 2.5
{ 1.33(f)" (a)*™® , for 14< d < 400 (25)

w

for a given frequency [GHz] and a deptll [m] of foliage along the path.

As an example, using Weissberger's model for a foliage depfltd m the estimated prop-
agation loss of 7.4 dB due to the foliage obstruction at 5.6z & 3.4 dB higher than the
loss experiences at 630 MHz.

2.5.2 Network Design Considerations

Using TVWS frequencies provides wider coverage in rurahsreompared to the GHz
band due to the smaller losses discussed above. This allouseholds situated further
away from the community hub to be reached using fewer basersteor a lower transmit
power.
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000 m

Figure 2.8: Example community with areas for a potentiaklstation to provide coverage
at630 MHz at1 W EIRP shaded red.

Base Station Placement

An example community of six households (labelled A to F) fapdcotch is shown in Fig-
ure 2.8. The optimum base station placement to serve thisntonty can be determined
using the “Radio Mobile” planning toof?] for a base station height aH m and a maximum
permitted transmit power df W EIRP for 5 GHz band-B transmissions. Radio Mobile uses
the Longley-Rice propagation model for non-LOS links arltthio-ray path model for LOS
links [?]. The effects of foliage and other clutter have been igndoedhis study but could
be the subject of a future study using geographic informegistem (GIS) data. When using
5 GHz band-B, no single base station can cover all six stagioren a minimum received
signal strength o£85 dBm, the minimum receive signal strength observed duriiadjtests
to maintain a reasonable connection. At TVWS frequencigs fMHz for this analysis) two
locations allow coverage of all six stations as shown by éaeshading in Figure 2.8.

Whilst no single base station usitigGHz bands can serve the communitylatV EIRP,
coverage for the entire community can be achieved by intriogdutwo communicating base
stations as shown in Figure 2.9; base station A (BSA) and stasen B (BSB). BSA can
serve stations C, D, E and F with omnidirectional coverageéB®B can serve stations A
and B.

Using a combination 0§ GHz and UHF frequencies for this scenario allows the avkalab
data rate to be maximized for each station using only onegiatien. BSA can serve stations
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1000 m

Figure 2.9: Coverage provided by two base statiornsé® MHz 1 W EIRP, with yellow
shading representing coverage provided by base statiorBA)Blue shading representing
the coverage provided by base station B (BSB), and the qya@rig coverage indicated by
green shading.

C, D, E and F ab GHz, providing a greater bandwidth and hence data rate &ioss. A
UHF overlay on BSA also allows it to service stations A and Bhwut the need for an
additional base station.

2.5.3 Link Transmission Power

An alternative to adding additional base stations &Hz to cover all stations is to increase
the transmit power above W EIRP. This may be possible in some regulatory environ-
ments. To demonstrate the required transmission powerihke are considered between
base station BSA and stations A and D. The elevation proffles®links are shown in Fig-
ures 2.10(a) and 2.10(b). The link between BSA and station>6ikm long and is NLOS.
The link between BSA and station D is35 km long and contains no obstructions. The ex-
pected received signal powér* in dBm for a given transmission powétx, transmit and
receive antenna gain&'<, G**) line losses {/**, U**) and path losg is given by:

P> = PY 4 G% — U™~ L+ G™ - U™, (2.6)
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Height (m)

Distance 5.6 km

(a) Elevation profile between BSA and station A.

Height (m)

Distance 1.8 km

(b) Elevation profile between BSA and station D.

Figure 2.10: Terrain profiles showing elevation between B8A stations A and D.

Similarly for a given receive power the required transmivpoin decibels can be calculated:
Ptx = Prx_ Gtx ¥ Utx + - er + Urx' (27)

Using (2.6) and (2.7), Table 2.3 shows the simulated pathbbesween BSA and stations A
and D and the expected receive power given a transmit antveemetenna gain of4 dBi,

line losses of).5 dB and an EIRP of W. The required transmission power to create a link
with a received signal strength e85 dBm is also calculated. To create a link between BSA
and station A a substantial EIRP and therefore transmigsarer would be required in the

5 GHz band which is not permitted in the UK and is detrimentaldaenewable powered
system due to increased power consumption as demonstnatdee lpower consumption
analysis of radios presented in Chapter 4.

Table 2.3 also contains expected link performance at UHfufeacies using the same system
parameters. A substantial reduction in path loss is exdgeatt® HF frequencies compared
to 5 GHz, especially in the longer NLOS link. Therefore when gsanUHF link, the prop-
agation characteristics allow a reduction in transmit po@rean increase in receive power
compared to thé GHz band, reducing power consumption in the power amplifianprov-
ing station throughputs by allowing higher order modulatemd coding scheme (MCS) to
be used. Reducing the transmission power is also favouaahitgerference to neighbouring
base stations will be minimised. As each link is fixed thedraission power can be set dur-
ing installation using channel measurements to achievelésaed receive signal strength.
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Station A, 5.60 km Station D, 1.53 km
630 MHz 5660 MHz 630 MHz 5660 MHz
Path Loss 117.8dB  144.6dB 97.2dB 114.6 dB
P> given P*=1W -74.3dBm -101.1dBm -53.7dBm -71.1dBm

P> given P* =-85dBm 5.8dBm 32.6 dBm -14.8dBm 2.6 dBm

Table 2.3: Link calculations and transmit and receive peviltween the base station and
stations A and D, given a transmit power and receive power.

2.6 Ring Network Architecture

An example Hopscotch network serving multiple communiiseshown in Figure 2.11. IP-
backbone access is available at one location and providesectvity to a ring network.
The network consists of a number of WindFi base stationss@base stations are designed
specifically for use in a rural broadband network as disaigse€hapter 3. A number of
communities are illuminated using 5 GHz and UHF PTMP linkthbmounted on a WindFi
base station. WindFi base stations are connected togethgy b GHz PTP links to form a
ring between the two access points. This creates redundaricg network, as in the case
of one Hopscotch repeater being shut down, IP access for ntltes is maintained as one
path to the backbone will still be available. Spurs from the@mioop can connect additional
communities as required.
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Figure 2.11: Example loop network connecting several conitias to the IP-backbone via
PTP and PTMP links. PTP links are shown as red dotted lineBIRPlinks are shown by a

green overlay.

2.7 Summary

This chapter presented Hopscotch as a potential solutitretaural broadband problem in-
troduced in Chapter 1. Utilising two radio access netwoR&Ns) — a5 GHz network and
overlay UHF TVWS network — allows the beneficial propertiédJblF TVWS spectrum
to overcome the limitations of existing rural access tetbgies summarised in Section 2.1.
The general architecture of a Hopscotch network and thestgplinks used were introduced.
The properties of these links are important when considdtie design of base stations to
create a network. The design of WindFi base stations useapjoost these links to create a
network is discussed in Chapter 3. The advantages of the TWa¥8 were presented in a
rural broadband access context. These advantages cardbd tfi against the advantages
of using theb GHz band. Optimising this trade-off for energy efficiencydiscussed in

Chapter 6.
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Chapter 3

“WindFI” Base Station

In order to realise the wireless rural broadband accessonktef Chapter 2, this chapter
reviews the radio equipment currently used in similar neks@nd reports the design, con-
struction and deployment of equipment used in Hopscotchti®@e3.1 provides review of
existing approaches, and establishes the need for a dedlisalution. This system, subse-
quently termed a “WindFi” base station, is outlined in Sext8.2 and a detailed description
of the radio equipment used within the system is given ini8ec.3. This provides an
overview of the various radio payloads used on WindFi anddémmands they impose on
the power system. Section 3.4 provides an overview of thecases for the WindFi base
station which drives the power requirements of differergebatation configurations given
the radio equipment. Section 3.5 gives an overview of thehauaical structure of the base
station and design specification which influences the poystem. Section 3.6 discusses
the requirements of other supporting electronic systemsSection 3.7 the power system
is sized, and the renewable generation requirement cétcldar different WindFi configu-
rations driven by use-cases. Section 3.8 uses recordedodantalyse the performance of a
power system for an installation on the Scottish island cédidescribed in Chapter 5, given
design requirements.

3.1 Renewable Powered Wireless Networks

Recently a trend has emerged towards using renewable etempwer wireless network
infrastructure. Renewable energy sources are appealing momber of reasons. Remote
regions, where grid supplied power is either unavailableroeliable, often utilise diesel
generators to provide powe?][ In addition to emitting CQ, diesel generators can be costly
to run due to ever increasing fuel costs and the added expéhsa transportation to remote
areas. Renewable energy sources such as wind turbines atwv@ltaic (PV) arrays are an
attractive alternative for remote telecommunicationsaltations both environmentally and
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Phoenix, AZ Toronto, ONT Yellowknife, NWT
Battery Capacity 14.2 Ah 30.5 Ah 92.6 Ah
PV Peak Power 15 W 40 W 67 W

Table 3.1: SolarMESH cost-optimal battery and PV capafoe three locations and a 2 W
base load.

economically. An off-grid renewable power system allowsaaé station to be placed in
the optimum location to serve users, as discussed in Ch2ptequires no infrastructure to
connect to an existing power source and, as no fuel is redjthigs minimal operating costs.
A number of projects which use wireless nodes powered bywalble energy sources to
create a fixed wireless access network are discussed below.

Tegola

Tegola is a testbed connecting 15 houses in rural commsmtiehe Glenelg and Knoydart
mainland peninsulas to the Sleat peninsula on the Isle oé 8kth long distance wireless
links betweer?.6 km and19 km [?]. A Rutland Furlmatic FM910-3 wind turbine producing
24 W at5 m/s and ari30 W Kyocera KC130GH T-2 PV module charge two Elect2i Ah

12V deep cycle batteries to power networking equipment. Ana&W2348-4 single board
computer (SBC) provides4 GHz access using a Ubiquiti XtremeRange2 (XR2) radio, and
three Ubiquiti XtremeRange5 (XR5) radios provide IEEE 8025 GHz backhaul links.

29 dBi antennas are used for backhaul with dual polarity supjhoical access usesla dBi
panel antenna. CPEs are Ubiquiti NanoStations. OpenWRTatggeon all nodes with a
slightly modified MadWiFi driver.

SolarMESH

SolarMESH is a solar powered IEEE 802.11 mesh and relayfmasimucture solution devel-
oped at McMasters University where APs are solar poweredelgadn a battery bank?].
They have studied sizing the PV and battery banks for defin&be probabilities and found
a cost-optimal configuration for different locations witlifekrent PV power outputs sum-
marised in Table 3.1 for2W load.

EHAS Group

The Enlace Hispano-Americano de Salud (EHAS) group deeel@m IEEE 802.11 based
mesh network consisting of solar powered nodes for detiggnealthcare in remote areas of
developing countries?]. Nodes are based on WRAP and Soekris SBCs and use Ubiquiti
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Daily energy required PV peak power Battery capacity

Soekris
1 * SR2+ 2 + Proxim 155.75 Wh 62 W 105 Ah
WRAP + 2 + CM9 109.7 Wh 44W 74 Ah

Table 3.2: EHAS node power estimates for two hardware coatioins.

SuperRange2 (SR2), SuperRange Cardbus (SRC) and Wistréhadll Proxim Orinoco
Gold radios. A power system was dimensioned for each haela@nbination used, based
on solar irradiation for the worst month of the year. Tabl2 §ives dimensions for two
combinations.

QuRiNet

QuRiNet is situated in the Quail Ridge natural reserve andiges the backbone for trans-
porting ecological and environmental data from the fieldh® lab [?]. A total of 34 mesh
nodes, with multiple radios, are powered with PV moduleek®is net4826 SBCs are used
with Ubiquiti SR2 cards providing 2.4 GHz IEEE 802.11b/g.ré&& size of PV modules are
used:50 W, 115 W, and120 W. Morningstar Tristar and Sunsaver charge controllersiaeel
with DEKA 12 V 98 Ah gel-cell batteries?].

Renewables as a Backup Energy Source

In areas with an unreliable and intermittent power suppipdnand solar have been sug-
gested as suitable technologies to provide backup powentozinication infrastructure. In
the India Digital Gangetic Plains project, IEEE 802.11guhés been used for long distance
links up to 39 km. Nodes use PV and battery banks for backugalaa unreliable power
supply [?]. A similar system has been using wind and solar instaltetim provide backup
power to IEEE 802.11 last mile links is used in the SerengeiaBband Network?]. Grid
power quality data collected over two months from the nekwsrpresented and used to
calculate the feasibility of using solar and wind energyltesiaative energy sources.

Summary and Comparison

Renewable energy sources are used by wireless networksdaeasons:

Backup power supplySmall-dimensioned renewable systems can be used to prpuoider
for a limited time when a standard cheap, but unreliable ggnsource such as diesel is
unavailable P, ?]. As the power system does not have to be dimensioned to ptheer
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system continuously, this reduces the initial cost of theteay, but there is a risk of outages
if the normal energy supply is not restored quickly and istfiracture is required.

Infrastructure IndependencéNetworks providing connectivity in remote locations swach
EHAS [?], QuRiNet [?] and SolarMESH 7P| are solely powered with renewables as this
provides the freedom to place radio equipment where coivitgds required and no infras-
tructure exists. Relay stations such as used in Teg@bla$o benefit by being able to select
the most suitable locations for radio propagation. Thisdan creates conditions suitable
for long distance LOS links required by these networks dubedrequency bands used.

Despite the success of the discussed networks, all of theonet reviewed in this section
are mesh networks which suffer from self-interferencesctvhimit performance?]. Ad-
ditionally due to the frequency bands used a number of thearks rely on long distances
links being LOS. This limits the scope of networks in ruraéas where terrain may be
challenging.

3.2 The Need for WindFi

WindFi offers different capabilities than current reneleapowered wireless network nodes
reviewed in Section 3.1. WindFi is designed to operate uBifig and PTMP links and not in

a mesh configuration as i?[?, ?, ?] introduced above. This removes interference common
to mesh networks?], allowing higher data rates, but leads to reliance on lom§ Rnks

in difficult terrain. To overcome this, WindFi uses a mast &ngelevation and motorised
antenna mounts to allow accurate antenna bore sightinggrdistance links, as discussed
in Section 3.6.

The use of both TVWS bands and 5 GHz bands to deliver LOS andS\Na€gess provides
an additional burden on a wireless node, compared to a diagle system. The use of mul-
tiple overlay networks requires more radios and has a grpateer consumption, therefore
WindFi offers a larger generation capacity and storagesgyshan the reviewed systems, as
discussed in the following sections.

The WindFi wireless base station is a low-power, low-cosbaomous unit, powered by a
combination of wind and solar renewable sources. The basersts designed to support
multiple radio payloads, allowing it to be used as a flexilggearch platform and tailored
to suit the need of individual communities as a commerciatipct. The use of renewable
energy allows each base station to operate independentiyeof electrical infrastructure,
facilitating flexible and optimised placement. Figure 3nbws a prototype WindFi mast.
The WindFi mast consists of the following components: themaaical mast structure, the
radio payload, the electrical power system and supportegrenics for remote monitoring
and control. These are described in detail in the followiegtiens.
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Figure 3.1: Prototype “WindFi” base station on the Isle oft@uScotland. The base of
the unit includes photovoltaic modules and a battery banki¢rground). Thé0 m mast
supports the wind turbine, antennas and radio equipmeunsdtbin an orange weather-proof
case just below the wind turbine.
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3.3 Radio Equipment

The radio equipment requires by far the most energy from tive® power system. This
section describes the types of radio equipment used andnbect on power consumption.
Two categories of radio hardware have been used for Hogsoetevorks and are supported
on WindFi base stations; integrated radio and antenna andsSBCs with radio daughter
cards. Integrated radio and antenna units are low-costiamdesto configure, but consume
more power than SBC solutions.

Integrated Radio and Antenna

The following units have been used with WindFi:

 Ubiquiti NanoStation NSM5 (NSM5) - Integrated radio andtse antenna 60
beam width (6 dBi at5 GHz), maximum power consumpti@giw [?].

» Ubiquiti NanoBridge M5 (NB-5G22) - Integrated radio andaditional antenna
(22/25 dBi at5 GHz), maximum power consumptiémb W [?].

» Ubiquiti Rocket M5- High power radio, maximum power congatran8 W [?].

Ubiquiti NSM5 and NB-5G22 units are typically used within pszotch as CPEs in PTMP
links due to their low cost. The Rocket M5 can be paired witheatar, dish or omni-
directional antenna for deployment as an AP in PTP or PTM&litubiquiti equipment was
used as opposed to alternatives offered by vendors such@ertirs and Cisco due to lower
cost and previous experience within the Hopscotch teégm [

Single Board Computer with Radio Daughter Cards

The emergence of ultra low voltage yet computationally péw@rocessors such as the Intel
Atom and ARM based embedded processors allow a single moces manage multiple
radio interfaces on a modest power budget. The MAC for eadio rans on the SBC along
with routing and control software. The following SBCs haeeb trialled with WindFi:

e Mikrotik RouterBOARD 411, maximum power consumptiénN without daughter
cards. 1 mini-PCI slot9];

* Mikrotik RouterBOARD 433AH, maximum power consumptionw without daugh-
ter cards. 3 mini-PCI slot¥];



3.4. WindFi Use-Cases 32

Option Pioal Piotal PEr Sector Ciota per sector
3 x Ubiquiti Rocket M5 24 W 8W £80
(8W x3)
RSPro+ 3 x SR71 19.3W 6.4 W £115
(TW+4.1Wx3)
433AH+ 3 x SR71 21.3 W 7T1W £115

(9W+4.1 W x3)

Table 3.3: Power consumption per sector for AP configuratjgtions.

 Ubiquiti RouterStation Pro (RSPrdj W power consumption when processinGbps
traffic. 3 mini-PCI slots 7).

The following mini-PCI radio cards have been used with th€SB

 Ubiquiti SuperRange71 (SR712-4/5 GHz radio with10/20 MHz bandwidth, maxi-
mum power consumptiofl W [?].

 Ubiquiti XtremeRange7 (XR7)700 MHz radio with5/10/20 MHz bandwidth support,
maximum power consumptioh6 W [?)].

These SBCs and radio cards have been selected over aliemsiich as Avila and Soekris
used in P, 2, ?] due to availability and the quality of supplied softwa®e 7).

Comparison

When multiple sectors are required at one location to sec@ranunity, a combination of
SBC and radio daughter cards consumes less power than laudigerete Ubiquiti Rocket
M5s. This is the scenario for WindFi base stations. TablegB/&s three options for provid-
ing access to three sectors and the associated total pons&rmoption of each configuration,
Piota1, @and approximate costhtotal. The total power consumption is the reported maximum
according to the supplied data sheet. The SBC with daughteistas a combined lower
maximum power consumption per sector than individual UbidqRocket M5s, but costs
more.

3.4 WindFi Use-Cases

The Hopscotch network relies on the use of WindFi masts asd b&tions. The WindFi
mast is designed to support different types of radio hardvearpayload described in Sec-
tion 3.3. All equipment is attached to the main mast via saatgaw clamps, and powered
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Figure 3.2: Use cases for WindFi masts in a Hopscotch rucsddivand network: repeater,
repeater & base station and terminating base station.

by the mast's power system via cables which run through thee®f the mast. The masts
provide elevation which is desirable for wireless links éoniove objects from the Fresnel
zone [?]. Figure 3.2 shows three different use-cases for a mast:

* Terminating base station
* Multi-hop repeater

» Multi-hop repeater and base station

The following subsections describe each of these use-exeasplified by base stations on
Tiree with the aid of coverage maps in Figures 3.3, 3.4 andiB the maps, markers plot the
locations of users covered by the base stations on Tireerldlés an estimate of the use-
case radio coverage area calculated using the Radio Mdhiaipg tool [?]. Radio Mobile
uses the Longley-Rice propagation model for NLOS links dredttvo-ray path model for
LOS links [?]. The tool was used with the radiation patterns of the speaifitennas (as
shown in Section 2.4), a frequency rangebdf to 5.8 GHz, transmit powers of 30 dBm,
and antenna heights 6fm. The coloured areas represent coverage exceeding a nmmimu
receive signal power of95 dBm. All parameters are consistent with equipment opegatin
within the network.
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Figure 3.3: Estimated coverage of “Site A’ terminating bsiseion.

3.4.1 Terminating Base Station

In this scenario the WindFi base station is connected toaékbone by a wireless backhaul
link and serves a number of subscribers using one or more festjuency (RF) channel.
The WindFi mast therefore requires a single PTP radio andonere PTMP radio(s).

Figure 3.3 shows the estimated coverage of the terminatisg btation “Site A’ and asso-
ciated stations. This base station provides coverage t®@0vsectors, shown in yellow and
green in Figure 3.3. The yellow sector provides coveragsifosubscribers and the green
sector provides coverage for three subscribers. IP acegssvided by a PTP link with the
relay “Crow’s Nest”. The two PTMP sectors are provided byduiii Rocket M5 radios and
the PTP backhaul is provided by a Ubiquiti NB-5G22.

3.4.2 Multi-Hop Repeater

In the multi-hop repeater scenario the WindFi mast servasegeater between the backbone
and subscribers but does not serve subscribers directeyWihdFi mast therefore requires
two or more PTP radios. Repeaters are also likely to be Ideateemote and exposed areas
to suit radio propagation characteristics, therefore wdgower may not be available.
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Figure 3.4: Estimated coverage of “Crow’s Nest” multi-hepeater.

Figure 3.4 shows the estimated coverage provided by a mp@andFi base station to a
number of other base stations and userfhis repeater base station is the white marker
labelled as “Crow’s Nest”. This base station is key to the&irural broadband network as
it repeats IP-backbone from “Site E” (the purple marker)ttoeo base stations on the island.
It is located on an exposed elevation with no mains power. réteblue, green and yellow
coverage areas in Figure 3.4 are PTP links to provide comitgdb base stations “Site A’,
“Site B”, “Site C” and “Site D”. The IP-backbone is provideg BSite E” and the purple
coverage area denotes the PTP link between the repeatesthiea and this IP-backbone.
The red, blue and green coverage areas are using directidmaliti NB-5G22s and the
yellow and purple areas are using Ubiquiti NSM5s.

3.4.3 Multi-Hop Repeater and Base Station

This is the most complex scenario where a WindFi base statithiserve subscribers and
also act as a repeater to other base stations. In this soenaliiple PTP radios and one or
more PTMP radios are required.

Figure 3.5 shows the estimated coverage of a multi-hop latiers“Site B” on the isle of

The fading in-and-out of signal strength over water, visiy disconnected blocks of colour, is likely due
to the model of propagation over water as the effect is ndablei®n land.
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Figure 3.5: Estimated coverage of “Site B” multi-hop reeand base station. This relays
connectivity between “Crow’s Nest” and “Site F’ whilst alserving subscribers.

Tiree. Two sectors provide coverage in the green and yelteasa The green PTMP sector

is created with a 1Z0sector antenna and serves eleven subscribers (the grekerg)aihe
yellow PTMP sector is created with a ©9fector antenna and serves eight subscribers (the
yellow markers). This terminating base station is providetth IP connectivity via a PTP
link from “Crow’s Nest” and repeats this access to a termingabase station “Site F'. The
red and blue areas are PTP coverage to repeat IP access.olR&MhP sectors are provided
by Ubiquiti Rocket M5 radios and the PTP backhaul is provitdgdand extended using
Ubiquiti NB-5G22s.

3.5 Mechanical and Structural Mast Requirements

The WindFi mast is a single-pole design, anchored to thergtouthout the use of perma-
nent foundations. Guy wires are used to add stability andaedlexing. The pole’s outside
diameter is sized to allow standard jaw clamps to be attaehédserve as a platform for
radio equipment.

The mechanical structure was designed by a Scottish mexial@sign firm, Berg Design.
A tripod base structure with a circumcircle diameter of up to provides structural stability
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as a base for the pole. The feet of the tripod are capable n§lzgichored to the ground in
one of three possible ways:

1. bolted to wooden posts that have been sunk into the grauadépth of at least m;

2. bolted to a non-penetrating, surface-mount frame thash#able weights to keep it
stationary and stable; or

3. bolted directly to a pre-existing concrete base at thiallasion site.

A hinged bracket is mounted to the top of the tripod, and thenmmeast pole is supported by
the hinge bracket for raising and lowering the mast fromzworial to vertical.

The mast is designed so installers do not have to climb the wiaan it is in the vertical
position. This reduces the required strength and size ofmth&t. Therefore, all payload is
attached while the mast is horizontal, and the mast is thisadand secured in the vertical
position. All assembly and manual adjustment of compontakss place at a height no
greater thar2.5 m from ground level.

The WindFi mast is designed to be packaged within a volunsenefk 1 m x 1 m and weigh
no more tharg00 kg (including all electronic equipment and radio antenbagsnot includ-
ing batteries). This requires that the mast structuregbattousing, solar panel framework,
and dish antenna tracking modules all have a combined wefgid more thar200 kg. All
parts and tools are transportable by Land Rover-style lesh@nd/or aircraft. Individual
parts weigh no more thatb kg to allow single-person lifting.

3.6 Monitoring and Control

In addition to the radio hardware the WindFi mast includggpsuting hardware for remote
monitoring and control.

A Modtronix SBC68EC SBCT] has been selected as the mast controller which enables de-
vices with a controller area network (CAN) or RS-232 integf#o be controlled or monitored
remotely. The mast controller was developed to control derara motorisation system us-
ing CAN bus, and monitor a charge controller over RS-232. fireEhet connection allows
remote monitoring and control via simple network managermsstocol (SNMP). The mast
controller has a nominal power consumptiorddf W.

PTP links using highly directional and narrow beam-widthg@lic antennas need to be pre-
cisely positioned in elevation and azimuth to ensure trengiest possible link is created. As
the WindFi mast is designed not to be scaled when verticalymte motorised antenna posi-
tioning system is required for accurate antenna positgpaird, if required, remote network
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reconfiguration. A brushed direct current (DC) motor is usedrive the azimuth rotator
and a linear actuator used to drive the elevation controltokéorun at a nominal2 V or

24 V and therefore can be selected according to the size ofrpdtdek (12 V or 24 V). The
motorisation of each antenna is controlled by a motor conind which consists of a CAN
bus enabled AVR microcontroller and power electronics tatiad the elevation and azimuth
motors. The motor control units are only powered when in ungkthe motorisation system
is only infrequently activated, therefore motor controbeyy consumption is not considered
when dimensioning the WindFi power system.

3.7 Electrical Power System

The electrical power system for the WindFi base station sEgied to support the radio
hardware required for the use-cases discussed in Secdoan8. the supporting monitor-
ing and control hardware discussed in Section 3.6. WindBelsations can be powered
by mains electricity when available but the use of low-poeguipment allows renewable
energy sources to be used with a battery bank to power thesheatsen.

3.7.1 Base Load

Two generalised WindFi power system configurations are gseg to meet the three use-
cases; “large” and “small”. Two configurations allow the maugics of the base station,
such as wind generator mountings, PV dimensions and bditarl housing volume to be
standardised for production:

* the “large” configuration allows for a maximum base load©@#V; and

* the “small” configuration allows for a maximum base loa@bW.

These base loads are designed to allow the combination ahtdst power hungry radio
equipment required to satisfy the use cases introduceddinoBe3.4.

Table 3.4 shows how a large or small power generation cormfigur, P...s, = {50 W, 25 W},
can be used to satisfy each generic base station (BS) usalessribed in Section 3.4. The
total power consumption?,;.;, is calculated by summing the maximum power required for
each item of radio equipment. It is assumed th&aV integrated radio and antennas such
as the Ubiquiti NSM5 and Ubiquiti Rocket M5 are used, withf®TMP sectors provid-
ing community access. As discussed in Sections 3.4.1 an8, 3wb5 GHz PTMP sectors
provide suitable coverage for a small number of users indlaain. The provision for four
PTMP sectors allows a UHF overlay to be used with a thie@Hz PTMP sector to provide
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Use-case Configuration PTP ~ PTMP Radios Used Pia/ Peoniig
Terminating BS Large Ix8W 4x8W 5/6 40/50 W

Repeater Small 2x8W 0x8W 2/3 16/25 W
Repeater and BS Large 2x8W 4x8W 6/6 48/50 W

Table 3.4: PTP and PTMP radio requirements for WindFi usegsand associated power
consumption power system configurations.

Use-case PTP PTMP 5 GHz PTMP UHF SBCs P/ Peoniig
TerminatingBS 1x4.1W  2x4.1W 2x3.6W 2x9W 37.5/50 W
Repeater 2x41W 0 0 Ix9W 17.2/25 W

Repeater and BS 2 x4.1 W 2x41W 2x3.6W 2x9W 41.6/50 W

Table 3.5: Power consumption used out of maximum using PTRPAMP radio daughter
cards and Mikrotik RouterBOARD 433AH SBC for different usases.

additional capacity as required. Two PTP links are requvldn repeating IP, while only

one PTP link is needed for a terminating base station. If tmlsned power consumption
of the radio hardware and monitoring and control equipmena dase station is less than
the power offered by a configuration, this creates power toeex which provides an extra
buffer to ensure uninterrupted operation.

The most power-hungry radio configurations are given in 8&b#l. A lower power con-
sumption is expected using SBCs with radio daughter catdegaexpense of added devel-
opment and radio cost. Table 3.5 shows the total power copisom £;...;, when using
radio daughter cards for different use-cases when usingtdfe and two5 GHz PTMP sec-
tors with a Mikrotik RouterBOARD 433AH SBCs. Note when usongy two radio daughter
cards, such as for a repeater mast with two PTP links, the poevesumption is higher than
when using the integrated radio-antenna solution due tgféciency of the unused third
mini-PCl interface.

3.7.2 Example Base Loads

Table 3.6 shows how the three examples of WindFi use-casesluted in Section 3.4 can
be met with the large and small configurations. The total pae@sumption,P,.;, and
resultant power headroom,..4-0om, IS Calculated for each use-case, given the configuration.
The P, calculations for each example are given in Tables 3.7, 3d8ah

Terminating Base StatioriThe “Site A’ base station is one of several on Tiree whichehav
one link for IP access and additional PTMP links for servingscribers. This setup creates
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Use-case Configuration Radios Used Pitai/ Peonfig  Pheadroom EXxample
Terminating BS Small 3/3 21.5/25W  3.5W  Figure 3.3
Repeater Large 5/6 32.5/50W  17.5W  Figure 3.4
Repeating BS Large 4/6 27/50 W 23W  Figure 3.5

Table 3.6: WindFi power system utilisation for given usses

Radio Equipment Number Pago  Potal
PTMP Ubiquiti Rocket M5 2 SW 16 W
PTP Ubiquiti NB-5G22 1 55W 55W
21.5W

Table 3.7: Power consumption of radio equipment at the “Siterminating base station.

a maximum base load @fi.5 W as shown in Table 3.7.

Repeater The repeating mast “Crow’s Nest” on Tiree serves as a huvjging IP access to
all parts of the island, hence a large number of PTP links laeekfore radios are required. In
this configuration the mast has a maximum base I&agd,;, of 32.5 W as shown in Table 3.8
given an individual radio equipment item power consumpti@n;o. .

Repeating Base Statioifhe repeating base station “Site B” uses two sectors tesesers
and relays AP to another part of the island, creating two PidPtavo PTMP links. This
creates a maximum base load2afW as shown in Table 3.9.

3.7.3 Power Generation and Storage

For deployment in Scotland, WindFi uses both wind turbings BV modules to harvest a
combination of wind and solar energy. A battery bank is usdnliffer energy generation and
a charge controller regulates battery charging. As disgzlgs [?], wind and solar energy
sources are complementary in Scotland; in the summer mauolhs energy peaks whilst
in the winter months winds prevail. Figure 3.6 shows thisdréor two locations, Tiree
Airport (TRE) and Prestwick Airport (PIK), by plotting thev@rage wind speed and daily

Radio Equipment Number Pago  Potal

PTMP Ubiquiti NanoStation NSM5 2 8W 16 W
PTP Ubiquiti NB-5G22 3 55W 16.5W
32.5W

Table 3.8: Power consumption of radio equipment at the “Grdvest” repeater.
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Radio Equipment Number Pagio  Plotal
PTMP Ubiquiti Rocket M5 2 SW 16 W
PTP Ubiquiti NB-5G22 3 556W 11W
27T W

Table 3.9: Power consumption of radio equipment at the ‘Biteepeating base station.
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Figure 3.6: Average 10 m wind speed data from Weather Undengt [?] and daily solar
irradiance data from PVGI&] at Tiree Airport (TRE) and Prestwick Airport (PIK) averabe
between the years 2000 and 2014.

solar irradiation. These two locations are used as exangddbey are situated close to
WindFi test locations on the islands of Tiree and Bute asudised in Chapter 5 and detailed
historical weather data is available. The variation in wameed between locations is an
important factor when designing the power generation reguents and these two locations
highlight these differences. The types of battery bankdwurbine and PV modules used
are discussed in the following sections.

Battery Bank

Antares 660502 V 40 Ah cyclic gel batteries are used in WindRi[ Cyclic gel batteries are
designed for applications where the batteries are repgatiedrged and part discharged day-
to-day. The depth of discharge affects the number of cyaésre the battery performance
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Figure 3.7: Expected power output of a SuperWind SW350 &rdetPS200 wind turbin®@]
?].

is affected, with a lower depth of discharge prolonging thaétdry lifespan. Generally a
maximum depth of discharge 66% is recommended]. A charge controller is required to
regulate the charging of the batteries to prevent overamgugstrings of twol2 V batteries
wired in series to create &t V bank can in turn be arranged in parallel to accumulate the
total bank size. A4 V battery bank is preferred to B V bank as the majority of radio
equipment operated requires a nominal voltag24o¥.

Wind Turbine

Two types of wind turbine have been used in WindFi:

» SuperWind SW350 (SW) - B50 W peak output mechanically feathering wind turbine
suited for high wind speed8]

» JetPro JPS200 (JP) - 200 W peak output modular shrouded wind turbine suited for
lower wind speeds?].

The expected power generated by each turbine for a given speed is shown in Fig-

ure 3.7. The JP produces marginally more power than the S\biatrlwind speeds up to

7 m/s. Above this the SW produces much more power, allowing teke greater advan-
tage of gusts and the higher wind speeds in the winter mofithe.SW also has a greater
tolerance to higher wind speeds due to the mechanical fiéagfenaking it more suitable

for environments high wind speeds. Due to the mechanicadjdes the shrouded JP wind
turbines, two or three units can be mechanically connectedttas one unit. This provides
a great deal of flexibility in sizing wind generation for a fewlar application.
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Photovoltaic Array

Panasonic HIP-H250 250 W peak pow#t,9 V nominal voltage PV modules are used with
WindFi. These modules can be wired in parallel to accumuleeenerated powe?]

3.7.4 Power System Dimensioning

Due to the high cost of PV arrays, wind turbines and batteresearch has focused on
sizing solar and wind sources and battery banks for givedsl@ad conditions?, ?, ?, 7.

The battery bank in a WindFi system is sized to allow for acmndius operation without any
additional energy input folVy days and without the capacity dropping below the maximum
discharge deptlv to prolong the battery lifespar is a fraction within the range< D < 1.

The required battery bank capacity in kwWh for a daily energy deman#l, in kWh is given

by
_ NqFEqy

Gy, D

(3.1)

A base load creates a maximum daily energy demand. As deduissSection 3.7.1, two
base loads are possiblg,.q = {25 W, 50 W} creating a maximum daily energy demand of
Eq = {0.6 kWh, 1.2 kWh} assuming 24 hour operation under full load.

The system must remain operational fgf = 3 days without any energy input and without
the stored energy dropping beldw= 0.5 (50%) of the total capacity. This mitigates against
overcast, wind free days and protects the batteries fromdigeharge. Therefore the battery
bank must be able to storg, = {3.6 kWh, 7.2 kWh}, leading to a required battery bank
capacity of{150 Ah, 300 Ah} when usin@4 V batteries.

The energy production of the mast must be capable of reciathie batteries from the
lowest allowed charge depth v, days in addition to maintaining the base load. The required
energy production per dal, required to recharge the battery bank oXxerdays is

DGy,
N

Ep = Ed + Er = Ed + (32)
Therefore the total energy production required per day,is the base load energy demand
E4 plus the recharge energy demalid When allowing/V, = 5 days to recover from a max-
imum lost charge, an extra energy demandof {360 Wh, 720 Wh} is required, creating a
total daily demand to be satisfied by the generation systeh) ef{0.96 kWh, 1.92 kWh}.

Figures 3.8(a) and 3.8(b) show the expected power genepateday using an SW wind
turbine and one or two PV modules on the island of Tiree. OmdySW wind turbine can be
used due to the excessive wind speeds. In the Highlands land$sof Scotland the potential
of wind energy is greater than that of PV. In the winter mortties mean wind turbine
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output of around kWh per day is more than sufficient to meet the small and lasge boad
power requirements sR.; and R,,,., while in the summer months the output drops to around
1 kWh per day. To meet the system’s energy deman#,0f {0.96 kWh,1.92 kWh}, the

PV must be capable of making up the shortfall shown in Figue @ne or two PV modules
at an optimal orientation given by photovoltaic geographinformation system (PVGIS)
create a combined energy generation capable of sustaiméngntall or large load. Note in
Figure 3.8(a), one PV module cannot guarantee enough powtre large base load in July,
therefore two modules are required, as shown in Figure B.8(b

As the mean winter wind speed at Prestwick Airporttis/s less than Tiree Airport the
SW wind turbine cannot support both a small and large bask Bmure 3.9 shows how a
small and large load can be supported using different optidhe generation requirements
for a small base load of,, = 0.96 kWh consisting of a single SW wind turbine and one PV
module is shown in Figure 3.9(a). To support a large basedbag = 1.92 kwh throughout
the winter months, a more powerful wind turbine than the S\Weggiired. This large base
load can be satisfied using three JP wind turbines combintdtwd PV modules as shown
in Figure 3.9(b).
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Figure 3.8: Expected daily power generation at Tiree AirfdRE) using (a) on€50 W
peak power PV module and a SuperWind SW350 (SW) W wind turbine to satisfy the
small load requirement, (b) two 250 W peak power PV modulesaaBuperwWind SW350
(SW) 350 W wind turbine to satisfy the small and large load requiretsen
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Figure 3.9: Expected daily power generation at Prestwickdtt (PIK) for a small and large

load using (a) one SuperWind SW350 (S8%) W wind turbine and one 250 W peak power
PV module to satisfy the small load, (b) three JetPro JPS2B2(00 W wind turbines and
two 250 W peak power PV modules to satisfy the large load.
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3.8 Crow’'s Nest Power System Analysis

Section 3.4.2 introduced a test deployment of a WindFi b#stos named the “Crow’s
Nest”, shown in Figure 3.4. The Crow’s Nest relays IP-actesgher base stations across
the island and lies on an exposed hill with no mains power. tRigrreason a renewable
power system was sized using the equations in Section &apéble of supporting a base
load 0f32.5 W as calculated in Table 3.8. This section analyses the pediace of the base
station power system based on the sizing decisions madectio8e6.7.4, specifically the
number of days a load can be sustained when the power gemesgitem is not producing
enough energy to sustain a load, and the recovery after sdefic.

3.8.1 Power System Design

Ten Antares 6605@0 Ah 12 V batteries provide a capacity;,, = 4.8 kWh at 24 V. Us-
ing (3.1) for a base load df2.5 W, E4 = 780 Wh, the required battery bank capacity is
4.68 kWh at24 V with N4 = 3 days and D = 0.5. Using (3.2) a daily energy production
E4=1.248 kWh is required to replenish the battery ovgr= 5 days.

A Morningstar Tristar TS-60-MPPT charge controller is usegrovide maximum power
point tracking (MPPT) control of the PV array voltage andule¢e solar battery charging.
This charge controller allows for remote monitoring anddiogy of variables used in this
analysis. The SW wind turbine is regulated by a SCR-24 cheogeroller which splits
power between a dump load and the battery bank using puldé widdulation (PWM) to
regulate charging. This is wired in parallel with the TSM@PT but provides no logging
capability. The Tristar TS-60-MPPT PV charge controller ba in one of four states shown
in the battery charging cycle in Figure 3.10:

* Night. The charge controller has detected it is night therefore alar nergy is
present.

* MPPT. Maximum power point tracking bulk charging delivers all bétavailable solar
power to provide aroun8l0% of battery charging.

» Absorption. The charge controller maintains a constant voltage oncdtageset-
point is reached but reduces the charging current to allevibo#ttery to absorb remain-
ing 20% of charge without overheating the battery.

» Float. The charge voltage is reduced from absorption and the clisrgaintained.
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Figure 3.10: Tristar battery charging stat@p [

3.8.2 Expected Energy Production Characteristics

An SW wind turbine and two HIP-H250 PV modules provide powenegyation for the base
station. The expected generation potential of this cordiom is shown in Figure 3.11. This
was calculated using historical average wind speed datéhenekpected solar irradiance as
described in Section 3.7.3. The generation system is cveuging for the maximum load,
Pad, and desired discharge and recharge characteristics.

As summarised in Section 3.7.4, the high wind speeds creaibstantial amount of excess
energy. This excess energy causes the battery bank to bargedhquickly. Figure 3.12
shows the expected impact of generation over-productidgh@time to recharge. The mini-
mum, maximum and mean expected daily over-production ®ow’s Nest are indicated

to highlight the impact on recharging5a% discharged.8 kWh battery bank. Thev, = 5
days allocated to recharging giverb@% discharge is reduced to around one day given the
expected over production at the site.

3.8.3 Day-to-Day Performance Analysis

The TS-60-MPPT PV charge controller provides remote momigacapabilities. This allows

the recording of the battery bank voltage, charging stdtanmation, instantaneous power,
and cumulative energy produced, by the PV system. As the tirne charge controller

has no logging capability the behaviour of the wind poweregation system is estimated
using wind speed measurements and a model of the power gjeneshown in Figure 3.7.

Figures 3.13 and 3.14 plot the state of the Crow’s Nest poystem over a number of days,
highlighting periods of low and high wind speeds. Both Fagiconsist of three parts:

1. Target and measured battery voltageigures 3.13(a)/3.14(a) plot the measured and
target PV battery charging voltages. The nominal batteltage is24 V but batteries
are kept at a higher voltage during charge and float. Duriggteithe target voltage
of the charge controller drops V.
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Figure 3.11: Expected daily power generation at Tiree AirpbRE) using two 250 W peak
power PV modules and a SuperWind SW350 W wind turbine.

2. Charging stateFigures 3.13(b)/3.14(b) plot the charging state of the TSV PT.

3. Instantaneous wind and PV power generatéigure 3.13(c)/3.14(c) plot the measured
instantaneous power provided by the PV array and the estdmiwer provided by
the wind turbine given the measured wind speed. The PV posveaken from the
charge controller log and the wind power is estimated usirgsured wind speeds at
TRE provided by P] and the model of the SW wind turbine.

Low Wind Speed Day

Figure 3.13 plots power system behaviour on low wind spegd batween the 2nd and 4th
June 2013. The information shown by the graph on the 3rd @ndf4lune is indicative of a
PV only system.

Wind power was generated in only two periods (11:00-14:0@hen2nd June and 19:00-
02:00 on 2nd/3rd June) and is visible in Figure 3.13(c) byetmated power generation.
This is mirrored in Figure 3.13(a) as the measured battdtgge becomes fast changing due
to the nature of the charging voltage of a wind turbine. Dgitimese periods the PV charge
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Figure 3.12: Impact of surplus energy generation on timet¢barge 200 Ah battery bank at
Tiree Airport (TRE).

controller detects an increased voltage and reduced theoR¥rprovided to the battery, as
visible between 12:00-15:00 in Figure 3.13(c), to prevemtroharging.

When little to no wind power is present the measured battelyage change is smooth as
visible on the 3rd and 4th June. The stages of charging showigure 3.13(b) are matched
by the target and measured battery voltage. The target aadurerl voltage match during
daylight hours after the absorption state as the battergasged. During the MPPT phase
the maximum power is extracted from the PV array as showndybasured voltage peaks
at 09:00 on the three days. The target and measured voltdgeeréuring the float stage as
the battery voltage is maintained and the PV power pointdsiced to maintain the voltage
of the batteries.

High Wind Speed Day

Figure 3.14 plots power system behaviour on high wind spegd detween the 28th and
30th May 2013. In comparison with the low wind-speed days nteasured battery voltage
is generally higher than the PV charge controller targeiagd in Figure 3.14(a). The charge
controller state in Figure 3.14(b) is also less frequentlyhe MPPT state than in the low
wind-speed Figure 3.13(b). This is due to the wind chargdrober feeding power to the

batteries constantly via PWM. During these periods the Pafgd controller detects an
increased voltage and reduces or stops the PV power gemetatprevent overcharging.

During two periods, 16:00-20:00 on 28th May and 05:00-0@0@9th May the wind speed

has dropped, visible by the drop in expected power in Figutd(8). This corresponds to
a drop in measure voltage level in Figure 3.14(a). On thesasions the MPPT PV charge
controller provides power to charge the batteries from teystem.
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Figure 3.13: Crow’s Nest power system between 2nd and 4td 2003; low wind speed
days showing (a) target and measured battery voltage, (®JF8PPT PV charge controller
state, and (c) measured PV generation and expected SW gienera
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Figure 3.14: Crow’s Nest power system between 28th and 3@y 2013; high wind speed
days, showing (a) target and measured battery voltage, $69OFMPPT PV charge con-
troller state, and (c) measured PV generation and expetiegederation.
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3.8.4 Wind Power System Failure Analysis

Figure 3.15 shows the state of the MPPT PV charge contratidrnVdindFi power system
over al7 day period between 4th and 20th of February 2013. Duringpéigd the wind
turbine charge controller failed, providing no power to bateries between the evening of
the 5th, and the 15th of February.

Figure 3.15(a) plots the MPPT charge controller targeatioltage and measured battery
voltage. Between the 5th and 14th of February the lack of vimpait is visible in this
graph as the actual battery voltage slowly drops, not mgdhia target voltage even with PV
energy. On the 14th February the battery bank can no longgaisiuthe electrical load and
the voltage drops suddenly which causes the radio equiptoé@come un-powered due to
the low voltage. This causes the logging of data to stop. @nl&th February the wind
power system was repaired and the measured battery vottaiggases as the battery bank is
recharged and logging restarts.

Figure 3.15(b) shows the charge controller state. When nd power is available the charge
controller is constantly in either the MPPT or Night statging to produce as much power
as possible to charge the batteries given that the measat&hbvoltage in Figure 3.15(a)
is consistently less than the target voltage.

Figure 3.15(c) shows the recorded power generation of they®¥m and expected wind
generation using wind speed records over this period. Natethe expected power output
saturates a850 W due to very high wind speeds. Despite substantial winddspessible
by the expected power on the 10th, 12th and 13th of Februagybattery voltage shown
in Figure 3.15(a) still decreases indicating no charginge PV power produced over this
period is low, as expected during this time of year.

Figure 3.15(d) plots the estimated individual daily enecgytributions from the wind and
PV system and the total energy of the system, combining timel WeV and load during
the period of the wind power system failure. As the days piegeand including the 4th
February had a very high average wind speed, it is assumédhthdattery bank is fully
charged. Given the dailyy = 0.78 kWh load, when no energy from the wind system is
provided, the battery bank is expected to be depleted on3tredf 14th of February, as
the cumulative sum of the daily energy deficit approachessibe of the battery banks,
Cy = 4.8 KWh. This prediction based on the design of the system mattiie observed
outage on the 14th February. When the wind power system @regpon the 15th February,
a surplus of energy is created by the PV and wind turbine,icgulse cumulative difference
between load and production to become positive within 3 d&govering the battery bank.
Given the sum of the surplus 6fkWh, due to the overproduction of the wind turbine as
shown in Figure 3.12 aftex.5 days the battery bank is recharged.
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Figure 3.15: Crow’s nest power system during a failure oftired power system between
4th and 19th February, showing (a) target and measuredpatitage, (b) TS-60-MPPT

PV charge controller state, (c) measured PV generationygmetéed SW generation, and (d)

cumulative daily system energy with broken wind turbine.
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3.9 Summary

This chapter presented the design and analysis of the “WihdBe station as a component
to realise the rural broadband network discussed in Chaftand 5.

WindFi can rely solely on a combination of wind and solar poteesupport wireless network
equipment. The use of both TVWS bands @@&Hz bands to deliver access provides an
additional burden on the power consumption of a wirelesenodmpared to a single band
system as reviewed. Therefore the dimensioning of a largeeigtion capacity and storage
system was presented. A retrospective analysis of the psysem performance under
three different scenarios in an actual deployment was ptedglow wind speeds, high wind
speeds, and a faulty wind turbine causing the battery tcetlepl'he behaviour of the system
under these scenarios met the design conditions, therdioatiag the design.

Common use-cases for the base station were presented aidpaet on system design
discussed. This included how specific radio equipment cbaldtilised. As the main cost
component of a WindFi base station is the renewable poweersysinderstanding and min-
imising the power consumption of radio equipment is key taimise costs, and make the
system economically viable. Therefore Chapter 4 profildset radio hardware to under-
stand the power consumption impact for a WindFi base staGbapter 6 then explores how
power savings can be achieved in a common use-case for a Wiagé station.
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Chapter 4
Radio Characterisation

Chapter 3 showed that the radio payload for WindFi is thegstrgonsumer of energy within
the base station, and therefore is the main contributordgcitte and cost of the renewable
energy generation system. Reducing the power consumptite sadio payload is an op-
tion to reduce the cost of Hopscotch, and make it an econdisnidable solution in more
rural broadband scenarios. To facilitate the developmeahergy saving methods such as
the method presented in Chapter 6, the performance and pmmsumption of the radio
equipment used to create the networks discussed in Chaptard 5 must be well under-
stood. This chapter describes the lab-based charactensatradios used in Hopscotch,
with the goal of creating two useful models:

« the data rate selection for a given receive signal powet; an

* the relationship between power consumption and transowep

Secondary to producing these models, the tests providegortoinity to characterise the
actual transmission control protocol (TCP) throughputathiradios when configured to use
a specific data rate.

Section 6.1 introduces the radio hardware configuratiofilpdoand the concepts of data rate
and transmit power selection by the radios. Section 4.2ribescthe experimental method-
ology to obtain data to create the models. Sections 4.3 ahgivie experimental results for

the two radios profiled, the Ubiquiti XR7 and SR71. Sectidhgresents the radio charac-
terisation models using the results.

4.1 Background

This section introduces the radio hardware profiled and eotsoof transmit power and data
rate selection used by the radios profiled.
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Band Bandwidth Access Point SBC Station SBC RF Card
5 GHz 20 MHz RouterBOARD 433AH RouterBOARD 411 SR71
UHF 5 MHz RouterBOARD 433AH RouterBOARD 411 XR7

Table 4.1: Radio equipment profiled for links in th&sHz and UHF bands. The vendor of
the SBCs is Mikrotik and the vendor of the RF daughter cardloiguiti.

MCS Index Modulation Type Code Rate Data Rate (Mbps)
5MHz 20 MHz

0 BPSK 172 15 6
1 QPSK 1/2 2.2 9
2 QPSK 3/4 3 12
3 16-QAM 1/2 4.5 18
4 16-QAM 3/4 6 24
5 64-QAM 2/3 9 36
6 64-QAM 3/4 12 48
7 64-QAM 5/6 13.5 54

Table 4.2: IEEE 802.11a/g MCS rates and expected data rates

4.1.1 Radio Hardware Configuration

The radio hardware required to create the dual-da@iHz and UHF network discussed in
Chapter 2 is profiled to create models for analysis. The oayegf radio hardware profiled
is SBC with RF daughter card, introduced in Section 3.3. Qmiy category is considered
as it was shown in Section 3.7 to consume less power tharrateehCOTS radios and an-
tennas. Table 4.1 highlights the equipment profiled. A Milkr&outerBOARD 433AH is
configured as an AP with one RF daughter card providing cdivitgc A Mikrotik Router-
BOARD 411 is configured as a station with one RF daughter cBing. Ubiquiti SR71 and
XR7 daughter cards are interchanged to pro%iHz and UHF radios. The SR71 occupies
the standar@0 MHz bandwidth and the XR7 occupiésVMiHz bandwidth.

4.1.2 Data Rate Selection

Table 4.2 shows the available standard IEEE 802.11g das (&itCS), including the quoted
data rate fols, MHz and 20 MHz bandwidths. The XR7 and SR71 radio cards are based
on the IEEE 802.11 physical layer, providing the rates guigteTable 4.2. Note the radios
use the propriety Ubiquiti MACNstream As the XR7 is used within TVWS, & MHz
bandwidth is configured. To obtain theMIHz data rate the standaptd MHz data rates are
scaled by the bandwidth ratig4. The Mikrotik software used to configure the radios quotes
the20 MHz data rates when referencing the MCS for bettiHz and20 MHz bandwidths.

A higher MCS index provides a greater theoretical bandwithrequires a greater SNR
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Figure 4.1: Quoted transmit power for each data rate for tRé Znd SR717%, 7).

to successfully demodulate and decode symbols encoded ighartMCS. Generally a
transmitter selects a data rate to use based on the meagymatsirength at the receiver
for all data rates. If different transmit powers are usedefach data rate then the received
signal strength for each data rate will differ. The Ubiqtatiios can be forced to use a single
data rate or automatically select between an allowed satafrdtes. A change in data rate
does not require the receiver to resynchronise as the @lyayer convergence procedure
preamble used for synchronisation, and to inform the stg&¥A) of the data rate used, is
transmitted with a fixed data rate.

4.1.3 Transmit Power Selection

The transmit power of the SR71 and XR7 can be fixed or dynaiyisahled based on the
data rate. The data sheets for both the SR71 and XR7 statattsentit power for each data
rate [?, ?]. Figure 4.1 plots the quoted transmit power for both radiwseach20 MHz data
rate. This scaling reduces the transmit power when highrandelulation schemes are used
to reduce the impact of distortion caused by the power araplifi

4.2 Experimental Setup

The data rate selection of the radios for a given receive pdive transmit power selected
for a given data rate, and the power consumption for a giveamstnit power were profiled
in the laboratory. The setup and calibrations required &mheest and are described in Sec-
tions 4.2.1,4.2.2,4.2.3, and 4.2.4 below. A programmatbémaator provided the capability
to control the radio powers. The required calibration iscdégd in Section 4.2.5.
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Figure 4.2: RF characterization test setup showing (a) iddéaselection test, and (b) data
rate selection test calibration path.

421 Overview

In order to characterise the radio performance and powesroption a laboratory setup was
created, shown in Figure 4.2(a). A link was created betwkenwo radios, one configured
as an AP and the other configured as a STA. A Gaussian chanmeddyethe two radios
was created using a wire link and fixed and variable attemsiaiithis allowed the path loss
between the AP and STA to be scaled. A Tilithie95 dB programmable variable attenuator
allowed the path loss between AP and STA to be accuratelgddall dB steps, shown in
Figure 4.3. A fixedi0O dB attenuator increased the path loss further to meet tiedksels.
The received power and signal quality experienced by theiST&ed by the AP to select the
data rate for transmission. Therefore scaling the pathftoses the AP to select a different
data rate.

Two computers, one running an Ipederver and the other an Iperf client, generate TCP
data and measure throughput. These were connected by 1€80B&thernet to the AP
and STA as shown in Figure 4.2(a). Data was sent from thetdeeserver through the

1A networking test tool to create and measure TCP and usegmataprotocol (UDP) data streams,
http://iperf.fr/
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Figure 4.3: Programmable variable attenuator.

AP and STA during an Iperf session. The AP radio statistiosduding the received signal
strength indicator (RSSI) and data rate, were polled usiagvailable Mikrotik application
programming interfacde The XR7 was configured to use a center frequency68fMHz,
within channel57. The SR71 was configured to use chantielt 5.2 GHz. A National
Instruments USB-6210 data acquisition system (DAQ) mesktiie instantaneous power
consumption of the radios as discussed in Section 4.2.4.

4.2.2 Profiling Data Rate Selection

The data rate selection of XR7 and SR71 when configured as ama&Rharacterised with
the setup in Figure 4.2(a). This allowed the path loss betwd® and STA to be scaled to
reduce the signal strength at the receiver. For each pashthesAP radio statistics were
polled every250 ms during &40 s downlink TCP transmission, between the AP and STA.
This allowed the data rate selected for each path loss todoeded. For a forced data rate
the radio can only select either the forced rate, for exarbpl®bps (which is equivalent
to 13.5 Mbps for5 MHz operation as per Table 4.2), or the basic data i@te.§ Mbps at
20/5 MHz).

The received signal poweF™, can be estimated from the transmit powe¥:, the variable
attenuation applied (modelled in Section 4.215),, and fixed losses produced by the cables
and attenuations,eq

P™ = P™- Lged— Lvar - (4.2)

2http://wiki.mikrotik.com/wiki/Manual:API
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Frequency Lgxea
763 MHz 50.9dB
5.2GHz 59.5dB

Table 4.3: Measured fixed attenuation for each frequencg.ban

Iperf Spectrum Iperf
Client Analyser Server
‘ 1000Base-T / >1UOOBase-T
Variable Fixed
AP Attenuator t<>| Attenuator >  STA
Coupler 0-95 dB 40 dB
e, /
DAQ
(a)
Spectrum
Analyser
’ Path A
AP STA
Path B )

(b)

Figure 4.4: UHF radio transmit power profiling setup show(aptest setup, and (b) calibra-
tion paths.

To determinelg..q, @0 dBm tone at the appropriate center of each band of interest wa
produced by a signal generator and the power measured usiggal analyser witlL.,, =

0 dB. The path measured between the AP and STA is labell&adsCin Figure 4.2(b).
Table 4.3 gives the measured fixed attenuation at each fnegue

4.2.3 Profiling Transmit Power

The availability of a UHF directional coupler provided thgportunity to measure the trans-
mit power used by the XR7 radio. A modified version of the laperkment discussed in
Section 4.2.1 was constructed as shown in Figure 4.4. Thip skffers from the data rate
selection characterisation setup as it features a spe@anatyser which is used with a di-
rectional RF coupler to view the transmitted signal from AFSTA and measure the signal
power.
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Path Lged
Path A 23.0dB
PathB 49.9dB

Table 4.4: Measured fixed attenuation for each path in Figuté) at763 MHz.

The spectrum analyser was configured to measure the zendsspst power,PbUst. From
this the transmit powe?™, can be estimated given the fixed attenuatioReg,

PX = PPUSly [ied . (4.2)

The parametef g Was measured by generatin@a MHz 0 dBm tone and measuring the
received power at the spectrum analyser as the XR7 operal@dWS. The path measured
between the AP and spectrum analyser is labelle®adl Ain Figure 4.4(b). The path

between the AP and STA, labell&ath Bin Figure 4.4(b), was also measured with, =

0 dB to determine the receive power using (4.1). The measuresnae summarised in
Table 4.4.

To determine the transmit power used for each data rate, fharmdl STA were configured
to use only one data rate at a time. The burst power of dateepaalas measured using the
spectrum analyser during a TCP transfer with the variatiBnaator set t@0 dB creating

a path loss oflgyeq + Lvar = 71.6 dB between the AP and STA. To determine the actual
transmit power used with a manually fixed transmit power #@a date was set th5 Mbps
and the burst power was measured for each fixed transmit psmtimg. The results of this
experiment will be discussed in Section 4.3.2.

4.2.4 Profiling Power Consumption

A National Instruments USB-6210 DAQ was used to measure tiveep consumption of
the AP. The supply voltage to the AP is measured and a senssigjar network measures
the current draw. Using Ohm’s law the power consumption cacdiculated. Figure 4.5
shows the setup for the power consumption measurement®AQeecords the appropriate
voltages at a sampling rate afkHz over the duration of the experimental data transfer.
The setup in Figure 4.2(a) was used to measure the powerroptisn. The data rate was
manually fixed tol.5/6 Mbps for the XR7/SR71 radios and the variable attenuatotcset
20 dB. The transmit power was fixed to one value within the raing8 to 30 dB. For each
transmit power TCP data was sent from the AP to STA for tweetjoads and the power
consumption recorded at a sampling raté &Hz.
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Figure 4.5: AP Power consumption measurement setup.

4.2.5 Programmable Variable Attenuation Calibration

All RF equipment has insertion lossSeghich are dependent on the operating frequency. The
expected loss produced by the variable attenuator shoula #ge sum of the programmed
attenuation and insertion loss. To determine the accuratiyeovariable attenuation, the
loss at the two frequency bands of interé$t3 MHz and5.2 GHz, was measured for dif-
ferent programmed attenuations. ToneZ@ MHz and5.2 GHz with 0 dBm power were
created using a signal generator and passed through tmeiaide A spectrum analyser
was used to measure the received signal power. Twenty negasuts were made at each
attenuation setting and the mean taken to provide an averagsured attenuation. The mea-
sured attenuation for a programmedB attenuation was taken as the insertion loss of the
programmable variable attenuation and was subtracted tinenmeasured received power
to give the actual attenuation applied by a given programateghuation. This measured
variable attenuation was compared to the expected atienuatgive an offset between the
requested attenuation and actual attenuation.

Figures 4.6 and 4.7 show the measured and expected attamé@tieach programmed at-
tenuation ab.2 GHz and763 MHz and the corresponding offset. The error bars show the
standard deviation. The measured attenuation drops bélewxpected attenuation as the
programmed attenuation increases at B6thMHz and5.2 GHz in Figures 4.6(a) and 4.7(a).
This create the negative offsets in Figures 4.6(b) and 1.74k the signal generator used
to produce the tones had a limited transmit power, for prognad attenuation greater than
63/71 dB at5.2 GHz/763 MHz, the received power dropped below the noise threshold of
the spectrum analyser as shown by the noise thresholds imeSigl.6 and 4.7. As visible

in Figures 4.6(a) and 4.7(a), below the noise threshold thasured attenuation saturates
and the standard deviation of the measurements increaser{dby the error bars). The

3Reflection losses, dielectric losses and copper losses inberiing a device into a transmission line
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offset between the programmed and measured attenuative #imnoise threshold was ex-
trapolated by a linear least squares approximation fronoffset between a programmed
attenuation of) dB and the noise threshold. The linear least squares appatioin is shown
in Figures 4.6(b) and 4.7(b).

From these measurements a model is constructed which psothé actual attenuation ap-
plied by the variable attenuatdr, .., for a given attenuation settingrog_atten,

Lvar = Lprog_attcn - Loffseb Loffsct = f(prog—atten) : (43)

The offset between the programmed attenuation and actigaduaition, L,g..;, iS shown

in Figure 4.8. This figure clearly shows an offset betweenpifeggrammed and measured
attenuation ir8 dB steps. This is most likely due to the attenuator being rauogned in a
binary pattern (inclusive combinations btiB, 2 dB, 4 dB, 8 dB, 16 dB, 32 dB and a second

32 dB). Therefore to obtaif.,,., when the programmed attenuation is greater than the noise
floor, L.g.: is used as the measured offset. When the programmed aitanisabelow the
noise floor, a measured value bfg..; iS not available, therefore the linear least squares
approximation is used, as shown in Figure 4.8. Nigtg does not include the insertion loss

of the variable attenuator, i.&.,, = 0 dB when the attenuator is setdalB.

Calibrating the fixed and variable attenuatiohg..q and L.,., by measuring the fixed and
variable attenuation offsets allows accurate receivestrat and burst powers to be calcu-
lated with (4.1) and (4.2). With an accurate understandfrijese figures, models of power
consumption and performance for a given transmit power &teba receive power can be
created.
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Figure 4.6: Characterising programmable variable attemuasertion loss a.2 GHz show-
ing (a) measured and adjusted attenuation for all prograstenalues, and (b) offset be-
tween measured and expected attenuation.
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4.3 Ubiquiti XtremeRange7 Characterisation Results

4.3.1 Profiling Data Rate Selection

Figure 4.9 plots the mean and mode reported data rates anecthreled TCP Iperf through-
put when the radio data rate selection is set to automatiaitively the data rate selection
should decrease in steps as the path loss increases. Adexkpéigure 4.9(a) shows the
selected data rate decreases as the path loss increasestanti31 dB the connection is
dropped. The throughput recorded by Iperf in Figure 4.9(b) @egrades but shows un-
expected behaviour between a path los88B and108 dB. The Iperf throughput drops
drastically before recovering. This is matched by a drop@rhean data rate in Figure 4.9(a)
and a large standard deviation, shown by the error bars.

To explore this unexpected behaviour further, Figure 4laphe mean and mode reported
data rates and the recorded TCP Iperf throughput when thedath rate selection is forced
to a single rate. For a forced data rate the radio can onlgtseither the forced rate, for
exampleb4 Mbps (which is equivalent td3.5 Mbps for5 MHz operation as per Table 4.2),
or the basic data rat&/(l.5 Mbps at20/5 MHz). As the path loss increases there comes a
point where the forced data rate can no longer be sustairtkithanlata rate drops to the basic
data rate. The higher the forced data rate, the earlieriihgshold appears. The thresholds
are clearly visible in the mode data rate selection plot guFé 4.10(b). When comparing
this to the mean data rate selection in Figure 4.10(a), tige lerror bars visible before a drop
to the basic data indicate the data rate is switching fretyi€rhis is why the automatic rate
selection shown in Figure 4.9(a) occurs at a lower path lues the individual data rates can
sustain.
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Figure 4.9: XR7 automatic rate selection profiling showiayreported transmit data rate
and (b) Iperf TCP throughput, for different path losses.
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Figure 4.10: XR7 forced data rate profiling showing (a) mesgoorted transmit data rate, (b)
mode reported transmit data rate, and (c) Iperf TCP througligr different path losses.
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Figure 4.11: Measured burst power and estimated transmwigipgiven path loss.

The large standard deviation visible betweé&dB and110 dB in the mean reported data
rate in Figure 4.10(a) matches the behaviour when autorselction is used. This is likely
causing the poor Iperf performance between these pathsl@gdseh is visible for individual
data rates between these path losses in Figure 4.9(b). Tdpsisllikely due to the radio
design.

4.3.2 Profiling Transmit Power

The transmit power of the XR7 was estimated using the bumsepand measured losses as
described in Section 4.2.3. The transmit power was estohfatetwo scenarios: automatic
transmit power selection and manually configured, fixedsimahpower.

Automatic Transmit Power Selection

Figure 4.11 shows the claimed transmit power accordingda#tashee®], measured burst
power, Pbust and estimated transmit power using (4.2)x, for each data rate. A small
offset, averaging.5 dB, exists between the estimated transmit power and quodedrhit
power. This is within thd dB tolerance quoted by the data sheet.

Fixed Transmit Power Selection

Figure 4.12 plots the measured burst power against the astihtransmit power, calculated
given the measured fixed losses using (4.2). A large offssraaing9.2 dB (the square root
of the mean squared error) exists between the manually setrpgnd estimated transmit
power between a setting afdBm and20 dBm. This offset appears constant across this
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Figure 4.12: Measured burst power and therefore estimedadrit power given path loss.

range. The transmit power also saturates at an estindatedm indicating the transmit
power of the radio is limited to this value.

Discussion

For automatic transmit power selection the measured triarsower follows the quoted
transmit power by reducing as the data rate increases. Fa@naatly configured transmit
power an offset 0f).2 dBm exists between the configured power and measured potwer. T
is consistent with a reported dB configuration offset]]. As this offset is constant we can
assume this is a configuration offset and must be accountaehten configuring the radios.
With this offset, the quoted transmit power of the radio istaate but saturates 3t dBm.

4.3.3 Profiling Power Consumption

Figure 4.13 plots the mean recorded power consumption oAihevith the XR7 during
TCP data transmission for different forced data rates. Ther dars show the standard
deviation around the mean rate. The measured transmit psweerlaid for each data rate.
As expected, the power consumption decreases with thentiasi®n power. This is due to
the power amplifier consuming less energy when a smallerifioapion is required.

To determine the power consumption of the XR7 when the trénsomwer is manually set,
the set-up described in Section 4.2.2 was used. The trapswir was increased in 1 dB
steps between and includiigdBm and30 dBm. The variable attenuator was settbdB
and the data rate was fixed t&» Mbps.

The RSSI reported by the receiving radio can be used to ihéeotitput power of the trans-
mitting radio as given the loss between transmitter andivecés constant, changing the



4.3. Ubiquiti XtremeRange7 Characterisation Results 72

4 T 30
€
s 3.8 128 4
~ B
§ 36 126 s
45_ o
% 341 124 €
2 2
8 g
= 32} 422 5
: . :
o © 2
3H ; 4120 8
—%*— Power consumption g

—O— - Measured Tx power
28 T T T T | | | | 18

1522 3 4.5 6 9 12 135
Data rate / [Mbps]

Figure 4.13: Estimated transmit power and measured powsuooption for each data rate.

42r— ~ ~ ~ ! ! ! ! ! ! ! ! 740
4l —*— Power consumption| : : : : : : : : 145
~O— RSSI : : : : : : : ; ;
2 38r : ' : ~0-0-9 150
5 36} 955 =
g 34l 1-60 3.
2 =
g 3.2 1765 @
et 14
5 3fF +-70
8
g 2.8F +-75
2.6 ; : : : : : : : : - 4-80
S S S S S N S S S S S S S S S S S

0 2 4 6 8 10 12 14 16 18 20 22 24
Transmit power setting / [dBm]

Figure 4.14: Power consumption and reported RSSI when usigigual transmit power
setting atl.5 Mbps data rate.

transmit power will cause the RSSI to change. Figure 4.1tsplee measured power con-
sumption and reported RSSI against the configured transmiep The RSSI and power
consumption increase with transmit power u@ldBm. This mirroring indicates the actual
power output by the radio is increasing with the set tranpmiter as the RSSI would not in-
crease otherwise. Over the dBm setting the RSSI is constant, indicating the actualwutp
power of the radio is constant. This shows the radio limiesahtput power and therefore
transmit power settings abo2® dBm are invalid. Above0 dBm the power consumption

still increases despite the measured output power beingtaain This is likely due to the

design of hardware power limitation controls within theicad

Using the measured power consumptions for a given transomep setting, Figure 4.15
plots the power consumption against estimated transmitepo@nly valid transmit powers
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Figure 4.15: Power consumption against estimated trarsonier atl.5 Mbps data rate.

settings from Figure 4.14 are plotted. These settings aiestadl by an expectet) dB
configuration offset to obtain the estimated transmit powidris plot is used as the basis
of modelling the relationship between transmit power anggraconsumption discussed in
Section 4.5.3.

4.4 Ubiquiti SuperRange71 Characterisation Results

4.4.1 Profiling Data Rate Selection

Figure 4.16 plots the mean and mode reported data rates Wkeradio data rate selec-
tion was set to automatic, and the recorded TCP Iperf throughThe error bars show
the standard deviation around the mean data rate. Figu6fad.shows the selected data
rate decreases as the path loss increases untilldftedB the connection is dropped. The
throughput recorded by Iperf in Figure 4.16(b) also degsawi¢h data rate. This behaviour
is similar to that of the XR7 radio profiled in Section 4.3.Inlilde the XR7 performance, no
unusual behaviour or large deviation is apparent at spgutic losses but the2 Mbps data
rate is never selected.

To explore why thel2 Mbps data rate is never selected, Figure 4.17 plots the medn a
mode reported data rates and the recorded TCP Iperf throtigitpen the radio data rate
selection is forced to a single rate. The reported mode @ddgafor each forced transmit
data rate is shown in Figure 4.17(b). As observed when pigfihe XR7, as the path loss
increases there comes a point where the forced data rateockomger be sustained and
the data rate drops to the basic data rate. The higher thedatata rate, the earlier this
threshold occurs. The reported mean data rate is a lot lesdbleafor the SR71, as visible in
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Figure 4.16: SR71 automatic data rate selection profilirayvaig (a) reported transmit data
rate and (b) Iperf TCP throughput for different path losses.
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to Figure 4.17(a), than observed when profiling the XR7. Tteeption is the performance
for a forced12 Mbps rate. The variance of this rate is high and the mean isna® Mbps,
indicating the radio is switching betweén Mbps and th& Mbps basic rate frequently. The
mode reported data rate for a forcEzsiMbps also switches betwedR Mbps andé Mbps.
This variability is likely the reason why th&2 Mbps rate is never used in the automatic
selection.

4.4.2 Profiling Power Consumption

To determine the power consumption of the SR71 for manuastnit power settings, the

set-up described in Section 4.2.2 was used. Power measuiewere made using the equip-
ment described in Section 4.2.4. The transmit power wa®asad inl dB steps between

and including) dBm and30 dBm. The variable attenuator was se2todB and the data rate

was fixed ta6 Mbps.

Figure 4.18 plots the measured power consumption and ep&BES| against transmit
power. The RSSI and power consumption increase with transomer until a plateau at
24 dBm before a sharp drop 2T dBm. This mirroring indicates the actual transmit power is
being increased with the setting as the RSSI would not iseretherwise. When tt dBm
setting is exceeded the measured power consumption andd&strastically indicating
the limit of the card has been reached and this is an invaltthge The behaviour above the
threshold differs significantly from the XR7 shown in Figutel4 showing the variability
caused by different implementations.

Figure 4.19 plots the measured power consumptions agaiistaged transmit power. Only

valid transmit powers settings from Figure 4.19 are plottdthese settings are adjusted
by an expected dB configuration offset?] to obtain the estimated transmit power. This
plot is used as the basis of modelling the relationship betweansmit power and power

consumption described in Section 4.5.3.
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Figure 4.17: SR71 forced transmit data rate selection prgfgéhowing (a) mean reported
transmit data rate, (b) mode reported transmit data ratk(@nperf TCP throughput, for
different path losses.
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4.5 Radio Characterisation Models

The results in Sections 4.3 and 4.4 provide the data ratetseidor a given path loss. To
create a model of the data rate selection for a give recegmakpower the relationship
between path loss and received signal power must be knowis i kletermined in Sec-
tion 4.5.1. Using this relationship Section 4.5.2 presantsodel of data rate selection given
receive power for both radios. Section 4.5.3 presents a hi@dgower consumption given
transmit power selection for both radios.

4.5.1 Relating Path loss and Received Signal Power

The Ubiquiti XR7 and SR71 radios report the received sigmagy in the form of RSSI.
There is no standardised format for RSSI in IEEE 802.11 noUbdimuiti publish this in-
formation. The RSSI is likely part of the algorithm used téesethe transmit rate. To
understand this relationship the reported RSSI and selefzd rates are investigated for
estimated receive signal powers.

Rate Selection vs RSSI

Figure 4.20 plots the mean and mode reported data rate atjaeneported RSSI for each
radio. As expected the selected rate decreases as RSShskEees the SNR will be poorer.
The rate selection for both radios is very similar when th&RS less tharr3 dBm. Above
this the SR71 outperforms the XR7 by selecting and maintgithe maximum data rate at a
lower RSSI. This may be due to the design of the cards. Théssitgiin rate selection give a
strong indication that RSSI is part of the algorithm used&be selection and is comparable
for both radios.

RSSI vs Estimated Receive Signal Power
The receive signal powdr™ is estimated according to (4.1), as:
P = Ptx - Lﬁxed - Lvar

As the receive signal power is dependent on the transmit pawderstanding the relation-
ship between the received signal power and RSSI is imporfard values of transmit power
P were tested to determine the receive power and comparetttie reported RSSI:

» “Basic” data rate. The transmit power used is that associated with the “batata
rate of the radio;l.5 Mbps for the XR7 and Mbps for the SR71. The “basic” data
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Figure 4.20: Mean and mode reported data rate against egp@ESI.

Radio Ptx
XR7 28 dBm
SR71 25dBm

Table 4.5: Transmit powers used in (4.1) to calculate theivecsignal power.

rate is used to transmit control frames in IEEE 80241 [

» Selected data rateThe transmit power used is that associated with the actialrdte
mode reported data rate.

The "basic” data rate transmit powers used for the XR7 and1SR& shown in Table 4.5.
For the XR7 the transmit power was measured as discussedSecition 4.3.2 and for the
SR71 the transmit power was obtained from the data sRget [

Figure 4.21(a) plots the reported RSSI against estimatsglve signal power when using
the transmit power associated with the basic data rate. HeoBR71 the RSSI follows the
estimated receive signal power. For the XR7 the RSSI is gréan the receive signal power
by a fixed constant. A dB offset is plotted as reference as this would be the expgetm of
ab MHz bandwidth signal over 20 MHz bandwidth signal if the transmitted energy is the
same for both. This is due to the power spectral density ob thieiz bandwidth transmitted
signal being four timess(dB) that of the 20 MHz signal; the energy is concentrated iwith
the narrower bandwidth. This creates a greater SNR at tleévexc The offset of the XR7 is
greater thais dB but given the transmit power tolerancelalB [?], this meets expectations.
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Figure 4.21: Reported RSSI for an estimated receive powenwh) the basic data rate
transmit power, and (b) the mode data rate transmit powasasd in (4.1)
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Figure 4.22: Estimated transmit power and measured powsuooption for each data rate.

The constant relationship between RSSI and estimated/eepewer for both radios imply
the measured RSSI is not based on the data rate used for tsarmm This is because
different data rates use different transmit powers. Thisldioreate visible steps in the RSSI
as different rates are selected. Figure 4.21(b) plots therred RSSI against the estimated
receive power when the transmit power for each radio is ssdewhich corresponds to the
mode data rate (as introduced in Section 4.1.3 and measuréaef XR7 in Section 4.3.2).
Note the steps visible in the RSSI-receive power relatigmnfeiimed when a higher transmit
power is used when a lower data rate is selected (as disc&ction 4.1.3). The fact that
these steps are not visible in Figure 4.21(a), and the agsumtpat RSSI is based on the
received power at the basic rate, imply the radios use the tste (and hence than transmit
power) to calculate the RSSI and select the data rate.

Rate Selection vs Estimated Receive Signal Power

With the received signal power estimated using the basia d#te transmit power, Fig-
ure 4.22 plots the mean and mode transmit rates againstveepewer for the XR7 and
SR71 radios with data taken from Section 4.3.1 and 4.4.1 5MElz bandwidth XR7 has a
lower threshold for each of the rates than 20eMHz SR71 except for the highest rate. This
is expected due to the increased SNR of ildHz XR7 signal compared to thz) MHz
SR71 signal, with the difference visible in Figure 4.20.
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Figure 4.23: Model of XRA MHz and SR7120 MHz data rate selection given a receive
signal strength .

4.5.2 Rate Selection Given Received Signal Power

The relationship in Figure 4.22 is used to create a modeltefsalection given a received
signal power. The functiom = f,,, (P™) provides a transmit data rate, for a given receive
power, P, For each estimated receive signal power;, there is a corresponding mode
transmit data ratey:, obtained through experimentation (Section 4.3.1 andi@edt4.1).

If all values of P are ordered high to low in a seb™ ¢ P, then the corresponding
mode transmit data rates are contained arset, M. The mode data rated/, are filtered
to remove the unexpected behaviour of the rate increasirenwihe received power has
decreased.

Amn = Mpy1 —Mp, nE{O|M|_1} ’
Mps1 = My, V{Am, >0} . (4.4)

Nearest-neighbour interpolation is used by the model teigeoan expected data rate selec-
tion for a given receive signal power.
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«a B ¥
XR7 3.395e-07 4.424 2.555
SR71 1.135e-07 4.545 2.342

Table 4.6: Parameters for XR7 and SR71 power consumptiorelsod

4.5.3 Power Consumption Given Transmit Power

To model the power consumption of the SR71 and XR7 for a graersimit power a function,
Pradio = fp (P¥%), provides a power consumptiof.gi,, for a given transmit power?™. A
power curve provides a good fit for the measured power consamfor valid transmit
powers discussed in Sections 4.3.3 and 4.4.2. Three ceetfici, 5 and~ are used to
describe the curve, which differ for the XR7 and SR71. Thegrawurve is only valid when
P%> 0. When this condition is not metis used as the approximation:

(4.5)
0l P> <0.

aP’ 4~ Pl
radio =
Figure 4.24 plots the modelled power consumption and medsower consumption for the
XR7 and SR71 using the parameters in Table 4.6. These paenwatre determined using
the MATLAB fit tool with default parameters for a “two parameter” powerjt [
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4.6. Summary 85

4.6 Summary

This chapter presented two models obtained from lab-basedumements for Ubiquiti XR7
and SR71 radios used within Hopscotch networks discuss&hapters 2 and 5. These
models are used to provide realistic simulation resultffeenergy saving scheme proposed
in Chapter 6.

Data rate selectionThe data rate selected by the AP for a given receive powechasc-
terised by using a variable attenuator to simulate a Gaussiannel. The transmit power of
the radios was measured to provide an accurate estimate cé¢hive power required for a
given data rate. A model of supported data rates for a givegive power allows estimation
of link throughput for a given path loss. Interestingly batlkdios demonstrated unexpected
behaviour. The throughput using the XR7 dropped considierfab a path loss between
98 dB and110 dB for all data rates. The SR71 struggled to maintainith&bps data rate
for all path losses and therefore was never automaticakgtl. The profiling also showed
the5 MHZ bandwidth XR7 has a greater sensitivity than #0éViHz SR71.

Power consumptianThe power consumption of both radio daughter cards with lerdfik
RouterBOARD 411 SBC was measured for configured transnmgsiavers. The results of
these measurements show the power consumption increabesamsmit power and can be
approximated with a power curve. The resulting model allthwespower consumption of
radio payload to be estimated for a configured transmit powke knowledge that reduc-
ing the transmit power reduces power consumption allowptssibility of using this as a
parameter to reduce the power consumption of a base station.
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Chapter 5
Trial Network Analysis

This chapter presents analysis of data collected from ldHapscotch network on the island
of Tiree. Useful models for household distribution, progkéan loss and traffic patterns for
a rural scenario are derived from this data.

Hopscotch trials have been running in Scotland, on the dslasf Bute and Tiree. An
overview of these two trials is given in Section 5.1. Thels$riprovide an opportunity to
analyse how the networks and base stations are utilisedrayaommunities. This analysis
allows models to be constructed, and therefore networkwetieto be studied for a realistic
rural scenario. Sections 5.2, 5.3 and 5.4 use data from tke Trial network to create mod-
els for household distribution within a rural communityethath loss experienced in open
rural terrain and the bandwidth utilisation within the netlw As discussed in Chapter 2,
there are advantages to using a dual-band TVWS and GHz rettin@refore the models
derived here are important in enabling the exploration @&rgy saving opportunities in a
rural broadband network in Chapter 6. Data collected frois mletwork also provides an
excellent opportunity to validate the design of the renderglowered base station, WindFi,
as discussed in Chapter 3.

5.1 Trials and Deployments

5.1.1 Isle of Bute Test Bed

An 18-month collaborative research and development prejas set up in 2010 to install a
trial network to assess the viability of delivering broadBaising TVWS spectrum to a small
rural community on the south part of the Isle of Bute in SaudlaPerformance was measured
on a number of levels, ranging from data rates and latenkresigh to user experience for
applications such as video-conferencing and video strggmi
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As part of the trial, a renewable and mains powered WindFe lsé&tion has been operating
with different IEEE 802.11 WiFi and IEEE 802.16 WIMAX radi@ploads. Outdoor tests
on Bute using TVWS test-kit based on a modified WiFi radio vath MHz bandwidth
(operating in ar8 MHz channel) have demonstrated TCP throughput up kbps for a
4.8 km non-LOS link in a UHF channel at W EIRP, and higher thah0 Mbps for2 km
connections. Results from the trial are presente@]in [

5.1.2 Tiree Broadband

In 2011 a Hopscotch trial was established on Tiree, usinghawable powered base sta-
tion and 5 GHz wireless links to replace legacy equipmenttaaied by Tiree Broadband.
Tiree Broadband is a not for profit company established teigeobroadband access to the
people of Tiree. A commercial quality wireless network kakto a multi-feed ADSL back-
haul allows Tiree Broadband to reach areas of the islandithutive reach of conventional
broadband. Tiree Broadband has been operating succgsshde 2005; a base af0 sub-
scribers makes it one of the largest and most successful coityrbroadband networks in
Scotland. Results have demonstrated longest link TCP gimmuts of up t&30 Mbps over a

9 km 5 GHz Band-C PTP link and up 0 Mbps over a3 km LOS, 5 GHz Band-B PTMP
link. Further expansion of the Tiree trial network is pladwéth three more renewable base
station deployments, five mains powered base stations eghwhdancy planning to create a
ring of eight base stations serving all subscribers andignmay visitor access.

5.1.3 Community or Cooperative Operating Models

In addition to the technology issues and the challenge oirfghgood backhaul connectivity,
it is also worth noting that a effective operating and bussmaodel is required. One potential
operating and business model is that of a community or cabipely owned network).

It may be possible with managed community cooperatives &vaip in locations and envi-
ronments that are uneconomical and have no return on ineesfior larger companies. For
example infrastructure and ISP services could be owneddégdmmunity and operated by
a network manager who will set the tariffs and access changamnsultation with a cooper-
ative or community type trust (as already operates on TiiBe$ides network coverage, the
network can serve as a framework to test and develop netwipiost for important evolv-
ing applications such as smart grid communicatichhspd real time services such as BBC
iPlayer for video streaming. The network on Tiree can ogetatprovide connectivity to
homes connected on the Hopscotch network, and also proytdfarm to further test and
develop, in particular for TVWS radio given the potentialtbé beachfront UHF spectrum
available in many rural areas.
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This image has been removed from the digital version of the thesis
by the author for copyright reasons.

Figure 5.1: Tiree rural broadband network (source: Googiet}.
5.2 Household Distribution

The Tiree rural broadband network serves oM#r households and businesses on the island
of Tiree. Fourteen sectors based at six base station sigglpraccess for the island com-
munity. Figure 5.1 shows base stations and connectingpstativhich are households and
businesses. White lines denote wireless links between aandistation. Clusters are visi-
ble in different parts of the island where individual comnti@s exist in the form of small
villages or hamlets.

The majority of households are located close to the “hub” eabaamunity, where a base
station is typically situated. Figure 5.2 shows the disitiitn of households from community
base stations on the island of Tiree, formed by measuringdittance ofl 18 stations in the
network from all base station sites using global positigregstem (GPS) coordinates.

A circularly symmetric normal distribution depending en(North) andy (West) coordi-
nates with the base station at the origin has been fitted woitlal @pproximation to the rela-
tive distribution of households in Figure 5.2. This prowdm alternative from the uniform
distribution typically used when simulating mobile statiocations p].

The distance of a household from a base statioan be described using Cartesian coordi-
natesr (North) andy (West) if the base station is located(at y) = (0,0). The distance is

given by
r=y(z?+y> . (5.1)

x andy are modelled using independent standard normal distabsifV (1., 02). The circle
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Figure 5.2: Histogram of household distance from baseostatn Tiree with fitted Bivariate
approximations.

normal distribution is a special case of a normal bivariastribution with no correlation
between the two distributions. The joint probability déy$unction (PDF) is given by

1 L[(z=p\* (y-p )2
— exp{ : [( : ) +( : , (5.2)
where the standard deviation and mean of both individudtidigions are the same and

given byos andy respectively. When the mean of both distributions is zgre,0, the PDF
in a polar from forr = \/22 + y2, wheno, = o, is given by

o(r) = 2730% exp {—% (U%)z} : (5.3)

Figure 5.2 shows the probability of finding a household betweadii~ andr + dr with
o, = {2.80,3.09,3.20} km. The standard deviation. = 3.09 was determined to be the best
fit by performing non-linear least squares fit.

P(r,y) =

5.3 Rural Large-Scale Path Loss

The radio equipment used within the Tiree network enableéswa statistics to be recorded
for all radios. Access to the signal statistics of radiosdus&hin the network allowed a
simple rural-large scale path loss model to be created bygitt model to the measured
data. The receive signal power, and locations of all statisas recorded eve) minutes
between November 2013 and February 2014 and used for thgsemal
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5.3.1 Background

Propagation models allow link designers to characterigie [pas based on parameters such
as frequency, distance and terrain. Propagation modeks been developed using either
empirical measurements or modellirig.|

Itis widely known through both theoretical and measurentEsted propagation models that
the received signal power decreases logarithmically wistadce P]. The average large-
scale path lossl, between a transmitter and receiver in dB for a distance itersgl, is
given by the simplified path-loss formulad][

L:K+10710g(d£0)+kp , (5.4)
where~ is the path loss exponent ada log-normal distributed random variable to model
shadow fading. The consta#t is the reference path loss at a close-in distadge,This
depends on antenna characteristics and the average clatteneiation, and can be obtained
through field measurements or can be set to the free-spatggatat a reference distance,
dy, in the antenna’s far field. Assuming omni-directional anies for an operating wave-
length,\ the reference path loss is

K= QOlog( ) . (5.5)

4mdy
In addition to popular models based on empirical measur&rgrch as Longley-Rice’]
and Okumara-Hat&?[, other work has focused on determining the suitability @id®ls for
specific scenarios, such as fixed wireless access in3eHz band P], or creating a model
based on measurements for an urban netw#jtKifhis section differs by presenting a model
based o GHz links for a rural environment.

5.3.2 An Empirical Path Loss Model for Tiree

Similar to [?, 7] , the suitability of a simple path loss model based on (5@ a fitted
path loss exponenty, is determined for the Tiree network using received sigta@ngth
measurements and known parameters and distances.

Knowledge of the link distancé, estimated link path losg and reference path lods,
allows~ to be estimated for each link using (5.4). Therefore, giverstimated path loss
for all links, the model in (5.4) is fitted to the data using adesquares linear regression fit
by determining a value fof to minimise the minimum mean square error (MMSE). The
calculation and justification of each of the parameter neglirom the regression fit is given
in Table 5.1. Figure 5.3 shows a scatter chart with error lgesenting standard deviation,
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Symbol Parameter Description
d Link distances The distance of each link is known as the peelgication
of each AP and station is known.
K Reference Calculated using (5.5) with an operating frequency of
path loss 5.6 GHz, giving K = 47.4 dB.
L Individual link The receive powerpP™, in dBm is reported by the radio

path losses and can be related to path lods, by rearranging (5.6) as
discussed in Sections 2.5.3 and 4.5.1. The transmit power
P = 30 dBm is the maximum permissible EIRP for the
band of interest as introduced in Section 2.3. The re-
ceive antenna gait™ = 22 dBi is given by the Ubiquiti
NB-5G22 5 GHz data she€e?][ which is the radio and an-
tenna used by the vast majority of stations within the net-
work.

Table 5.1: Parameters used for regression fit to determing5.4).

of estimated path losses for each statibniising

L=PX_ PG (5.6)

Two path loss approximations are plotted; free space path(leSPL)y = 2.0 and~y = 2.39.
The path-loss exponent with the MMSE after least squareiinegression was calculated
as~y = 2.39 with a root mean error df.3 dB.

Tiree is an interesting radio environment as there are s teie to the high wind-speeds,
therefore foliage is unlikely to affect the measuremeniguie 5.4 gives an impression of the
terrain on Tiree. The weather is very changeable, leadingti@d atmospheric conditions
which will affect GHz radio propagatior?]. Rain fading in addition to uncertainties in the
antenna gain (due to the bore-sight of the antennas not ladignged with the maximum
antenna gain), clutter and interference all add to the meean recorded receive powers.
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Figure 5.3: Estimated station path losses with fitted pagh éxponentials.

Figure 5.4: Typical terrain on the isle of Tiree.
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5.4 Network Bandwidth Utilisation

The Tiree Broadband network allowed the instantaneousvadtit used on each link within
the network to be monitored. This allowed a profile of the vaidth requirements of the
network to be constructed to investigate potential eneaging methods.

5.4.1 Background

A model for residential ADSL downstream and upstream traffis been presented by Maier
in [?]. Maier's model is based on measurements of urban comresniti Europe and
presents the relative volume of bandwidth for downstreathugpstream traffic. Figure 5.5
plots the relative downstream and upstream throughput arcemptage of the maximum
downstream throughput.

5.4.2 Tiree Network Bandwidth Utilisation

Within the network individual stations are normally lindtéo a peak throughput of 2 Mbps
to protect against congestion. Figures 5.6(a) and 5.6 ¢y she mean daily downstream and
upstream bandwidth of traffic on the link between the Crowest\relay and the network IP
backhaul; this link carries almost all of the traffic on théwark.

The downstream bandwidth is the volume of traffic sent froenttackhaul to stations within
the network. The upstream bandwidth is the volume of tra#fict from stations within the
network to the backhaul. To create the graphs the downsta@ampstream bandwidth were
polled every20 minutes between November 2013 and February 2014. The meawlztih
used per hour was averaged over the recording period tcecheatly means for the entire
period. The error bars represent the standard deviatiamtiie mean. The error bars indicate
a large variance which is expected as the network only casisiround 00 users, therefore
large usage swings are expected day-to-day.

5.4.3 Bandwidth Utilisation Model

A model of the hourly downstream and upstream bandwidtisatibn was created from the
averaged bandwidth measurements by using a smoothing $iplito give the upstream and
downstream bandwidth utilisation as a percentage of thk pesan given the time of day.
These models are overlaid onto the averaged measureméitgine 5.6.

The MATLAB fit tool [?] was used with a default recommended smoothing parametes
0.999991962513161 .
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Figure 5.5: Relative ADSL downstream and upstream bandimutitisation recorded by
Maier [?].

A diurnal pattern is visible, where substantially less haioith is used during the night than
the day. For both the upstream and downstream the peak bdidygied is roughly five times
that of the minimum at 05:00. The ratio between the bandwid#d for the downstream and
upstream varies around a mearvdflbps, peaking ag8.5 Mbps at midnight and decreasing
to a low of6 Mbps at 04:00.

When Maier's model is compared to the fitted Tiree data shii#g and differences are
visible. Figure 5.7 compares the downstream and upstregisation for the two models.
Figure 5.7(a) plots the two models when scaled to the peak mieae downstream band-
width. The upstream utilisation is much lower for the Tireedal than using Maier’'s model,
with a mean difference arouridMbps. Figure 5.7(b) compares the downstream utilisation
as a percentage of peak bandwidth. The general shape of th&ured bandwidth usage
matched Maier with the notable difference of the peak Titdesation being delayed by an
hour compared to Maier. After peaking the Tiree utilisatitatreases with a more gradual
gradient from 21:00 until 05:00 than the sharp decrease oéM&igure 5.7(c) compares
the upstream utilisation as a percentage of peak bandwitightrends shown by the models
are similar apart from the bandwidth utilisation being gahsally lower between 02:00 and
07:00 using the Tiree model.
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5.5 Summary

This chapter presented analysis on a trial network on thedsof Tiree. The data captured
was used to create three models relevant to studying ruvatband networks:

Household distributionA circularly symmetric normal distribution was shown asoad fit
to the known location of households on the island of Tireltree to the location of base
stations. This probabilistic model will be used in Chaptersé basis for optimising multi-
RAN network assignment for energy efficiency. This disttibn is more suitable than the
uniform distribution typically used, as it better reflectsieal community.

Large-scale path lossRecorded signal strength values were used to estimatehadqsat
coefficient for a simple large-scale path loss model. Thidehwill be used within Chapter 6
to estimate receive powers when varying a transmit powenattetoff power consumption
and network performance. This model differs from existingdels as measurements are
made in thes GHz band, commonly used for rural broadband, and the areaterfesst is
rural.

Traffic usage A daily traffic model was created using recorded traffic batlbase station

locations. This model, and in particular the variance iffitrahroughput the day it implies,

will be used in Chapter 6 to demonstrate how energy consompfn be minimised when
scaling the network performance to satisfy temporal trafémand fluctuations. As this
model was created using data from a rural community, it plesia good alternative to the
existing model which was created using data from urban conities.



98

Chapter 6

Optimising a Multi-Radio Network for
Energy Efficiency

Hopscotch serves a rural community by using two RANs; an IBEE11 RAN inthe 5 GHz
band and an overlay UHF RAN in TVWS. TheGHz RAN provides high capacity over a
short range whilst the UHF RAN handles the “hard to reach"detwlds. The assignment of
individual stations which can be served by either RAN to gleifiRAN can be considered as
a parameter when designing a network. The ability to dynaltyiallocate stations between
RANSs through cell breathing is an example of a cognitivesagliplication, where situational
awareness can lead to energy savings which is hugely impgddaa renewables-powered
system, as discussed in Chapter 3.

This chapter presents two contributions; the optimisatibthe assignment to provide the
maximum throughput for stations within the network, andl@esce to minimise base station
power consumption by dynamically changing the assignma&stshown in Chapter 4, the
power consumption of a radio is proportional to the tranguwer. Therefore by changing
the assignment dynamically, through scaling the netwaksmit power, the power con-
sumption of the base station at any given point in time is mised, while heeding con-
straints on the transmit power due to regulatory restm&iand on the data rate due to a
required minimal fulfilment of a target data rate.

A probabilistic method is used to calculate the impact ofisgahe transmission power on
the average throughput and station assignment within ttveanke. Using this information,
the station assignment is optimised for throughput and peaesumption. The probabilis-
tic method calculates continuous PDFs of the network thmpugwhich are marginalised
to determine expected performance under specified conditid Monte Carlo method is
used to validate the results of the probabilistic methoddgyregating the performance of an
ensemble of network configurations under specified conditio calculate an expected per-
formance. The problem is additionally modelled using a BBMNere stations are modelled
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as discrete independent random variables. This allowsella¢gionships between different
aspects and properties of the network to be convenientloeegh To provide as realis-
tic a scenario as possible for simulating all methods, thpddotch radio performance and
power consumption models, characterised in Chapter 4,s@e along with the household
distribution, large-scale path loss, and traffic usage isqutesented in Chapter 5.

This chapter is structured as follows. Section 6.1 intreduthe concept of selecting as-
signment by scaling the transmit power of a RAN and discussesant prior work in green
radio initiatives and cell breathing. Section 6.2 prest#mgproblem formulation. Section 6.3
introduces a general model of the network used to deterrhi@émpact of an assignment
on network throughput and power consumption. Section 6s¢rd®es optimising the as-
signment to maximise station data rates. To solve this apdition, Section 6.5 utilises
the probabilistic method. Section 6.6 validates the praiséib model with a Monte Carlo
method. Section 6.7 proposes the alternative BBN methottid®e6.8 shows through sim-
ulation with the probabilistic model how the assignmenttafisns within a community can
be optimised and the base station power consumption miadas the station assignment
dynamically changes with traffic requirements. The resoitsalidating with the Monte
Carlo method are also discussed. Section 6.9 presentssenaging the BBN method and
describes the differences to the probabilistic methodti@e6.10 provides a discussion of
the methods and summarises the chapter.

6.1 Background

6.1.1 Selecting Station Assignment by Scaling Transmit Pow er

Figure 6.1 shows the premise of changing the assignmenabdiss by scaling the reach
of the GHz RAN using the transmit power. In Figure 6.1(a) gdatransmit power causes
stations within range to associate with the GHz RAN. In Fegérl(b) the transmit power
has been decreased, therefore the range of the GHz RAN hasaded causing fewer sta-
tions to associate. All stations out-with the range of thezGAN associate with the far-

reaching UHF RAN. This scheme is similar to the concept of lmedathing introduced in

Section 6.1.3.

6.1.2 Green Radio Initiatives

The collective goal of green radio research is to reduceggn@quirements in radio sys-
tems. This reduced energy consumption further facilittesuse of renewable energy for
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(b)

Figure 6.1: Controlling the assignment of three STAs betwtee GHz and UHF RANSs by
scaling the transmit power of the GHz RAN. (@) Intitially tkdHz RAN transmit power
causes the UHF RAN to serve one STA and the GHz RAN to serve Ts.3b) Reducing
the GHz RAN transmit power forces the UHF RAN the serve two $&Ad the GHz RAN
serves one STA.

rural broadband solutions, as discussed in Sections 3.BandStudies into front end ef-
ficiency [?], savings in the network layer?[ ?, ?], transmission protocols?] and radio
resource managemer¥ [all contribute to energy efficiency.

Adapting a device or network to varying conditions to fulf8@ecific criterion is an example
of cognitive radio ]. Optimising power and spectrum efficiency based on an avese
of surroundings is actively being researched. Dynamictspercaccess allows transmission
power to be minimised by selecting the optimum frequency badwidth to minimise
propagation losse?]. Energy consumption can also be scaled in relation to tinput
requirements and available bandwidth by modifying the MES $imilar techniques have
also been applied to mobile devices, such as using the dasser data rate as a driver for
access technology selection for reduced power consumjijon

Within a radio, the power amplifier is generally consideteel tnost power-hungry compo-
nent in the transmitter?], and reducing the transmit power is therefore the firstewghen
aiming to reduce power consumption. Other components, asithe processing, have also
been addressed, and savings can be achieved by e.g. st@ipgtessor clock according
to throughput P].

Heterogeneous networks combine different radio accebsitdugies, RANs and cell sizes.

Heterogeneous networks are not just regarded as a low chatosoto increase capac-

ity [?], but also offers the opportunity for reducing power congtion using complementary

technologies whilst maintaining quality of servicg P, ?]. The benefits of heterogeneous
networks are widely appreciated, therefore wireless statsdsuch as LTE-Advanced have
evolved to support heterogeneous scenafths |
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Figure 6.2: Demonstration of cell breathing: (a) Cell B iedwaded with UEs compared to
cells A and C; (b) Cell B contracts to fairly distribute themioer of UEs accross all cells.

6.1.3 Cell Breathing

Cell breathing is a well known method for load balancing iliudar networks [?, ?]. Cells
can expand or contract to control the number of users adedordth a base station, thus
controlling capacity of the network as shown in Figure 6.2.

Cell breathing is also an energy saving feature, allowirig ¢t@ be turned off when capacity
is not required?P], thus enabling such networks to be powered by renewablgef@. The
diurnal fluctuation in network traffic patterns discusse&attion 5.4 has been proposed as
trigger for scaling network capacity through breathifig increasing capacity at the expense
of power consumption during peak demand times.

6.2 Problem Formulation

A community of households is represented by a%etith individual households denoted as
stationss € S. The stations ir§ are ordered in ascending radial distance — and therefore in
ascending path loss according to the propagation modelsedigfater — from a single base
station serving the community via a sét {a,, a, } of RANs. A UHF networka, and a GHz
networka, are available, and stations associated with each RAN ataioedl in the sets,
andS,. All stations must be assigned to only one RAN such fatS, = S andS,nS, = @.

The assignment of stations in the network is therefore destas\ = {S,, S, }.

The problem addressed in this chapter is to determine thmopt assignmentV, which
will depend on parameters of the network and the environpaerat will be driven by time-
varying throughput requirements placed.drby the stations ir5. Below, Section 6.3 de-
scribes the network model, where the impachobn the individual data rates and the power
consumption at the base station is derived. The cost fumfdicoptimising/V is then defined

in Section 6.4.
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Figure 6.3: Network adjustment model.
6.3 Network Model

A model of the network, as outlined in Figure 6.3, relating tation assignmen’ to an
expected minimum station throughplitand power consumptioR,.; is used to study the
impact of station assignments. Each statiosjna € {u, g}, has a corresponding path loss
calculated using a path loss modégl: S, - L,,Va € A. The path losses for the stations
and for each RAN fornL,, which, for a given assignment, determines the transmission
power P* for RAN a. Note thatP* determines which stations can be reached by the GHz
RAN, with the remaining stations assignedSa If transmit power permits, the preference
of any statiors is to associate with,.

Data is delivered to stations at one data rate from a feas#tle\12a!. The data rate used
for each station on each RAN,, : £, - M,,Va € A, depends on the path loss of the
station and transmission power of the RAN. Given a set oftstatata rates for each RAN,
M., the minimum throughput for an individual station withirethetwork,R, is calculated
using a network throughput model. The base station poweswoptionP,y is a function
of the transmit powers, which, together with the individsltion data raté?, can be used
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to select a station assignmeXtgiven a target data rat@.,.... Below, the various models
and components contained in the network model are analpsadéer to operate the overall
approach outlined in Figure 6.3.

6.3.1 Propagation Model

The propagation model for Figure 6.3 uses the simplified édanmtroduced in Section 5.3.
For stations at a distancé from the base station, the path loss measured in dB is

Lo = K, +107log (d) . (6.1)

Here, K, is the reference path loss for RAMNoperating at wavelength df,, as discussed in
Section 5.3. The constant= 2.39 is the path loss exponent determined through analysis of
the Tiree network presented in Section 5.3.2. Given (6t parameterg, in Figure 6.3

can be calculated.

6.3.2 Transmission Power Selection

The transmit powers ofl, P*, depend on the assignmeXitand the path losses for stations
in § and their association with either of the RANs. The crucianponent is the GHz
networka,, which must provide the transmission poweéf to support theS,| associated
stations.

To determineP, the minimum required transmit pow&s"" is considered to establish a
connection with station on the GHz RAN at a data rate,

PXIMN = Lyg + P = G™ (6.2)

where the receive antenna g&i and the minimum receive signal levE[X are measured
in dB. The combination of all possible minimum transmisspoanvers for each station and
modulation scheme are members of the/detmin,

Wheni represents the index afin S,: i € {1...|S,|}, then the mean transmission power
required to associate statioand not; + 1 is given by

Pz_tx,meanz Hlean{Ptx,min c Ptx,minlptx,min < Pztilr?()m} ’ (6.3)

wherem = 0 is the minimum data rate required for a reliable connectiéxtrapolation is
used for the case= |S,|. Therefore, for a desired number of stations on the GHz R&N.,
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the required transmission power is

t,
Py = B ;g?‘ea” : (6.4)
The transmission power for the UHF RAd, PY¥, is 30 dBm, which is a possible limit for
TVWS transmissions recommended in the Cambridge TVWS T?jalThis is assumed to
create a reliable connection for all stations.

6.3.3 Receiver Model

For a given transmission power and path loss, the receivepfaw stations on RAN «a is
given by

PX = P¥— L, +G™ | (6.5)

assuming all quantities are measured in dB. The data rates $et of stations in a RAN
is denoted as\,. Each data rate has a corresponding minimum receive powehvigh
obtained through a lookup table. The set of minimum receoxequs for all possible data
rates is denoted g8, For this analysis, these values were taken from the radidipg
models discussed in Section 4.5.2. For each station repemer, the data rate used by
stations, M ,, is determined by the range within whigl*, falls. The data rate receive
power P> e Pmesrx pest suited for stationis

Psrfzzs,rx = max {Pmcs,rx c szcs,rx|Pmcs,rx < P:;} ) (66)

Therefore, the data rate for the set of stations in each RAR, is P, "™ — M,, which
according to Figure 6.3 provides the input to the networkualghput model.

6.3.4 Network Throughput Model

Given a set of data rates for each station on a RAN, the netthookighput model calculates
the expected UDP downlink data rate for each station usingpdeihof the IEEE 802.11
MAC layer in point coordination function (PCF) mod@][ This model is used for both
networks.

With the expected data rafe, in bits/s (bps) for each of th& = |S,| stations inS,,,

Lpata
R, = , 6.7
Trcra 6.7
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the minimum data rate for an individual station in the nekydat, is given by
R=min(R,),Vae A . (6.8)

In (6.7), Lpata is the length of the data packet in bits, which for simplicgyassumed to be
uniform across all stations to simulate a congested netweukiher, the total time required
for a PCF exchange between the point coordinator and alteded stations is

Tpck = Tpirs+ TeeacoN
N-1

+ > (Toatacrpor[n] + Terack[n])
n=0

+ (2N + 1) TSIFS"‘ max (TCF_END) , (69)

where for each station

192+ Lyac + L
Toatacrpol = Tpre+ Tphy + XTAC DATA '|
DBPS

[22 + L

Tcrack = Tpre+Ipuy + N—MAC]
CBPS

[22 + L

TCF_END = TPRE+ TPHY + w‘l (610)
CBPS

are derived from standard IEEE 802.11a parameters andsvalhe number of data bits per
symbolsNpgps and number of control bits per symba¥ggps depend on the MCS index of
the data rate used (Table 4.2). The length of the beacon ®elkby7seacon, ThiFs IS the
PCF interframe spacégrs the short interframe spacé&pge the preamble lengtipy the
signal symbol overhead in the physical protocol uhjac is the number of bits of MAC
data within the physical layer convergence protocol serdata unit, and.ceenp IS the
length of the contention free period end frame contentstm IBior a channel bandwidiB,
Tsirs Trirs, Trre @andTpy are scaled byt [72].

6.3.5 Power Consumption Model

The power consumption of the radio is approximated as ailmmof the power consumption
as obtained through measurements discussed in Secti@ Asbthe EIRP is considered as
the transmit power in this analysis, to obtain the configuestio transmit power the model
described by (4.5) must be modified. Given the EIRPand transmit antenna gaf,

Pradio,a = aa(P;X - Gg()ﬁa Y - (6.11)
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The coefficientsy, g and~y in (6.11) differ for each RAN, as summarised in Table 4.6.
Therefore the total power consumption of the base station is

Piotar = Z Pradio,a . (6.12)
A

6.4 Optimum Station Assignment

The optimum station assignment minimises the differende/den the time-varying target
downstream data bandwidtR;,,..:, and the bandwidt®(\;) provided by a specific station
assignmentV; = {S,;, S} € NA where N2l is a set of all possible station assignments,
with [VAL| = |S] + 1. Achieving only a lower rate will penalise station usersjle/a higher
rate utilises more transmit power than necessary. Therefe optimum assignment,;
can be obtained by solving the constrained optimisatioblpro

Nopt = arg Nflel/{fr‘l*“ |Rtarg0t - R(M)| )
S.t. R(./V;) > Rtarget
P <P, YaeA (6.13)

where P is the maximum permissible transmission power. By seelorkgep the data

a,max

rate to a permissible minimum, (6.13) will also directly nmise transmission power.

The optimisation problem in (6.13) is not guaranteed to Im¥ew, and a closed form solution
can be challenging. Therefore, using the three methodsideddn the following sections,
a feasible set of assignments is first identified that sagisfie constraints, and thereafter a
graphical, but unconstrained optimisation is performeer dhis feasible set.

6.5 Probabilistic Method

A probabilistic method is used to determine the averagestassignment and throughput,
given the transmit power of the GHz RAN based on the networklehdescribed in Sec-
tion 6.3. These results are used to perform the optimisal&scribed in Section 6.4. For a
given transmission power the probability of the stationsi¢peeceived at a particular data
rate is calculated in Section 6.5.1. The average througapdtassignment are then cal-
culated by assessing the probability of all possible peatiuts of data rates, discussed in
Section 6.5.2.

Both the assignment and network throughput are a functiahefeceive power of each
station, therefore the distribution of the receive powestafions is required for analysis. For
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n stations within a network with a fixed transmit power, theeiiee power of each station
can be modelled as a random variaBlewherer € {1,2,...,n}. The stations are ordered
by receive power, from strongest to weakest, to create afsetiependent and identically
distributed random variablegX;, X5, ..., X, } such thatX; > X, > - > X,,. This set
represents the receive power of all stations within the agkwThe random variables have a
PDF fx (z) and cumulative density function (CDF)y ().

6.5.1 Probability of Data Rate Selection

Each station can be served at one rate out of a set of possitderates, denoted by an
MCS indexm € M=%l As discussed in Section 6.3.3 the data rate selected igl loastne
measured receive power at the station. Therefore each alataequires a corresponding
minimum receive power. The set of minimum receive powersafbpossible data rates is
denoted asP™esx, Therefore, for a station with receive power to be served with data
ratem, the receive power must be within the rang < z, < 22 |, wherez}! e pmesrx s

the minimum receive power required for theh data rate. The stations are ordered from
strongest receive power to weakest, therefore the datasatected for each station are also
ordered such that, > m,,;, wherem, is the data rate adopted for use with statioMore
generally, for each station representedXyy a data rate is selected when the receive power
is within the intervale!. < z, < 2%, wherez! andx® are the lower and upper limits of a data

rate receive power range amfl z ¢ Pmesrx,

When considering all stations within the network, eachiatais served with a data rate
which has a corresponding pair of bounds forming a receiveepmterval. As the potential
data rates are the same for all stations, the receive powadsdor all data rates and stations
are members of the s@tuesx, The probability ofn stations, each being served at a specified

data rate is described as
Plab < Xy <atah < Xp<ay,...al < X, <a¥] (6.14)

giventhatr! >zl >z}, ... > 2l anday > z% > 2%, ..., > 2¢ andz¥ > zl.

The joint density function of, ordered statisticX, X5, ..., X, given the constraink; >
X, > -+ > X,,, and a common continuous POK x,.), is given by [?]

fio. mm (X1, 29,...,2,) =n! H f(x), x1>H9>>1, . (6.15)
r=1

The probability that the receive power of each station isimia particular range is required
to determine the data rate used. This probability is obthimejointly integrating over the
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receive power ranges for each station which provide therdéteof interest
P[l‘llSXlgl'?,,l'iLSXnSl'Z]:‘/\l 7L...[l 1f1 ..... n:n(xlr"?xn)&xl'“&xn (616)
T, T

Figure 6.4 illustrates the probability space of the recg@ower of two stations, which are
represented using random variablésand.X,. Figure 6.4(a) shows the joint densitfy,..o,
calculated using (6.15), for all values af;, and X,, without the constrainX; > X5. If
the constrainX; > X, was imposed, joint density in the upper left triangle of Fey6.4(a)
would consist of zeros. The constraints imposed on the pibityaspace are illustrated in
Figure 6.4(b). The shaded region represents the validmegh®ref; 5., # 0. Outside of this
region f oo = 0 asX; < Xo.

The horizontal and vertical dashed linesqai, c andd in Figure 6.4(b), represent potential
bounds to areas of interest for both random variables. Abdlieds are the same for both
variables, the probability space is divided into a numbesaifares and rectangles in this
two-dimensional case. The probability space within thasafermed by differing bounds of
the two variables is valid as long as the constraint> X, is met. The area labelled “3”
in Figure 6.4(b) does not meet this condition and therefeiavalid. The area labelled “1”
in Figure 6.4(b) is an example whete> X; > b > a > X,. As the individual distributions
do not overlap and the base PDF is the same for both variabke$int probability of the
variables occurring within both intervals can be calcudatsing the individual probability
of each variable occurring within its interval. Ferordered variables, the joint probability
of the variables occurring within both intervals is

<X, <at]=nl ﬁ [F(zt)-F(2L)] , (6.17)

l
n

l l
P[xlgXlgx’f,ngngxg,...,x

xﬁ,xfn g presr
if the limit constraintse > 25, 2% > 2% |-+, 2% | > 2!, are met.
To calculate the joint probability of variables bounded bg same interval, a different ap-
proach must be used. In Figure 6.4(b) the bounds used fonatuad) the joint density for
X; and X, are the same in region “2¢ > X; > X5 > b. Not the entire region within these
bounds is admissible, since the half of this region where X5 is invalid. Within this re-
gion the density is symmetric across the diagonal whgre X, (the diagonalb, b] — [¢, ¢]
in area "2"). This symmetry is visible in the joint density kilgure 6.4(a). This symmetry
is exploited by calculating the density for the entire reg@amd then scaling with a value
to account for only the contribution from the valid portiasfsprobability within the shared
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Figure 6.4: Representations of a joint probability spacetim ordered random variables

with the same underlying PDF. (a) The joint probability spat the receive power of two
stations without the constraitX; > X,. The probabilities are normalised betwekrand 1.

(b) The probability space with bounded intervals of interes
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intervals:

n

Plah < Xy <ay,ah < Xp<al,... 2l <X, <x “]—%ﬁ[F(x?)—F(xi)] , (6.18)

S s TR T VS
Ty =Ty =3 =), STy =Ty =Tz =Ty

u .l mcs,rx
xt x, €P

To determine(, W is defined as the set of lower limit§z!, 2., ... 2.}, andV as a set
containing distinct lower limits such that c WW. The value of] is based on the number of
times a distinct bound; is used in the evaluation in any of the variables, i.e. the lmemof
random variables to be evaluated within the same interval

(=Hl21(w,v)]!, weW,velV | (6.19)
v Lw

wherel is a indicator function used to indicate a match between iamarboundy and the

distinct boundv:

1 ifw=v
1(w,v)= : (6.20)
0 ifw=#wv

When a bound is not shared between variables
Y 1(ww)=1 (6.21)
w

therefore the calculation af in (6.19) remains valid as the contribution of other shared
bounds between variables is unaffected. This allows (G&d®e used for calculating the
joint probability of the variables occurring within intexs:

Ploh < Xy <at,ah < Xo <, ol < X <at] = ST [F () - F(a)] , (6.22)
=1

=
-

u .l mcs,rx
xr x, €P ,

with relaxed constraints for the bounds > =}, > 2%, ... > 2!, anda} > z% > x%,...,> a¥

n

andz® > zl.

Station Receive Power PDF

The receive power of a statianin dBm is a function of the distangein meters, the path loss
exponenty, transmit powerP™ in dBm, receive antenna ga@#> in dB, and the reference
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path lossK as discussed in Section 6.3.3
r = g(y)=P™-10ylog(y) + K + G*™™ . (6.23)

The distance between the station and the base station castabd with a random variable
Y. As g(y) is differentiable, and strictly monotonically decreasiiog all values within
the range ofY” for which fy (y) # 0, then for each value of, the equationz = ¢(y)

can be uniquely solved foy to givey = ¢! (z). Given (6.23),g7! (x) = 10750
PR G

and its derivativeZ ¢! (z) = —1%010 107 can be calculated. This allows the PDF

of the random variabl@” to be transformed to give the PDF &f using the method of
transformations for a single variable:

fx @)=y [ @] |5ho @) (629

Section 5.2 described how the distance between a basenstatioe center of a community
and the served households could be modelled as a circle hdistabution. Therefore,
a random variabl@” can be used to represent the distance between a stationabdgh
station in meters, with a PDF, evaluated,agiven by

-3 -3 2
=1 () ] (6.25)

whereo is the variance that parametrises the distribution of teroanity. Thel03 scaling
of y converts m to km.

Therefore using (6.24), this PDF can be transformed to erdat receive power PDF

=) (10(P°*”faf’“3))

2

10, rremcic,
Fx (2) i expd—= ’-“—mp o ‘.(6.26)
o 2 o

As Z g1 (z) <0 Vz, (6.26) can be simplified to

In10 PR+ G p 1 10(%_3)
fx (@) === 10(774) exp{—= (6.27)
o 5 -
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Station Receive Power CDF

The CDF, can be obtained by integrating the PDF in (6.27)

Fx@) = [ fx@ade

Fx(xz) = 10" 207110 . (6.28)

The CDF of the receive power is used to calculate the joinsideim (6.22).

6.5.2 Average Network Performance

To assess the network performance for differing statiolgassent between the RANS, the
average throughput of each RAN is considered. As the GHz RANsmit power is the
driver for station assignment, the impact of changing taegmit power on the assignment
and throughput is calculated. Through these calculatitvespptimal station assignment to
maximise the throughput of the network can be determinedesepted in Section 6.8.

Station Data Rate Permutations

To calculate average performance, the probability of athmpgations of station data rate
selections within the network are considered. The proltglmf one such permutation is
calculated using (6.22). As the stations are ordered angptd receive power strength, not
all combinations of data rates are valid. The valid permonstof data rates for all stations

in each RANa € A are contained in a s&,, where each element has associated upper and
lower receive limitspx¥, 2!, for all stations within the network. Table 6.1 is an examgfie
valid permutations when three data rates are possible.

As stations associated with the GHz RAN cannot simultang@asinect to the UHF RAN,
the sets of station data rate permutati@hsfor each RAN are dependent. The set of valid
data rates and the associated receive power levels for tieRAN, 9, only include rates
which require a receive power out-with the possible recpmeer range of the GHz RAN,
when there is a path loss difference between the two RANserGilve reference path loss
K, for each RAN, a data rate receive power limit for the UHF RANstibe A ;, less than
any GHz RAN minimum receive power,

Ap =Ky~ K, +P*-P* . (6.29)

As the transmit power of the GHz RAN increases, the lower datts of the UHF RAN are
no longer possible. Unsupported data rates are removedtfrervalid set of permutations
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Permutation # Station MCS # Connected
X, Xp -+ X, Stations (S,|)

1 0 o - 0 0

2 1 0 0 1

3 2 0 0 1

4 1 1 0 2

5 2 1 0 2

6 2 2 0 2

|9 2 2 2 n

Table 6.1: Example of valid permutations of data rates (MiG6) stations within a network
with three MCS{0, 1,2}. MCSO0 signifies the station is not connected.

Q.. For example if the path loss of a station served by the UHF R&BD dB less than
when served by the GHz RAN, the minimum receive power of tagast on the GHZ RAN
must be at leasi0 dB less than the minimum receive power of the UHF RAN for thei@tat
to connect to the GHz RAN, if the transmit powers are the same.

Average Station Assignment Calculation

If the GHz RAN receive power of a station exceeds the minimequired for a connection,
the station is associated with the GHz RAN. Therefore thenmeanber of stations assigned
to the GHz RAN for a given transmit pow¢f§,g|, can be calculated using the probabilif,
of each possible permutation of station data rate withimetaork,q € Q,, and the number
of stations connected in each permutatisy,|,

|‘§g| = ; [Fy1Sgall (6.30)
The variance is given by
Var (|‘§9|) - ; [Pq : (|Sg,q| - |‘§g|)2] . (6.31)

The median number of connected stati{:t?}$provides arobust assignment which minimizes
the impact of outliers. This median number of stations aased with the GHz RAN is
~ k ~
|Sy| = argmink, s.t. P,>05 (6.32)
1

‘Sg,k| m=

whereP,,, m = 0...n is the probabilities of the ordered possible assignmerits. VRluek
is the index of the median assignment and corresponds toernaupation withing).
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Average RAN Throughput Calculation

The throughput estimation of the network and each RAN withm network is based on
the data rate selected by each station, and therefore thegmower of each station. As
data rates are being averaged, the zero-renormalised harmean (ZRHM) P] is used
to calculate the expected overall throughput of a RA, for a given transmit power. An
expected throughpwt, for each each permutatigre Q, is calculated using the throughput
model described in Section 6.3.4. For each throughput ptioa, the non-zero through-
put permutations are indexed ldy= {1,2,..., N.}, whereN, is the number of non-zero
throughput permutations. The probability of tti& non-zero throughput is,, therefore the
ZRHM throughput,R,, is

N N: 15, -1

RCL:Zwk-(Z—) , (6.33)
k=1 k=1 Ry,

wherew, are the normalised non-zero throughput probabilities mhepermutation such

thatz,ffj1 uwy, = 1. The variance of the throughput given the probability, of each permuta-

tionge 9, is

Var (R,) = QZ[Pq (Ry-R)T] (6.34)

The median throughpug,, provides an average which is suited to skewed distribatom
the presence of large outliers. As potential throughputg sabstantially, for example for a
20 MHz bandwidth ranges frortd Mbps to 32 Mbps, the median

k A

R, =argmink, s.t. Z P,>05 (6.35)
Ry m=1

is a suitable metric to use whef®, is themth probability when the throughputs are ordered

from low to high.

6.6 Monte Carlo Method

To confirm the calculations based on probabilistic methagtdieed in Section 6.5, a Monte
Carlo method is used to calculate the performance metrighénetwork for a given GHz
RAN transmission power.

An ensembleZ, of 10° random sets of stations are created. For a given transmigipibws
throughput of each RAN and power consumption for each nétgetrare aggregated to form
the averaged metrics. These calculations are describédsisdction. Each of the random
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samples inZ is a set of distances between stations and a base statiateddyyS. This
set is the distances of each station from a base statiom teka the household distribution
discussed in Section 5.2. The distances are created?fiz@|nnandom numbers, taken from
a normal distributionV' (1 = 0, 02). Half of the2]S| numbers represent ancoordinate and
half represent g coordinate of a station. The radial distances for eachostatie calculated
using (5.1). The network model described in Section 6.3 @iag to each set of distances
to determine a network throughput and power consumption.

To assess the performance of the network, the same metscslakd in Section 6.5.2 are
used but the calculations are different. These calculatawa outlined below.

Average Station Assignment Calculation

The mean|S,|, and median|S,|, number of stations connected to the GHz RAN are used
to average the ensemble. The mean with a correspondingearfaovides insight into the
variability of station assignment for a given transmit powehilst the median provides an
average assignment which minimises the impact of outliers.

The mean number of stations associated with the GHz RAN is
= 1
|Sg| = ? Z |Sg,2| . (6-36)
12| Z
The variance is given by

Var (|S,]) = é ; (Sg.2] - |5‘g|)2 . (6.37)

When Z;s,, is the set of GHz station assignments for all sampleg jrthe median GHz
assignment is

|S,| = Median (Zs,) (6.38)

Average RAN Throughput Calculation

The ZRHM [?] and median are used as average throughput metrics for thgles.Zz. For
each sample € Z, the non-zero throughput are indexediby {1,2,...,N.}, whereN, is
the number of non-zero throughput elementginTherefore

zZl=N 1 M1
B

W= — — 6.39
2l \N. &R (6.39)
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The variance is

Var (R,) = ; (R.-R.)" . (6.40)

WhenZg, is the set of RANu throughputs for all samples i#, the median throughout is

R, = Median (Zg,) . (6.41)

6.7 Bayesian Belief Network Method

A BBN is used to display the relationships between variables graph p]. Dependent
random variables, or nodes, are connected by directed eddresmissing edges between
nodes indicate independenc@k BBNs are based on the premise that only nodes connected
by an edge to the node of interest can influence it. Forcinghéterork to be constructed
with a clear mapping of conditional dependences allows tstguior marginal probability
distribution of nodes to be calculated given observed mfdion. Therefore the network
model in Section 6.3 is described using a BBN. The abilitynsert observed information
allows the effect of a fixed transmission power on the recpweer PDFs of nodes to be
simulated. Conversely, given a fixed node receive powerBi allows the PDF of the
transmit power to be determined. Section 6.7.1 presenBBiheused to model the network
and the relationships betweens the nodes. Section 6.7cgloks how the BBN is used to
model network performance by inserting observed inforamainto the network.

6.7.1 Bayesian Belief Network Formation

The relationship betweeS,, £,, P, P* and M, introduced in Section 6.3 is modelled
as the BBN shown in Figure 6.5. For nodes connected by conditidependencies, con-
ditional probability tables (CPTs) are used at each nodeeseribe the relationship a node
and its parent node(s) in the directed graph. The CPTs argtrooted by modelling the
relationships between nodes, as described in Section Btande between base station and
consecutive nodes, distance and path loss, receive povesr gath loss and transmit power
and data rate given receive power. Using Pearl’s algoritfjmrformation across the graph
is exchanged through nodes, by passing messages. As theigtapyclic, the PDFs of all
nodes, also called the beliefs, will converge to a solutibhe resultant beliefs of the data
rates for each station can then be averaged to creftand estimate the throughput of the
network.

The individual station distances, are described using an ordered set afiscrete random
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Figure 6.5: BBN describing dependencies of distance, jpath Feceive power and data rate.

+++++

Figure 6.6: Probabilistic model of the multi-RAN network.

variables{S;, Ss,...,S,} such thatS; < S, < --- < S,. The underlying PDF and CDF of
the ordered set igs (r) and Fs (r). The PDF of the distance of the households is given
in (6.25). The CDF is obtain by integrating (6.25) over thega0 to y. S is ordered from
closest station to farthest station, therefore the randamnables representing each distance
are conditionally dependent as shown in the graph in Figu8e Bhe distances evaluated
correspond to transformed path losses using (6.1) betw@eB and 140 dB in 0.25 dB
steps.

The nodeS, ; is the root of the network shown in Figure 6.5 as it has no garerherefore
subjective evidence is used to seed the belie§ of using the PDF of the station closest to
the base statiory;., (r). For a set of ordered statistics, the PDF of statidgmthe set ofn is
given by 7]
B n-1 k-1 ek
Jun (r) =nfs(r) o1 Fs(r)” (1-Fs(r)) : (6.42)

Messages propagate from naofig, to S, 2, wheres, , is the node representing the distance
of the second closest stations in the network. The conditidependency, and hence the
CPT, linking any two stations§,,; to S, ;, where(0 < i < j < n, at distances andv, where

u < v, IS given by

fi Jjn (u,v)
fitim (u,v) = =—7"—= . (6.43)
’ Jin(©)
The joint PDF f; ; (u,v) of station: at a distance: and station; at a distance), where
0<i<j<mnandu<uvis

" fs () fis (0) Fs ()

fm-:n (U,U) = (i—l)! (j—l—l)' (n_ )

(Fs(v) - Fs (U))j_l_i(l—Fs(U)n_j) . (6.44)

The CPTs used to relate nodes which are functions of distange path loss and receive
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power, are identity matrices which map each possible inptité relevant equation to the
calculated result with a probability affor all possible values of the input.

6.7.2 Estimating Network Performance

The BBN shown in Figure 6.5 is used in two ways to determineirt@act of station as-
signment. First, the mean GHz transmit powef;, required for each possible assignment
is estimated which is turn is used to determine the througfgoeach assignment.

To determing’ the minimum required transmit powg*™" to establish a connection with
the farthest statiorm on the GHz RAN with the lowest data rates = 0 is considered. The
BBN in Figure 6.5 is solved with nodBr* set as evidencel = Py, and the belief of
node * uninitialised. When the BBN converges, the mean of the befig”;* is taken as
the transmit powef; required to associate statierwith the GHz RAN. This is repeated

to give the mean required transmit power for allocatiors(1, ... ,n}.

The BBN is rerun with no evidence for station receive powertsiith the GHz RAN trans-
mit power, F;%, used as evidence for the transmit power for all requiredzeyos assign-
ments. Once converged, this provides the PDF of individizian receive powers for the
GHz RAN. The belief of the GHz RAN receive powers can be diyeetaluated to deter-
mine the expected data rate of each station on the RAN. Thef®elf individual station
receive powers for the UHF RAN are calculated from the bgl&fGHz RAN station re-
ceive powers. The GHz RAN receive powers are offset by thie jpas and transmit power

differences such that
belief (PX) = belief (P2X) (6.45)
where
P =P —(K,- K, + P -PX) | (6.46)

and K, is the reference path loss for RAN To determine the beliefs of the station receive
powers when all stations are served by the UHF RAN (), the BBN is configured for use
with the UHF RAN with the transmit poweE, set as described in Section 6.3.2.

The median data rate selection for each station is used itoastthe throughput of the
network using the beliefs of station receive powers. Fdimsta of RAN «, the median data
rate M, , is

_ l

M, = argminl, s.t. Pmﬂ >0.5 , (6.47)
M, m=1
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wheref?m,a is the probability of thenth receive power. The valukis the index of the
median receive power within all possible receive powersaids the data rate selected for
thelth receive power. Given the median data rates of all stailbesach RAN for a given
transmit power, the throughput of the RANs are estimatedgutie network throughput
model introduced in Section 6.3.4.

6.8 Simulation and Results

This section demonstrates how a station assignment protaenulated in (6.13) can be

optimised for individual station throughput. Furthermtire assignment is dynamically op-
timised based on instantaneous network capacity requirent@ minimise the total power

consumption. A scenario of a base station senZigtations is used. Based the WindFi
parameters two networks are used to provide connectivity,

* a UHF RAN atf, = 630 MHz with 5 MHz bandwidth; and

* a GHz RAN atf, = 5.66 GHz with 20 MHz bandwidth.

To provide a realistic simulation the parameters in TabBkase used in the model. These
parameters are based on radio and network measurementbsergaiions.

For a given transmission power the average station assignmpresented in Section 6.8.1
and the average throughput for each RAN is outlined in Se&i8.2. Considering the station
assignment, Section 6.8.3 describes the impact of stasisigrament on station throughput
and base station power consumption, and presents the optamsignment. Section 6.8.4
describes how the power consumption of the base stationeamrimised by dynamically
changing the station assignment to meet throughput regeinés.

The results presented in this section were calculated tisengrobabilistic method described
in Section 6.5. These results were also validated using tret®ICarlo method described in
Section 6.6. The differences between the calculationgubese two methods are presented
in Section 6.8.5.

6.8.1 Impact of Transmit Power on Station Assignment

Figure 6.7 plots the mean and median number of stations iassdavith the GHz RAN
calculated using (6.30) and (6.32), and the standard dewiatlculated using (6.31), for a
given GHz RAN transmit power. The mean and median statiogm@sent agree closely due
to the low variance in the assignment. The number of staisesciated with the GHz RAN
increases with the transmit power, as expected. If a trangowier limit of ;™ = 30 dBm
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Parameter Value

n 20

v 2.39

do Im

Os 3.09 km

fo» fu 5660 MHz, 630 MHz

K, K, -47.50 dB, -28.43 dB

Py {-92,-89,-85,-85,-82,-78,-71,-68} dB
Py {-103,-99,-98,-95, -89, -85,~78,-65} dB
Loata 2312 bits

ag,Bg,7,  1.135e-07, 4.545, 2.342
Qs Bus Yu 3.395e-07, 4.424, 2.555
G, G 10dB

pyomax 30 dBm

Ppix 30 dBm

Table 6.2: Simulation parameters.

is imposed, only a maximum ¢f stations can be served by the GHz RAN, based on the
median number of connected stations.

6.8.2 Impact of Transmit Power on Throughput

Figure 6.8 shows the expected throughput of each RAN for ang8Hz RAN transmit
power, using two different metrics, the ZRHM and the mediBmo metrics are presented to
provide a complete overview of the impact of transmit powetlwoughput.

The GHz RAN ZRHM throughput in Figure 6.8(a) increases to akpat 18 dBm before
decreasing as the transmit power increases. The increas@émit power provides a higher
receive power to connected stations and therefore a high B@3hroughput. When the
transmit power exceedsl dBm, the number of stations associating with the GHz RAN
increases and therefore the capacity of the RAN is now stearezhgst more stations, low-
ering the individual GHz RAN throughput. When the transnutver exceed87 dBm the
GHz RAN throughput increases again as now the majority oiosta are associated with the
GHz RAN and therefore an increase in transmit power will eaalkstations to connect with
higher MCS, improving the throughput. At low transmit poweitl stations are associated
with the UHF RAN therefore the UHF RAN throughput is at a sated level. As the trans-
mit power increases the UHF RAN throughput increases as stations associate with the
GHz RAN and the UHF RAN capacity is shared between fewerastatipeaking a&@8 dBm.
When the transmit power exceedts dBm the throughput drops as the ZRHM accounts for
both thed Mbps throughput when no stations are associated with the UHF R#&NIze high
throughput associated with few stations connected.
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Figure 6.7: Mean number of stations connected to GHz RAN siiéimdard deviation, and
median number of stations connected to GHz RAN, for a givamsimit power.

The median, shown in Figure 6.8(b), provides a better estimfastation throughput in this
scenario than the ZRHM as large outliers do not influence é¢salt. For each individual
RAN, Figure 6.9 overlays the ZRHM with variance and mediaouighputs for given GHz
RAN transmit powers. The variance of the throughput is vargé as the possible through-
put range is very large. For example, in Figure 6.9(a), wihenttansmit power i$2 dBm
the median GHz throughput (sMbps whilst the ZRHM is2 Mbps. At this transmit power,
the receive power is generally too low for stations to cohnethe GHz RAN, therefore
this is why the median throughput@sMbps. But when stations do connect, the throughput
is very high as only a few stations share the capacity. Thezdhe ZRHM at this transmit
power accounts for two scenarios; a throughpui dfbps when no stations are connected,
and a high throughput when few stations are connected. &ignivhen the transmit power
exceedss8 dBm the median number of stations associated with the UHF RANiie and
therefore the median throughput sMbps but the ZRHM throughput is skewed by the
throughput of a few connected stations.
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Figure 6.8: Individual (a) ZRHM and (b) median RAN througkgand number of connected
stations on the GHz RAN for a given transmit power.
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Figure 6.9: Comparison of median and ZRHM throughputs fpGdz and (b) UHF RANS.
The error bars show the variance of the throughput.
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6.8.3 Station Assignment, Throughput and Power Consumptio n

To simplify the interpretation of the network performantieg station allocation is used as
the tunable variable when designing the network. The nurabstations connected to the
GHz RAN is altered by scaling the GHz RAN transmit power. Hog thean number of
stations connected on the GHz RANthe associated transmit power is used to calculate the
relevant metrics. Figure 6.10 plots the transmit power fgivean number of stations on the
GHz RAN. The GHz RAN radio is un-powered when no stations areected, hence no
transmit power is plotted on the graph in the case of no cdrstations.

Using the above transmit power, Figure 6.11 shows the statéda throughput for each
RAN for potential station assignments. The flat peaks on tickvidual GHz and UHF
RAN throughputs at = {1,2, 18,19} are due to the median throughputs being used. For
the transmission powers of interest the median throughgretshe same, as evident in Fig-
ure 6.8(b). The minimum combined station capacity incredse75%, from 0.48 Mbps
when all stations are served by the UHF RANOt84 Mbps in case stations are optimally
assigned between RANs. Note that if the constraint of the &K transmission power

to not exceed the maximum permissible powef: = 30 dBm, is enforced, then only
stations can be connected to the GHz RAN, and the maximum iceehithroughput would

be (.76 Mbps, providing an increase 68% compared to when all stations are served by the
UHF RAN.

As discussed in Section 6.4 the optimum station assignnaenibe viewed graphically from
Figure 6.11. The optimum assignmentss, ,| = 10 which is visible in Figure 6.11 where
the combined minimum throughput peaks. This optimum asség exceeds the transmit
power limit, therefore the maximum legal assignment is witgp ,| = 9. Intuitively given
that the GHz RAN has four times the bandwidth of the UHF RAN; @Hz RAN should
serve more users than the UHF RAN to balance the throughpweba the RANs. These
results disagree with this statement as the optimum nunfteations to serve with GHz is
only 50% of the stations. This is due to the better propagation cieniatics of the UHF
RAN leading to stations being served at a higher data ragetiain those by the GHz RAN
at the same distance. The transmit power of the UHF RAN seheefarthest station at a
reasonable data rate, therefore additional stationsrdogkbe base station are served with a
higher data rate. The GHz RAN serves additional statiorthénfrom the base station at a
comparably lower data rate, leading to the difference.

Figure 6.11 also plots the base station power consumptiogiven stations assignments,
calculated from the mean transmission power required f@rgsignment using the power
consumption model in Section 6.3.5. As the GHz RAN transitgr increases to associate
more stations, the power consumption of the base statiorases as shown in Chapter 4.
When no stations are associated with the GHz RAN the GHz reaipbe un-powered.
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Figure 6.10: Mean GHz RAN transmit power required for eaetigh assignment.
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Therefore the base station power consumption only conslistke UHF RAN radio, leading
to the minimum power consumption 6667 W.

6.8.4 GHz RAN Breathing to Minimise Power Consumption

To obtain realistic figures for the time-varying target r&ig...; that drives (6.13), we have
used the downstream traffic model for the Tiree rural broadbeetwork presented in Sec-
tion 5.4 as a network utilisation € [0, 1] over a day. The target data rate for optimisation
as discussed in Section 6.4 can be derived from this utdisdty normalising the optimum
data rate for an assignment $ét such that

Rtarget =u-R (Nopt) . (648)

Figure 6.11 is used to perform the unconstrained optinueailuded to in Section 6.4 to
decrease the number of stations on the GHz RAN as much ad@ss long ast;a g, IS
met, thus minimising the power consumption.

Figure 6.12 presents the analysis when using a dynamid t#aitgerate. Figure 6.12(a) shows
the required capacity and capacity offered when using réiffedynamic and static assign-
ment schemes. In general, the data rate provided by the igptinscheme closely follows

the target data rate from above, thus satisfying the cans@ad minimising transmission

power. Figure 6.12(b) compares the power consumption, evtier optimised scheme ex-
hibits a step up in power when the GHz RAN is required to satis¢ throughput demand

during the peak time of the day. The fluctuating optimum staissignment is depicted in
Figure. 6.12(c).

Looking at extreme assignments, when only the UHF RAN is ugedpower consumption
of the network is minimised but it cannot meet the capacitpuinement during peak times
from 09:00h to 01:00h. Maximising the size of the GHz RAN ggiine highest legal transmit
power provides a substantially higher data rate than usigtbe UHF RAN. Due to the

transmit power limitations the maximum data rate is notewdd. This is the legal optimum
obtained from Figure 6.11. The power consumption is alsstaubially greater. The illegal
optimum offers the greatest data rate with the highest pocaesumption.

When the assignment is fixed to give the maximum throughptaioéd from Figure 6.11
the power consumption is constantly high even though tha de is not required at all
times, but the data rate is the highest possible for allastati Dynamically changing the
assignment, as proposed with the solution to (6.13), opémthe system at each moment
with respect to power consumption, providing reductionl©2% compared to using the
fixed legal optimum assignment and.6% compared to using the illegal optimum GHz
transmit power.
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Performance Metric Mean % Error

Mean number of connected stations to GHz RAN -27.2 dB
Standard deviation -12.6 dB

Median number of connected stations to GHz RAN-co dB

GHz RAN ZRHM throughput -27.0dB
Standard deviation -25.5dB

GHz RAN median throughput -33.6dB

UHF RAN ZRHM throughput -12.3dB
Standard deviation -12.6 dB

UHF Median throughput -40.8 dB

Table 6.3: Mean percentage errors between probabilistdvante Carlo methods for all
GHz RAN tranmsit powers.

6.8.5 Validation with Monte Carlo Method

When comparing the calculated metrics of interest usingptbbabilistic method described
in Section 6.5 and Monte Carlo method described in Sectiénttée resulting errors are
within reasonable bounds, given the number of Monte Canopdas, demonstrating both
methods provide the same result. Table 6.3 reports the nexarmiage errors of the calcu-
lated performance metrics reported in Section 6.8 betweeprobabilistic and Monte Carlo
methods.

6.9 Approximation with Bayesian Belief Network

To solve the optimum station assignment problem in (6.18)calculate the BBN described

in Section 6.7 using Pearl’s algorithm and benchmark itrzgjehe results obtained by the

probabilistic method of Section 6.8. For simulations, thegmeters in Table 6.2 are used to
configure the BBN and allow comparison with the probabdistiethod.

6.9.1 Station Assignment, GHz RAN Transmit Power and Power
Consumption

To determine the impact of station assignments, the BBNdn#f€i 6.5 is used to the estimate
the transmit power required for each possible assignmegiré6.13(a) plots the resulting
mean transmit power with standard deviation after convezrgéor each assignment. The re-
sults using the probabilistic method are plotted for congoer. The transmit power required
to associate stations on the GHz RAN increases as statiehscated further from the base
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Figure 6.13: Comparison of simulation results using BBN prababilistic methods for, (a)
mean GHz RAN transmit power, and (b) corresponding totalgga@nsumption.

station, matching the trend calculated with the probaizlimethod. The difference between
the two methods is due to two factors:

GHz RAN transmit power calculationWhen determining the mean GHz RAN transmit
power required to create each assignment, the BBN methadlatds the transmit power
needed to serve the farthest station at the lowest dataThte.approach simplifies adding
evidence to the BBN as the receive power of the node of irtéseset to a single value.
The probabilistic method determines the mean transmit ptaven allocation by averaging
across all farthest station data rates. Therefore the GHY Ransmit power required for
each assignment is higher using the probabilistic method.

Node independencé®earl’s algorithm assumes the parents of a node are muind#pen-
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dent. When calculating the mean transmit power requireddoh assignment, a dependence
exists between the path loss of the station of interest ams$init power. This dependency
will lead to a convergence error. For example in Figure 6e5tbder;, representing receive
power for statior has two parents; the path lokgs, and transmit poweP!*. These nodes
are not mutually independent as required by the algorithey tre dependent through the
path Pix — P = Loy = Doy > Dag — PJ%. A convergence error thus arises from com-
bining the information of the dependent parents of a corerrg node as if these parents
were independen®].

The calculated total power consumption for each assignmmahiown for both the BBN and
probabilistic methods in Figure 6.13(b). The power constionps a function of the GHz
RAN transmit power but the difference in total power constiompbetween the two methods
is minimal. At low transmit powers, where the differencerantsmit power between the two
methods is greatest, the power is dominated by the fixed ¢dkeaadio, not the variable
portion associate with the scaling of transmission power.

6.9.2 Station Assignment and Network Throughput

Re-running the BBN with the calculated mean GHz RAN trangoivers as evidence of
Pix provides individual station receive power beliefs withatk RAN once converged. As
an example of the convergence result, Figure 6.14 plotsabhidtant beliefs of UHF RAN
station receive powers when all stations are associatédiatUHF RAN. The BBN models
the stations as independent random variables, thereferBifrs of station receive powers
overlap, given a fixed transmit power. The vertical dasheeklimark the lower boundary of
the receive power required for each data rate. The datalmagholds are used to determine
the median data rate used by each station in both RANs. Thexmeédta rates for all stations

are used to calculated the expected average throughputloR#dNs.

Figure 6.15(a) shows the station data throughput for eacN Rk all assignments using
both the BBN and probabilistic methods. The median GHz RAINgmit power for each as-
signment differs between the two methods for small assigisndhe UHF RAN throughput
matches for both methods apart from the assignment whergyke station is served on the
UHF RAN. Figure 6.15(b) shows the minimum combined througtgalculated using both
methods. The minimum combined throughput is very similartfoth methods within the
region of interest up to the GHz transmit power limit, as tidividual UHF RAN through-
put matches for the two methods. The differences betweetwihenethods are due to two
reasons:

Network throughput estimationThe BBN method calculates the expected throughput for
each RAN using the median data rate selected for each statidhne averaging is performed
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Figure 6.14: Beliefs ofP!* given P* = 30 dBm after BBN convergence with data rate
boundaries. Th&0 ordered PDFs represent the ordered stations. The rightmost PDF is
that of the closest station to the base station.

on the individual station data rates and the average data eak used to determine the
throughput. The probabilistic method differs as the nekwbroughput for all combinations
of station data rates is calculated then averaged base@ @ndhability of each combination.

GHz RAN transmit power As shown in Figure 6.13(a) for small assignments the mean
GHz RAN transmit power is lower using the BBN method when caref to the probabilis-

tic method. Therefore the resultant station receive powatsdata rates and hence RAN
throughput will be lower.

6.9.3 GHz RAN Breathing to Minimise Power Consumption

As described in Section 6.8.4, the throughput estimatioRigure 6.15(a) can be used to
evaluate the power consumption when dynamically scaliegnilimber of associated sta-
tions given a required capacity. Figure 6.16 presents thi/sis of using a dynamic target
data rate with the calculated assignment throughputs frenBBN method. Figure 6.16(a)

shows both the required and offered capacities for diffedgnamic and static assignment
schemes. Figure 6.16(b) compares the power consumptidrecgdhemes. The fluctuat-
ing optimum station assignment is depicted in Figure 6.)16[bis analysis using the BBN

method produces very similar results to that of the prolstlmimethod.
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Figure 6.15: Comparison of throughputs calculated usinéNB#d probabilistic methods
for given RAN assignments: (a) individual station capaoityeach RAN, and (b) combined
RAN minimum throughput.

o
[EY
N
w
N
&)
»

Table 6.4 compares the resultant power consumption sausigg the results from the BBN
and probabilistic methods. The savings are comparablealtieetsimilar minimum com-
bined data rate and power consumption for each assignmém.difference between the
methods for the calculation of energy saved when compahi@dteathing to the legal fixed
optimum is due to the transmit power requirements for easigament differing between the
methods. For a given assignment the probabilistic methladtsea higher transmit power,
and therefore consumes more power, than the BBN. This resdsorcontributes to the dif-
ference between the methods when calculating the energg $gvbreathing compared to a
fixed transmission at the illegal optimum power. Additidpahe peak minimum combined
throughput differs between the methods, visible in Figul&®).
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Figure 6.16: Results of solving (6.13) with the BBN metho@ imin. intervals showing: (a)
required and offered capacity, (b) network power consuomptind (c) station assignment
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Metric BBN  Probabilistic
Saving over fixed legal optimum transmit power  15.6% 16.2%
Saving over fixed illegal optimum transmit power 16.1% 16.6%

Table 6.4: Comparison between energy savings through dgrstation assignment using
results from the BBN and probablistic methods.

6.10 Summary and Discussion

This chapter presented three methods to optimise the stasisignment in a dual RAN sit-
uation, comprising of & GHz and UHF TVWS network, with respect to minimum power
consumption while fulfilling transmit power constraintsdathe minimal achievement of a
target data rate prescribed by a utilisation pattern. Uaipgobabilistic method, the assign-
ment of stations to each RAN was optimised to maximise inldial station data rates. The
probabilistic model created of the network, and the reatibgtimisation, was validated us-
ing on a Monte Carlo simulation. A BBN was presented as anredtere method to optimize
the network with Pearl’s algorithm.

The optimisation was simulated by applying the three methadth parameters obtained
from the analysis and measurement of the Hopscotch netwadkradio equipment pre-
sented in Chapters 4 and 5. These parameters were used te asskealistic results as
possible. Interestingly, the optimum assignment of stetizetween the RANSs differs from
intuitively assigning as many stations as possible to tgadr bandwidth GHz RAN, as the
UHF RAN can serve stations at the edge between both netwsidgasents with higher data
rates. Power consumption was shown to be reduced by dyninglcanging the assignment
based on traffic requirements, providing@&2% energy consumption saving compared to a
fixed transmit power. Minimising the base station power comgtion is important to reduce
the cost, and increase the accessibility of renewable mahease stations such as WindFi
discussed in Chapter 3.

The results of the Monte Carlo method matched the probébilisethod. The differences
between the results provided by the probabilistic and BBNhiods were discussed and
is was shown that the BBN method provides a good approximaticherefore the BBN
provides a flexible alternative to the probabilistic modsi allowing additional conditional
dependences to be introduced into the network for futuréyaisa such as shadow fading
and the impact of terrain.
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Chapter 7
Conclusions and Further Work

This work presented the “Hopscotch” wireless network aslatiem to the rural broadband
problem. Providing broadband internet access to ruratilmeais challenging for a number
of reasons. The long distances between exchanges and btusskmit the effectiveness of
ADSL, the most common broadband access technology. Theespapulation density lim-
its return on investment for high speed solutions commornreggnt in urban and suburban
environments such as fiber and 3G/4G wireless. The chaligrigirain increases fixed in-
frastructure costs and limits the performance of wirelggslin traditional frequency bands.
These challenges, and the limitations of existing solstj@s discussed in Chapter 2, have
restricted the roll-out of high speed broadband interneésg to rural communities, reduc-
ing the effectiveness of on-line services and increasiaglibtance penalty that accompanies
living in a rural location.

Hopscotch uses a network of renewable powered base stagomed “WindFi”, connected
by PTP links to deliver internet access to rural communitgombination of5 GHz and
TVWS bands are used to create PTMP links between base statiohhouseholds. The use
of dual frequency bands in a heterogeneous network combkneesigh bandwidtthy GHz
links with the benign propagation characteristics of TVW&$. This allows Hopscotch to
reach more users than existing networks and therefore tovigbée solution to the rural
broadband problem. Hopscotch trials have been running orSwettish islands, Bute and
Tiree since 2010 and 2011 respectively. The main contobstand findings reported in this
thesis are discussed in detail in the following sections.

7.1 TV “White Space” for Rural Broadband

Chapter 2 reviewed existing rural broadband access nesvaott introduced the Hopscotch
network. One of the main differences between Hopscotch aistirg wireless access net-
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works is the use of the TVWS frequency band in addition to taditional> GHz bands.

The availability of TVWS bands for uses other than broadsestices provides an excellent
opportunity for rural broadband delivery. Chapter 2 disewksthe numerous advantages of
the UHF band for fixed wireless access, in which TVWS resides\pared to the traditional

5 GHz band. The FSPL, diffraction loss and attenuation dueliade are all substantially
less in the TVWS band compared to th&Hz band. Due to the distance of links required
and the challenging terrain, these factors are very sigmifim rural scenarios.

The reduced path loss between transmitter and receiver W3 Wands offer a number of
benefits when designing a network. More flexibility is praddwhen determining base
station placement due to the increased range. This may &ldiixed infrastructure such as
mains power or wireline IP-access to be used. The improvaogation properties may also
lead to fewer base stations being required to serve a contyragniilemonstrated in Chapter 2.
Reducing the infrastructure required reduces the maindvda providing internet access to
a rural community; the cost. Therefore the use of TVWS islitteethis scenario, especially
in rural locations where much of the band is presently vaca@ht reduced path loss also
reduces the transmit power required to maintain a conneatmmpared to thé GHz band,
thus minimising interference and reducing power consuompti

Despite the advantages of wireless access in the TVWS bamqsddtch transmits over the

5 GHz band for PTP links and some PTMP links. TXt#40 MHz bandwidth offered by
COTS IEEE 802.11 base®tlGHz equipment provides a much higher throughput than the
5-8 MHz currently available in TVWS. Therefore tlieGHz band is better suited to links
which require high capacity such as wireless backhaul batvase stations if line of sight
exists. The use of both frequency bands within the netwdokvalthe disadvantages of each
individual band to be overcome. This scenario was simulat&hapter 6.

7.2 WindFi Base Station

The WindFi base station is designed to function as an autonsmnit, powered by a combi-

nation of wind and solar energy. A battery bank is used toigeos buffer for the generated
energy, allowing for continuous operation on overcast oidaless days. WindFi differs from

existing renewables-powered wireless network infrastmecreviewed in Chapter 2 as PTP
and PTMP links are used instead of mesh links, and two frezyuleands are simultaneously
supported, requiring a larger power generation and st@gsfem.

Chapter 3 provided an analysis of typical Hopscotch useschg providing examples from
the Hopscotch network on the island of Tiree. These usescas®ed to drive requirements
for the power system of WindFi. Two radio equipment base daai®5 W and50 W were
shown to meet the use-cases. The sizing of the battery baskpjoort these base loads
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was described with the design of the renewable power geoersystem at two locations,
Prestwick and Tiree airports, located close to WindFi togltions. Historical wind and
solar irradiation data was used to show how the differeribaptfor wind turbines and solar
panels can be used to meet the base load requirements regoteeat when conditions
between locations vary.

The design and retrospective analysis of the “Crow’s Nestiewables-powered relay on
Tiree was presented in Chapter 3. Using recorded data, seerearios were studied. The
analysis of low and high wind-speed days enabled an unaelisizof how to interpret the
recorded data. This understanding was applied to a periahie wind turbine failed
leading to a loss of service. The analysis showed that thepsystem behaved as designed,
with the system failing due to a depleted battery bank theesdewy as the design predicted.

7.3 Radio Power Consumption and Data Rate Selec-
tion Models

To explore energy saving techniques, such as the optimrsatioposed in Chapter 6, the
power consumption of the radio equipment, the largest coeswf energy in the base sta-
tion, must be understood. A lab based characterisatioregidver consumption of Ubiquiti
XR7 and SR71 radios used within Hopscotch for connectivitthe UHF and GHz bands
was carried out to gain this understanding. Chapter 4 desstthe characterisation of power
consumption given a configured transmit power and presentaddel for each radio. The
power consumption of both radios increase exponentiallly thie configured transmit power,
therefore a power curve models the relationship.

The data rate selection of the radios was characterised dorea receive power to serve
as a model for estimating network throughput when modeltiath losses. Both the XR7
and SR71 radios exhibited unexpected behaviours. Theghpu using the XR7 dropped
considerably for a narrow path loss range for all data raths.SR71 struggled to maintain
the 12 Mbps data rate for all path losses and therefore was nevemaititally selected.
Despite these unexpected observations the charactengatvided consistent results, and
showed the increased power spectral destiny when recesvgignal in the smalles MHz
bandwidth than the0 MHz, increased the sensitivity of the receiver.

The models of power consumption and data rate selection sudrgequently used in Chap-
ter 6 to determine the optimum assignment of stations beta@eulti-RAN network through
simulation.
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7.4 Models for Rural Fixed Wireless Scenarios

To enable the accurate simulation of rural wireless neta/oskich as the energy saving
scheme proposed in Chapter 6, three models relevant toutg ef wireless networks in
rural environments were presented in Chapter 5; househstdbdtion, large-scale path
loss, and downstream and upstream bandwidth utilisatibes@ models were created using
data recorded between November 2013 and February 2014 ftaal Hopscotch network
on the Scottish island of Tiree, serving ouéf subscribers.

The location of network subscribers relative to the bagestsiwas used to create a model of
the distribution of households from a base station at théecefia community. A circularly
symmetric normal distribution was shown to be a good fit. Timslel provides an alternative
to the uniform distribution of users often used for analysigrban environments.

The radio equipment used within the Tiree network allowezlréteived signal strength to
be recorded. This, along with knowledge of the transmit pcavel antenna gains allowed
a large-scale path loss model, based on the simplified paghftomula to be fitted to the
radio environment on Tiree. A path loss coefficient was deiteed by a least square linear
regression to best fit the data.

The instantaneous throughputs of all radios within the odt&/ were recorded ever0
minutes and analysed to create a model of the time-varyimgsiveam and upstream data
usage within the network. The analysed data showed a cleamalipattern where usage
peaked at 21:00 before droppigg% to a minimum at 05:00. The proposed model was
tested against an available model for urban data and withraaiusage pattern.

7.5 Optimised Multi-Radio Network for Energy Effi-
ciency

The main cost component of a WindFi base station is the replevggwer generation sys-
tem, therefore techniques to minimise the energy conswmjtie important to the viability
of Hopscotch. The simultaneous use of two RANs within Hopstea5 GHz RAN to offer
capacity, and a UHF RAN to provide extended coverage, geatepportunity for energy
saving optimisations. Chapter 6 presented an optimis&iomnimise the energy consump-
tion by altering the assignment of stations between the tAblfRby scaling the GHz RAN
transmit power, whilst maximising the individual statiostd rates.

Through simulation the assignment of stations betweenibeRANs was obtained which
maximises the individual station throughput for a scenafi@0 stations served by a base
station when using the rural network and radio performanodets created in Chapters 4



7.6. Further Work 139

and 5. This optimum assignment differed from the intuitigswanption that due to the GHz
RAN theoretically offering four times the capacity of the BHRAN, the assignment of
stations should match this balance. This is because ssatiothe UHF RAN are served at a
higher data rate than the GHz RAN at the same distance. leigfibre preferable to add an
“easy” station to the UHF RAN than add a station served at adata rate to the GHz RAN,
which will slow the entire RAN.

Chapter 6 additionally proposed a scheme whereby dynamicia&nging the station as-
signment according to the required network utilisationuct! the energy consumption of
the network by16.2% compared to using a fixed transmission power. The networkl-ban
width utilisation model created in Chapter 5 provided theetrfor the optimisation, and the
radio power consumption model creating in Chapter 4 allothegpbower consumption to be
estimated.

Three methods were used to perform the optimisations. Agimtibtic method using the
PDFs of station receive powers to estimate network throutgbgrved as the baseline for the
optimisation results. A Monte Carlo method was used to aidhe probabilistic method
by creating an ensemble of sets of stations drawn from theehafdhousehold distribution
and averaging the calculated throughputs over the wholeneinie. A BBN was also used
as an alternative method, and provided a good approximédiotie probabilistic method.
The BBN method provides scope for additional conditiongdedelences to be added to the
model in future analysis which is more difficult with the padtilistic method.

7.6 Further Work

The work covered in this thesis gives rise to a number of sstgmes for future research
work and development:

Trials of Hopscotch have been carried out on the Scottiahds of Bute and Tiree. Currently
the Tiree trial uses only aGHz network, but an overlay UHF network is planned and would
offer an excellent opportunity to study the interaction ln¢ two RAN on a larger scale.
The inherent low-cost and scalability of Hopscotch has geed interest in other countries.
Initial work has been undertaken to design a “SunFi” basgostdor a network in Kenya
or Sudan which would operate using only solar energy. A Hofasctrial in these locations
would provide an excellent opportunity to study the charastics of a network in a different
climate and culture, including the usage patterns and stelalition of households.

The study of the optimum assignment of users between the W&z RAN presented in
Chapter 6 could be further extended. A study of the implaratiof adding additional RANS,
such as additional TVWS channels would be interesting anttldead to further energy re-
duction opportunities. Extending the simulation to in@ugtighbouring base stations would
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allow the interference created by scaling the RAN to be aw®rsid which is relevant in a
practical system. It would be of value to study the impacthef distribution of households
served by the base station on the expected throughput argly/eamsumption. The standard
deviation of the model presented in Chapter 5 describesstrdition of the community. A
study of the impact of this parameter would be valuable intaadto a study of the results
using a uniform distribution. The BBN presented in Chapt@rd@vides an opportunity to
include additional parameters within the model, as nhodaseaadded easily. An example
of additional variables to study are shadow fading and agandariable representing the
affect of weather on link performance.

An extension to the Tiree or Bute networks would allow thepmsed dual RAN energy
saving scheme of scaling the GHz RAN transmit power to bedestthe field. This would
allow the energy saving capabilities to be validated andevoncover implementationissues
such as the behaviour of radios which are “on the edge” antd amasociate with either
network depending on small changes to the receive signéityjuan additional interesting
future study would be methods to make the most of excessyegergrated by the renewable
energy system if an abundance of energy and bandwidth ibl@aand cannot be used, i.e.
the battery bank is fully charged and users do not require\baith. One possible use of
this energy and bandwidth would be to locally cache videhatdase station during times
of plenty, such as proposed for cells #},[to reduce the bandwidth required when the video
must be delivered and resources may not be available. Czalyemother important area of
study is how to optimally handle a power system failure. Basnario could be formulated
as a constrained optimisation to best serve users with a gniergy supply.

Finally a number of the contributions in this thesis couldtbebined to create an enhanced
planning tool for Hopscotch networks. The planning tool Wiozalculate the optimum base
station assignment to serve a community based on a numbectir$. The location of
households along with GIS data would provide the infornratexjuired for modelling radio
propagation, e.g. elevation and clutter. The tool would &lks aware of TVWS ability and
therefore be able to design the links and number of sectgusrezl given the bandwidth
available. The tool would be able to calculate the optimusigasnent between the TVWS
and 5 GHz RANs to maximise individual throughput and minimise goveonsumption.
Lastly the wind and solar irradiation would be available imeshe power system which
would depend on the local conditions and number of radiosired. The tool could trade
off between expected individual user receive power stfeagt the cost of the base station
power system and could potentially be used to locate areasahopscotch would be most
suitable.



