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Abstract 
Various multi-provider, multi-media and multi-technology systems have emerged 
from the convergence of communications and computing technologies. With such 
systems, the provision of services over heterogeneous networks with competing 
service providers becomes a very challenging issue. In the mobile communication 

environment, this trend is also accompanied by a reorganisation of the business 

model. For instance, with first generations of mobile systems, the network op- 
erator was also the service provider. This is now changing with the recent in- 

troduction of organisations that offer mobile services without owning a network 
infrastructure nor a radio licence to operate a network. It becomes therefore ap- 
parent that there will be a separation between the service and network provider 
roles in emerging mobile communication systems. This research study proposes 
a framework to allow this separation by allowing heterogeneous networks to sup- 
port various service creation platforms. The proposal is organised around a set 
of 'digital marketplaces' where agents acting on behalf of users and organisa- 
tions are able to trade communication services. These inter-agent interactions 

are performed according to a pre-defined auction protocol and controlled by a 
market provider. Dynamics of a marketplace are driven by economics principles 
so as to reach a market equilibrium where the demand of services equals its as- 
sociated supply. In this context, scarce resources are preserved for users who 
value them most. In each marketplace, a reputation mechanism is in place to 

penalise network operators which are not fulfilling their contract commitments. 
Smart services can exploit the dynamics of a digital marketplace by exploiting 
more efficiently the radio resources. The key features of the proposed market- 
based framework are a self-organisation in an environment where providers and 
users can register dynamically, a competition at the service level, the possibility 
to develop fairer pricing schemes, and the integration of various service creation 
platforms over heterogeneous networks. 
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Chapter I 

Introduction 

During the last few decades, the field of telecommunications has been the subject 
of a continuous evolution. This evolution has been initiated by three interrelated 

phenomena: technological progress, shifts in regulations and increased competition 
[Kridel, 1998]. This evolution has led network operators to converge various 
communications technologies in order to build an interconnected multi-provider 
and multi-technology environment for the support of multimedia applications. 
These multimedia applications have ever-increasing quality requirements leading 
to a need for categorising services in order to guarantee the quality delivered 
to the most sensitive services. It is now becoming apparent that in such multi- 
provider environments composed of heterogeneous communications devices, the 
development and management of services become a challenging issue. 

In current telecommunications systems, the quality of service of communications 
can seldom be guaranteed. Techniques for the support of quality of service have 
been detailed in the research literature (see Appendix C) but the difficulty of 
modifying current legacy systems has restrained the development of truly quality 
of service compliant implementations. However, due to the diversity of services 
provided by telecommunications operators, the network traffic needs to be cate- 
gorised and routed according to service quality constraints and to additional user 
quality requirements. For instance, service diversity means that some services 
might be delay sensitive while others might be dramatically affected by informa- 
tion loss. These performance considerations need to be taken into account at each 
network management entity over the end-to-end communications path. 

1 



CHAPTER 1. INTRODUCTION 

In the next generation of mobile systems, the business model is expected to be 
dramatically reorganised. Particularly, the service provider and network operator 
roles might be represented by distinct administrative parties. This is a direct 

consequence of the convergence of the mobile communications and information 

technologies leading to the development of more complex applications. In such 
environment, there is a strong requirement for decoupling network management 
from service management. This is a necessary step for allowing application devel- 

opers and service providers to develop and manage services independently from 

the specifies of underlying network infrastructures. 

1.1 Scope of the Thesis 

The core contribution of this thesis is a framework that enables network op- 
erators, service providers and customers to trade communications services in a 
market-based environment. In the spirit of the Scottish philosopher Adam Smith 
(1723-1790) with the classic invisible hand economics argument [Smith, 1776], it 
is reasoned that in such a market-based environment local decisions by selfish 
buyers and sellers leads to a globally desirable resource allocation. The proposed 
framework is open since it allows the seamless introduction of new services, net- 
work operators and service providers in a multi-vendor, multi-service and multi- 
technology networked environment. The framework is based on the expected 
reorganisation of the telecommunications model, especially in the dissociation of 
the network operator and service provider roles. A key feature of the proposition 
resides in the ability for users to dynamically select the serving network infras- 

tructure according to price and quality considerations on a per service basis. One 

major benefit of the approach is a increase in competition in the provision of com- 
munications services and the possibility to adopt more dynamic pricing schemes. 
By being generic, the conceptual framework allows the decoupling of service and 
network managements. 

Instrumental in the development of the proposed framework is the agent tech- 

nology. A multi-agent system is an application which is implemented with a 
set of autonomous software entities, called agents, that are able to communicate 
and act proactively and reactively. The agent technology is appropriate for the 
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modelling of distributed systems where system elements co-operate and/or com- 
pete in order to achieve their design objectives. In this research study, the agent 
technology is used for the modelling and implementation of the conceptual frame- 

work for quality of service provision and trading. Since there is no universally 
accepted graphical notation for depicting agent relationships, the symbols of the 
Object Modelling Technique (OMT) are used in this thesis. A summary of this 
technique's main graphical symbols is provided in Appendix A. 

It has to be noted that the contribution of this work is twofold. On one hand, 
the conceptual contribution resides in the definition of the maxket-based frame- 

work organised over a set of digital marketplaces. This framework is seen as 
a concept that might be applied to a number of mobile communications envi- 
ronments. Considering the actual regulatory context, the conceptual framework 
has been developed having a service provider perspective in mind. On the other 
hand, selected aspects of the framework, like the contract mapping and contract 
maintenance, have been quantitatively evaluated in the scope of this study. The 

quantitative results provide the network operators with indications on how to 
exploit their network infrastructures in the context of the proposed framework. 
Furthermore, simulation results and testbed measurements show the dynamics of 
a marketplace for various scenarios. 

1.2 Outline of the Thesis 

The thesis is organised into 9 chapters. After this introduction, Chapter 2 outlines 
the evolution of the mobile phone technology from the early development of first 

networks in the 80's to the implementation of 3rd generation (3G) mobile networks 
in the near future. A typical mobile phone network architecture is presented 
and its components are described from a technical perspective. The management 
requirements of next generation of mobile systems are identified and the proposed 
framework is introduced as a candidate approach for the management of mobile 
services in large distributed multi-provider environments. 

Chapter 3 first introduces the field of agent technology as an appropriate approach 
for the management of distributed systems. It also presents selected economic 
principles that can be used to build a society of interacting agents. Considering 
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these aspects, it is argued that a multi-agent system driven by economic principles 

represents a good solution to the problem of managing communication services in 
large multi-provider environments. This approach is compared with other man- 

agement frameworks that have been developed to solve this challenging problem. 
To complement this chapter, a survey of mobile agent platforms is presented in 
Appendix B. 

In the market-based framework, one of the communications services which can be 

traded is the transport of user traffic. In this context, the objective is to handle 

user traffic according to the application quality requirements and the user price 
constraints. For this purpose, the aim of Chapter 4 is to define the notion of 
quality of a telecommunications service. First, the quality terms and concepts 
introduced by standardisation bodies are presented. It is shown how a user can 
describe the quality delivered by a network with a set of technical terms. On the 

other hand, a service provider judges the quality of a service with the use of a set 
of generic quality of service parameters. Values assigned to these quality of service 
parameters can be mapped on to a set of network performance parameters that are 
specific to a network infrastructure. The principal outcome of this chapter resides 
in the definition of a hierarchy of quality contracts which is at the basis of the 

core contribution fully specified in Chapters 5 and 6. In order to complement this 

chapter, a survey of quality of service architectures is presented in Appendix C 

of this thesis. 

Based on the three previous chapters, Chapter 5 details the specification of the 

market-based framework. The conceptual framework is placed in its economical 
and regulatory context. As a qualitative evaluation, it is shown that the frame- 

work goes towards the recent initiatives of the Office of Telecommunications (OF- 
TEL) - the British telecommunications regulator - to increase competition in 
the mobile communications market. A user scenario is developed to show the 
effect of the proposed system on the way a mobile communications system could 
be used. A formalisation is presented of selected agent negotiation strategies and 
discussions on several implementation choices are made (auction protocol, agent 
distribution, system security, etc. ). 

Chapter 6 concentrates on interactions between the market-based framework and 
the underlying network operator infrastructures. In particular, it is shown how 
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generic service contracts can be mapped onto radio resources. It is also shown 
how the contracted requirements can be maintained at various levels of the infras- 

tructure with techniques such as link and service adaptations. The main outcome 

of this chapter is the extension of a network-level resource management architec- 
ture to support applications with very diverse quality requirements (as specified 
in the form of a quality contract). 

Chapter 7 presents a network-level evaluation of concepts proposed in Chapters 5 

and 6. For this purpose, the TETRA system has been used as an experimental 

platform. TETRA is a standard for private mobile communications and is there- 
fore not a system that will benefit from the market-based framework proposed 
in this thesis. However, the TETRA air interface offers a wide range of radio 
bearer services and therefore a significant number of possibilities for adapting the 

channel configuration to variations in the radio link conditions. In addition, mea- 

surements of operational TETRA systems have been published in the literature. 

These features make TETRA an excellent platform for developing techniques that 

establish a fine trade-off between delivered QoS and radio resource cost. 

Chapter 8 presents market-level simulation results for illustrating the dynamics of 

a marketplace for selected scenarios. For this purpose, the negotiation strategies 
presented in Chapter 5 are evaluated under various conditions. Furthermore, 

measurements performed on a Java testbed are presented to provide an estimation 

of the negotiation overhead involved with the proposal and to provide and insight 

on how the proposed framework could be implemented with available technologies. 

The last chapter summarises the work presented in this thesis and discusses why 
the proposed framework represents an appropriate platform for the development 

of the next generation of mobile telecommunications networks and beyond. The 

major achievements of this study are also identified and the further work is out- 
lined. 



Chapter 2 

Mobile Communication Systems 

and Services 

Developed in 1837, Cooke and Wheatstone's telegraph was the first practical 
telecommunication application. London and Paris were connected by a series of 
telegraphs in 1852, while the first transatlantic cable was laid in 1858. A ma- 
jor breakthrough in communications technology is the invention of the telephone 
by Alexander Graham Bell in 1876. Since then the communications technology 
has evolved steadily up to the recent boom of mobile telecommunications. Ini- 

tially, the telephone was perceived as an unreliable telegraph substitute because 

it did not provide a written record for commercial transactions. However, people 

rapidly adopted the telephone for personal and professional uses. Advances in the 

microelectronics industry (DSPs, ASICs, FPGAs, etc. ) have made this dramatic 

evolution possible. Mobile telephony is considered as an important milestone in 

the evolution of the telephone technology. At the beginning of the last decade, 

the Global System for Mobile (GSNI) communications standard, originally devel- 

oped in Europe, has been widely accepted worldwide for voice communications. 
More recently, UNITS/INIT2000 standardisation bodies have specified high qual- 
ity communications services ranging from video conferencing to Internet surfing 
using multimedia terminals along with the definition of suitable network infras- 
tructures. 

This chapter provides an overview of the mobile communications technology and 
its evolution over the last decades. A section describes the components of a typical 

6 
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cellular system. Finally, the motivations of this research project are presented 
along with an outline of this thesis contribution. 

2.1 Three Generations of Mobile Communica- 

tions Technologies 

The roadmap of mobile communications systems is becoming more and more 
complex. It encompasses public and private land mobile radio systems, satellite 
communications systems and radio LAN. In Paris (France), a mobile telephony 
network was developed in 1956. Mobile Stations (MS) were implemented with 
vacuum electronic tubes and electro-mechanical logic circuitry and were carried in 

car boots [Dupuis, 1999]. However the major breakthrough of mobile communica- 
tions took place in the 1980's with the introduction of first generation systems. In 
this category, the first mobile phone system to be implemented was in the Nordic 
European area where telecommunication operators of several countries gathered 
their effort to produce a common mobile cellular telephony system called Nordic 
Mobile Telephony (NNIT). First generation systems were characterised by ana- 
logue wireless communications and reduced support for user mobility. The digital 
technology was introduced with 2nd generation (2G) systems in the 1990's allow- 
ing the provision of better quality voice services to a higher number of users. First 

commercial implementations of 3rd generation (3G) systems will be deployed circa 
2002. Wireless technologies such as satellite and terrestrial communications will 
converge in 3G systems to provide a wide range of high quality multimedia and 
cost effective services to users worldwide. Table 2.1 presents the most important 

mobile communications systems developments over the three generations. 

2.2 Principles of Cellular Systems 

2.2.1 Multiple Access Techniques and Cellular Concept 

The multiple access technology of first generation mobile systems is FDXIA (Fre- 

quency Division Multiple Access) where each mobile user is allocated a frequency 
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Year I System Location Gen. 

1981 Nordic Mobile Telephony Denmark, Finland, Norway 1 
(NMT) 450 and Sweden 

1983 American Mobile Phone United States 
System (AMPS) 

1984 Total Access Communica- United Kingdom 

ion System (TACS) 
1986 Nordic Mobile Telephony Denmark, Finland, Norway 

(NMT) 900 and Sweden 

1991 American Digital Cellular United States 2 
(ADC) 

1991 Global System for Mobile Europe at the beginning 
(GSM) and now worldwide 

1992 Digital Cellular System Europe at the beginning 
(DCS) 1800 and now worldwide 

1993 Digital Enhanced Cord- Europe 
less Telecommunications 
(DECT) 

1994 Personal Digital Cellular Japan 
(PDC) 

1995 Terrestrial '1ýunked RAdio Europe 
(TETRA) 

1995 Personal Communication United States 
System (PCS) 1900 

2000 Universal Mobile Telecom- Europe 3 
munications System 
(UNITS) 

2005 International mobile United States 
Telecommunications (IMT) 

1 2000 1 1 

In Europe, the GSNI and UNITS initiatives can be regarded as the two key developments that 
have had an important impact on the evolution of mobile communications systems. 

Table 2.1: Mobile Phone Systems Evolution 
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of the radio spectrum. All first mobile communications systems air interfaces 

were invariably analogue. Digital communications have been recently introduced 

with 2G systems allowing more users to share the scarce radio bandwidth in a 
cost-efficient way. Other advantages of digital communications are ease of sig- 
nalling and lower levels of interference. Two digital multiple access technologies 
that have been developed for 2C cellular systems are TDMA (Time Division Mul- 

tiple Access) and CDMA (Code Division Multiple Access). With TDMA, each 

radio carrier is structured as a sequence of time-slots and each logical communica- 
tion channel is assigned one or more combinations of frequency/time-slot. With 
CDNIA, a radio carrier is shared for transmitting the traffic of several commu- 
nication sessions. The session original signal is spread with an orthogonal code. 
The spreading code allows the receiver to identify the session and to re-construct 
the original information. 

The initial cellular concept used in today's mobile communications networks was 
initially formulated in the 60's but it is only 20 years later that first implemen- 
tations were developed. The key principle behind the cellular concept is in the 
ability of reusing resources. The radio spectrum allocated by telecommunications 
regulators to mobile communications services is limited and it becomes important 
to use the scarce radio resources as efficiently as possible. In a mobile communica- 
tions environment, if a minimum reuse distance separates two radio transmitters 
then they can use the same communication channel without interfering (low co- 
channel interference). Based on this principle, a mobile cellular system is logically 
decomposed as a grid of cells. A cell is the coverage area of one fixed radio trans- 
mitter. The smaller the cell, the higher the channel reuse. The minimum distance 
between two users transmitting over the same channel is function of the level of 
interference allowed to meet the service quality requirements. Second generation 
systems are mainly based on a one-layer cell structure, such as picocells, mi- 
crocells, macrocells or satellite cells and each cell is allocated a fixed set of radio 
resources at the network planning phase. However, it is expected that 3G systems 
will be based on an overlapping of cellular layers [Milhailescu et al., 1997] with a 
dynamic allocation of radio resources [Pesch, 1999]. Users will be attached to the 
cellular layer that best serve their needs in terms of communications performance 
and service cost. 
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2.2.2 Components of a Cellular System 

Figure 2.1 shows the interconnection of network entities in a typical 2G cellu- 
lar system. Each entity is described in the following sections using the GSNI 

terminology. 

BTS 

ms ms ms 

BTS: Base Tranceiver Station 
MS: Mobile Station 

BSC: Base Station Controller 

MSC: Mobile Switching Centre 

PSTN: Public Switch Telephone Network 

Ms MS 

BSC 

T 
msc : Z-- 
PSTN 

A 

Mobile 
Access 
Network 

Fixed 
Core 

Network 

Figure 2.1: Cellular System 

2.2.2.1 Mobile Station 

The Mobile Station (MS) is a terminal unit that emits and receives radio signals 
within a cell site. A cell site is a geographical area that is covered by a Base 
Týansceiver Station (BTS). A MS can be a basic mobile phone terminal for voice 
communications only, a Personal Digital Assistant (PDA) with multimedia fea- 

tures or even a laptop for mobile computing and on-the-move teleconferencing. 
The control of MS connections is switched over from cell site to cell site to support 
MS mobility. This process is called handover. 
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2.2.2.2 Base Transceiver Station 

The BTS implements the air communications interface with all active MSs located 

under its coverage area (cell site). Several BTS are connected to a single Base 
Station Controller (BSC). In the United Kingdom, the number of 2G BTS is 

estimated around 3000 to 6000, whereas around 10000 BTS will be necessary to 

provide 3G services [Financial Times, 2000a]. Several types of cells are identified 
in communications systems: 

Pico cells with cell radii between 10 and 200 metres. These are used for wireless 
office communications where users are mainly stationary or low-mobility 

users. 

Micro cells with radii between 200 metres and 1 km. They are used for high 
traffic density where the channel reuse factor must be high. 

Macro cells with radii of more than 1 km. They are mainly used to cover large 

areas with low traffic densities. 

World or satellite cells with radii from 300 krn are used for global communi- 
cations. They are usually used for complementing the coverage of a macro 

cellular network. 

2.2.2.3 Base Station Controller 

The BSC supplies a set of functions for controlling connections of its connected 
BTSs. Functions enable processes such as handover, the cell sites configuration 
and the tuning of BTS radio frequency power levels. In a typical 2G mobile 
system, a BSC is responsible for controlling in excess of 70 BTSs [Cosimini, 19981. 

2.2.2.4 Mobile Switching Centre 

The Mobile Switching Centre (NISC) performs the telephony switching functions 

of the system and is responsible for call set-up, release and routing. It also 
provides functions for billing and for interfacing public networks. 
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2.2.2.5 Public Networks Interfacing 

Through the MSC, the mobile network communicates with other public networks 
such as the Public Switched Telephone Network (PSTN), Integrated Services 
Digital Network (ISDN), Circuit-Switched Public Data Network (CSPDN) and 
Packet-switched Public Data Network (PSPDN). 

2.2.3 Types of Mobility 

Several types of mobility [Stefano and Santoro, 2000] are identified in mobile 
telecommunications networks. First, terminal mobility is concerned with the 

ability of connecting a terminal to any mobile phone network. This functionality 
is commonly called roaming. Another type of mobility is called the personal 
mobility. Personal mobility relates to the fact there is no fixed one-to-one relation 
between a terminal and a user. Personal mobility allows one user to register with 
several terminals and more than one user to register at the same terminal. In a 
mobile network, a unique identification number identifies a useri. 

2.2.4 Switching and Networking Modes 

In telecommunications networks, two switching modes are identified: circuit switch 
and packet switch [Veeraraghavan and Karol, 1999]. In a circuit-switched envi- 
ronment, a dedicated path is allocated to the connection at the connection set-up. 
Resources that have been allocated to the connection are retained until the con- 
nection is explicitly released. By contrast, in a packet-switched environment, 
each path is shared by many connections. Transmitters send small chunks of 
information called packets over the path. When the transmitter is not active (it 
does not send packets) then the path is made available for other transmitters. 
This statistical multiplexing of packets over the communications path allows for 

a more efficient use of available resources. 

'In GSNI, this identification is stored in a Subscriber Information Module (SINI) that is 
inserted into the terminal. 
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In a packet-switched environment, two networking modes have been implemented: 

connection- oriented 2 (virtual circuit switch) or connectionless (datagram. service) 
modes [Veeraraghavan and Karol, 1999]. In a connection-oriented session, packets 
belonging to a common data stream follow the path that has been pre-established 
at the connection set-up. There is no connection set-up for a connectionless 
session, only the receiver address is specified at the packet transmission. Therefore 

packets are routed dynamically. In a connectionless session, it is possible that 

packets sent by a single transmitter take different routes to reach a given receiver 
and therefore could arrive in a different order than the one in which they were sent. 
In a circuit-switch environment, the networking mode is invariably connection- 
oriented. A networking technique is identified by its switching and networking 
modes. 

2.3 Examples of Public and Private Cellular Sys- 

tems for Indoor and Outdoor Mobile Com- 

munications 

2.3.1 Global System for Mobile communications (GSM) 

Before the introduction of the Global System for Mobile (GSNI) communica- 
tions, mobile networks implemented in different countries were usually incom- 

patible. This incompatibility made impracticable the roaming of mobile users 

across international borders. In order to get around this system incompatibility, 

the Conf6rence Europ6enne des Postes et T616communications (CEPT) created 
the Groupe Sp6cial Mobile (GSNI)3 committee in 1982. The main task of the 

committee was to standardise a cellular pan-European public communication in 

the 900NIHz band. The initiative was so successful that network infrastructures 

compliant with the GSNI standard have been developed worldwide. Variations of 
the GSNI specification have been standardised for the 1800 N1Hz and 1900 N1Hz 

'The switching mode used in Asynchronous Transfer Mode (ATNI) networks is packet-based 
with virtual circuit switch where packets have a fixed size (53 Bytes) and are termed cells (cell 
switch mode). 

3 GSNI originally meant Groupe Sp6cial Mobile and was later renamed Global System for 
Mobile Communications. 
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bands and are known as DCS 1800 and PCS 1900, respectively. Main service 
features of GSNI systems are [Walke, 1999]: 

Europe-wide coverage at the beginning but implementations can now be 

found worldwide; 

9 Europe-wide standardisation; 

* Digital Radio Transmission up to 22.8 kb/s; 

* Extensive ISDN compatibility; 

e Protection against eavesdropping; 

o Support of low-rate data services. 

2.3.2 Terrestrial Trunked RAdio (TETRA) 

GSXI and UNITS are two standards for the development of public radio commu- 
nications services. There are other radio communications services which are not 
accessible to the public. These services are called Private Mobile Radio (PMR). 
PXIR systems have their own frequency bands allocated by regulation authori- 
ties. These systems have been widely used by emergency organisations (police, 
fire, etc. ) and by commercial companies (taxi, airlines, etc. ). In comparison 
with public mobile communications system like GSNI, PNIR systems like TETRA 
distinguish themselves from the following key features [Dunlop et al., 1999]: 

* Group calls; 

* Decentralised operation / direct mode; 

* Fast call set-up; 

9 Supplementary services (conversation monitoring, priority calls, etc. ). 

The TETRA system has been used as an experimental platform in this study. 
So, a more detailed description of TETRA is provided in Chapter 6. 
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2.3.3 Digital Enhanced Cordless Telephone (DECT) 

Public mobile systems like GSM and private mobile systems like TETRA are 
primarily used for outdoor communications. Other mobile systems, called cord- 
less telephones, have been specially designed for indoor communications. Several 

analogue cordless systems were initially developed and recently digital communi- 
cations have been introduced to offer better services. DECT (Digital Enhanced 
Cordless Telecommunications), is one of such digital indoor mobile systems for 

which the standard has been developed by ETSI in 1992. The system has now 
been adopted as an INIT2000 standard. DECT is characterised. by the following 
features [ETSI, 1998]: 

e Inter-operability with GSNI; 

* Data capabilities (throughput up to 552 kb/s with 2-level modulation); 

* High speed error correction; 

* Fast channel set-up. 

DECT is used for indoor communications and is therefore suitable for residen- 
tial environment applications. However, it can also be used for building small 
networks like for providing telephone services over a city centre. DECT has also 
been used for developing wireless private network for speech and data. 

2.3.4 Universal Mobile Telecommunications Systems (UMTS) 

Since 1990, the ETSI/Special Mobile Group has focused on the standardisation 
of the UNITS systems and services. UNITS aims at providing a new generation of 
mobile telecommunications systems/services known as the 3rd generation (3G). 
UNITS extends 2G voice capabilities to multimedia capabilities with higher bit 
rates by targeting 384 kb/s for full area coverage and 2 NIb/s for local area cov- 
erage. UNITS will become the base for new mobile telecommunications networks 
for highly personalised and user-friendly mobile access for what the UNITS Forum 
calls the 'Information Society'. With UNITS, a convergence of communications 
technologies such as satellite, cellular radio and cordless and an interconnection of 
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networks belonging to different network operators are expected. The mass com- 

mercial introduction of UNITS is expected between 2002 and 2005 [Dasilva et al., 
1997] and will support a high number of users worldwide. Recently, the ETSI, 

the ITU and other partners have established the Third Generation Partnership 

Project (3GPP) for developing a family of compatible standards worldwide. 

First versions of 3G services will be implemented over enhanced 2G systems, 

also called 2.5G systems. For this purpose, 2G systems will be extended to 

provide packet-based communications with enhanced data rates. For instance, 

the GSM packet extension is currently specified as the GpRS4 (General Packet 

Radio Service) standard [Cai and Goodman, 1997] and the higher data rates 

will be attained by improving modulation techniques as specified by the EDGE 

(Enhanced Data rate for GSM Evolution) standard. 

2.4 Services in 3G Systems 

Voice telephony was the only available service provided by 1st generation of mobile 

communications systems. Limited data services such as Short-Message Service 

(SNIS) were introduced with 2G mobile communications systems. A wide range 

of multimedia services will be supported by 3G mobile communications systems. 
Table 2.2 presents a list of services that are expected to be supported by the 
INIT20OO/UNITS family of mobile systems. 

These services have various quality requirements. Some are intolerant to delay 

variation (videoconferencing, video telephony, etc. ), some are intolerant to infor- 

mation loss (virtual banking, online billing, etc. ) and others require high bit rates 
(telemedecine, audio on demand, etc. ). 

UNITS is based on a standardised service creation platform which provides network- 
independent ubiquitous services. This means that users will always find services 
provided in their home network even if they are roaming on foreign networks. 
UNITS services are said to be part of the a Virtual Home Environment (VHE) 

that can be personalised by users. 

4 GPRS is standardised by ETSI in the GSAI phase 2+ suite. 
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Information Education 

" Browsing the MVW * Virtual school 

" Interactive shopping 9 On-line science labs 

" On-line equivalents of printed * On-line library 
media 

9 On-line language labs 
40 Location based broadcasting ser- 

* Trainin- 
vices 

0 Intelligent search and filtering fa- 
cilities 

Entertainment Community services 

" Audio on demand (as an alterna- * Emergency services 
tive to CDs, tapes or radio) 

9 Government procedures 
" Games on demand 

" Video clips 

" Virtual sightseeing 

Business information Communication services 

" Mobile office e Video telephony 

" Narrowcast business TV e Videoconferencing 

" Virtual work-groups * Voice response and recognition 

9 Personal location 

Business and financial services Special services 

" Virtual banking e Telemedecine 

" Online billing 9 Security monitoring services 

" Universal SINI-card and Credit- * Instant help line 
card 

9 Expertise on tap 

* Personal administration 

Table 2.2: Services in 3G Systems / Source [UMTS Forum, 1997] 
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2.5 Pricing Schemes for Communications Net- 

works 

In a communications system, users usually pay a charge for the service. Ideally, 

the charge covers the cost of providing underlying network resources. In the 

situation where resources are scarce, the charge can be set-up to ration network 

access, so as to reserve resources to users who value them most. Five types of 

service charges are identified in existing telecommunications networks: 

Access fee: [NValrand and Varaiya, 2000] The access fee is usually a monthly fee 

for having access to the communication network. The fee is paid indepen- 

dently from network usage. 

Usage charge: [Walrand and Varaiya, 2000] The usage charge is proportional 
to the amount of network resources consumed by the user. The usage 
charge can be a function of the call duration (suitable for circuit-switched 
networks), function of the amount of data transferred (suitable for packet- 

switched networks) or function of the end-to-end distance. 

Congestion charge: [XValrand and Varaiya, 2000] A congestion charge depends 

on the scarcity of network resources at the time of use. In a mobile net- 

work, resources become scarcer when the system is heavy loaded or when 

additional resources are necessary to cope with environmental factors (ad- 

ditional resources can be required to establish more error robust communi- 
cations). A congestion charge is higher when the communication network 
becomes congested. Such a congestion charge allows network resources to 
be reserved for users who value them most by preventing or postponing 
network accesses from users who have a low service valuation. A common 

congestion charge scheme which has been extensively exploited in fixed and 
mobile telephony is the peak and off-peak rates where the service charge is 
proportional to the estimation of the network resources demand at the time 
of use. For fixed networks, it is relevant to debate whether overprovisioning 
of resources is likely to be more cost-effective than rationing resources (e. g. 
it might be more cost-effective to add extra physical links to support the 
peak traffic rather than implementing a congestion charge). However, it 
has to be noted that overprovisioning of radio resources in mobile networks 



CHAPTER 2. MOBILE SYSTEMS AND SERVICES 19 

is not an option for network providers since the radio spectrum is a very 
limited resource. 

Quality charge: [Walrand and Varaiya, 20001 A communication network might 
offer services at various levels of quality. The quality charge reflects the 
difference between the QoS offered to different classes of users. 

Event-based Charge: [Fulp et al., 1998] In this scheme, the user is charged a 
pre-defined price for an event such as a movie or a football match. 

A user's bill could comprise the five types of charges described above. In practice, 
it is common to find simplified pricing schemes with quantity discounts for access 

and usage charges, reflecting the economies of scale. The flat-rate pricing scheme 

comprising an access fee only is quite common for Internet users. It was argued in 
[Walrand and Varaiya, 2000] that this type of scheme is inefficient and retards the 
introduction of quality-differentiated services in the Internet. This comes from the 
fact that unlimited access to shared links leads to an overall quality degradation 

if the network operator does not invest significantly in network capacity. In the 

same study, it is shown empirically that with unlimited Internet access at a flat 

rate, a fairly stable 70/20 rule could be observed where 20% of the heaviest users 

account for about 70% of the total traffic. 

2.6 Reorganisation of the Telecommunications 

Business Model 

The introduction of 3G mobile communications services is expected to lead to a 
reorganisation of the telecommunications business model. Unlike in 2G systems, 
service provider and network operator roles may be represented by different ad- 
ministrative entities. In the United Kingdom, this reorganisation is already hap- 

pening with the recent introduction of mobile service providers that do not own 
a network infrastructure nor a radio licence. The role of these organisations, also 
called Mobile Virtual Network Operators (NIVNO), is presented in Chapter 5. 
Furthermore, services of intermediaries such as value added service providers, re- 
sellers and brokers are expected to be provided. ETSI [ETSI, 19951 defines the 
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network operator as "an organisation that provides a network for the provision 
of telecommunications services. If the same organisation offers services it also 
becomes the service provider". In the same document, ETSI defines the service 
provider as "an organisation that offers a telecommunications service to the users. 
A service provider does not need to be a network operator". The UNITS Forum 
defines a service provider as "a person or another entity that has the overall re- 
sponsibility for the provision of a service or a set of services to the customers 

and for negotiating network capabilities associated with the service(s) he or she 
provides" [UNITS Forum, 1997]. From the service provider role, the UNITS Fo- 

rum further derives several sub-roles as Internet Service Providers (ISP), content 
providers, Value Added Services Providers (VASPs) and service broker [UNITS 

Forum, 1998]. In such a multi-provider environment, it becomes a challenging is- 

sue to manage services with non-uniform quality requirements. For organisations 
which do not own a network there is a need to design and implement applica- 
tions independently from underlying network management techniques [Caric and 
Toivo, 2000]. Such scheme can be obtained by decoupling service provision from 

network provision. 

2.7 Research Motivations and Proposition 

As described in this chapter, the management of future 3G services will be dif- 
ferent from the management of services offered by 2G systems. The fact that 
services will be supported in a multi-provider environment means that several 
network providers might be available to support the end-user's services. In such 
an environment, the overall system management becomes a challenging issue. 
The motivation of this research project is to build a framework that enables the 
interfacing of different service provision platforms with various heterogeneous net- 
works. The interface is implemented as a software layer populated by autonomous 
agents driven by economic principles in a competitive environment. 

Artificial Intelligence (AI) concepts have already been applied to a wide range 
of telecommunications problems. A new field of AI is the study of human and 
agent behaviour when evolving in societies. Relevant to this study is the analy- 
sis of electronic economies where autonomous agents buy and sell commodities. 
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Principles of economy are well understood and can be modelled and used for 
the development of such electronic economies. Digital marketplaces have already 
been implemented for the trading of various physical goods. The Financial Times 

reviewed a set of digital marketplaces that have been fruitful in various domains 
[Financial Times, 1999b]. In this review, it is shown that online systems for the 
trading of agricultural products and livestock and more recently for the trading 

of metal have been successfully implemented. Trading software agents have also 
been considered for the distribution of electricity [Cockburn et al., 1992] or the 

allocation of resource in large computer networks [Ferguson et al., 1996; Chavez 

et al., 1997]. 

The core contribution of this thesis resides in the definition of a framework where 
autonomous agents can trade mobile communications services. The framework 

enables users and service providers (buyers of communications services) to trade 

electronically with network operators (sellers of communications services) wher- 
ever they are located and whenever they need. The framework is implemented on 
the top of a market-based infrastructure defined as "a set of arrangement by which 
users and sellers are in contact to exchange goods or services. " [Hewlett Packard, 
1998b]. A market is self-organising and distributed and represents therefore a 
particularly interesting infrastructure for the management of telecommunications 
services. Particularly, it allows the decoupling of network and service provisions 
by providing a contract-based interface and enables a dynamic selection of the 

serving network operator according to price and quality considerations. Main 

motivations for applying a market infrastructure to the management of telecom- 
munications services are represented by the economical terms 'complementarity' 

and 'substitutability' [Wellman, 1993]. Complementarity characterises the fact 
that network operators can combine their resources to supply a high quality ser- 
vice they would not be able to provide on their own. Substitutability represents 
the ability for users to choose the service that best serves their needs anytime, 
anywhere in a competitive environment. The market approach goes toward the 
guidelines of the British telecommunications regulator, OFTEL, which stated 
recently that the mobile telecommunications market was not yet fully effective 
therefore one of its key objectives was to promote competition in order to ensure 
that consumer interests were best served [OFTEL, 1999b]. In the actual mobile 
communications market, competition is present at the subscription level. The 
proposed framework introduces an additional level of competition, a competi- 
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tion in the provision of each communication service and consequently allows the 

establishment of fairer pricing schemes. 

The proposed framework can be implemented as a software layer over a global 
interconnection of fixed and mobile communications networks. Several digital 

marketplaces are interfaced to this global interconnection. Each marketplace 
supports the trading of communications services over a defined geographical area 

and negotiations are driven by the fluctuations of supplies and demands of these 

services. Service and network management functions can be represented over a 

conceptual layered structure as depicted by Figure 2.2. The network operator 
domain is implemented over the two lower layers (NetworkIRM and Medium). 

The service provider domain is implemented over the highest layer (Application) 

and the market provider domain is implemented over the intermediary layer (Ser- 

vices). The market-based framework fits into the Services layer (see Chapters 5 

and 6). However some insight is given on the application layer, especially on the 

software tools that could be used for defining application specific QoS require- 
ments (see Chapter 4). Furthermore, a system evaluation is presented on the 

network layer where mechanisms are in place for the management of resources to 
fulfill the QoS requirements contracted at higher layers (see Chapter 7). This is 

complemented by a market-level simulation study for illustrating the dynamics 

of the market-based framework (see Chapter 8). 

It is expected that a market structure will provide high quality services through 

complementarity and cost efficiency through substitutability. A market-based 
multi-agent system represents therefore an appropriate framework for the devel- 

opment of 3G mobile communications systems. This thesis aims at demonstrating 
the relevance of this statement. For this purpose, this research study has been 

organised around the following phases: 

1. Identification of the management needs for mobile communications systems 
(see Chapter 2). 

2. Review of solutions already proposed and assessment of their suitability to 

a 3G mobile communications environment (see Chapter 3). 

3. Definition of the market-based multi-agent system in relation with previ- 
ously identified related approaches (see Chapters 3,4 and 5). 
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Application Layer 
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Communications Layer 

Figure 2.2: Layered Structure of the Interconnection of Network Infrastructures 

4. Qualitative and quantitative evaluations of the proposal (see Chapters 5,6, 

7 and 8). 

5. Identification of possible limitations of the proposed framework (see Chap- 

ter 9). 

2.8 Summary 

This chapter has presented the evolution of the mobile communication technol- 

ogy from first analogue systems to the recent standardisation of 3G services and 
networks. Regarding emerging 3G systems, new techniques are required for the 

management of diverse services with heterogeneous QoS requirements in a multi- 
provider environment. In order to meet these requirements, this thesis proposes 
a market-based multi-agent system driven by economic principles. The research 
motivation behind the proposal have been presented and the different phases of 
this research study have been described. 



Chapter 3 

Provision of Services in 
Multi-provider Environments 

Rapid developments in networks and services mean that new management tech- 

niques become necessary. Ideally, the management of a complex distributed sys- 
tem should exhibit some levels of self-organisation, adaptability and global effi- 

ciency. In the context of multi-provider and multi-technology environments, a 
multi-agent system represents therefore an appropriate solution. In this study, a 
multi-agent system is proposed for the management of next generation of mobile 
'services. For this purpose, the agent technology is used as an instrument for 

modelling, designing and building an artificial society of interacting autonomous 

agents. These agents are reactive to their environment and interact with other 

agents in order to maximise their utility. With such interactions, the required 
features for managing mobile services emerge from the overall system behaviour. 

The agent technology has not been developed in isolation and is sometimes sup- 
ported by other intelligent techniques such as stochastic search techniques, expert 
systems, neural networks, fuzzy set theory and distributed artificial intelligence. 
In this chapter, the agent technology is introduced for its ability to manage large 
distributed systems. Several economic principles relevant to this study are also 
introduced along with the related work. Several attempts for managing multi- 
provider communications systems have been made and presented in the literature. 
The most relevant to this study are presented and related to the proposal. 

24 
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3.1 Agent Technology in Telecommunications 

Inherently distributed, telecommunications systems are a natural application do- 

main for multi-agent systems [Hayzelden and Bigham, 1999]. Being autonomous 

and capable of acting in a flexible manner, agents are suitable software com- 

ponents for managing network resources in multi-technology and multi-provider 

environments. This section introduces the concept of agent technology and its 

applications to telecommunications problems [Weihmayer and Velthuijsen, 1998]. 

It starts by placing the agent technology into the overall domain of Artificial In- 

telligence (AI), describes the main characteristics of stationary and mobile agents 

and shows the potential benefits of using this technology for the development of 

communications networks. 

3.1.1 Introduction to Artificial Intelligence 

The study of intelligent techniques and the development of their applications have 

started some 30 to 40 years ago. In 1950, Alan Turing specified the famous 'Tur- 

ing Test' that evaluates how 'intelligent' a computer is [Turing, 1950]. However, 

John McCarthy was the first to introduce the term Artificial Intelligence (AI) 

in 1956 when he proposed this new area of research at a meeting at Dartmouth 

College in front of a group of logisticians, electronic researchers, psychologists, 

cybernetic researchers and economists [Ganascia, 1993]. There is not one univer- 

sally accepted AI definition but Marvin Minsky, another AI precursor, defined 

AI as "the science of making machines do things that would require intelligence 

if done by men" [Minsky, 1986]. AI is often regarded as a separate branch of 
computer science and encompasses the following techniques: 

Stochastic Search Techniques: Stochastic search techniques are employed for 

solving complex problems such as NP-Completel problems. A search tech- 

nique starts from an initial solution that is not optimal and searches within 
a defined search space the optimal solution or a sub-optimal solution. A 

search technique is an iterative process which generates new solutions by 

'NP-Complete: Class of problems that cannot be solved by an al,:, Orithm with a polynomial 
complexity. 
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applying a specific operator (called search operator or mutation operator) 
to the current solution. New solutions are kept or left depending on internal 

heuristics that have been chosen for the search technique implementation. 

For complex problems, an exhaustive search of the entire search space is not 
feasible. One of the search technique driving features is the objective func- 

tion (also called cost function or fitness function). The objective function 

applied to a solution returns a value which is used to compare the effi- 

ciency of produced solutions. Well known stochastic search techniques are 
Hill Climbing, Tabu Search, Simulated Annealing and Genetic Algorithms 

[Brind et al., 1995; Le Bodic et al., 1999]. 

Expert System: Expert systems are problem-solving applications that model 
human expertise and knowledge. They are called knowledge-based because 

they maintain knowledge as would do a human expert. Edward Feigen- 

baum developed the first expert system at Stanford University in the 1970s 
[Lenat and Feigenbaum, 1991]. An expert system is composed of three main 

components: 

* Global memory for data which states all known facts; 

* Knowledge base contains all the rules for inferring new facts; 

Inference engine that infers new facts to the global memory using the 

inference rules of the knowledge base. 

An expert system tool that has been widely used for developing complex 
applications is C Language Integrated Production System (CLIPS) [NASA, 

1998]. The NASA Artificial Intelligence Section2 produced the first version 
of CLIPS in 1984. Expert systems have been used for the development of 
a wide range of applications such as automatic medical diagnostic system, 
circuit trouble-shooter or legal advisers. 

Fuzzy Set Theory: Fuzzy Set Theory is based on the partial set membership 

principle where an information membership to a set can be measured on a 

predefined scale. The theory allows a certain level of ambiguity through- 

out a problem analysis. Fuzzy Logic has been developed as an extension 

of classical logic where imprecise propositions and approximate reasoning 
'Now the Software Technology Branch. 
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are expressed using the fuzzy set theory. Fuzzy logic can be regarded as 

a knowledge-based system where fuzzy rules represent the knowledge and 
fuzzy logic represents the reasoning mechanism. 

Artificial Neural Networks: Artificial Neural Networks (ANN) or also called 
neural networks are computational systems mimicking the internal function 

of biological brains [Cybenko, 1996; Haykin, 1994]. A brain has a massive 
parallel structure, an understood processing method and learning capabil- 
ity. ANNs and fuzzy logic have been combined to developed hybrid AI 

techniques. The model ANN has been used for the development of many 
computational systems for solving complex problems. ANNs are adequately 
used when there is a certain degree of uncertainty such as partial inputs 

about a system. ANNs are usually trained with a set of pre-defined input 

patterns in order to establish interconnections and synaptic weights to gen- 
erate the expected output patterns. Some common examples that make use 
of ANNs are electrical circuit study, weather forecasting and image analy- 
sis. These techniques are commonly referred as neuro-fuzzy techniques [Joshi 

et al., 1996]. 

Artificial Life: Artificial Life is about the synthesis of life in artificial media, 

and the study of artificial models derived from biological phenomena. 

Distributed Artificial Intelligence: Distributed Artificial Intelligence (DAI) 

is a sub-field of Al. DAI is concerned with a society of solvers tackling a 
common problem. The main purpose of a DAI system is to solve complex 
problems that cannot be handled independently by an individual entity. For 
this purpose, a task is usually decomposed and each sub-task handled by a 
solver. The overall task output is synthesised from results produced by all 
solvers. 

Early work on AI consisted in studying these intelligent techniques in isolation. 
However, each of these techniques contributed to building societies of intelligent 

autonomous artifacts, namely the field of agent technology. A classification which 
is ofter made by Al researchers [NVeiss (Ed. ), 1999, Prologue] is to group tech- 

niques such as stochastic search techniques, expert systems and ANNs under the 
'traditional AF banner 3 in contrast with the DAI banner. With this classifica- 

'Ferber [1999] uses the term 'classic Al' instead of 'traditional AP. 
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tion, the study of MAS fits into the DAI class. Týaditional AI concentrates on 
the study of intelligent stand-alone systems and their cognitive processes whereas 
DAI concentrates on the study of intelligent connected systems and their social 
processes. Within the DAI class, MAS focuses on behaviour management whereas 
other DAI techniques focus on information management [Stone and Veloso, 1997]. 

3.1.2 Multi-Agent Systems 

The concept of agent can be traced back to the 1970s when Carl Hewitt de- 
fined an actor in his actor model as "a computational agent which has a mail 
address and behaviour. Actors communicate by message passing and carry out 
their actions concurrently". Since then, the agent technology has evolved and is 
becoming an entire sub-field of Al. The agent technology paradigm is a new soft- 
ware engineering tool to tackle the complexity of software development [Jennings, 
2000; Wooldridge, 19981. It is particularly well suited for the development of open 
distributed applications where interacting software components are developed by 
different organisations. Agent technology covers the study of models for agent 
definition, agent environment construction and agent communications and repre- 
sents "a melting pot of ideas originating from such areas as distributed computing, 
object-oriented systems, software engineering, artificial intelligence, economics, 
sociology and oganisational science" [Jennings et al., 1998]. The agent-oriented 
approach of designing systems consists in organising the system to be developed 

over a set of autonomous agents that can communicate in flexible, high-level in- 
teractions in heterogeneous environments. Rather than considering a single locus 

of internal reasoning as in traditional Al, MAS are systems in which reasoning 
and control are distributed among interacting agents. 

3.1.2.1 Definition and Characteristics of an Agent 

There is no universally accepted definition of an agent, however the Foundation 
for Intelligent Physical Agent(FIPA) defines an agent as "an autonomous software 
entity which provides services. An agent is a fundamental factor in a domain" 
[FIPA, 19971 where [Broadcom, 1997] defines an agent as "a computational entity 
which acts on behalf of other entities in an autonomous fashion, performs its ac- 
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tions with some level of proactivity and exhibits some level of the key attributes 
of learning, co-operation and mobility". Based on these notions, in the context 
of this thesis, an agent is understood to be an autonomous software entity which 
acts on behalf of a delegating party (such as users, services providers, network 
operators and market providers), has the ability to move across a set of hetero- 

geneous network hosts and behaves pro-actively or reactively in order to meet its 
design objectives. 

Agents exhibit some level of autonomy, co-operation, reactivity, proactivity and 
sociability as defined below. 

Autonomy refers to the fact than an agent can act on its own without con- 
tinuous guidance. An agent has its own internal state and goals and acts 
autonomously on behalf of the owning party. A key characteristic of an 
agent autonomy is concerned with the proactiveness stating that an agent 
should not be only reactive but should also act proactively to adapt to any 
environment changes. In comparison, objects that need to be invoked to 
perform some actions by some external entities are said to be passive and 
non-autonomous. 

Co-operation is the basic principle of DAI where agents co-operate to solve a 
common problem. In order to co-operate, an agent needs to interact with 
other agents or owning parties. These interactions are supported by an 
agent communications language. 

Reactivity refers to the agent ability to react from requests of its delegating 

party and to act accordingly to the delegating party instructions. 

Sociability represents the ability to interact, when appropriate, with other agents 
in order to achieve activities. These social interactions can be of a compet- 
itive or co-operative nature. 

Initially, an agent is invoked in the hosting environment and becomes automati- 
cally active (active state). The agent can transfer itself in a waiting state. Fur- 
thermore, the agent or the hosting environment can suspend the execution of the 
agent (suspended state). Figure 3.1 shows the stationary agent life cycle [FIPA, 
1998]. 
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Figure 3.1: Agent Life Cycle / Source FIPA 

3.1.2.2 Agent Standardisation 

In order to achieve their objectives, agents require to interact with other agents. 
In a multi-provider environment, different parties develop agents that are acting 
on their behalf. Therefore, standards are necessary for making interactions possi- 
ble between heterogeneous agents. The different bodies that have been involved 
in the standardisation of the agent technology are: 

* Foundation for Intelligent Physical Agent, 

* Object Management Group. 

Foundation for Intelligent Physical Agent: FIPA' is an international non- 
profit organisation of companies and academic organisations for the production 
of agent technology specifications. FIPA states that its specifications are: 

4 The term 'physical' was originally included in the FIPA acronym since FIPA was initially 
focused on the specification of robotic agents. 
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" Timely; 

" Internationally agreed; 

" Usable across a large number of applications; 

" Yielding a high level of interoperability across applications. 

Object Management Group: FIPA provides the guidelines for the develop- 

ment of agent platforms. Unlike FIPA, the Object Nlanagement Group (OMG) 

specifies how existing platforms should interact together in order to exchange 
information and agents. The OMG Nlobile Agents System Interoperability Facil- 
ity (NIASIF) can be regarded as a unified distributed environment which enables 
technology and location transparent interactions between stationary and mobile 
agents. 

3.1.2.3 Agent Reasoning Models 

The previous section showed the characteristics exhibited by autonomous agents. 
In multi-agent systems, an agent is implemented as an autonomous entity with its 

own thread of control and which is capable of flexible action. For this purpose, it is 

common to view rational agents as practical reasoning systems. The predominant 
approaches to formalising agents reasoning functions is to associate agents' men- 
tal states with attitudes such as beliefs, desires, intentions, obligations, commit- 
ments, etc. In this category of deliberate agents, several symbolic/logical frame- 

works have been presented in the literature. The three best known are Shoham's 
Agent-oriented Programming (AOP) [Shoham, 1993], Cohen-Levesque's theory of 
intention [Cohen and Levesque, 1990] and Rao-Georgeff's belief-desire-intention 
(BDI) mode15 [Rao and Georgeff, 1995]. 

With these three approaches, beliefs represent the information an agent believes 

about its environment. The desire are the objectives an agent is trying to achieve 
and intentions represent the agent current course of action. 

AOP's approach to modelling an agent's reasoning system has been developed 
from a programming-language perspective. AOP is regarded by its inventor as a 

'5The philosophical motivation behind the BDI model is presented in Bratman's seminal work 
[Bratman et al., 1988]. 
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specialisation of the object-oriented programming. In this approach, the mental 

state of an agent consists of components such as beliefs, decisions, capabilities 

and obligations. Agents interact by informing, requesting, offering, accepting, 

rejecting, etc. These communicative acts are derived from the speech act theory 
(see Section 3.1.2.4) and incorporated in AOP as part of the communications 
language AGENT-0. In addition, an 'agentifier' allows to convert neutral devices 

into programmable agents. In Cohen-Levesque theory, attitudes such as beliefs 

and desires can be analysed in isolation whereas intention is connected with other 

attitudes and so are adopted relative to a set of relevant beliefs, desires and other 
intentions. Unlike Shoham's AOP and Cohen-Levesque theory, Rao-Georgeff BDI 

framework models an agent mental state with the three primitive attitudes: belief, 

desire and intention. In this model, the intention plays a significant role and 

cannot be reduced to beliefs and desires. 

Although these deliberative architectures offer high potentials for the development 

of complex reasoning systems, it is often difficult to design multi-provider multi- 
agent systems based on the deliberate agents. This comes from the fact that there 
is not yet universally accepted semantic definitions behind these notions and this 

can lead to misunderstandings during interactions of agents developed by various 
parties. Furthermore, deliberate agents usually face a computational complexity 
which make them not suitable for fast-changing environments. 

Alternatively, reactive agents 6 [Weiss (Ed. ), 1999, Chapter 1] are appropriate 
for developing NIAS which are economic, robust and computationally tractable. 
These agents are perceived as simply reacting to changes in their environment. By 

contrast with deliberate agents, reactive agents do not necessarily demonstrate a 
high level of intelligence. However, in a reactive architecture, the overall intel- 

ligent behaviour emerges from interactions among reactive agents. The reactive 

architecture is the one which is the closest from the multi-agent system proposed 
in this thesis and outlined in Chapter 2. 

'A proponent of reactive architectures is Brooks who designed the subsumption architecture ZD 
for reactive agents [Brooks, 19861. Agents which are not reactive are sometimes also called 
cognitive agents [Ferber, 1999, Chapter 11. 
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3.1.2.4 Agent Communications 

Agent communication is necessary as a means for agents to interact with each 

other. Several inter-agent communications mechanisms have been proposed such 

as the method invocation or the blackboard architecture. However, the most 

commonly accepted mechanism for agent communications is the message-based 
mechanism. A detailed review of agent communication languages is provided in 
[Labrou et al., 1999]. 

FIPA specified its own agent communication language called the Agent Communi- 

cations Language (ACL). ACL is based on the Speech Act Theory7: messages are 
actions, or communicative acts, as they are intended to perform a specific action 
by virtue of being sent. The ACL specifications consist of a set of message types 

and the description of their 'pragmatic', that is the effect the sender and receiver 
have on mental attitudes. FIPA complemented its ACL with several high-level 
interaction protocols such as the contract net and several kinds of auctions. 

Knowledge Query and Manipulation Language (KQML) [Moore, 1999] is another 
agent communication language. KQML has been developed within the scope 
of the DARPA research programme. KQML is a protocol for the exchange of 
information and is independent of content syntax and message semantics. There- 
fore, a complementary content language such as Knowledge Interchange Format 
(KIF) or Structured Query Language (SQL) backs KQX1L. KIF, for instance, is 

used for specifying the syntax and the related semantics. In KQXIL parlance, 
the specification of semantics concepts behind syntactic tokens transported by 
the communication language is called an ontology. Three layers are identified in 
KQML: the content layer, the communication layer and the message layer. The 

content layer is concerned with the transport of the actual content of messages. 
The communication layer is responsible for adding complementary information 
to each message such as recipient and sender identifications. The message layer 
is the core of KQML where messages are encoded for transmission over the net- 
work. KQML's primitives are called performatives and are opaque to the content 
they carry. However, performatives communicate attitude regarding the carried 
content such as an assertion, a request or a query [Labrou, 1997]. 

'Speech act theory is derived from the linguistic analysis of human communications. It is 
based on the idea that with language the speaker not only makes statements, but also performs C5 
actions. 
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However, at the time of writing, both FIPA ACL and KQML lack of a pre- 
cise semantics for their performatives8. This probably results from the fact 
that researchers have not agreed on a universal agent reasoning model (see Sec- 

tion 3.1.2.3). 

3.1.2.5 Mobile Agents 

A mobile agent inherits from the agent properties such as defined in Section 3.1.2.1 

and has the ability to move between hosting environments during its lifetime. 

The hosting environment of a mobile agent is usually composed of physically 
interconnected heterogeneous hosts. A mobile agent platform is developed as a 

software layer that enables a seamless migration of agents. 

Undoubtedly, the client-server paradigm still represents a powerful and efficient 

alternative for the development of a significant range of applications. However, 

the mobile agent paradigm, due to its benefits such as dynamic, on-demand pro- 

vision and distribution of services, reduction of network traffic and reduction 

of network dependence regarding server failures, represents a new paradigm ex- 

pected to solve many of the client-server inefficiencies. 

The mobile agent can move from one place of the hosting environment to another 

place. During the transfer, the mobile agent is said to be in a transit state. Figure 

3.2 shows the mobile agent life cycle which is derived from the stationary agent 
life cycle (cf. Figure 3.1) [FIPA, 1998]. 

During an agent migration from a place A to a place B, a serialisation/de- 

serialisation process occurs. First, before migration at place A, the agent exe- 
cution state is saved. This process is called serialisation. Second, after migration 
at place B, the agent execution state is restored and the agent can continue its 

execution. This second process is called de-serialisation. 

'The number of performatives in an agent communication language varies from half a dozen 
in Shoham's AGENT-0 and more than 20 for KQ. NIL and FIPA ACL. 
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Figure 3.2: Mobile Agent Life Cycle / Source FIPA 

3.1.3 Mobile Agent Platforms 
I 

A mobile agent platform is implemented as a software layer that enables agents 
to execute and communicate and mobile agents to migrate over a set of intercon- 

nected heterogeneous network locations. 

3.1.3.1 Capabilities of Mobile Agent Platforms 

General features of mobile agent platforms can be categorised into support classes 
[Magedanz et al., 1998]: 

* Management support; 

* Security support; 

* Mobility support; 

* Support for unique identification; 
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9 Transaction support and; 

* Communication support. 

The management support enables agent administrators to monitor and controls 
their agents. At that support level, relevant collected data for the agent adminis- 
trator are the system resources occupied, agent locations and agent interactions 

monitoring. 

Security support is concerned with authentication aspects and in ensuring that an 

agent is protected from other agents and from the platform system components. 
In the other way round, the hosting environment needs to be protected from agent 

misbehaviours. Attacks on hosting environment fall into four main categories: 

Leakage: acquisition of data by an unauthorised agent; 

Tampering: alteration of data by an unauthorised agent; 

Resource stealing: use of facilities by an unauthorised agent; 

Vandalism: malicious degradation of the hosting environment with no clear 
profit to the perpetrator agent. 

The mobility suppoTt enables agent to be executed in a remote hosting environ- 
ment. The migration of mobile agents is also enabled by the support of internal 

mechanisms within each agent hosting environment. 

The support for unique identification is of primary importance. A globally unique 
identifier identifies each agent and the delegating party. The recent introduction 

of digital signatures for identifying parties in electronic commerce transactions 

can be appropriately extended as a means of identifying agents in distributed 

environments. 

The transaction support ensures that agents can execute with the presence of 
concurrency and occurrence of failures. 

The communication support enables an agent to communicate with other agents 
and with system services. 
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3.1.3.2 Components of a Mobile Agent Platform 

III this section. the of' the Grasshopper sYstein is used (s(, (, Ap- 

pendix B). A mohile ýi, ent platform is lislialk, composed of a-clicle's, places 

and regions, as defined helow. 

Agency: An agency, is tlw enHunment in which agents are executed. Each 

hosting ellvirollinent need,,, to implement at least one agencý'. The agency 

wqjAivs a set of cmunumkotions. regiskation and smimity services. 

Place: A plw-e groups ýiocilcv functions secured through restrictivc nccess for 

1mrticiihir chis. scs, of agents. Eýich n-pncy is compos'ed of oil(, or mor(, phu-cs. 

Ill ew, h ýIt lvýlst 011(' phwc is in which hostod iigciits ým, 

rillillill", * 

Regions: A region facilitates, the platform management by grouping agencies be- 

longing to a "'ingle authority. For instance. several network operators could 
intermin(ml their nsworks to (mable the development of complementary 

s(Tvices. In this sitnation. network operators would group their agencies 
into different region,, as, depicted by Figure 3.3. 

AgencyAl Agency A2 Agency Bl Agency B2 

pl- 
pl- Pl- pl- 

pl- 

Inter-Agency Inter-Region 4 ýý Inter-Agency Sottware 
Comm. Communicati comm Interconnections 

Agency A3 

Pý 

Agency A4 Agency B3 

pl- 

Agency B4 

Pý Region A 
pl- 

Plam Region B 
F4- 

Hardware 
Network A Gateway Network B Interconnections 

Fjt,,, urc3.3-. Places. and lic-ions ofan Agent Phitforin n t, el 

Discussion: A large windwr (d nuhilc agcilt plattorilis have becil developed Oil 
I he I op of' various operating systeills. ba, ýcd Oil differelit programming language"' 

and technologies. In Appendix B of' this thcsi, ý. several of the most coinitionlY 
usNI nmAhle aWnt lAntRwins are presented. A more detailed list of mobile agent 



CHAPTER 3. PROVISION OF SERVICES IN AIULTI-PROVIDER ENV 38 

platforms have been reviewed in [Pham and Karmouch, 1998]. It is worth noting 
that two categories of mobile agent platforms can be identified: the first category 
groups all mobile agent platforms that axe specifically designed for one particular 
type of applications. Aglets Workbench is one of them since it is more focused 

on the development of Internet-based applications. The second category groups 
mobile agent platforms that are generic in the sense that they can be used for the 
development of a wider range of applications. Having a mobile agent platform 
that is specific to a particular type of application allows the use of pre-defined 
services and pre-designed agents and hosting environments, so facilitating the 
development process. However the use of a generic mobile agent platform for 

which only basic services are provided is beneficial when hosting environments 
have to be embedded into specific devices such as mobile and base stations or 
when the agent size has a direct impact on the communications performance of 
the network. 

Three design approaches have been considered for the development of mobile 
agent platforms. First, the mobile agent platform can be implemented as an 
Operating System (OS) extension. Second, the mobile agent can be implemented 

as a specialised programming language and lastly the mobile agent platform can 
be implemented as an extension of an existing programming language. 

3.1.3.3 Java for Agent Platform Implementations 

Most agent platforms (see Appendix B) have been developed and are configurable 
in Java. Java is a programming language from Sun Microsystems 
[van der Linden, 1999]. Over the last few years, the software development com- 
munity has had a growing interest in this new programming language. To some 
extent, Java has facilitated the introduction of the agent technology in the soft- 
ware development industry. Considering the agent technology, main benefits in 

using Java are: 

Portability :A software application which is generated by a Java compiler is 

not platform specific. From a Java source file, a Java compiler generates a 
sequence of virtual instructions. These virtual instructions are called byte- 

code instructions and are executable on a Virtual Machine (VNI). Each 
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Java application can execute on every platform that hosts a Java VM. The 

VM is a process that translates byte-code instructions into platform specific 
binary instructions. By this means, a Java application can virtually run on 

every platform that implements a Java VM. 

Security : Each Java VM has built-in security functions. For instance, Java 

applications for the Internet (Java applets) are executed in a restricted 
hosting environment, called a sandbox, embedded in browsers. A program 

running in a sandbox has only access to selected resources of the hosting 

environment. Code signing is another Java security feature that allows 

a developer to tag applications with a registered digital signature. The 

signature usually identifies the owner of the application and represents a 

complementary security for the owner of the hosting environment in which 
the application is running. 

Communications and Mobility: Java is a programming language that has a 
high number of embedded networking functions. From the Remote Method 

Invocation (RMI) mechanism to the object serialisation/de-serialisation, 
Java facilitates the communications between applications and the migra- 
tion of mobile applications. 

A Java implementation of the proposed market-based framework is detailed in 
Chapter 8 of this thesis. With this implementation, agents are implemented as 
Java programs and communicate via Java RXIL 

3.1.3.4 Mobile Agent Benefits for Telecommunications 

Several agent technology researchers identified significant benefits of using the 

mobile agent technology in the context of telecommunications networks [Nwana, 

1996; Bieszczad et al., 1998; Lange and Oshima, 1999]9. From an engineering 
perspective, the most relevant are listed below. The reduction of communication 
costs is a benefit of mobile agent platforms only where other benefits are for agent 
platforms with or without support of agent mobility: 

'Nwana also argued in [Nwana and Ndumu, 1999a] that mobile agents were bringing an ý Cý 
additional set of problems (mainly security issues) on top of those researchers already have to 
face for the implementation of stationary agents. 
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This facilitates the service management over interconnected heterogeneous 

networks. 

Online extensibility of services: New mobile agents can be added at any time 

without restructuring the hosting environment. Therefore new services can 
be implemented more seamlessly and services can be updated more easily. 

System Robustness: In a mobile agent system, agents are designed for the 

purpose of behaving with a certain degree of autonomy regarding other 

agents. So, the fact that an agent is not able to respond to other agents' 

requests does not mean that the overall system integrity is affected. 

Distribution: The distribution of agents, especially through the use of agent 

platforms, is largely transparent to the application developer. This enables 
the developer to concentrate on the core agent function rather than on the 

agent incorporation in the networking environment. 

3.1.4 Remarks on the Agent Technology C3%1 

It has to be noted that, in multi-provider environments, interacting agents are 
usually developed by different organisations. It is therefore essential that an 

agent communications protocol is agreed before interactions. This is a necessary 
feature of the framework specified in Chapter 5. Nwana recently reviewed the 

state-of-art in agent technology and argued that the technology was not yet per- 
mitting agent designers to develop large scale open systems [Nwana and Ndumu, 
1999a]. Furthermore, Nwana in the same document argued that academic agent 
researchers often provide solutions which are 'prematurely mathematised' and so 
are poorly appropriate for real world implementations. In the scope of this study, 
care was taken to develop autonomous agents that represent a practical solution 
for the management of mobile communications networks. To prove the feasibility 

of its implementation, a Java-based testbed has been developed as presented in 
Chapter 8. 
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3.2 Economic Models for Resource Allocation 

The approach consisting in using economics principles for managing large systems 
is motivated by the apparent similarities between distributed architectures and 
human economies. Like in a human economy, a distributed system has a scarce set 
of resources (processors, memory, radio resources, etc. ) that are to be allocated to 

consumers. Such non-human economies are also called computational economies 
(economies in which computational resources and commodities are traded [Bogan, 

1994; Clearwater (Ed. ), 1996]). In such a computational economy, there is no need 
to centrally assign prices to any commodities since the market equilibrium will 
determine all of the relative values according to their availability and demand. At 

the market equilibrium, the supply for a commodity equals its demand. In such 

environments, commodities are allocated to consumers that value them most. A 

market allocation is said to be Pareto optimal [Bogan, 19941 if any deviation in 

the allocation would result in at least one agent (supplier or consumer) being 

worse off. In a computational economy, the commodity is usually described using 

an ontology as outlined in this chapter or using a contract as specified in the 

next chapter. The fields of agent technology and economics have converged in 

the emerging domain of agent-based computational economics (ACE) defined as 
the study of economics modelled as evolving systems of autonomous interacting 

agents [Tesfatsion, 2000]. 

3.2.1 The WALRAS Algorithm 

Wellman [1993] first introduced the term Market Oriented Programming (MOP) 
by stating that "the name was inspired by Shoham's use of agent-oriented pro- 
gramming to refer to a specialisation of object-oriented programming where the 
entities are described in terms of agent concepts and interact via speech act. MOP 
is an analogous specialisation, where the entities are economic agents that interact 
according to market concepts of production and exchange"10. MOP is concerned 
with the application of economic principles to guide interactions within an agent 
society evolving in an artificial economy subject to competition. Several ap- 

IOShoharn seminal work on aggent-oriented programming is presented in [Shoham, 1993], see 
also Section 3.1.2.3. 
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plications have already been developed on this fairly new concept such as the 

maxket-based approach to allocating QoS for multimedia applications described 
in [Yamaki et al., 1996]. Wellman's NVALRAS algorithm is derived from the 
Walrasian" tatonnement process as described in Section 3.2.4. The WALRAS 

algorithm [Cheng and Wellman, 1998] calculates the competitive equilibrium ac- 
cording to the supply and demand. Essential in this algorithm is the central 

auctioneer who adjusts the price of commodities toward a general balance, an- 

nouncing interim prices to stimulate agents demand. In this environment, agents 

are not allowed to trade until the market reaches the equilibrium. A key feature of 
the NVALRAS algorithm is the possibility for agents to submit demand functions 

expressing the desired quantity at given prices. 

3.2.2 Market Managed Networks 

In the category of market-managed networks, an early contribution is the routing 

of calls in fixed telecommunications networks [Gibney and Jennings, 1998; Gibney 

et al., 1999]. In this system, allocations of end-to-end paths are performed by link 

agents managing low-level network resources, path agents managing end-to-end 

paths and call agents representing users. Agents interact via one-shot auctions to 

reduce negotiation overhead. When a resource is scarce, buyers have to increase 

the prices they are willing to place on resources whereas sellers increase their 

offered prices. This mechanism has many similarities with the price tatonnement 

process 12 as described in Section 3.2.4. The system performs comparably with a 

static routing approach but has the advantage of being distributed and scalable. It 

also allows the management of network resources in a multi-provider environment. 

Similarly, a related approach was proposed in the scope of the European project 
M31 [N131,2000a, b] where a framework is proposed for a market-managed multi- 

service Internet. With this scheme focus is given to the measurements of resource 

usage at IP routers. These measurements are fed back into a price calculation 

module which communicates resource-based price information to potential users. 

"Leon NValras was a French economist who developed one of the basic theories of microe- 
conomics: the general price equilibrium where an economy achieves a perfect balance between 
supply and demand [Yamaki, 1999]. 

12 Except that prices are not incremented or decremented proportionally to the excess demand 
or excess supply but according to a pre-defined constant. C, 
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Users are expected to react to these price changes by modifying their demand 

in terms of telecommunications resources. Price information is transmitted to 

users either by dedicated channels (web pages or multicast channels) or at the 

service request (a proposition has been made to incorporate price information in 

the RSVP protocol, see Appendix C for a description of the RSVP protocol). 
With this scheme, the selection of a network operator by autonomous agents has 

not been envisaged and the price calculation description has not been publicly 

released at time of writing. 

The research motivations behind the two approaches have many similarities with 
the ones of the work presented in this thesis. However, the work presented in this 
thesis focuses on the trading of mobile network resources where consideration 
has to be given to the fact that the quality of wireless links is highly variable. 
Link quality is affected by environment conditions and network load. So, it is 

envisaged that in such environments the selection of a resource provider will be 

performed according to the offered prices but also according to additional quan- 
titative and qualitative criteria. Another issue which will be discussed later in 
this thesis is that users do not have the possibility to communicate with other 
agents except by using radio links. So, a means of forwarding service requests 
with QoS requirements has to be made available prior to getting agents involved 
in service auctions. Furthermore, in a fixed network the signalling involved in 
the establishment of a route is usually not directly charged by network operators. 
In the framework proposed in this thesis the transport of signalling (for route 
establishment, location tracking, paging, etc. ) is considered as a telecommunica- 
tions service that could be independently charged by network operators. These 

considerations might have an impact on the way the system is designed as shown 
in Chapter 5. 

3.2.3 The SPAWN System 

Another related study is the SPAWN system [NValdspurger et al., 1992] designed 
for trading idle computational CPU resources in a distributed network of het- 

erogeneous machines. In this system, buyers want to purchase computer time 
to sellers who wish to sell unused computer resources. Each computer is associ- 
ated with a speed factor which characterises how fast a task can be completed. 
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Tasks that do not need much processing speed can pay less for their computation 
than those requiring more processing power. Each task is endowed with an initial 
funding so to enable higher endowments to high-priority tasks. 

The SPAWN system has similarities with the market-based framework presented 
in this thesis, especially in the way buyers select the provider of resources. In both 

systems, the selection is based on the offered price but also on qualitative con- 
siderations (defined by the processor speed in SPAWN and by QoS and network 
operator ability to fulfill contractual commitments in the framework proposed in 
this study). 

The use of economic models for allocating resources in large computer systems is 

generalised in [Ferguson, 1989; Ferguson et al., 1996] where it is envisaged that 

resources like CPU, memory, bandwidth and naming services can be traded in an 
artificial economy populated by software agents. 

3.2.4 The Tatonnement Process 

In the original tatonnement process, the price of a commodity is adjusted in order 
to attain a market equilibrium where the commodity supply equals its demand. 
When resources are in short supply, demand is curbed by raising service prices. 
Conversely, when resources are under-utilised, demand is stimulated by lowering 

prices. Depending on the available information on the market state, the price can 
be updated in different ways. However, an adjustment proportional to the excess 
demand/supply can be modelled with the following equation: 

Pt = Pt-, +a* (Demand - Supply) (3.1) 

where Pt is the price at the tth update. a is a constant limiting the maximum 
price differential between two price updates and Demand - Supply, when posi- 
tive, represents the excess demand. The tatormement process has been exploited 
in a number of research projects such as for the distributed multicommodity 
flow problem [Wellman, 1993] and the development of an algorithm for pricing 
resources in fixed networks [Fulp et al., 1998]. 
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3.3 'R-ends in the Management of Distributed 

Systems 

Globalisation and liberalisation of the telecommunications market have acceler- 
ated the convergence of various communications technologies such as indoor and 
outdoor terrestrial radio and satellite communications. In such multi-technology 
and multi-vendor environments, it becomes important to develop generic inter- 
faces enabling service providers to develop applications independently from the 

management techniques of serving network infrastructures. Similarly, there is a 
need for service providers to establish metrics to allow an objective comparison 
of what can be delivered by competing technologies. Furthermore, there is a 
need for network operators to develop future proof infrastructures by building 

networks that are not specific to any service and which allow the rapid integra- 
tion of new services. In this context, the agent technology represents an enabling 
technique for the support of interactions between management entities belonging 
to different administrative domains. 

As introduced in Chapter 2, the approach to the management of mobile commu- 
nications services presented in this thesis consists in a market-based system where 

agents, acting on behalf of different administrative entities, can trade communi- 

cations services. The fact that the traded commodities are specified in generic 
terms allows the decoupling of network and service provisions (see Chapter 4). 

This decoupling is a requirement for the development of applications in multi- 
technology and multi-provider environments. Several related approaches have 

been recently presented in the research literature to build generic interfaces, so 

enabling network-independent service management. The most relevant to the 

work presented in this thesis are the PARLAY Group API, the Java API for Inte- 

grated Networks (JAIN) and the EURESCOM EQoS framework (cf. Chapter 5). 
By sitting between network entities and software components, the software imple- 

mentation of these frameworks is often termed middleware defined in [Campbell 

et al., 19991 as the "software that is used to move information from one program to 

one or more other programs in a distributed environment, shielding the developer 
from dependencies on communications protocol, operating systems and hardware 

platforms". Middleware-enabling technologies are OXIG's CORBA, Microsoft's 
DCOM and Sun's Java RMI. All approaches intend to provide a generic interface 
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between service and network managements: an interface which is not specific to 
any software technology nor to any network infrastructure. 

3.3.1 The PARLAY Group API 

The PARLAY group objective is to produce an API providing organisations with 
access to network infrastructures along with a means of controlling network capa- 
bilities [Parlay, 2000]. At the time of writing, the PARLAY group is composed of 
15 members. In addition of the support of telephony services, the API provides 
services for multi-media applications. The API is secure and helps network op- 
erators to maximise the value of their network resources by passing functionality 
to third parties in a safe and controlled manner. 

From a developer and service provider perspective, the API enables the rapid 
development of applications. It is also possible to enhance applications after 
deployment by adding features without involving any change at the underlying 

network infrastructure. 

Rom a network operator perspective, the PARLAY eases the convergence of 
IT and telecommunications and allows the support of custom-built applications 
developed by third parties. Security has been a primary concern in the develop- 

ment of the API. The PARLAY API always ensures that the network integrity is 

maintained. 

3.3.2 Java API for Integrated Networks 

The Java API for Integrated Networks (JAIN) [de Keizer et al., 2000] is composed 
of Java interfaces enabling the integration of Internet (IP) and Intelligent Network 
(IN) protocols. In JAIN documentation, this is referred to as Integrated Networks. 
At time of writing, around 20 companies are involved in the development of JAIN 
interfaces. 

The decoupling between service and network managements is made possible in 
JAIN by allowing Java applications to have access to underlying network resources 
through generic interfaces. They key features of the JAIN effort are: 
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Service Portability : JAIN interfaces encapsulate or replace current propri- 
etary interfaces so enabling the support of truly portable applications. 

Network Convergence : JAIN allows applications to be developed indepen- 
dently from any network infrastructure. Therefore the application deploy- 

ment can be performed over any network that implements JAIN interfaces. 

Secure Network Access : The PARLAY API can be integrated in the JAIN 

environment for allowing network operators to serve untrusted applications 
in a secure way. 

From a developer and service provider perspective, JAIN offers an environment 
where applications can be designed by interconnecting building blocks in a plug- 
and-play fashion, so reducing the time and effort to develop applications. After 
development, services are deployed into a JAIN Service Logic Execution Environ- 

ment. The JAIN Call Control API and the JAIN Coordination and Transactions 
API provide applications with a consistent mechanism for call control with dif- 
ferent levels of QoS and call processing transactions. 

From a network operator perspective, it has to be noted that the JAIN compli- 
ant components are not centralised. on a single server but are distributed on all 
signalling elements composing the JAIN compliant network. 

3.3.3 EURESCOM EQoS 

The European Institute for Research and Strategic Studies in Telecommunica- 
tions (EURESCOM) has been conducting telecommunications research in various 
field such as the Internet, the development of services and applications and the 
management of networks. At the time of writing, EURESCOM is composed of 
around 10 partners. One of the project main contribution is the EURESCOM 
QoS (EQoS) [EURESCONI, 1999] framework. The framework proposes methods 
for handling QoS in multi-provider environments. Particulaxly, the framework 
focuses on the way agreements are handled between a user and a provider. In the 
framework a user can be the end-user or a service provider using the services of a 
network operator. EURESCONI introduces the notion of one-stop responsibility. 
The one-stop responsibility allows the identification of the various responsible 
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providers in an end-to-end communications session. In this context, QoS agree- 
ments are allowed to be negotiated recursively between pairs of actors, one in the 
role of a user and the other in the role of a provider. 

Unlike the JAIN and PARLAY approaches, the EQoS framework has not a pri- 
mary objective of developing a generic interface but rather to identify the technical 
issues related to the negotiation/management of QoS in multi-provider environ- 
ments. 

3.3.4 Relation with the proposed framework 

All approaches presented in the previous sections intend to decouple service from 

network management. The common enabling method is to formalise an inter- 
face between the network and the environment where the application will be 
deployed. Most approaches intend to offer a means of service provision which 
is independent from serving network technologies. For the management of ser- 
vices/networks, a related concept is the active programmable network [Psounis, 

1999]. A programmable network allows the service provider to program network 
elements to handle traffic according to service requirements. Obviously, this con- 
cept can only be integrated in environments where applications are trusted by 

the network operator. If not designed with generic interfaces, the programmable 
network, by opening its routing elements to applications, tends to go against the 

aim of cloaking network specifics from service management. The active network 
assumes that network elements can receive and execute programs from service 
providers in the form of active packets. Unlike conventional data packet, active 
packets contain code that are executed by routing elements during the packet 
transit over the active network. 

The approach proposed in this thesis decouples service from network provisions 
by effectively allowing service providers and network operators, represented by 

software agents, to trade QoS contracts in digital marketplaces. This approach 
provides flexibility in the way operators are selected and greater user QoS by 

complementing network resources. In this system, agent negotiation strategies 
are driven by economics principles such as the tatormement process which al- 
lows the supply of communications services to meet the associated demand in 



CHAPTER 3. PROVISION OF SERVICES IN AIULTI-PROVIDER ENV. 50 

a competitive environment. However, the proposed approach goes further than 
just allowing applications to be deployed anywhere, anytime. It also allows the 
dynamic selection of the serving network operator according to the user price and 
quality requirements. Such type of contract-based dynamic network selection has 

not yet been integrated in any of the reviewed approaches but still held much 
promises for the provision of next generations of mobile communications systems. 

3.3.5 Enabling technologies for Middleware Implementa- 
tion 

Several technologies enable the development and deployment of middleware sys- 
tems over heterogeneous environments (Campbell et al., 1999]. The ONIG's Com- 

mon Object Request Broker Architecture (CORBA) is an early contribution to 
this field. CORBA allows applications to communicate with one another inde- 
pendently from the way they have been developed and independently from their 
location on the network. Distributed Component Object Model (DCOXI) is Mi- 

crosoft's proprietary technology which is functionally and technologically similar 
to CORBA. A third contribution is SUN's Java Remote Method Invocation (RMI) 
that also enables communications in distributed systems. CORBA and DCOM 
have high potentials to support emerging frameworks for service and network 
managements. Java RNII is a programming language specific technology and can 
only be used by programs developed in Java. CORBA is an open technology and 
runs in most OS environments whereas DCOM is deployed almost exclusively in 
the Windows environment. For evaluation purpose, an implementation of the 
proposed market-based framework with Java RNII is presented in Chapter 8. 

3.4 Economic Agents as Management Entities 
for the Proposed Framework 

Instrumental in the modelling and implementation of the proposed framework is 
the agent technology which allows the development of multi-agent systems. In 
this study, agents act on behalf of different negotiating parties in a distributed 
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environment converging heterogeneous technologies. In this context, a particular 

strength of agents is their ability to interact with other agents and with the host- 

ing environment in a flexible and secure manner. Agents can establish temporary 

groups in order to co-oPerate and/or compete to achieve their objectives. Re- 

garding these features, the agent technology represents an adequate approach for 

the development of management entities evolving in multi-provider environments. 
The proposed framework presented in this thesis allows interactions between enti- 
ties, possibly belonging to different administrative parties. In order to specify how 

management entities should interact there is a strong need for abstracting imple- 

mentation details of underlying network infrastructures. This abstraction is made 

possible with the use of the agent technology during the framework specification 

phase and the use of a standardised agent platform will ease the implementation 

process. 

Previously, telephony services were developed in closed environments, with pro- 

prietary software applications and hardware devices. As telecommunications net- 

works converge to form a global communications infrastructure, the development 

of open interfaces between service and network provision platforms becomes nec- 

essary. This is a necessary step for enabling application developers to build appli- 

cations than can run on many platforms, that can be uploaded quickly and that 

are able to seamlessly communicate with applications developed by other develop- 

ers. To attain these objectives, the market-based system populated with trading 

agents presented in this thesis represents a candidate approach. Agents acting on 
behalf of service providers, users, network operators and market providers evolve 

13 autonomously in a dynamic environment . 
One commodity which can be traded 

between agents is the quality contract" as defined in the next chapter. 

To follow the agent model proposed by Jennings [2000], the system is built around 
a social level (macro level) and an underlying knowledge level (micro level). At the 
knowledge level, agents are characterised by their individual goals (maximising 

revenue for network operator agents and obtaining the best tradeoff between 
QoS and cost for service provider and user agents). The social level consists 

"Wooldridge defines a 'dynamic' environment in [Weiss (Ed. ), 1999, Chapter 1] as an envi- tn 
ronment for which the state is affected by actions of concurrent agents, as opposed to a static 
environment for which the state is affected by actions of a single agent. 4D 14 The quality contract is the main contract that is traded in marketplaces of the proposed 
system. However, other contracts can be negotiated for services such as location tracking, 
paging, etc. for which the quality requirements are less diverse. 
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of an agent organisation where rules are specified (negotiations via auctions in 

the proposal) and behaviours are controlled (report of delivered QoS by network 

operator agents, etc. ). The system implements a mechanism for penalising agents 
that do not fulfill their contractual commitments. This allows agents acting on 
behalf of service providers and users to establish a trade-off between service cost 

and service quality. 

3.5 Summary 

The core contribution of this thesis relates to three classes of work. These are: 

Agent technology: this technology is suitable for developing multi-provider 

systems where communicating components are developed by different organ- 
isations. This technology is also suitable for building self-organised systems 

where agents are capable of flexible and autonomous actions. The frame- 

work proposed in this thesis has been developed with the agent technology 

and so takes advantage of all benefits as described in this chapter. 

Economic models for resource allocation: several economic principles have 

been described in this chapter. These principles have been developed for 

the development of various resource allocation problems. Similarly, variants 

of the reviewed economic principles have been exploited in the scope of 
this study in order to provide a fair and cost-effective distribution of radio 

resources. 

Management of distributed systems: various organisations have developed 

mechanisms to make interoperability between heterogeneous networks pos- 

sible. In this study, an strong assumption is that next generations of mobile 

systems will be interconnected to form a global network. 

The market-based framework, core contribution of this thesis, is fully defined 
in the next chapters. In particular, the proposal allows the decoupling of the 

service provision platform from the underlying networks, which is a requirement 
for next generation of mobile communications systems. The proposed framework 
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differentiates itself by its ability to let service providers to choose dynamically 

the serving network operator according to price and quality considerations. 

The agent technology will be extensively used in the following chapters for the 

modelling of the proposed conceptual framework and to provide an insight on 
how the framework might be implemented. 



Chapter 4 

Quality of Service Contract 

Fixed networks already support various types of services ranging from voice and 
data to sophisticated multimedia services. Similar services plus additional mobile- 
specific applications will be available in 3G systems. The quality requirements of 
these services vary over a wide range. Some are sensitive to delays experienced 
in the communication network while others are affected by information loss or 
delay variation. Management functions for guaranteeing Quality of Service (QoS) 

are necessary for the provision of such multimedia applications in a universally 
networked environment and to enable users to specify their requirements in the 
form of a QoS contract. The QoS contract is at the centre of the proposed 
framework since it represents the generic commodity that can be traded between 

agents. Associated to this notion of QoS contract are the notions of degradation 

allowance and contract commitment also defined in this chapter. 

The liberalisation of telecommunications markets has activated the development 

of QoS related standards by various standardisation bodies. The main objective 
has been the specification of QoS terms and concepts for the provision of high 
quality connections over interconnected networks such as the ones defined by 
INIT20OO/UNITS standardisation bodies. Organisations involved in the provision 
of QoS sensitive connections to the user are the service providers and network 
operators. They have different inter-related means of describing QoS. However, 
consideration must be given to the fact that the channel quality in wireless net- 
works is highly variable when compared with those in fixed networks. Thus, 
measures of quality of a delivered service, characterised by residual bit error rate, 

54 
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delay, or throughput show variation accordingly and new metrics are required. In 

addition, there is a need for relating service quality requirements to the end-to- 
end network performance. This end-to-end network performance can be affected 
by link degradation at the radio level(s) and/or by congestion during information 

transit over the fixed network(s). 

This chapter is organised into six main sections. First the work of the standardi- 
sation is introduced and the role of the telecommunications regulator in terms of 
QoS is outlined. The following section provides a set of QoS related terms and 
concepts. The next two sections specify respectively the QoS and network per- 
formance parameters. In order to complement this chapter, a survey of available 
QoS architectures is presented in Appendix C of this thesis. The outcome of this 

chapter to the market-based framework is the definition of a hierarchy of quality 
contracts and a means of quantifying degradation allowance. In this hierarchy, a 
generic contract represents one of the commodity which can be traded between 
software agents in a digital marketplace. 

4.1 Standardisation and Regulation 

4.1.1 Standardisation 

Many Standards Development Organisations (SDO) for telecommunications have 

carried out QoS oriented studies. The International Telecommunication Union 
(ITU) is one of the principal standardisation bodies. Within ITU, the princi- 
pal forum for discussing the studies was the Comit6 Consultatif International 
des T616graphes et des T616phones (CCITT), now known as the International 
Telecommunication Union - Telecommunications Standardisation Sector (ITU- 
T). The principal ITU-T activity consists of producing recommendations which 
are referred to as standards. Many countries have their own national standard- 
isation bodies such as the British Standards Institution (BSI) in the UK and 
the American National Standards Institute (ANSI) in the USA. These national 
bodies usually specify standards from the parent organisation, the International 
Standards Organisation (ISO). Regional bodies are concerned with the standardi- 
sation for a particular geographic area. The European Telecommunications Stan- 
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dards Institute (ETSI) is concerned with the development of telecommunications 

standards for Europe. Independent SDOs sometimes co-operate to standardise 
compatible technologies. Recently, two telecommunications partnerships have 

emerged for the development of a family of compatible 3G standards: 3GPP and 
3GPP2. 

Part of the work presented in this chapter is based on the different standards. 
In this thesis, each concept or term borrowed from one of these standards is 

associated with a quote such as [ISO], [ITU] or [ETSI]. 

4.1.2 Regulation 

The regulator's principal role is to interpret the government's charter for the 

telecommunications industry. A regulator normally has responsibility for one 
industry sector in one country. QoS is one of the considerations that are part of 
the telecommunications regulator's responsibilities. To allow regulators to carry 
out their task, it is necessary that standards are defined in order to make explicit 
the QoS requirements of each service. 

The European Commission stated that the liberalisation of the telecommunica- 
tions market in Europe is generally expected to have a positive effect on QoS 
[European Commission, 1996]. The provision of high-quality European telecom- 

munications services is a major goal of the European Union's telecommunications 

policy. The objective is to create a seamless fabric of interconnected networks 
where services interoperate to provide end-users with high quality end-to-end 
telecommunications services. Practically, regulatory authorities have three fun- 
damental tools at their disposal to attain or maintain a high QoS level: 

e Reporting, with the objective of monitoring the QoS achieved; 

4o Setting targets, with the objective of determining the QoS offered, and; 

* Penalising, where there is a serious negative discrepancy between the QoS 

achieved and the QoS offered. 

OFTEL is the telecommunications regulator in the United Kingdom. On the 
1st February 1999, Freshfield Communications Limited published the results of a 
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study initiated by OFTEL. The study [Freshfield, 1999] is an attempt to enable 
OFTEL and the network operators to agree a methodology to allow consumers to 
make an informed judgement of the relative network performance of the principal 
GSXI personal communication networks operating in the UK. This study has two 
main outcomes. On one hand, it defines a methodology and a set of parameters 
to allow an objective comparison of the service delivered by competing mobile 
operators. On the other hand, the study provides measures taken from the four 

operators nationwide. The methodology and parameters presented in OFTEL's 

study were appropriate for quality measurement of voice communications. Other 

methodologies and parameters have to be developed for the quality measurement 
of emerging multimedia services. Consideration has to be given to the fact that 
low level metrics have to be aggregated into high level generic or service-specific 
metrics easily understandable by end-users. This chapter proposes a group of 
parameters and terms that enables the definition of service quality and system 
performance at the user, service provider and network operator levels, respec- 
tively. 

4.2 QoS Terms and Concepts 

This section introduces a set of generic QoS terms that will be used in the next 
chapter of this thesis. It is also shown in this section that quality is defined 

and perceived in different ways by the user, the service provider and the network 
operator. However, all these definitions and perceptions are inter-related. 

A service is defined by the ITU [ITU, 1993c] as "a set of functions offered to a user 
by an organisation". The ITU also defines the Quality of Service (QoS) [ITU, 
1993c] as the "collective effect of service performances which determine the degree 

of satisfaction of a user of the service". ETSI in"[ETSI, 1995] subdivides the 
QoS into QoS requirements of the user, QoS offered by the service provider, QoS 

achieved by the service provider and QoS perceived by the user. Relationships 
between the four QoS concepts are shown by Figure 4.1. 

The user expresses QoS with technical or non-technical terms. Technical terms 
can be generic or service specific. Generic technical terms are defined in this 
section whereas some of the service specific terms are defined in the following 
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Figure 4.1: Inter-relationships between various viewpoints of QoS / Source ETSI 

sections. The service provider expresses QoS in terms of QoS parameters. QoS 

parameters are defined in Section 4.3 and are mapped on the network performance 
parameters. Network performance parameters are specified in Section 4.4. 

ETSI [1995] defines Network Performance (NP) as a statement of the performance 
of the connection element or concatenation of connection elements employed to 
provide a service. It is defined and measured in terms of parameters, which are 
meaningful to the network and service provider and are used for the purposes 
of system design, configuration, operation and maintenance. NP is defined inde- 
pendently of terminal performance and user/customer actions. It is also service 
independent in that it must be able to support all the services the particular net- 
work level is required to transport. NP generally aims to provide the QoS offered 
to the user/customer. 

In the same document, ETSI defines the service performance as a statement of the 
performance of a telecommunications service expressed in parameters, applicable 
to that service, together with values for those parameters. These parameters will 
apply to QoS, technical and non-technical features of the service. 
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A Network Operator [ETSI, 1995] is an organisation that provides a network for 
the provision of telecommunications services. If the same organisation also offers 
telecommunications services then it becomes a service provider. 

A Service Provider [ETSI, 1995] is an organisation that offers a telecommuni- 
cations service to the users. A service provider does not need to be a network 
operator. 

Parameters are qualitative and/or quantitative descriptions or targets of service 
quality and network performance. It has to be noted that some parameters are 
not measurable with available tools. A Metric is a unique value to quantify a 
measurement, regardless the means of measuring it. This implies that the subject 
of the measurement is to be specified unambiguously. For example, a metric on 
delay may specify a percentile of the delay distribution [Le Bodic (Ed. ), 1999]. 

4.2.1 Speech specific QoS Terminology 

A speech service is concerned with two or more users exchanging voice traffic over 
bi-directional communications paths. A speech service is inherently interactive 

and can tolerate a level of information loss. However, a delay variation has a 
dramatic effect on perceived quality. The set of terms that are usually used to 
characterise speech quality are listed below [Gruber and Williams, 1992]: 

Speech clipping is the complete loss of speech energy over a given duration. It 

arises in certain systems that use speech activity detection. Speech clipping 
also occurs in packet-based system if a packet loss occurs [Hassan et al., 
2000]. 

Talker or listener echoes result from an acoustic signal, originating from the 
talker's mouth being received more than once at the listener's (talker's) ear 
because of a principal reflection point at each end of the connection. 

Non-linear distortion occurs in systems for which the input/output (transfer) 

characteristic is non-linear. 

Acoustic noise is the background noise perceived by telephone users. 
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Quantisation noise is correlated with the speech signal amplitude and is the 

result of speech transmission through one or more Analogue/Digital plus 
Digital/Analogue conversion processes. 

Signal to Noise Ratio (SNR) is the ratio of the signal power to the residual 

power which would exist if the signal was removed. 

In order to relate subjective quality and low-level system performance, the ITU 

has developed the Mean Opinion Score (MOS) method as part of the standard 
ITU-T P. 800. The MOS method consists in requesting a set of persons to rate the 

quality perceived using various telecommunications devices and networks and to 

aggregate these ratings to obtain a scale for comparing the effect of performance 
degradation/equipment characteristics on subjective quality. 

4.2.2 Audio specific QoS Terminology 

An audio service is concerned with the transmission of non-interactive sound 
tracks such as audio clips. Audio-on-demand is seen as an alternative to CDs and 
tapes. In comparison with the speech service, the audio service is less affected by 
delay variation. However, it is less tolerant to information loss. Below is a list 

of terms that have been used for the description of the quality of audio services 
[Gringeri et al., 1998]: 

Audio break up is the loss or severe distortion of audio signal. 

Audio noise is the term to identify audio anomalies and/or intermittent glitches 
observed. 

4.2.3 Video specific QoS Terminology 

A video service is concerned with the transmission of motion pictures. A video 
service can be interactive such as for video-conferencing and video telephony. 
It can also be non-interactive such as for video clips. The output of a video 
source is usually compressed before transmission. Consequently, a video service 
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is highly affected by information loss. A video service can also be affected by 
delay variation depending on its level of interactivity. Below is the list of terms 
that are used for describing the quality of a video service [Gringeri et al., 1998]: 

Block distortion is the distortion of the received image, characterised by the 
appearance of an underlying block-encoding structure. 

Blurring is a global distortion over the entire image, characterised by reduced 
sharpness of edges and spatial detail. 

Edge busyness is a distortion concentrated at the edge of objects, characterised 
by temporally varying sharpness (shimmering) or spatially varying noise. 

Error blocks are a form of block distortion where one of more blocks in the 

received image bear no resemblance to the current or previous scene and 
often contrast greatly with adjacent blocks. 

Jerkiness is motion, which was originally smooth and continuous, perceived as 

a series of distinct snapshots. 

Mosquito noise is distortion, typically seen around the edges of moving ob- 
jects, characterised by moving artefacts around edges and/or blotchy noise 
patterns superimposed over the objects. 

Scene-cut Response is a perceived impairment associated with a scene-cut. 

Smearing is a localised distortion over a sub-region of the image, characterised 
by reduced sharpness of edges and spatial detail. 

Tiling or pixelation represents a formation of small blocks with distinct bound- 

aries. 

Screen blanking is loss of video (blank screen). 

Frame freezing is used for describing screen freezes (similar to jerkiness but of 
longer duration). 

Colour cycling represents colour stability lost; colours cycle through a range of 
hues. 
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4.2.4 Data specific QoS Terminology 

The term data is used for any service that uses coded text, meaning any service 
that is not speech, audio or video. A data service encompasses applications 

such as NVNVW browsing, virtual banking and email. The terms used for the 
description of a data flow QoS range from delay to information loss and can 

usually be depicted by generic QoS terms as specified in Section 4.2. Therefore 

specific data technical terms for the description of a data flow QoS are usually 

not necessary. 

4.2.5 Multimedia specific QoS Terminology 

The term multimedia is used to describe a set of flows or streams, such as speech, 
audio, video and data that are combined within one service. Each flow QoS is 

expressed by the generic or flow specific terms. In addition, the synchronisation 
characteristics between flows can be used to express the multimedia QoS: 

Audio-video mis-synchronisation is the loss of lip synchronisation between 

the audio and the video [Gringeri et al., 1998]. 

Skew is defined as the difference in the presentation time of two related objects 
(i. e., video flow and audio flow). Coarse skew represents gross delays be- 

tween an image and accompanying voice, whereas fine skew represents time 
delays between lip motion and voice [Onvural, 1995]. 

4.2.6 Relationships between QoS Parameters and NP Pa- 

rameters 

As depicted in the previous sections, the user expresses subjectively the required 
QoS and the perceived QoS using a set of technical terms. The description of 
the subjective QoS is mapped onto QoS parameters. Service providers make use 
of these QoS parameters to describe the QoS that is expected to be delivered to 
the users. Finally, these QoS parameters are mapped onto NP parameters. The 
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set of selected NP parameters is the means for network operators to describe the 

communications performance delivered by their network infrastructure. 

It has to be noted that if the communications involve several network imple- 

mentations such as ATNI or Internet Protocol (IP) with a wireless link then the 
performance of each leg composing the communication path will influence the 
overall end-to-end QoS. 

NP is measured in terms of parameters that are meaningful to the network op- 
erator and are used for the purposes of system design, configuration, operation 
and maintenance. NP is defined independently of terminal performance and user 
actions. QoS parameters provide a valuable framework for network design, but 
they are not necessarily usable for specifying requirements for particular connec- 
tions. Similarly, NP parameters ultimately determine the QoS observed by the 

user, but they do not necessarily describe this quality in a way that is meaningful 
to users. Both types of parameters are needed, and their values must be quanti- 
tatively related if a network is to be effective in serving its users. Table 4.1 shows 
the distinction between QoS and NP [ITU, 1993a]. 

Quality of Service Network Performance 
Service Provider Oriented Network Operator Oriented 
Service Attribute Connection Element Attribute 
Focus on user-observable effects. Focus on planning, development 

(design), operations and mainte- 
nance. 

Between (at) service access points End-to-end network element ca- 
pabilities. 

Table 4.1: Distinction between QoS and Network Performance 

ETSI considers QoS as the starting point for the development of NP parameters 
and targets. Relationships between QoS and NP are illustrated by Figure 4.2. 

4.2.7 Illustrative Example 

As an illustrative example, this section describes graphical interfaces of tools that 

could be used at the application layer (see Figure 2.2) by users, network operators 
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Figure 4.2: Relationships between QoS and NP parameters/ Source ETSI 

and service providers in order to specify a certain level of subjective QoS. These 
tools are expected to be used by users to specify the level of QoS required for a 
communications session such as an Internet connection or a video-conferencing 
application. However, only experienced users will be willing to use the type of 
tools as depicted by Figure 4.3. Inexperienced users will prefer the manipulation 
of much simpler tools such as the one depicted by Figure 4.4. These simpler 
tools don't have the ability of describing a detailed level of QoS but have the 
advantage to be easy to manipulate. Alternatively, service providers will be able 
to pre-define off-line sets of contract types using the most complete tools. The 

pre-defined contract types will be provided to users as part of their subscription 
packages. From these contract types, contract instances will be derived and placed 
seamlessly in the system on behalf of subscribers at session set-up. 

4.2.7.1 QoS Editor / Expert Mode 

This mode will be used by service providers and experienced users (see Figure 
4.3). The Application Type area enables the user to choose from a selection 
of application types. Selecting one of them sets-up automatically values over 
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For this purpose there is a need for defining a set of generic QoS parameters, i. e. 
that are not specific to any network infrastructure nor to any service. 

QoS parameters are classified into two major groups: performance- oriented (net- 

work related QoS criteria, cf. Figure 4.2) and non-performance- oriented (Non 

network related QoS criteria, see Figure 4.2). The non-performance-oriented pa- 
rameters are not directly affected by the performance of the network but are 
concerned with priority and cost aspects along with protocol and terminal capa- 
bilities. 

QoS is expressed by parameters which [ITU, 1992]: 

* do not depend on assumptions about the network internal design; 

* are referred to in terms of user perceivable effects and not by their causes 
in the network; 

o are described in network independent terms and create a common language 

understandable by both the user and the provider; 

* take into account all aspects of the service which can be objectively mea- 
sured at the service access point. 

4.3.1 Non-performance oriented QoS Parameters 

This section describes parameters that are not directly affected by the perfor- 
mance of the network. 

Cost of Service : The cost of service specifies the price the user is willing to 
pay for the contracted level of service. 

Priority : High-priority connections are serviced before lower ones. In a packet 
switched environment, lower-priority connection packets will be dropped be- 
fore high-priority packets if the network becomes congested (e. g. emergency 
calls will be high-priority calls). 

Terminal Capabilities : This parameter identifies the terminal software and 
hardware capabilities to connect to the network. For instance, this param- 
eter could identify the radio bands on which the terminal can transmit. 
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Protocol Capabilities : This parameter identifies the network protocol that 

needs to be supported. For instance, this parameter could identify the 
TCP/IP protocol suite and the Wireless Application Protocol (WAP). 

4.3.2 Performance oriented QoS Parameters 

Performance-oriented QoS parameters are directly affected by the performance of 
the network. They are specified for each phase of the communications session: at 
the call establishment, data transfer and call release. At the call establishment, 
the following QoS parameters have been identified in the literature: 

Establishment delay [ISO] / Mean access delay [ITU] / Call set-up delay: 
The delay between the issuing of a new call connection request and the 
confirmation that the connection has been established. The call set-up 
delay comprises the post-selection delay (authentication, transfer of routing 
number, etc. ) [ITU, 1993b] and the synchronisation delays of interworking 

elements of the network. 

Establishment failure probability [ISO] / Probability of blocking: The 

probability that a requested connection is not established within the max- 
imum acceptable establishment delay as a consequence of actions that are 
solely attributable to the service provider. The lack of network resource at 
the user plane as well as at the control plane can cause unsuccessful call 
attempts. The probability of end-to-end blocking can occur at the radio 
link, at the interworking units between the mobile and the fixed networks 
or at the transit network. 

The QoS parameters associated to the data transfer phase are: 

Throughput [ISO] [ITU] / Effective bandwidth: Throughput is the maximum 
number of bytes that may be successfully transferred per unit of time by 
the service provider over the connection on a sustained basis. 

Transit delay [ISO] / Frame delay [ITUJ: Týansit delay between the issuing 
of a frame / Service Data Unit (SDU) and its reception. The parameter is 
usually specified as a pair of values: a statistical average and a maximum. 
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Frame delay variation or frame Jitter [ITU]: Variance between the minimal 
and maximal frame / SDU delay. 

Residual error rate [ISO] / Frame Error Rate (FER): The probability that 

a frame / SDU is transferred with error, or that it is lost, or that a duplicate 

copy is transferred. 

Resilience / Probability of dropping: The probability that a service provider 
will, on its own, release the connection, or reset it, within a specified interval 

of time. 

Finally, the only parameter associated with the call release phase is: 

Release delay : The delay between the issuing of an end of call request and the 

confirmation that the connection has been released. 

Furthermore, if a call/session involves several flows then the synchronisation of 
the different flows is considered (e. g. synchronisation of video and audio flows). 

The frame [ITU] or SDU [ISO] is a unit that is different for each application type 

and the type of flows involved. For a video flow the frame characteristics will 
depend on the attributes such as the image size and the compression method 

used. For illustration, Table 4.2 shows the frame statistics for an NIPEG-2 video 
clip where I-frames are intracoded frames, P-frames are predicted frames and B- 
frames are bi-directional predicted frames. Furthermore voice packets carrying 
5.5 to 5.875 ms of voice can be encapsulated in a 44 to 47 Byte voice frame 
[Onvural, 1995]. 

As far as the end-to-end QoS guarantee issue is concerned, the QoS requirements 
are specified in terms of statistical constraints over the QoS parameters. Meeting 
QoS guarantees in distributed multimedia systems is fundamentally an end-to- 
end issue, that is, from application to application. The ETSI technical report 
[ETSI, 1995] gives an overview of the criteria that affect the QoS as perceived by 
the user. For a mobile service, communication establishment delay, probability of 
blocking, probability of dropping and effective bandwidth are the most relevant 
factors of QoS. 
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I-frames I P-frames I B-frames I Avýerage 
Number of Frames 4502 13505 36013 54020 
Average Frame Size 6657 2886 1945 2573 
(Bytes) 
Minimum Frame Size 1062 355 322 322 
(Bytes) I 
Maximum Frame Size 16219 14913 15348 16219 
(Bytes) 
Stand. Deviation of 4721 4376 1825 2238 
Frame Size I 

Table 4.2: MPEG-2 VBR Video Clips Statistics 

4.4 Network Performance Parameters 

Network Performance (NP) parameters are specific to each network implementa- 

tion. Several definitions of NP parameters can be considered, for example, one 
for each layer of the protocol stack. In this section, NP parameters of three main 

network implementations are reviewed: ATNI NP parameters, IP NP parameters 

and Wireless NP parameters. 

4.4.1 ATM NP Parameters 

Organisations that have been active in the standardisation of performance param- 
eters for network operators are the ATNI Forum [ATNI Forum, 1998] and the ITU. 
On that topic, their focus has been on the ATNI model by defining a significant 
number of performance parameters and service classes. In a communications 
system, mapping functions perform the translation from generic QoS parame- 
ters to network specific performance parameters. This section concentrates on 
classes that allow the categorisation of services. The ATNI Forum classes have 
their equivalent in the ITU-T recommendations and where they are referred to 
as ATNI Transfer Capabilities. 
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Constant Bit Rate is designed to support connections that request a contin- 
uously available, fixed amount of bandwidth as long as the connection is 

active. 

Variable Bit Rate is designed to support applications that generate traffic at 
a varying rate so that if the network takes advantage of this type of infor- 

mation, it can achieve higher utilisation of its resources by using statistical 
multiplexing. 

Available Bit Rate is designed to support applications that have the ability to 

adjust their transfer rate according to bandwidth availability in the network 
based on feedback from the network. 

Unspecified Bit Rate has no ITU-T ATM Transfer Capability equivalent and 
is defined to support applications that are enable to provide any information 

on the expected network resource utilisation. 

Guaranteed Frame Rate service is intended to support non-real-time appli- 
cations. It is designed for applications that may require a minimum rate 
guarantee and can benefit from accessing additional bandwidth dynamically 

available in the network. The Guaranteed Frame Rate service provides the 

user with a Minimum Cell Rate guarantee under the assumption of a given 
Maximum Frame Size and a given Maximum Burst Size. 

4.4.2 IP NP Parameters 

IP NP parameters are expressed in terms of IP packets or IP packets per unit of 
time and are listed below: 

Packet delay is defined as the packet transmission delay from the packet emis- 
sion at the source host to the packet reception at the destination host; 

Packet loss ratio is the ratio of the number of lost packets to the number of 
packets transmitted; 

Packet Delay Variation or jitter is the variance of the packet delay over a 
given period of time. 
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The Internet Engineering Task Force (IETF) working group known as IP Perfor- 

mance Metric (IPPM) has specified a set of metrics for the measurement of IP 

network performance [IETF, 1998]. No NP parameters are available for the con- 
nection set-up and connection release since IP is a connectionless protocol. First 

versions of IP did not support any notion of QoS. IPv4 was the first version of IP 
to support QoS. Recently, the IETF defined the IPv6 for a more efficient support 
of QoS. The notion of IP flows has been introduced and can be associated with 
specific path and QoS requirements. The protocol Resource reSerVation Protocol 
(RSVP) can be seen as IP signalling, enabling reservation of resources within IP 

networks to be used by specific unidirectional flows. A 4-bit priority field within 
each IP packet header defines a set of 6 unreserved classes of service [Tanenbaum, 
1996]: 

1. Uncharacterised traffic; 

2. Filler Traffic (e. g. netnews); 

I Unattended Data Transfer (e. g. email); 

4. Reserved; 

5. Attended Bulk Ransfer (e. g. FTP, HTTP, NFS); 

6. Reserved; 

7. Interactive lhffic (e. g. telnet); 

8. Internet Control Traffic (e. g. routing protocols, SNNIP). 

4.4.3 Wireless NP Parameters 

In mobile wireless networks, the NP parameters for the different phases of the 

call handling are similar to the NP parameters of the fixed network such as call 
set-up delay and call release delay. In addition to these parameters, other wireless 
environment specific NP parameters to consider are: 

Link Quality is defined by the set of parameters such as Bit Error Rate (BER), 
Carrier-to-Interference Ratio (C/I) and Signal Strength [Stuber, 1996]. 



CHAPTER 4. QUALITY OF SERVICE CONTRACT 73 

Handover Delay : The handover delay is the delay necessary to execute the 
handover process; 

Hanclover Failure Rate or Dropping Probability: The probability that the 
handover process fails. 

The handover process consists of two stages: i) link quality evaluation and han- 
dover initiation, ii) allocation of radio and network resources. 

4.5 QoS Management in UMTS 

In order to implement QoS management mechanisms in the next generation of 
mobile systems, the UNITS standardisation body recommends the use of four QoS 

classes (or traffic classes) [3GPP, 1999]: 

9 Conversational class, 

o Streaming class, 

9 Interactive class and, 

e Background class. 

Conversational and streaming classes are mainly for real-time traffic. Conver- 

sational applications, such as video telephony or speech telephony, are really 
sensitive to long delay and delay variations (it is accepted that the delay for voice 
applications has to be kept below 150 ms with low delay variation to yield ac- 
ceptable perceived quality [Hassan et al., 2000]). The streaming class is for traffic 

also generated by real-time applications but which are less sensitive to long delay 

such as for non-interactive streaming video and audio. 

Interactive and background classes are for Internet applications with low delay 

requirements. These applications encompasses NVWW, Telnet, FTP and Email. 
However, because the delay requirement for these applications is low, a better 

error rate is usually achieved by means of channel coding and/or retransmission. 
The interactive class is for interactive applications such as Telnet and interactive 
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WWW browsing. The background is for applications that can run in background 

of interactive applications such as Email downloading or background file down- 
loading. Main characteristics of the four QoS classes are summarised in Table 4.3 

111-affic Class Fundamental Characteristics Application 
Examples 

Conversational Preserve time relation (variation) be- Voice Telephony 
Class tween information entities of the 

stream. Conversational pattern (strin- 

gent and low delay) 
Streaming Preserve time relation (variation) be- Streaming Video 
Class tween information entities of the 

stream. 
Interactive Request response pattern. Preserve WWW Brows- 
Class payload content. ing 
Background Destination is not expecting the data Background 
Class within a certain time. Preserve payload download of 

content. emails 

Table 4.3: UNITS QoS Classes / Source [3GPP, 1999] 

4.6 A Hierarchy of QoS Contracts 

It has been shown in this chapter that a level of subjective QoS can be captured 
with specifically designed tools. The captured subjective QoS can be mapped on 
an application independent specification. Furthermore, this generic QoS specifi- 
cation needs to be mapped onto specific network performance parameters such as 
defined for the IP and ATNI models. Alternatively, the communications session 
can be associated with a predefined QoS class such as the conversational, stream- 
ing, interactive and background UNITS classes. In the conceptual framework de- 
fined in the following chapter, there is a need for a generic QoS specification that 
can be negotiated between management entities. For this purpose, this chapter 
introduces a hierarchy of contracts. Rom this hierarchy, the flow contract repre- 
sents the generic commodity that will be traded between competing agents. An 

example of such hierarchy is given in Figure 4.5. 
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In the example shown in Figure 4.5, the top level session contract is negotiated 
between the user and the service provider for a multimedia service and is specified 
with service specific terms. The session contract is split into a number of flow 

contracts. Each flow contract specifies the quality of a flow composing the session. 
In the example, a multimedia session is composed of a video flow and an audio 
flow. Each flow contract is negotiated between the service provider and one or 
more network operators in the market provider domain. During the communica- 
tion phase, the flow might be re-routed over more optimal connections (handover 
in a mobile network). Therefore the flow contract can be considered as a sequence 
of connection contracts. The connection contract is a network specific means to 

specify the level of performance required by the application between two points 
of the communications path. 

4.6.1 Flow Contract Specification 

In communications networks, two types of transmission are identified: continuous 
media and discrete media [Fluckiger, 19951 communications. Continuous media 
communications are time-based whereas discrete media communications are time- 
independent. Discrete media communications involve the bulk transfer of images, 
text and graphics whereas continuous media communications are concerned with 
sound, video and computer animation. Quality sensitive applications usually fit 
into the continuous media category. Therefore, focus is given to this category 
in this section. Furthermore, the contract defined in this section only defines 
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the flow quality required during the data transfer phase. It was shown in this 

chapter that during this phase the quality of a communication can be defined by 

statistically constraining the information loss, delay and throughput offered by 

the network. Consequently, the flow contract is initially composed of the three 
primary parameters as shown by Table 4.4. 

Property Unit Description 
Bit rate Bit per second or The bit rate is expressed as a number 

kilo bit per sec- of bit transmitted per second. The re- 
ond (kb/s) quired bit rate is usually defined by the 

burstiness of the flow that is to be sup- 
ported. The burstiness can be defined 
by the maximum (peak) rate and the 
mean rat . 

Bit Error Ratio None The BER is expressed as the number 
(BER) of incorrectly transmitted bits over the 

total number of transmitted bits. 
Delay Unit of Time The delay is expressed as the period of 

time between the instant the data is 
presented for transmission and the in- 
stant the data is received. 

Table 4.4: Flow Contract Performance Parameters 

4.6.2 Measure of Contract Non-compliance 

An instance of a flow contract can be specified by statistically constraining the 

three primary performance parameters. However, the network performance, es- 

pecially in a mobile network, is highly variable and it is difficult for a network 

operator to ensure that the network will be compliant with the performance 

requirements for the entire duration of the communications session. Some appli- 
cations might be tolerant to short periods of non-compliance (for instance, voice 
communications) whereas the same period of non-compliance have a dramatic 

effect on others (for instance, compressed video). The degree of tolerance associ- 
ated with the contract non-compliance can be quantified by an application and 
can constitute a complementary quality consideration. Consequently, the three 

primary performance parameters are complemented by three parameters known 
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as the degradation allowance, monitoring period and monitoring sampling rate as 
defined in Table 4.5. If the connection quality degrades but the degradation re- 
mains in the scope of the degradation allowance specified in the contract then the 

contract is committed, it is decommitted otherwise. For instance, a degradation 

allowance could be specified by the following values: 

* Degradation Allowance = 20%. 

e Monitoring Period = 10 seconds. 

e Monitoring Sampling Rate = 20 quality measures per second. 

The contract is decommitted if at any time during the communications phase 
more than 20% of quality measures over the last 10 seconds were not compliant 
with the contract three first performance parameters. 

Property Unit Description 
Degradation Al- None The percentage of quality measures al- 
lowance lowed to be non compliant with the 

three first parameters over the moni- 
toring period. 

Monitoring Pe- Unit of Time The period of time to which the degra- 
riod dation allowance is associated. 
Monitoring Number of con- The number of quality measures that 
Sampling Rate trol points per have to be taken by the network. 

I unit of time 

Table 4.5: Flow Contract Performance Parameters 

It has to be noted that some values might be unspecified at the negotiation 
process. Setting one or more statistical constraints over the contract parameters 
specifies a particular instance of the flow contract. A statistical constraint is 
expressed as a value bounding a statistical aspect of the property such as the 
mean or the variance or in a more complex means by specifying for example QoS 
Modelling Language' (QNIL) statements. 

'QNIL is a modelling langUage derived from UNIL [Hewlett Packard, 1998a] 0 C, 
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4.6.3 Contract Commitment 

As mentioned in the previous sections, the flow contract allows the specification 
of a degradation allowance. It is important to evaluate the conformance of what 
the network operator delivers against what was originally contracted at session 
set-up. 

Formulation: In order to express a measurement-based decommitment criteria, 
the following notation is defined: 

* Asingle: Degradation allowance for a single mode contract. 

0 Csingle: Commitment probability for a single mode contract. 

9 Dsingle: Decommitment criteria for a single mode contract. 

o S: Sampling Rate. 

* M: The vector of measures mi with 1<i< size(Al). 

Ti,,,. 91, (c, M): Transitory degradation for a single mode contract c and vector 

of measures M. 

e W: Monitoring window. 

When applied to a measure, functions delayo, bitrateo and bero return respec- 
tively the measured delay, bit rate and bit error ratio (BER). Similarly, when 
applied to a contract, functions return respectively the contracted delay, bit rate 
and BER. 

The function compliance is defined as: 

1 
if (delay(m) delay(c) and bitrate(m) ý: bitrate(c) 

compliance(m, c) and ber(m) ber(c)) 

0 otherwise 
(4.1) 

where m is a measure and ca contract. 
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The transitory degradation Tsingle(Ci M) at instant t is defined by the following 

formulae: 

size(M) 
EI- compliance(mi, c) 

Tsingle(c, M) ý 
i=size(M)-S. W 

S. Tv 
(4.2) 

where c is a contract and M its associated vector of measures mi with (1 <i 

size(M)). 

The decommitment criteria for a single mode contract is defined by the following 
formulae: 

D, ingle : (3AI : Tsingle(Ci M) > Asingle) (4.3) 

The commitment probability for a single mode contract is: 

Csingle == 1- Pr(D, ingle) = Pr(Tsingle(Ci Al) :5 Asingle) (4.4) 

Figure 4.6 shows a BER trace of a communications session in an urban environ- 
ment. The graph shows the transitory degradation for a contracted BER of 10' 

with respectively a monitoring window of 10 and 30 seconds and a sampling rate 
of 18 measures per second. During the interval of time 100 to 170 seconds (x- 

axis), there is a link degradation which leads to the contract being decommitted 
if the degradation allowance is below 0.85 for a monitoring period of 10 seconds 
or if the degradation is below 0.4 for a monitoring period of 30 seconds. 

4.7 Multi-mode Contract for Adaptive Applica- 

tions 

In mobile environments, the level of QoS that can be supported usually fluctuates 
during the communications phase. In order to counteract these fluctuations, 

applications can adapt to the network performance for instance by tailoring the 

content presentation according to the underlying network performance. Such 
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This figure shows the importance of configuring the degradation allowance and monitoring 
period according to the degradation which is tolerated by the service. As a rule of thumb, a 
degradation is tolerated if it has not a significant impact on the subjective QoS (QoS perceived 
by the user). In this example, an application sensitive to peaks of degradation will be associated 
with a short monitoring period and a small degradation allowance. 

Figure 4.6: Transitory Degradation 
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mechanisms are called service adaptation techniques. In this section, the concept 
of multi-mode contract extends the concept of single mode contract for allowing 
the definition of service mode requirements. Each contract specifies a list of 
service modes, or content presentation alternatives. During the communications 
phase, the network notifies the application to switch from one service mode to 
another service mode when the current mode requirements cannot be maintained 
anymore. These service adaptation techniques are tightly linked with the system 
ability to continuously monitor the delivered QoS. Particular applications might 
not be suitable for service adaptation. For instance, real-time applications might 
not support the overhead of switching from one operating mode to another one. 
Furthermore, switching functions might not be embedded in all applications. 

Different applications will have different way of tailoring the content presentation 
according to the network performance. For video applications, the presentation 
can be tailored by decreasing/increasing the colour depth, frame resolution, frame 

rate, progression limit (for progressive encodings) [Fox et al., 1996] or by changing 
the video coding (NIPEG, H. 263, etc. ). For data applications, the content coding 
can be adapted (text for instance can be heavy formatted, formatted with a simple 
mark-up language or in plain text). 

4.7.1 Multi-mode Contract Specification 

A hierarchy of single mode contracts has been presented in previous sections. 
The single mode contract can be extended to support multi-mode applications 
that adapt to fluctuating system performance. For instance a video application 
could be set-up with four basic modes depending on the video frame rates with 
the following contract modes [Davies et al., 1994]: 

Video Mode Expected Frame Rate Contract Mode 
1 11.3 fps Bit rate = 28.8 kb/s 
2 8.5 fps Bit rate = 21.6 kb/s 
3 5.7 fps Bit rate = 14.4 kb/s 
4 2.8 fps Bit rate = 7.2 kb/s 

Table 4.6: Nfulti-mode Video Application 
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Mode 1 Mode 2 Mode 3 Mode 4 
T= 28.8 kbls T= 21.6 kb1s T= 14.4 kb/s T=7.2kb/s 
BER = 10-6 BER = 10-6 BER = 10-6 BER = 10-6 

Delay is un- Delay is un- Delay is un- Delay is un- 
bound bound bound bound 
Alp = 10 sec. Alp = 10 sec. Alp = losec. AIP = 10 sec. 
DA = 5% DA = 10% DA = 15% DA = 20% 
AIA = 60% MA = 20% AIA = 10% MA = 5% 
Minimum Mode 
Duration (op- 
tional) =2 sec. 

Notation: T stands for bit rate, MP for monitoring period, DA for degradation 
allowance and NIA for mode achievement. 

Table 4.7: Nfulti-mode Video Application 

graphical interface of this demonstrator is shown by Figure 4.8 where an H. 263 

video application can operate into four frame rates (11.3 fps, 8.5 fps, 5.7 fps 

and 2.8 fps). Short-term adaptation is performed by changing the channel error 

protection schemes (high protection, low protection and no protection). Medium- 

term adaptation is performed by switching from a high frame rate to a lower 
frame rate when resources need to be released for increasing error protection. 
Conversely, medium-term adaptation can also be performed by switching from a 
low frame rate to a higher frame rate when resources which were used for error 

protection can now be used to increase the frame rate. 

Formulation: In addition from the notation defined in the previous section, the 
following notation is used for the definition of the commitment for multi-mode 
contracts. 

& An,, Iti(rn): Degradation allowance for mode m of a multi mode contract. 

* C,,,.,, lti: Commitment probability for a multi-mode contract. 

* D,,,, Iti: Decommitment criteria for a multi-mode contract. 
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The figure shows the interface of a tool which demonstrates the cooperation of service and link 

adaptations in the support of a H26: 3 adaptive video. The interface is composed of four main 
frames. The first fraine at the bottom of the screen shows a trace of network quality with a 
blue curve (network quality refers to the channel BER before error protection has been applied), 
the associated trace of service quality with a green curve (service quality refers to the channel 
BER. after error protection has been applied) and the targeted service quality with a red line. 
All traces are expressed as the log, () of the BER.. The second a4jacent fraine shows the short 
terin link adaptation. At this level, three error protection schenies can be used (no protection 
with TCH7.2. low protection with TCH4.8 and high protection with TCH2.4). For a given 
level of error protection. from 1 to 4 slots call be allocated oil a carrier (the number of blue 
boxes oil the yellow grid represents the number of allocated slots per unit of time. ). Interleaving 

can also been used over 4 bits (one blue box per unit of time) and 8 bits (two blue boxes per 
unit of time). The third fraine shows the. medium term service adaptation with four possible 
video operating modes: 11.3 fps, 8.5 fps, 5.7 fps and 2.8 fps. A blue box is printed in front of 
the active mode. The tool emulates the cooperation of service and link adaptation and shows 
the effect in real-time oil the video stream on the top right corner of the screen. The preview 
information box shows textual information such as the current service niode, link mode and 
current time. 

Figure 4.8: Cooperation of Service and Network Adaptation 
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T,,,, lti(c, M): 'IYansitory degradation for a multi-mode contract at instant t 
for mode m. 

klý,: The vector of measures performed when the system was operating in 

mode m. 

* N: The number of operating mode specified in a multi mode contract. 

* W(m): Monitoring window of mode m. 

9 Mode(t): Contract mode at instant t. 

The transitory degradation T ..... iti(c,. Nl;,, ) is defined as the proportion of non- 
compliant measures over the last IV(m) seconds during which the connection was 
in mode m. 

The decommitment criteria for a multiple mode contract is defined by the follow- 

ing formulae: 

Dmulti(c) : (3mlTmulti(c, Al;,, ) >A .. ulti(m), 1<m< N) (4.5) 

The commitment probability for a multiple mode contract is defined by the fol- 

lowing formulae: 

C,,,,,, Iti =1- (4.6) 

4.8 Discussion on QoS management 

4.8.1 Vertical and Horizontal Approaches to QoS Man- 

agement 

Two approaches to the QoS management are usually considered: a vertical ap- 
proach and an horizontal approach. The vertical approach is concerned with the 
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interactions of techniques at various levels of the protocol stack from the ser- 
vice provid er domain (layers session to application of the OSI model) down to 
the network operator domain (layers physical to session of the OSI model). The 

quality which is perceived by the user is affected by varying conditions during 

the transit all over the communications path, not only at the access point. The 
horizontal approach is concerned with management techniques embedded into in- 
termediary nodes as shown in Figure 4.9. In the conceptual framework proposed 
in this thesis, the flow contract negotiated between the service provider and the 
initial network operator (network operator A on Figure 4.9) is for an end-to-end 
communication. Once the flow contract has been negotiated and agreed by both 

parties then it becomes the responsibility of the network operator to meet the 

quality requirements. In a multi-provider environment, it is possible for the initial 

network operator to sub-contract with other network operators (fixed or mobile 
network operators), possibly via another digital marketplace. In the example 
depicted by Figure 4.9, the initial network operator sub-contracts with the fixed 

network operator B for the communications from interface X to terminal 2. Fur- 
thermore, network operator B sub-contracts with mobile network operator C for 
the communications over the wireless link from interface Y to terminal 2. The 
identification of responsibility in this scheme is similar to the recursive one-stop 
responsibility defined in the EURESCOM EQoS (see Section 3.3.3). 

Horizontal Approach to 0oS Management 
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Figure 4.9: Vertical and Horizontal Approaches to QoS Management 
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4.8.2 Coarse and Fine QoS categorisation 

An instance of a flow contract can be specified by statistically constraining one 
or more of its parameters, leading to an infinite number of possible contracts 
allowing a fine-grained level of service categorisation. However, in a comparative 
study of QoS management architectures for the Internet [Metz, 1999] (see also Ap- 

pendix C and [Le Bodic (Ed. ), 2000]) , it was argued that a coarse level of service 
categorisation such as found in Diffserv holds more promise than the fine-grained 
level of service categorisation in Intserv. The issue with a fine-grained level of 

service degradation is that flow states have to be maintained at each network 
management entity in the communications path. A technique which can become 

very resource consuming if a high number of flows have to be maintained simulta- 
neously. The coarse-grained QoS management allows for the aggregation of traffic 
from flows with similar quality requirements into pre-defined traffic classes at the 

edge of the network and so avoids the requirement of maintaining per flow states. 
In the proposed framework it is expected that tradable flow contracts would be 

restricted, by the market provider, to a pre-defined set. In order to meet the 
3G recommendations, tradable contracts would optimally meet the requirements 
of the four standardised service classes known as the conversational, streaming, 
interactive and background classes. 

4.9 Summary 

This chapter has introduced the concepts and terms related to QoS. A review of 
the QoS related standards has been provided. The role of the regulator in terms 
of QoS has been outlined. The QoS can be expressed in various terms. Firstly, the 
user employs non-technical and technical terms for the description of a subjective 
service quality. Secondly, the service provider defines QoS with a set of non- 
performance and performance related QoS parameters which are mapped onto the 
network performance parameters. The set of network performance parameters is 
specific to each network implementation and is usually identified by the network 
operator. Because the three different viewpoints of QoS are tightly related, a focus 
has been made in this chapter on the relationships between QoS parameters and 
network performance parameters. Several QoS architectures have been reviewed 
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in the scope of this study. This review is presented in Appendix C. The review 
complements in many ways the content of this chapter. This chapter's main 
outcome to the market-based framework is the definition of the flow contract. 
The flow contract is not specific to any service nor to any network, i. e. generic 
enough to be traded in a multi-provider and multi-technology environment. In 
the market-based framework presented in Chapters 5 and 6, the principal traded 

communication service is the transport of user traffic. The service requirements 
are specified as a flow contract by the party responsible for its payment (user or 
service provider). The flow contract is further tendered among network operators 
to enable a dynamic selection of the serving infrastructure. 

The second chapter of this thesis has introduced the actual trends for future mo- 
bile communications technologies, the telecommunications regulatory framework 

and the economical context of the mobile telecommunications market. The third 
chapter has introduced the field of agent technology as means of provisioning 
mobile services in multi-provider environments. In this chapter, the concept of 
QoS as understood by mobile network operators has been presented and it has 
been related to service requirements in user's understandable terms. The next 
chapter is dedicated to the specification of what is considered as the conceptual 
contribution to this research project: a market-based multi-agent system where 
network operators and customers can trade telecommunications services defined 
by flow contracts. One of the framework's benefits is an increase of competi- 
tion in a mobile communications market which has maintained an oligopoly for 

the last two decades. In the United Kingdom, only four network operators are 
currently proposing mobile communications in a non-fully competitive environ- 
ment. It is difficult for the British regulator, OFTEL, to grant a higher number of 
network operator licences since it will be technically difficult to share the scarce 
radio spectrum with additional network operators. However, breaking the actual 
telecommunications business model might enable the introduction of new players 
in the telecommunications market. These new players will not have licences to op- 
erate mobile network infrastructures but they will interpose themselves between 

network operators and customers. These new players, also known as 'intermedi- 

aries', will propose value added telecommunications services with a wider choice 
to end customers resulting in increased competition. 



Chapter 5 

Market-based Multi-agent 
System for Trading 
Communications Services 

" We use computers to study economics, but few people realise that we 

can use economics to study and design computational systems. The 

reason is that computer networks can be regarded as a community 

of processes that in their interactions, strategies and lack of perfect 
knowledge face the same issues as people in markets. " 

Huberman, 
Computer as Economics, 

Journal of Economic Dynamic and Control, 1998. 

This chapter main focus is in the specification of what is considered as the core 
contribution of this thesis: a market-based multi-agent system for the trading of 
communications services. The chapter encompasses the proposition of a reorgan- 
ised business model and the description to the overall multi-provider infrastruc- 
ture. It also presents the contracts associated with the various communications 
services that can be traded in a marketplace. Furthermore, a call auction protocol 
is presented and related to network operator pricing schemes and service provider 
negotiations strategies. As a qualitative assessment, it is shown that the proposal 
meets the telecommunications regulator's objectives. 

89 
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5.1 General Description 

The proposed framework is developed around a market-based multi-agent system. 
Each service provider, network operator and user is represented by one or more 
autonomous agents in the system. It is expected that the market nature of the 
system will allow the degree of adaptability that is necessary for the provision 
of future mobile telecommunications services at competitive prices. The system 
consists of an interconnection of digital marketplaces. Each marketplace is regu- 
lated by a market provider and is concerned with the trading of service contracts 
over a specific geographical area where the usage pattern is homogeneous. 

Figure 5.1 illustrates a possible use of the proposed framework where two geo- 
graphical areas with each an homogeneous daily usage pattern are identified. In 

this scenario, a first marketplace serves for the trading of communications services 
in the business centre whereas a second marketplace serves for the trading of ser- 
vices in the residential areas. By allowing network operators to compete in each 
marketplace for the provision of services, the ultimate objective is for the price of 
each service to attain a market equilibrium where the supply of communications 
services (usually fixed) equals the demand for these services (changes according 
to offered price). 

Marketplaces are open since they enable the dynamic registration and de- 

registration of agents. Network agents announce basic telecommunications ser- 
vices in marketplaces on behalf of network operators. Service agents call for bids 

on these services on behalf of service providers. Each transaction within the 

system is specified by a contractual agreement between the involved parties. 

It has to be noted that the concept of digital marketplace has already been ap- 
plied to a range of applications from the provision of a document service using an 
automated brokered auction [Huberman, 1998] to the electronic commerce over 
the Internet [Eriksson and Finne, 1997). However, the market structure developed 
in this thesis is novel in the way that it enables mobile users to dynamically se- 
lect the serving network operator according to service quality, network capability 
and reliability along with price considerations. An important assumption is that 
networks are interconnected to form a shared network where network operator 
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resources can be combined to provide a cost efficient and high quality service to 

the customer. 

Figure 5.2 shows a conceptual stack of management layers. The market-based 
multi-agent system is incorporated between the Application Functions Layer and 
the Networking Functions layer. The Application Functions layer hosts a set 
of user-oriented applications. The Networking Functions layer supports a set 
of resource managers. The Communications Functions layer provides a set of 
communications functions that are used for the transmission of traffic over various 
wireless or wired media. 

The conceptual framework provides concepts, rules and guidelines that facilitate 

the development of management mechanisms in a distributed environment popu- 
lated by entities belonging to different parties. Listed below are the key objectives 
that have been targeted during the development of the framework specification. 
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Cost Effectiveness : By allowing a competition between network operators, 
the service price will converge to an equilibrium stage where the market 
demand equals the market supply enabling the provision of a service at a 

competitive price. 

Quality Efficiency : In comparison to independent wireless systems owned by 

single operators, the framework enables network operators to complement 
their resources (radio spectra and network infrastructures) in order to de- 

velop higher QoS for end-users. 

Completeness : The system can be used as a framework for the development of 
3G and beyond wireless systems but also meets the requirements of existing 
mobile systems. 

Flexibility : Except when stated otherwise at the contract specification phase, 
all transport related contracts can be re-negotiated during the communi- 
cations phase therefore the system enables a significant degree of dynamic 

adaptation to the changing users' requirements. 

5.2 Dynamic Network Selection in 2G Commu- 
00 nications Systems 

Techniques to allow roaming mobile users to manually or dynamically select the 

serving network operators were initially proposed as part of the GSM standard. A 

mobile user with a GSNI terminal usually has the possibility to manually select the 

network operator and/or a dynamic selection procedure is sometimes available. 
Dynamic network selection in GSNI can be performed in two ways. On one hand, 

a prioritised list of mobile operators is stored on the user's SIM by the home 

network operator and the serving operator is the first one reachable by the user's 
terminal. On the other hand, the mobile terminal can scan channels and pick-up 
the network that has a base station which emits the strongest signal. This latter 
technique is the one which is commonly used in Europe. 

It was reported in [Sunday Times, 2000] that mobile network operators get high 

revenues from service provision to roaming users in comparison with same service 
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provision to domestic users where call charges are kept low by regulators. Because 

of the GSM dynamic network selection, many operators in Europe started setting- 
up excessively powerful transmitters in airport areas where roaming mobile users 

are expected to switch on their terminal and go through the dynamic network 
registration. In this scenario, the network operator which has the most powerful 
transceiver in the area where the mobile user registers is then assumed to be the 

network operator which can best serve the user requirements, even if calls are to 
be established tens of miles away from the area where the user initially registered. 

It becomes apparent that while the number of roaming users is increasing, more 
efficient dynamic network selection procedures become necessary. The dynamic 

network selection based on user price, network capability and quality requirements 
at call set-up, as defined as part of the framework proposed in this thesis, seems 
to be an appropriate alternative to cope with the inefficient dynamic network 
selection of 2G mobile systems. 

5.3 Reorganised Business Model 

Competition is already taking place in the telecommunications market with the 

provision of competitive communication packages covered by subscriptions nego- 
tiated offline. At this level, the competition started in the United Kingdom in 
1983 with OFTEL, the British regulator, granting licences to two national mobile 

operators: Vodafone and Cellnet. The duopoly operated until the introduction 

of One2One in 1993 and Orange in 1994 (OFTEL, 1999a]. 

The proposed framework intends to develop a much finer competition. A compe- 
tition at flow level by letting suppliers and customers of communications services 
to compete for each single service. The principle behind the proposition is that, 

unlike phones in fixed networks, a multi-mode terminal in a wireless environment 
has the physical ability to get connected to various access networks [CEPT, 1998] 

possibly owned by different organisations. Based on this principle, the proposed 
system enables the user to select the serving mobile network by negotiating, di- 

rectly or indirectly, a contract that states requirements in terms of price and 
quality along with terminal capability. So, customers are not anymore restricted 
to using the services of a single network operator. 
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Consequently, the proposed framework is based on a reorganised business model. 
In this context, the different business roles that are involved in the provision 

and use of telecommunications services are depicted in Figure 5.3 (cf. TINA 

business model [ACTS Dolmen, 1998]). The boxes represent the business roles 

and lines represent the business relationships between the business roles and are 

represented with the Object Modelling Technique (OMT) graphical notation (see 

Appendix A). 
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Figure 5.3: Business Model 

A customer uses the services supplied by the telecommunications system. When 

a customer accepts a subscription contract with a service provider (known as a 
retailer in the TINA business model) then the customer becomes a subscriber. 
Subscribers have to agree a session contract with a service provider with whom 
they have subscribed for the establishment of each session within the telecommu- 

nications system. 

A service provider supplies subscription packages to the customers. A subscrip- 
tion package can be a long-term package that covers a specified period of time 

such as a subscription for a range of video services, say for a one-year period. 
On the other hand, a subscription package can be a short-term package and be 

negotiated only for the duration of a telecommunication session. Each subscriber 
further needs to negotiate a session contract with the related service provider for 

the establishment of each telecommunications session. In some specific scenarios, 
customers can be their own service provider by negotiating directly with network 
operators. 
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A network operator owns and manages a telecommunications infrastructure for 

the transport of signalling (control plane) and the transport of user traffic (user 

plane) over a wireless or wired medium. 

An application provider provides information without being responsible for its 

transport. For instance, an application provider could be an organisation provid- 
ing an access to a digitial library. 

A market provider develops and controls one or more digital marketplaces in 

which specific services can be traded. In the presented framework, digital mar- 
ketplaces are established for the trading of communications services supplied by 

mobile network operators. The marketplace is administratively owned by a single 
party such as, but not limited to, an existing service provider or network operator, 
owned by a telecommunications regulating authority or owned by a federation of 
service providers and network operators. 

The terminal provider is an organisation that provides mobile terminals to service 
providers and/or users. The terminal provider does not provide communications 
services and does not own a network infrastructure. Recently, developments in 

software radio have made possible the provision of terminals able to reconfigure 
themselves dynamically according to available air interfaces. For instance, ter- 
minals reconfigure their protocol stack by techniques such as software downloads 

over-the-air [Tuttlebee, 1999]. 

In actual 2G networks, customers are 'owned' by the network operator. Meaning 
that customers are directly associated with a single network operator for the dura- 
tion of the subscription. In the proposed framework, market providers and service 
providers interpose themselves between network operators and customers. In eco- 
nomical terms, market providers and service providers are called 'intermediaries' 

and if acting in digital marketplaces they are defined as organisations that "pro- 

vide the IT and business infrastructure to facilitate the completion of commercial 
transactions over inter- organisational computer networks" [Clark and Lee, 1999]. 
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5.4 Infrastructure and Agent Directory 

The proposal is developed as a framework that fits into the Services layer of 
the layered architecture depicted in Figure 5.4 (extended architecture initially 

presented in Chapter 2). Within the framework, users, service providers and 
network operators are represented by one or more software agents, called respec- 
tively user, service and network agents. Service and user agents negotiate with 
network agents for the provision of communications services aiming at maximising 
their utility. These negotiations are performed wherever the user is located and 

whenever the user needs, as far as a digital marketplace is reachable. The digital 

marketplace that enables these negotiations is regulated by a market provider 

which is represented by one or more market agents. 

Economists use two terms for characterising non-digital markets: 'complemen- 

tarity' and 'substitutability' [Wellman, 1993]. Complementarity reflects the fact 

that resources owned by organisations can be combined for developing high levels 

of service quality that could not have been achieved by independent organisations 
operating on their own. 

In the framework, the complementarity deals with the use of radio spectra owned 
by various network operators in order to serve a single user communications ses- 
sion. On the other hand, substitutability reflects the fact that in a marketplace 
the user can objectively choose the supplier. Therefore a competition between 

suppliers occurs and service prices fluctuate before converging to an equilibrium 
state where the market supply equals the market demand. In the proposed frame- 

work, substitutability is concerned with the ability a mobile user has to choose 
from several network operators for the provision of communication services. 

In the digital marketplaces, network operators face competition and resulting 
service prices become more cost effective. A combination of substitutability 
and complementarity is therefore a candidate approach for the specification of 
a generic framework that fulfils the requirements of future generations of mobile 
systems. Particularly, the framework supports the expected convergence of com- 
munications technologies such as satellite, cordless and cellular radio and eases the 
interconnection of infrastructures belonging to independent network operators. 
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5.4.1 Interconnection of Digital Marketplaces 

The Services layer is an intermediary layer implemented as a logical intercon- 

nection of digital marketplaces. Each digital marketplace enables the trading 

of communications services within a particular geographical area. Several inter- 

connected digital marketplaces would suffice to manage communications over a 
city. 

A marketplace would implement a platform where local network operators would 
propose their communications services over an area where the usage pattern is 

geographically homogeneous. 

The establishment of marketplaces boundaries can be configured off-line by study- 
ing the usage pattern of each geographical area or marketplaces boundaries could 
be defined dynamically. 

A possible system infrastructure based on the digital marketplace framework is 
depicted by Figure 5.5. Network operators interconnect their infrastructures in 

order to build up a 'global interconnection'. Independent infrastructures are 
interfaced to the global interconnection through a network operator server, or 
gateway, populated with Network Home Agents (NHAs). Network operators' in- 
frastructures are usually proprietary and dedicated to a specific communications 
technology such as satellite, cellular radio or cordless communications. Service 

provider and application provider servers are also connected to the global in- 

terconnection. In each service provider server runs a set of User Home Agents 
(UHAs). The global interconnection is interfaced to the Public Switch Telephone 
Network (PSTN). Digital marketplaces, which are managed by one or more mar- 
ket providers, are connected to this global interconnection. A server physically 
supports one or more marketplaces and is populated by Market Interface Agents 
(NIIAs), Market Controller Agents (XICAs) and other service providers, network 
operators and user agents. 

Since users can move, the migration of SPAs and USAs from marketplace to 
marketplace is expected. An inter-marketplace communications will ease these 
migrations (communications between NIIAs). 
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5.4.2 Market Provider Server 

Each marketplace server is populated by various agents, some owned by network 
operators, some owned by service providers and others owned by users. It has 

to be noted that digital marketplaces enable agents to negotiate and re-negotiate 
contracts but once a contract has been agreed for a communications session then 
the transport of user traffic is handled directly by the network operator infras- 
tructures in the way it is actually performed with 2G network infrastructures. 

5.4.2.1 Service Registry 

The service registry keeps records of all SPAs and USAs that are registered in 

a digital marketplace. Each reference in the registry informs on the following 

properties: 

9 Service agent identification; 

9 Identification of the agent owner (user for a USA and service provider for 

an SPA). 

5.4.2.2 Network Registry 

The network registry keeps record of all NOAs that are registered in a digital 

marketplace. Each reference in the registry informs on the following properties: 

" Network agent identification; 

" Network operator identification (owner); 

" Network protocols that are supported by the network operator infrastruc- 
ture; 

" Terminal capabilities required for the establishment of a wireless connection 
between the user terminal and the network operator infrastructure; 
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The penalty decommitment of the network agent regarding the fulfilment 

of its contracts. The Market Controller Agent (MCA) updates this infor- 

mation. 

5.4.3 Logical Market Channel 

Unlike in 2G systems, in the framework service providers do not own a network 
infrastructure nor a control channel. Therefore, the service provider's mobile 
users are not attached implicitly to any network operator infrastructure and do 

not have control channels for placing outgoing session requests. In order to coun- 
teract this problem, the notion of Logical Maxket Channel (LMC) is introduced. 
The LNIC is physically supported by one or more network operators. For this 
purpose, the market provider tenders LNIC contracts to network operators via 
the digital marketplaces at marketplace initialisation. Considering one market- 
place, the LNIC is composed of several physical control channels: one physical 
control channel per communications technology such as satellite or land cellular 
radio (GSN1900, GSN11800, DCS1900, etc. ). Once a network operator has been 

selected for supporting a physical control channel then all requests placed on the 
control channel are forwarded to the associated market provider. 

5.4.4 The Global Interconnection 

Servers described in the previous section need to be interconnected. Several 

alternatives are feasible for this purpose. An interconnection via the Public Switch 
Telephone Network (PSTN) is not considered appropriate for the system since 
PSTN call set-ups of long duration represent a delay constraint to the real time 
negotiation between software agents. Other alternatives could be the Internet 
with QoS mechanisms (see Intserv and Diffserv architectures in Appendix C) in 
place to route efficiently the signalling or a dedicated backbone possibly based on 
high-speed network technologies such as ATM, SONET or WDX1. 
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When agent migration is permitted, most negotiation interactions are confined to 
the marketplace host. In this situation, most of the negotiation time the global 
interconnection is not involved in interactions. However, transmission over the 
interconnection is required for forwarding and confirming contract requests, for 

getting contract bids from network infrastructures, for migrating agents and also 
for reporting terminating connections status. 

Once a network operator infrastructure has been selected then the user traffic 
is routed in the usual way without involving the maxketplaces and the global 
interconnection. Chapter 8 presents an experiment that has been conducted in 

order to estimate the average negotiation overhead involved with the proposed 
framework. 

5.4.5 Service Provider, Network Operator and Applica- 
tion Servers and User Terminals 

The service provider server is populated with User Home Agents (UHA). One 
UHA manages requests for a subscriber. Each incoming request is analysed and 
if compliant with the subscription then considered for a service auction. 

The service provider server receives requests for content provision from service 
providers and users. Each request specifies what content is required and is as- 
sociated with an application contract. The Application Provider Agent (APA) 

answers the requests by setting a price to the associated application contracts. If 
the application contract is accepted by the requestor then the application contract 
is paid and the content is provided. 

Each network operator server accommodates a Network Operator Agent (NOA). 
The NOA manages requests from Network Operators Agents operating in remote 
market provider servers. Each NOA is in tight relation with network management 
components of the network operator infrastructure in order to put relevant bids 
in digital marketplaces. 

User terminals also accommodate agents which can communicate with other 
agents located in marketplaces via a Logical Market Channel (LNIC). 
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5.4.6 Agent Directory 

Users, service providers, network operators and market providers are represented 
in the system by a set of agents. Agents are stationary agents if they do not move 
from one environment to another. Otherwise they are mobile. The agent tech- 
nology has been presented in Chapter 3 and the agent directory of the proposed 
conceptual framework is described below: 

Network Home Agent (NHA) is a stationary agent that runs on the network 
operator domain. If a network operator committed itself to a registration 
and paging contract with a service provider then the associated NHA man- 
ages the paging requests for mobile user(s) covered by the contract. Con- 

ceptually, each network operator owns one NHA. Practically, several NHAs 

could be distributed over the system for efficiency. 

User Home Agent (UHA) is a stationary agent that runs on the service provider 
domain. The UHA handles all incoming session requests for a particular 
user. The UHA is in relation with one or more NHAs for paging the asso- 
ciated mobile user. The UHA also handles requests generated by the user 
terminal. It also interacts with other agents active in various marketplaces. 

Service Provider Agent (SPA) is a mobile agent that migrates from the server 
provider domain to the market domain when there is a need to negotiate 
locally contracts on the behalf of a user. The SPA acts on behalf of the 

user and the service provider. 

User Service Agent (USA) is uploaded directly from the user terminal to the 

marketplace. Once uploaded, the USA behaves similarly as the SPA but the 
USA pays directly the contracted parties with electronic payment at the end 
or during the communications session. Such a process permits mobile users 
to access services that are not covered by their subscription contracts. The 
USA acts on behalf of the user. Several alternatives for electronic payment 
methods such as digital cash, electronic fund transfer and Ecash have been 

presented in [Panurach, 1996]. 

Network Operator Agent (NOA) is a stationary agent that runs on behalf of 
a network operator in the market domain. The NOA is in relation with 
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resource managers from the network operator's infrastructure in order to 

estimate what flows can be supported. NOAs propose bids to flow contracts 
that are tendered by SPAs and USAs. A network operator that is willing 
to trade over a particular geographical area registers a NOA in each of 
the digital marketplace that is covered by the geographical area. At the 

registration, the NOA specifies what type of services it can support and 

what terminal capabilities are required (see network registry specification 
in Section 5.4.2.2). The network registry of each marketplace informs on the 

penalty of each NOA that is registered. The penalty permits to differentiate 

the NOAs that fulfil their contracts from those which are less reliable. This 

penalty information is used as a parameter of SPAs objective function to 

guide their choices during the negotiations. 

User Terminal Agent (UTA) is a stationary agent that is active on the user 
terminal domain when the terminal is switched on. The UTA is in relation 
with marketplaces via their respective LNICs. The UTA acts on behalf of 
the user. 

Market Interface Agent (NIIA) is a stationary agent that handles requests 
from agents located outside the marketplace (UHA and UTA) and agents 
located inside the marketplace (USA, SPA and NOA). The NIIA acts on 
behalf of the market provider and runs in the market domain. 

Market Controller Agent (XICA) is a stationary agent that resides in each 
digital marketplace. One of the NICA functions consists in updating the 
decommitment penalty field of the network registry according to what reg- 
istered NOAs are achieving regarding the contract they are committed to 
honour. 

5.5 Object-oriented Model 

Relationships between sessions, flows and contracts are graphically represented 
in Figure 5.6 .A subscription allows the support of several sessions over the sub- 
scription time. A session is not necessarily part of a subscription since a user can 
establish a direct electronic payment to the network operator. A session is com- 
posed of at least one flow and a flow is composed of at least one connection. ThE 
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subscription contract is a formal agreement between a service provider and a con- 
sumer for a subscription. The session contract is a formal agreement between the 

service provider and the consumer for the transport of a session's traffic. The flow 

contract is a formal agreement between the network operator and the consumer 
or the service provider for the transport of a flow's traffic. The LMC contract is 

a formal agreement between the market provider and a network operator for the 
transport of market related signalling. The network operator manages a network 
infrastructure with at least one routing controller. Each routing controller is in 

relation with at least one service contract manager. The connection contract is a 
formal agreement between the routing controller and a service contract manager 
for the transport of a connection's traffic. 

5.6 Contracts 

Like in non-digital marketplaces, different parties involved in a transaction specify 
the service to be delivered by an agreement formalised by a contract. The agreed 

contracts can be subject to re-negotiation. In this thesis, seven types of contracts 

are considered: 

1. Subscription Contracts; 

2. Session Contracts; 

I Application Contracts; 

4. Registration and Paging Contracts; 

5. Logical Market Channel (LNIC) Contracts; 

6. Flow Contracts; 

7. Connection Contracts. 

The notion of flow is revie-vyed in [Campbell, 1996] as: "the production, trans- 

mission and eventual consumption of a single media source (viz. audio, video, 
data) as an integrated activity governed by a single statement of QoS, flows are 
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always simplex but can either unicast or multicast; flows generally require end-to- 
end admission control and resource reservation, and support heterogeneous QoS 

demands". A multimedia session is composed of several flows, therefore contracts 

specify the requirements for each flow and are complemented with constraints of 
inter-flow synchronisation. 

Figure 5.6 shows the relations between contractual actors and the different types 

of contracts that can be agreed between contractual actors. 

5.6.1 Subscription Contracts 

The subscription contract is an agreement between a service provider and a cus- 
tomer which is usually negotiated offline. The subscription contract states that 
the service provider will act on behalf of the customer in the telecommunications 

system for the provision of a specific range of services, for a specific geographical 
area and for an agreed period of time. For instance, a customer could have a 
yearly subscription for Internet services such as FTP and Web for the United 
Kingdom at a specified price scheme (subscription fee and off-peak/peak rates). 
Customers are not restricted to contracting with only one service provider. For 
instance, a user could contract with a service provider for Internet services and 
with another service provider for high quality video communications. 

5.6.2 Registration and Paging Contracts 

A registration and paging contract is agreed between a network operator and a 
service provider. The contract states that the network operator will keep track 
of the user location over a geographical area and will also page the mobile for 
incoming sessions. It is expected that network operators would charge service 
providers for this type of service. The registration and paging service involves 
the transport of signalling traffic on the network for tracking the user location. In 
turn, the service provider could either charge directly the user for the registration 
and paging contract or this service could be covered by the subscription. 
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5.6.3 LMC Contracts 

The LMC enables unregistered mobile users to access the marketplace. If the 

market provider does not own a LNIC then the market provider tenders a LMC 

contract among the network operators that are registered in the marketplace. The 
LMC contract specifies the LMC requirement in terms of capacity and terminal 

capabilities to access the LMC. Alternatively, LMCs can be negotiated offline 
between network operators and market providers. For this LMC service, the 

market provider would be charged a flat rate or a per request fee by the serving 
network operator. In turn, the market provider could charge service and network 
agents at the market registration or each time an agent gets involved in a call 
auction. 

5.6.4 Session Contracts 

At session set-up, customers negotiate the support of sessions with their respec- 
tive service providers if the session is covered by a subscription package. The 

negotiation leads to the specification of a session contract. If the service provider 

cannot support the session then the session is rejected, otherwise the session is 

accepted for a call for bids in the marketplace. For instance, a subscriber could 
contract with a service provider for the provision of a multimedia session at a 
specific QoS level. Needless to say, at this time, the user needs to have an up-to- 
date subscription contract with a service provider. The negotiation can be totally 

seamless for the subscribers for instance by using default profiles configured at the 

subscription package by the service provider. The session is charged according to 

an agreed pricing scheme (see Section 2.5). The session price also depends on the 

content cost as specified by an optional application contract. 

5.6.5 Flow Contracts 

In the conceptual framework, the service provider or the customer needs to con- 
tract with one or more network operators for the support of a session. For in- 
stance, the service provider could contract with network operator A and network 
operator B for the support of a multimedia session. The service provider or the 
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customer will contract with the network operator A for the support of the video 
flows and with the network operator B for the support of the audio flows. The 

agreement between a service provider or a customer and a network operator for 

a particular flow is specified by a flow contract. Two types of communications 
are identified in communications networks: discrete and continuous media com- 
munications [Fluckiger, 1995]. Continuous media communications are time-based 

whereas discrete media communications are time independent. Discrete media 
communications involve the bulk transfer of images, text and graphics whereas 
continuous media communications are concerned with sound, video and computer 

animation. To reflect this distinction, a flow contract is specified differently for a 
discrete media communications and for a continuous media communications. 

5.6.6 Connection Contracts 

Another type of contract can be agreed between two entities of the resource man- 
agement architecture: the Flow Controller (FC) and the Connection Controller 
(CC). Functions of FCs and CCs are described in the next chapter. Both enti- 
ties belong to the same network operator and are parts of the network operator 
infrastructure. The connection contract specifies what has to be delivered at 
the connection level. In this thesis, a flow is regarded as a stream of data that 
is organised as a sequence of several connections. Each connection represents 
the effective link between the Mobile Station (NIS) and the Base Station (BS). 
When the NIS handovers to another BS then another connection is established. 
For instance a multimedia session in a mobile system is divided into flows and 
connections as shown by Figure 5.7. 

5.6.7 Application Contracts 

An application contract is negotiated between the application provider and the 

service provider. The application contract specifies what content will be delivered 

and at what price independently from the content transport. For instance, the 

application contract could concerned the front page content of newspaper A at 
price PA or the movie stream B at price PB. PA and PB are prices for the provision 
of the application content. The service provider has to top the content price with 
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Figure 5.7: Multimedia Session, flow and connections 

the cost of content transport (flow contracts). If a voice session is considered then 

the application contract is optional. For instance, an application contract could 

specify a content price if the voice application is concerned with a payable voice- 
based online support service. For a personal conversation the content information 

is usually not charged on the content and the overall cost will be the sum of all 
flow contracts costs. 

Discussion: Market-based pricing scheme for each digital marketplace. 
One of the framework key features is to let suppliers and customers of commu- 

nications services to negotiate in a digital competitive environment. The price 

charged for services will therefore be competitive and dynamically variable in 
function of fluctuations of demand and supply. In current mobile systems, the 

pricing schemes have been borrowed from the ones established for fixed telephony: 

time-based pricing (off peak and peak periods) with subscription fee. It has to 
be noted that the price paid by end users does not always reflect the underlying 

radio resource cost. For instance, it is more advantageous for a network operator 
to accommodate a communications session in the residential area of a city during 

the office hours since in this context radio resources are not relatively scarce. Why 

then, during the office hours, is a user charged at a peak rate when located in 

the residential area? Why is the user, in the residential area, charged as much as 
another user in the business area where the radio resources are scarcer? Pricing 
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strategies more representative to the use of radio resources could be established. 
A price for peak price geographical zone and a price for off-peak geographical 
zone. For instance, the user terminal would have a price indicator (similar to the 

reception indicator of 2G systems' terminals) that indicates the price the user 
will be charged if he/she wishes to place a communications session in the cur- 
rent geographical area. The price indication will be obtained from the available 
marketplace. It will enable applications to monitor price fluctuations and trig- 
ger proactively the transmission of data to the user's terminal when the price is 
low. Smart applications that would exploit the proposed scheme dynamics in- 

clude callback services [Campbell et al., 1999] and range from email download to 

automatic organiser update. The definition of billing strategies goes beyond the 

scope of this thesis but it is expected that the digital market-based framework 

will allow the introduction of fairer billing schemes and smarter applications that 
exploit efficiently the scarce radio resources. 

5.7 Auction Protocol 

The selection of network operators for the support of telecommunications ser- 
vices is performed through service auctions involving agents in a marketplace. 
The choice of the auction protocol has to take into consideration the processing 
time involved since it has a direct impact on the session set-up time. However, 

an implementation of a marketplace with Java RNII and using a one-shot auction 
showed that the negotiation overhead could be kept below 50 msec. The exper- 
iment which has been conducted is detailled in Chapter 8. At session set-up, a 
call for bids is initiated by the service agent for one or more flows. Each call for 
bids is associated with the following parameters: 

oA flow contract specification; 

e Service agent encryption public key. 

Each network agent in the marketplace considers the call for bids. The network 
agent then decides if it has to forward the request to its home network that is 
able to provide a more accurate bid proposition. In some situations, the network 
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agent could place directly a bid without contacting the home network (voice call, 
etc. ). In fact, the strategy to adopt regarding bid handling is not specified as part 
of the conceptual framework. This leaves the freedom to network operators to 

adopt the strategy they think is the most suitable and this reflects more closely 
what really happens in non-digital marketplaces. The call for bids is public but 
the bids are either sealed or public depending on the auction protocol used. In the 
case of sealed bids, each network operator agent encrypts the bid with the service 
agent public key. The bidding strategies of agents are crucial in the negotiation 
process and will contrast successful trading initiatives from non-successful ones. 

Discussion on the choice of an auction protocol for the proposed frame- 

work: The term 'auction' is usually used to denote "an impartial mechanism that 
takes in one or more buy bids and one or more sell bids and yields a set of binding 
transactions" [Kearney and Merlat, 1999]. In most situations, an auction involves 

one seller and several buyers. In the proposed framework, an auction for a com- 
munication service involves one buyer (the user or the service provider) and one 
or more sellers (network operators). The auction mechanism which has been con- 
sidered for this research project is a variant of the sealed-bid first-price auction 
protocol. In the original sealed-bid first-price auction as reviewed in [Sandholm, 
1996], one seller and several buyers are involved in the sale of one commodity 
item. In the variant proposed in this thesis, one buyer (service provider) and 
several sellers (network operators) are involved in the sale of a service. Further- 

more, the auction winner is not selected only according to the offered price. In 
the proposed variant, the winner which is selected is the one which maximises the 

service agent utility while meeting the associated service valuation, if any. The 

sealed-bid first-price auction is one of the four major auction types as classified 
by William Vickrey' and outlined in [Vulkan and Jennings, 2000; Weiss (Ed. ), 
1999]. The three other auctions are the English auction, the Dutch auction and 
the Vickrey auction. In each auction, an entity, called auctioneer, specifies the 
auction rules and controls the auction process. In the proposed framework, the 
auctioneer is represented by the market provider. With the English auction (also 

called the open-outcry auction or the ascending price auction), the auctioneer 
begins with the lowest price (called also the reserve price), for a single commod- 
ity item and solicits successively higher bids from potential buyers until no one 

'William Vickrey is the winner of the 1996 Nobel price in Economic Sciences. 
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is willing to increase the bid. At the end of this process, the auction winner is 
the bidder which offered the highest price. With the Dutch auction (also called 
the descending price auction), the auctioneer begins with a high bid which is 

progressively lowered until one of the potential buyer accepts to purchase the 
item at the current offered price. Finally, with the Vickrey auction (also called 
uniform second-price auction), the process is similar to the sealed-bid first price 
auction except that the winner purchases the item at the second highest bid (or 
highest unsuccessful bid). The English and Dutch auctions can be of high dura- 
tion relatively to the two other auctions. The number of rounds in an English 

auction is difficult to predict (as an obvious example is the auction for 3C licences 
in the United Kingdom which can be seen as a variant of the English auction). 
The Dutch auction process has to keep a period of time between each price offer 
for buyers to be able to take the decision of buying or waiting. Considering the 
timing constraints involved in the proposed framework (a call has to be auctioned 
as quickly as possible), the sealed-bid first-price and the Vickrey auctions are the 
most appropriate. The Vickrey auction was not chosen since service agents in 

a digital marketplace do not base their network selection strategy only on the 
offered price but also on individual network agent's reputations. In the market- 
place context, the use of the Vickrey auction in the considered scenarios leads 
to an unfair pricing of services. To meet the timing constraints and negotiation 
strategy requirements, the variant of the sealed-bid first-price, as detailed in this 
chapter, is considered as the most adequate. 

5.8 Network Agents' Pricing Schemes 

It is expected that in the proposed framework, each network agent will have its 
own pricing scheme. This section presents two of them: a fixed pricing scheme 
and a dynamic pricing scheme. With the fixed pricing scheme, the network agent 
establishes a relation between the offered price and the remaining resources in 
its system. With the dynamic pricing scheme, each network agent updates its 
offered price according to fluctuations of market supply and market demand, so 
to remain competitive. 
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5.8.1 Fixed Pricing Scheme 

The objective of the fixed pricing scheme formulation is to generalise the flat- 

rate and resource-based pricing schemes with a parameterised. function to be 
incorporated in network agents' objective functions. For a contract tender, the 

network agent calculates the bid price for the rth connection with the following 
formula: 

pricei(r) = mini + ai(r). (maxi - mini) 

where mini is the minimum price and maxi is the maximum price. ai(r) is 

a monotonic increasing function that gives the relation between the number of 
contracts on offer and the offered price. It is accepted that this function is best 

represented by an exponential function [Gibney and Jennings, 1998; Sierra et al., 
1997]. The function which has been derived for this study is of the form: 

rýi 0 

ai(r) = -(e 

Ni-1 )-1 

(5.2) 
e, 3 -i 

where Ni is the maximum number of contracts that can be supported by network 
agent i and, 3 is a parameter that characterises the price evolution. 0 can be set 
at 0 to obtain the function characterising a flat-rate pricing scheme for a unitary 
price of mini. This pricing scheme allows the network operator to specify prices 
according to remaining resources in the networks. Minimum and maximum prices 
have to be set-up according to the market demand and overall market supply. If 
these demand and supply 2 are highly variable then it might be more efficient 
to let network agents calculate dynamically the price of individual connections 
according to the market state, so adjusting the price to reach an equilibrium 
where the market supply equals the market demand. 

'The overall market supply can be affected by network operators registering and de- 
registering a marketplace, so adding and removing network resources. 0 C5 0 
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5.8.2 Dynamic Pricing Scheme 

As explained in the previous section, it might be more efficient to allow network 
agents to update dynamically their offered price so to reach a market equilibrium. 
One way of obtaining this equilibrium is to embed a tatonnement process (see 
Section 3.2.4) decision mechanism in each network agent decision module. In this 
scheme, each network agent analyses call auctions that have occurred in the past 
in order to determine autonomously the market price they can offer. During a 
call auction, a network agent can either propose a price (if resources are available) 
or withdraw from the auction (no resource available, the network has reached its 

maximum capacity). These two information parameters are implicitly known by 

network agents involved in call auctions. If a network agent has to withdraw from 

a call auction, this means that there is an excess market demand therefore it has 
to increase the offered price in order the block users with low service valuation. 
If the network agent is able to offer a price for the call tender and is the auction 
winner then the network agent does not have to change at all the offered price. 
However, if the network agent is able to offer a price but looses the call auction 
means that either the price offered is too high, either the agent reputation is not 
good enough. According to these considerations, a network agent updates the 
offered price as specified below: 

P= PQ 
BResource (A) - Bo', i,, (A), 

, Cýl 1-1 +A --p (5.3) 

where P, 1 is the price offered by network agent a during call auction c. BRIsource (A) 

is the number of calls blocked because the network operator a was not able to offer 
a bid price (no resources were available) over the last A call auctions. Býrice(A) 
is the number of calls blocked because the network operator was not able to meet 
service agent valuations over the last A call auctions. S is a constant which 
represents the maximum price differential between two price updates and A rep- 
resents the number of calls to be auctioned before the price can be updated. 
BRIesource(A) - BPrice(A) is an estimation of the imbalance between supply and 
demand. In the event where the agent does not meet the valuation the agent de- 

creases its offered price (B" - B" ice (A) is negative). With this scheme, Resource(A) Pr 
agents directly react to perceived changes in their environment. Such agents are 
sometimes called 'purely reactive agents' [Weiss (Ed. ), 1999, Chapter 1] (see Sec- 
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tion 3.1.2.3). This tatonnement-based scheme differs from the one used in the 
WALRAS algorithm (see Chapter 3) in the sense that each network agent updates 
its offered price in a distributed manner whereas a central auctioneer clears the 

price in the WALRAS algorithm. Also, service and network agents start trading 
before the equilibrium is reached whereas buyers and sellers of the WALRAS al- 
gorithm have to wait for the system to reach the equilibrium. With this pricing 
scheme, agents ensure that they remain competitive whatever the call admission 
strategy implemented by the network operator. 

Chapter 8 shows the market dynamics where agents trade-off price against rep- 
utation in order to remain competitive. It has to be noted that the proposed 
negotiation strategies are developed to illustrate the proposed framework. In a 
real system, network operators, service providers and users could be allowed to 
design their own agents with specific negotiation strategies. 

5.9 Service Agents' Negotiation Strategies 

As for network agents, it is expected that services agents will have personalised 

negotiation strategies. In this section, two of them are presented: the preference- 
based and the valuation-based negotiation strategies. With the the preference- 
based strategy, a service agent strategy is characterised by a set of strategic 

weights. These weights enable the agent to select the operator which best meets 
the user requirements. With the valuation-based strategy, service agents also 
have a service valuation in addition of the preference strategic weights. 

5.9.1 Preference-base Service Agent Objective Function 

With this strategy, the service agent's objective function in the negotiation pro- 
cess takes two parameters: the network agent penalty and the network agent bid 

price. A service agent could have the objective of selecting the network operator 
with the lowest bid price (for a personal session for instance). Alternatively a 
service agent could have the objective to select the network operator that is asso- 
ciated with the lowest decommitment penalty (for a business session for instance). 
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A tYpical service agent selection function taking into account the two parameters 
is defined in the following formulation. 

Formulation: The objective of this formulation is to construct a parameterised 
generic objective function to be easily incorporated into service agent strategies. 
The generic function takes into consideration two parameters for each bid: the bid 

price and the bidder's reputation (as represented by its associated penalty tag). It 

can be envisaged that complementary information on the market state might be 

available from the market provider. In this situation, a more complex objective 
function might be more appropriate. The service agent strategy is characterised 
by the pair of weights (wp, i,,, Wpenalty). For a contract tender, the service agent 

receives B bids. The vector Al contains B elements mi where mi is the price 
offered by bidder i (0 < mi < 1). Similarly, the vector P contains B elements pi 

where pi is the penalty of bidder i at the bid proposal (0 < pi :5 1). The pair 

of elements (mi, pi) characterises the first bid received by the service agent for 

a particular tender. The pair of elements (? n2)P2) characterises the second bid 

received and so on. The pair of elements (MB 
7 PB) characterises the last bid (B", 

bid) that has been offered before the contract deadline expired. According to its 

strategy and to the bids which have been received, the service agent will choose 
the successful network agent by applying the following formula: 

selection (Wprice 
7 Wpenaltyi Ali P) = min(filVi E [1.. B], (5.4) 

Wprice-Mi + Wpenalty-Pi !ý Wprice-7nj + Wpenalty-Pj}) (5.5) 

The function returns an integer between 1 and B which identifies the successful 
bidder. 

A service agent which is willing to always accept bids with the lowest price has a 
strategy identified by the pair (wpi,, = 1, Wpenalty = 0). However, a service agent 
which is willing to accept the offer from the bidder which has the lowest penalty 
has a strategy identified by the pair (Wprice = 0, Wpenalty = 1). A service agent 
which is willing to take into consideration both the price and penalty with equal 
importance has a strategy identified by the pair (Wp, ice = 0.5, Wpenalty = 0.5). 
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5.9.2 Valuation-based Service Agent Objective Function 

The previous negotiation strategy allows the service agent to select a network 
operator according to its strategic preference weights. In this section, it is shown 
that the service agent valuation for the service can also be taken into account for 
developing a service agent negotiation strategy. In the previous scheme, a service 
agent always accepts the bid which best meets its preferences. In this scheme, a 
service agent only accepts a bid if it also meets its service valuation. 

Formulation: In the valuation-based scheme, the service agent accepts or rejects 
bids according to the two following criteria: 

Bid Accepted: (3a EN such that v>b, ) (5.6) 

Bid Rejected: (Va E N, v<b,,, ) (5.7) 

where v is the service agent valuation. N is the set of all registered network 
agents and b,, is defined as: 

ba = Wprice-Pa + Wpenalty. r,, (5.8) 

where p,, is the price offered by network agent a and r,, its associated reputation. 

The relation between penalty, preferences and valuation is graphically illustrated 

with Figures 5.8 and 5.9. 

5.10 Reporting and Decommitment Penalty 

As described in previous sections, a decommitment tag identifies network agents 
that are not reliable from those which are more reliable. By registering in the 
marketplace, network agents accept the rules of negotiation defined by the market 
provider. One of the rules is that the network agent has to report on its contract 
fulfilments to the market provider. At the marketplace level, a network agent will 
then report, at the end of each flow communications phase, on the status of the 
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entire flow. The binary report is cumulated to the existing decommitment penalty 
and is made publicly available to service agents. In the Internet marketplace eBay 
for auctioning commodities, sellers receive +1,0, -1 as feedback for their reliability 
in each auction and their reputation is calculated as the sum of those ratings over 
the last six months [Zacharia et al., 1999]. In the proposed conceptual framework, 

the penalty is calculated according to the following formulation. 

Formulation: The commitment function is defined as: 

commitment(c) 
1 if contract c was committed (5.9) 
0 if contract c was decommitted. 

The penalty of a network agent is calculated as follow: 

size(C) 
E1- commitment(ci) 

penalty(C) = 
i=size(C)-d 

d 
(5.10) 

where C is the vector of contracts ci, ci is the ith contract to have been accepted 
by the associated network agent and d is the penalty depth. The function returns 
a decimal value between 0 and 1. At the network-level, one way of measuring 
contract commitment according to the degradation allowance was presented pre- 
viously in Chapter 4 of this thesis. 

5.11 Agent Interactions 

In the following scenario examples, user and service agents always migrate to the 

market provider server (marketplace) in order to negotiate locally with network 
operator agents. If only few messages are transmitted then it might be more 
efficient not to migrate agents but to let agents negotiate from their owner's 
server (network operator server, service provider server and terminals) over the 

global interconnection or the LNIC. However, the number of messages exchanged 
between the negotiating agents is expected to be high enough to suggest agent 
migrations. Advantages of migrating agents over a network have been reviewed 
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in Chapter 3. An evaluation of the system performance with and without agent 
migration is presented in Chapter 8. 

5.11.1 Registration Procedure 

The registration procedure enables a user to be paged for incoming sessions by 

a selected network operator. If the user is mobile then the selected network 
operator is also committed to keep track of the user location. Figure 5.10 shows 
the interactions between agents. 

Functional Steps: 

1. The user switches the terminal on. The UTA (User Terminal Agent) lo- 

cated on the user terminal becomes active and sends a registration request 
(Reg. Req) to the MIA (Market Interface Agent) via the LNIC (Logical Mar- 
ket Channel). 

2. The MIA forwards the registration request to the UHA (User Home Agent). 
The UHA is active on the service provider domain. The UHA location is 

embedded in the registration request generated by the UTA. 

3. The UHA migrates the SPA (Service Provider Agent) to the marketplace 

where the user is located. 

4. The SPA tenders a registration and paging contract among the NOAs (Net- 

work Operator Agent) that are physically able to support this type of ser- 
vice. 

5. The NOAs propose back bids on the contract. 

6. The SPA selects the NOA that is the most suitable for supporting the 
registration and paging service. 

7. The selected NOA confirms the UTA that it will page the terminal for 
incoming sessions. 

8. The UHA state is updated by the SPA. In particular the location of the NHA 
(Network Home Agent) is kept for forwarding incoming session requests. 
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9. The SPA is optionally removed from the marketplace. 
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Figure 5.10: Registration Procedure 

5.11.2 Establishment of an Outgoing Voice Session (Con- 

trolled by the Service Provider) 

In this scenario, the user establishes an outgoing session which is not paid directly 
in the marketplace but which will be paid later to the service provider. The 

required service is therefore covered by the subscription contract. However, a 
session contract is first established between the user and the service provider. 
Figure 5.11 shows the interactions between agents. 

Functional Steps: 
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1. The user generates a connection request (Conn. Req) through the LMC to 
the MIA. A session contract is embedded in the connection request. 

2. The MIA forwards the connection request to the UHA (User Home Agent). 
The UHA is active on the service provider domain. The UHA location is 

embedded in the registration request generated by the UTA. 

3. The UHA migrates the SPA (Service Provider Agent) to the marketplace 
where the user is located. 

4. The SPA split the session contract into several flow contracts and tenders 

each flow contract to NOAs. 

5. NOAs propose back bids for the flow contracts. 

6. The SPA selects the NOAs that are the most suitable to support the session. 

7. NOAs that have been selected by the SPA to support the flows confirm to 
the UTA that the flows are established. 

8. Once the session communication ends then the UTA releases each flow by 

sending connection release signals to the selected NOAs. 

9. NOAs reports on commitments to the MIA. The MIA updates the associ- 
ated decommitment penalties. 

10. The NOAs inform the SPA that the session has ended. 

11. The SPA updates the UHA state with the billing information related to the 
session. 

12. The SPA is optionally removed from the marketplace. 

5.11.3 Establishment of an Outgoing Voice Session (Not 

Controlled by the Service Provider) 

In this scenario, the user establishes an outgoing session which is paid directly 
in the marketplace. No session contract needs to be established between the 
user and a service provider but rather the user generates independently a session 
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specification and resulting flow contracts are negotiated directly with the network 
operators. Figure 5.12 shows the interactions between agents. 

Functional Steps: 

1. The user generates a connection request (Conn. Req) through the LMC to 

the MIA. A session specification and the code of the USA (User Service 

Agent) are embedded in the connection request along with a means of elec- 
tronic payment. 

2. The MIA creates an instance of the USA. 

3. The USA split the session contract into flow contracts and tenders each flow 

contract among NOAs. 

4. NOAs provide back bids on flow contracts. 

5. The USA selects NOAs that are going to support the flows. 

6. When the session communication ends, the UTA informs the selected NOAs 
(Conn. Release) that the flows can be released. 

7. The NOAs inform the USA that the communication has ended. 

8. The NOAs report commitment to the MIA. The N11A updates the associated 
decommitment penalties. 

9. The USA makes a final payment to the NOAs and returns any surplus to 
the UTA. 

10. The USA is removed from the marketplace. 

Note: The scenario describes a situation where the mobile user uses the network 
operator resources and makes electronic payments at the end of the session com- 
munication to the serving NOAs. If the user terminal is disconnected before the 

electronic payment is made then NOAs will not be paid. In order to avoid this 

problem, the electronic payment could be performed directly after the contracts 
have been negotiated and before the communication starts or the payments could 
be done at specified intervals of time until the session is released. The payment 
mode is considered as one of the parameters of the flow contract and is negotiated 
between the USA and NOAs 
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5.11.4 Establishment of an Incoming Session 

In this scenario, an incoming session from the fixed network reaches the UHA. 
First the UHA needs to page the mobile user. For this purpose, the UHA contacts 
the NHA that has been contracted to keep track and to page the mobile user when 
requested (see Section 5.11.1). The NHA requires one of its NOA that is active 
in the marketplace where the user is located to page the mobile user (or page 
directly the mobile user from its infrastructure). The mobile user replies to the 
paging request by generating a connection request (Conn. Req) through the LNIC. 
Figure 5.13 shows the interactions between agents. 

Functional Steps: 

I. An incoming session connection request reaches the UHA on the service 
provider domain. 

2. The UHA requires the NHA with which it has agreed a registration and 
paging contract to page the mobile terminal. 

3. The NHA selects one of its NOA that is active in the marketplace where 
the user is located to page the mobile user through the LMC. Another 

alternative is that the network operator uses its own infrastructure to page 
the mobile user. 

4. The UTA on the user terminal is paged. 

5. The UTA replies back by generating a connection request (Conn. Req) on 
the LNIC. 

6. The MIA receives the connection request and forwards it to the UHA. 

7. The UHA migrates the SPA along with the session contract which was 
initially transmitted with the incoming session request. 

8. The SPA splits the session contract into flow contracts and tenders each 
independent flow contract among NOAs. 

9. NOAs generate back bids on the flow contracts. 

10. The SPA selects one or more NOAs to support the session. 
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11. Each selected NOA confirms to the UTA that a connection is established 
on their respective infrastructure. 

12. Once the session communication ends then the UTA releases each flow by 

sending connection release signals to the selected NOAs. 

13. The NOAs report commitment to the MIA. The MIA updates the associated 
decommitment penalties. 

14. The NOAs inform the SPA that the session has ended. 

15. The SPA updates the UHA state with the billing information related to the 

session. 

16. The SPA is optionally removed from the marketplace. 

5.12 Security Issues 

Regarding electronic marketplaces populated with trading agents, several issues 

are to be considered in order to avoid fraud and misrepresentation. Four main 
issues are considered in [Collins et al., 1998]: 

* Stealing another entity identity; 

e Dishonest Auctioneer; 

* Miscommunications of the rules under which an auction is being conducted; 

* Failure to follow through commitments. 

Discussion on security in a digital marketplace: In the digital market- 
place for trading communications services, the association of agents with digital 

signatures solves the issue of stolen entity identity. Digital signatures of service 
and network agents can be confirmed by querying a tierce organisation server 
connected to the global interconnection. In order to avoid dishonest auctioneers 
(market providers) to operate in the system, the national regulatory authority 
could ask each market provider to obtain a licence for setting up the activity 
and to log all transactions that are agreed in the marketplace for further control. 
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By registering in a marketplace, negotiating organisations commit themselves to 

adopt the negotiation protocol in place and certify that they are aware of the 

negotiation rules. The fourth issue regarding the failure to follow through com- 

mitments is to be considered cautiously in the case of trading telecommunications 

services in a mobile environment. It was shown in Chapter 4 that it is difficult 
for a network operator to guarantee the support of a given telecommunications 

service due to high fluctuation in the conditions of radio links. Chapter 6 spec- 
ifies management functions that are employed for the estimation of what can 
be delivered by a network operator regarding the specification of various con- 
tracts. In order to differentiate agents which are known to fulfill their contracts 
from these which do not, the proposed framework is associated with a mechanism 
for validating non-performance and assigning decommitment penalties. These 

decommitment penalties given to network agents are used by service and user 

agents as a parameter of their objective function that drives the negotiation. 

5.13 Qualitative Assessment considering OFTEL's 
Requirements 

The British telecommunications regulator, OFTEL (Office of Telecommunica- 
tions), recently stated that the mobile telecommunications market was not yet 
fully effective [OFTEL, 1999e]. However, OFTEL admitted that promoting com- 
petition was the prime route to ensuring that customer interests are best met. 
For this purpose, OFTEL, proposed several solutions to increase competition and 
has recently called for suggestions from customers and industries regarding these 

propositions. Two of the proposed solutions relevant to the work presented in 
this thesis are the concept of Mobile Virtual Network Operator (NIVNO) and 
the technique of Indirect Access (IA). So far platforms to implement them have 

not been technically specified. The framework presented in this thesis intends to 
be generic enough to support a wide range of applications and it could appropri- 
ately support the two solutions proposed by OFTEL. The next sections introduce 
the two OFTEL's propositions and describe why the conceptual framework is an 
appropriate platform for their implementation. 
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5.13.1 Mobile Virtual Network Operators 

The concept of MVNO has been introduced in OFTEL consultative document 
[OFTEL, 1999d] and industrial viewpoints on this topic have been surnmarised 
in [OFTEL, 1999e]. OFTEL defines an 'MVNO' as "an organisation that offers 
mobile subscription and call services to customers but does not have an alloca- 
tion of [radio] spectrum. It would therefore pay mobile network operators for the 

use of the mobile networks" [OFTEL, 1999e] and a'full' MVNO as "an MVNO 

with a Home Location Register, Mobile Switching Centre, Authentication Cen- 
tre, Equipment Identity Register and associated signalling capabilities". In the 
United Kingdom, only four mobile network operators have 2G licences for using 
the radio spectrum and OFTEL concluded in October 1999 that the telecommu- 

nications market was not yet fully competitive [OFTEL, 1999e]. The idea behind 

the MVNO concept is to enable MVNOs, who do not own licences to use the ra- 
dio spectrum, to enter the telecommunications market and therefore increase the 

competition associated with the provision of telecommunications services. The 
introduction of MVNOs will deliver customer benefits such as [OFTEL, 1999e]: 

9 greater choice; 

9 wider range of innovative services; 

9 seamless interaction between communications networks (GSNI and DECT 
for instance); 

e and lower retail prices. 

MNVOs could also provide their own handsets and market their own products 
under their own brands. In comparison with services already provided by exist- 
ing mobile operators, NIVNOs could offer packages and tariffs which are more 
flexible. MVNOs would not be limited to the coverage of a single mobile net- 
work infrastructure but could contract with several network operators in order to 
support a wide geographical coverage. In the United Kingdom only, OFTEL has 

estimated that approximately 20 organisations expressed an interest in setting up 
as an NIVNO [OFTEL, 1999e]. 

On the legal aspect, existing mobile operators could be reluctant to sell at a whole- 
sale price the scarce airtime to NIVNOs and so maintaining a narrow oligopoly 
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between existing network operators. However, in the United Kingdom and in 

most European countries, the regulator has the power to require mobile network 
operators to sell airtime to MVNOs based on either the Interconnection Direc- 

tive 3 or the Director General's duty under Section 3 of the Telecommunications 
Act 1984 [OFTEL, 1999e]. An action from national regulators might therefore be 

necessary to allow the introduction of MVNOs in the telecommunications market. 

OFTEL noted several technical issues regarding the implementation of MVNO 

infrastructures. First there is a need for having a seamless switch at call setup 
to one of the network infrastructures. "In the absence of seamless switching, the 

net benefits associated with MVNOs appear minimal" [OFTEL, 1999e]. Actually, 

it could take around 30 seconds to switch a connection from one network infras- 

tructure to another one and that will make difficult the balancing of connections 
from network infrastructures to network infrastructures [OFTEL, 1999e]. This 

issue is to be addressed only in the case of MVNOs operating with more that one 

network operators. There is no mention in OFTEL documents about the issue of 
MVNO's handset registration. Nevertheless it is an important issue that needs to 
be addressed by the XIVNO since this type of organisation does not own a control 
channel for its handsets to place dynamically requests (for registration and outgo- 
ing calls). Furthermore, if the MVNO dynamically selects the network operator 
infrastructure there is a need of standardised, or agreed, negotiation protocols 
between XIVNOs and network operators. This issue becomes more important if 

the mobile user is roaming outside the geographical coverage of network operators 
that were expected to serve the user connection. 

Even if it was not designed specifically for this purpose, the conceptual framework 

presented in this thesis represents in many ways an appropriate platform for 

the implementation of NIVNOs services. In the digital marketplace, NIVNOs 

will be a sub-class of service providers. First, the digital marketplace enables a 
seamless switching of connections to one of the available network operators. This 

is made possible by enabling MVNOs and network operators to trade session 
contracts digitally in the marketplace. The dynamic registration of MVNOs' 
handsets can be performed through the LMC and again through the negotiation 
of a registration and paging contract in the marketplace. Each digital marketplace 

"'The European Union Directive which came into effect from 31 December 1997, setting rules 
for, amongst other things, who has rights and obligations for interconnection and the terms on 
which it should take place" [OFTEL, 1999e]. 
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supports a communications protocol that negotiating entities agree to use by 

registering in the marketplace. Each marketplace maintains registries that will 
allow the online discovery of available network operators that can serve a user. 
Such a functionality is to be extremely useful for roaming users. 

In November 1999, One2One and Virgin established a joint venture called Virgin 
Mobile. With this initiative, Virgin becomes the first MVNO operating in the 
UK [Financial Times, 1999c]. Virgin Mobile offers mobile communications ser- 
vices over the One2One network without owning a 2G licence. In December 1999, 

the joint venture was followed by Carphone Warehouse's initiative, called Value 

Telecom, to set-up a similar MVNO business. However, unlike Virgin Mobile, 
Value Telecom is not a joint venture but buys airtime at a wholesale price from 

One2One [Financial Times, 1999a]. More recently, in February 2000, Virgin iter- 

ated the business arrangement outside Europe by creating a 50-50 joint venture 
with Optus, the Australian mobile network operator [Financial Times, 2000b]. 
Therefore Virgin becomes the first Australian MVNO and intends to offer mobile 
services in autumn 2000. 

5.13.2 Indirect Access 

Indirect Access (IA) is a technique which has already been used for fixed commu- 
nications. With indirect access, the user can dial a short 'access code' to divert 

their calls to their IA provider. Once the call has left the infrastructure of the 

network operator then the IA providers use their own resources to carry the calls. 
In a mobile environment, IA would enable users to choose how their calls are 
delivered to the people they are calling, once the calls leave the mobile network 
infrastructure. At present in the United Kingdom, a mobile call is transported via 
the radio access of the mobile operator infrastructure and the network operator 
hands over to BT (British Telecom) at a convenient exit point from its infrastruc- 
ture [OFTEL, 1999c]. In the later scenario, the user does not have the choice of 
using another carrier for transporting the fixed part of the call. OFTEL believes 
that "this is damaging to the interests of the consumers since if other pressures in 
the market place drive down the cost of these calls, mobile consumers still remain 
tied to their network operator and have to buy a fixed package of call services" 
[OFTEL, 1999c]. 
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So far, this thesis has focused on the dynamic selection of the serving mobile 
network operator for the provision of communications services. Having a simi- 
lar competitive access for transporting the fixed part of communications session 
seems to be an appropriate extension. However, the study of the competitive 
access to IA provider services goes beyond the scope of this thesis and is there- 
fore not considered in details here. Nevertheless, the digital marketplace is open 
by enabling organisations to dynamically register and de-register. It is therefore 

quite possible for IA providers to propose their services to users and network 
operators in selected digital marketplaces. 

5.14 User perspective: a Typical Scenario 

This section describes a typical user scenario that will be supported by the pro- 

posed framework. Focus is given here to the user perspective, especially on the 

way the proposed framework might change the use of mobile communications 
services. The scenario is concerned with a day during which a user will be in 

relation with the different telecommunications market players as specified at the 
beginning of this chapter. 

9: 00 The user buys a mobile device directly from a terminal manufacturer. The 
device is delivered with enhanced multimedia capabilities and also allows 
basic voice communications. 

10: 00 The user meets a service provider and subscribes to a range of services. 
From the service provider outlet in the city centre, the salesman uses the 
QoS profile editor (as specified in Chapter 4) and specifies a multi-mode 
contract for video services for personal use and another one for business use. 
It also specifies a single mode contract for voice communications and another 
one for email services. These contract specifications are made according 
to the mobile terminal capabilities. The email service is configured as a 
callback service. 

10: 05 The user leaves the service provider outlet. The mobile device scans radio 
frequencies and picks up the logical market channel (LNIC). The current 
market price index which is broadcast over the market channel is shown on 
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the top of the mobile device display. The current market index is currently 
high, probably because radio resources at that time of the day are scarce. 

11: 00 The user wishes to establish a video communications with his office (busi- 

ness use). By selecting the business profile with the device graphical inter- 
face, the user indicates to the negotiating agent that a network operator with 
a good reputation (as quantified by the penalty tag) and which supports 
video communications has to be found. For this purpose the multi-mode 
contract is tendered in the local marketplace through the LXIC and the 

most appropriate operator is selected. 

12: 00 The user drives home, a residential area in the suburbs of the city. Half- 

way between the city centre and the residential area, the market price index 
has dropped significantly (radio resources are not extensively used in this 

area). The user negotiating agent, located on the service provider server, 
had been monitoring the price index and decides that it is time to transfer 

waiting emails to the user mobile device. For this purpose, a single-mode 
contract is tendered in the local marketplace and the most appropriate 
operator is selected. 

15: 00 Rom home, the user wants to establish a personal video communications. 
By selecting the personal profile from the mobile graphical interface, the 

user indicates to the negotiating agent that a network operator that support 
video communications has to be found. The quality of the communications 
is not a priority but the price has to be kept low. For this purpose, a multi- 
mode contract is tendered in the local marketplace and the most appropriate 
operator is selected. 

This scenario shows that the proposed framework might change the way users 
perceive and use mobile systems. The proposed framework makes users and their 
applications aware of the relative cost of radio resources. 

5.15 Summary 

This chapter has presented a detailed definition of a market-based framework 

which enables a competitive provision of communications services. The frame- 
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work is developed over a global interconnection of service provider servers, market 
provider servers, network operator servers and network operators infrastructures. 
The fact that the framework is generic makes it suitable for a number of appli- 
cations. As an qualitative assessment, this chapter has shown that the proposed 
framework could be used as a platform for mobile virtual network operators and 
indirect access providers. Agent interactions have been detailled for a number 
of procedures and negotiation strategies have been proposed along with relevant 
pricing schemes. 

Regarding the proposal, one of the issues to consider is how network operators 
can organise a network infrastructure for operating in the context of the concep- 
tual framework. On the other hand, there is a need for developing a resource 
management scheme that will allow the provision of quality contracts negotiated 
between agents. The objective of next chapter is to show the interactions of 
the proposed framework (service layer of Figure 5.2) with underlying networking 
techniques (network layer of Figure 5.2). Noteworthy, it will be shown how these 
techniques allow the network operator to establish a tradeoff between QoS and 
resource cost. 



Chapter 6 

QoS Mapping and Interactions 

with Resource Management 

The objective of the previous chapter was to specify the market-based multi- 
agent system with service provider and user perspectives in mind. The current 
chapter presents a resource management architecture to allow an efficient use 
of radio resources and which can be adequately exploited in the context of the 

proposed framework. This architecture is hierarchically organised around several 
network management entities that are expected to operate in a multi-technology 
environment. High level management components serve as generic interfaces to 
access functions of various telecommunications technologies. They enable net- 
work agents in digital marketplaces to propose relevant bids to contract tenders. 
LoNv level management entities are in charge of maintaining the contracted levels 

of quality but also to exploit measurement-based information to estimate, with a 
certain level of confidence, the level of commitment that can be offered to connec- 
tion admission requests. Essential in the operation of these management entities 
are the notions of contract commitment and quality degradation allowance, defined 
in Chapter 4. In order to illustrate the proposed resource management architec- 
ture, an application to the TETRA system is presented and is subsequently used 
for the quantitative evaluation of Chapter 7. 

In a mobile communication system, resource management techniques ensure that 

a service is allocated enough resources to meet the contracted QoS whatever the 

environment conditions. Such network-level resource management techniques en- 

139 
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compass multiple access techniques (see Section 2.2.1), adaptive power control 
and link adaptation (see Section 6.4.2), dynamic channel allocation but also fre- 

quency hopping, macro-diversity, adaptive antennas, etc. 

6.1 Resource Management Architecture 

In this section, a set of network management entities is presented along with 
their interactions with network agents located in market provider and network 
operator domains. The initial architecture in which the entities have been defined 

is presented in [Irvine (Ed. ), 2000a, b]. In the scope of this research project, the 
initial architecture has been extended to incorporate various QoS management 
techniques [Le Bodic (Ed. ), 2000; Le Bodic et al., 2000c]. 

The architecture fits into the network layer of the layered structure presented in 
Chapter 2 (see Figure 2.2). The network layer is concerned with the manage- 
ment of network resources for fulfilling contract requirements negotiated at the 
conceptual framework level. The management of resources is performed by three 
inter-related entities: the Flow Controller (FC), the Connection Controller (CC) 

and the Radio Resource Manager (1111M). These network entities are present at 
the base station and at the mobile station. A pair of network agents, known 

as the Network Home Agent (NHA) and the Network Operator Agent (NOA), 

constitutes the interface between a digital marketplace and the network operator 
infrastructure (see Section 5.4.6 for a complete directory of agents). The NOA is 
located in the market provider domain where it offers communications services to 
service agents. The NHA is located in the network operator domain and informs 
the NOA about significant changes in network state. It might also take part in 
the connection admission process. The presented architecture is characterised by 
the following key features: 

Modularity : In the architecture, management modules for various communica- 
tions technologies coexist. The system offers the possibility to dynamically 

select the communications technology (cordless, cellular radio or satellite) 
that best serves the service requirements. This key feature is expected to 



CHAPTER 6. QOS MAPPING AND RAI INTERACTIONS 141 

ease the convergence of telecommunications technologies which is required 
for future communications systems (3G and beyond). 

Generic : The framework can serve as a framework for future wireless commu- 
nications system but also as a framework for current systems (2G). 

Comprehensive : The framework enables a dynamic selection of the commu- 

nications technology that best serves the user requirements stated in the 
form of a QoS contract as specified in Chapter 4. Therefore, the framework 

enables the development of systems that meet user requests in terms of 

quality of service and price requirements. 

Flexibility : Except when stated otherwise, all contracts can be re-negotiated 
during the communications phase, so allowing for meeting ever-changing 
user requirements. 

Figure 6.1 presents a possible implementation showing relationships between net- 
works and services entities (respectively from layers Services and Network of the 

conceptual stack shown in Figure 2.2). In this example, a multi-mode terminal 
incorporates two pairs of communications technology dependent CC and RRM: 

one for satellite communications and the other for terrestrial cellular radio com- 
munications. 

The base station flow controller (FC) is responsible for the handling of each flow 
from its admission in the network operator infrastructure to its termination or to 
its handover to another network infrastructure. The FC supports user mobility by 
handing over the flow from CC to CC. If several CCs can offer their connectivity 
services to the FC then the later selects the one which best serves the user's 
needs in terms of QoS requirements and price, as specified by the flow contract. 
The FCs can further be responsible for high level quality monitoring. The RRNI 
is technology specific and is implemented for each communications technology. 
This structure facilitates the cohabitation of various communications technologies 
within the same network infrastructure. The CC provides a generic interface to 
the FC, enabling the later to perform a comparative selection among competing 
CCs regarding the quality they can deliver and the associated resource cost. 
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6.2 Contract Mapping 

Chapter 4 presented a 3-level hierarchy of contracts. A high-level session contract 
is service specific and is split into generic flow contracts. The flow contract 
is not network specific nor service specific. This is a necessary condition for 
being tradable in a digital marketplace and to allow the objective comparison of 
what can be delivered by one network operator against what can be delivered 
by competing network operators. With the proposed RM architecture, a flow 

is organised as a sequence of connections. Each connection requirements are 

specified with network specific parameters. The next sections present a generic 
method that enables the automatic mapping of session contracts to flow contracts 

and connection contracts. In the mapping tables presented below, values are 
indicative only and are specified only for illustrating the structure of each table. 

6.2.1 Mapping from Session Contract to Flow Contract 

The mapping of a session contract to a flow contract for discrete media communi- 
cations is straightforward. This section concentrates on the contract mapping for 

continuous media communications. This mapping from session contract to flow 

contract(s) is performed by the service provider. 

6.2.1.1 Flow Determination Table 

The flow determination table (see Table 6.1) specifies the split of a session contract 
into flow contracts. The flow contract are categorised according to the associated 
flow type (data, audio and video) and direction (DL: Downlink / UL: Uplink) 

pair. Each cell of the following table informs on the number of flows required of 
each pair type. 

The determination of the flow contract values for each contract is performed by 
the use of a pair (Flow Type / Direction) specific mapping table. Six different 

mapping tables are therefore necessary (one per pair). 
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Application Type Data I 
UL 

Data 
DL 

Audio 
UL 

Audio 
DL 

Video 
UL 

ideo 
DL 

Interactive Speech 
Audio 
Video Conferencing 
Video 1 
www 
E-mail 

Table 6.1: Flow Determination Table 

6.2.1.2 Performance Mapping Table 

Tables 6.2 and 6.3 enable the determination of flow contract requirements from 

respectively a video and an audio session contract. 

Video DL UL / Ses- 
sion 

Throughput BER I Delay 

Video Conferencing M> 384kbps 
B=0.33 

M: 10-6 

V: Unspecified 
Af < 200ms 
V< 20% 

Video M> 384kbps 
B=0.33 

NI: 10-6 

V: Unspecified 
M: Unspecified 
V: Unspecified 

Motion M: B: M: V: NI: V: 
Resolution M: B: NI: V: M: V: 

In the table, M stands for mean, B for burstiness and V for variance. 

Table 6.2: Video DL UL / Performance Mapping Table 

The first part of the tables (between the two double lines) is filled with the 
minimum requirement for the corresponding application type (indicative values 
have been extracted from [Sheriff (Ed. ), 1997]). Values from the second part 
of the tables (below the second double line) are derived from the user specific 
requirements (possibly captured by an application such as the one depicted by 
Figure 4.3 in Chapter 4). 
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Audio DL UL / Ses- 
sion 

Throughput BER Delay 

Interactive Speech M>6.8kbps 
B=0.3 

NJ: 10-3 

V: Unspecified 
M< 250ms 
V: narrow 

Audio M> 120kbps 
B=1 

M: 10-5 

V: Unspecified 
M: Unspecified 
V: Unspecified 

Video conferencing Al > 32kbps 
B=0.4 

NJ:?? 
V: Unspecified 

Al < 200ms 
V< 20% 

Noise M: B: M: V: M: V: 
Echo M: B: M: V: M: V: 

Table 6.3: Audio DL UL / Performance Mapping Table 

As an example showing the means of building the second part of the tables, let 

consider the determination of the video BER bound for a flow contract. The fol- 
lowing formulae is used for the determination of the motion corruption maximum 
bound to be experienced for this flow: 

CAlotion = C. AlotionMin + (CAlotionA,,,, - CAlotionAlin). CAlotionu 

where CAIotion, &Iin is the minimum BER requirement allowing the application 
to function at the lowest acceptable level of quality (0 % over the QoS editor, see 
Chapter 4). CAIotionm,,. ý is the level of BER that will provide the highest level of 
motion quality (100 % over the scale of the QoS editor) and CAfotionu... is the 
value that has been specified by the user over the motion scale of the QoS editor 
(between 0% and 100 % on the scale). Each cell value of the table is determined 

with similar formulas. Once the table has been totally filled, the values retained 
for the flow contract are the ones that fulfil all requirements. For the data BER, 
the value retained is the minimum one regarding all rows (motion, resolution, 
etc. ) as defined by the following formulae. 

BERRetained 
= min(CAfotion, CResol, CDistort, CTiling, CColour) (6.2) 
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Application: A user is willing to establish a video connection with a video 
server. Table 6.1 states that two video flows are required: one for the downlink 

and another one for the uplink. The first part of Table 6.2 specifies that downlink 

and uplink flows require a minimum of 384 kb/s and a maximum of 10-6 BER. 
Furthermore, the user has specified a 50 % motion quality with the QoS profile 
editor as shown by Figure 4.3. This requirement has an effect in the filling of 
Table 6.2 second part. From mean opinion scores, it might be shown that the 
user does not perceive any motion quality improvements with BER below 10'. 
From Equation 6.1, it can be deduced that a contract with a required BER of 
10-' has to be tendered in the digital marketplace. 

6.2.2 Mapping from Flow Contract to Connection Con- 

tract 

The network operator committed to support a flow contract has to map the flow 

contract requirements onto a network specific connection contract. In order to 

maintain the flow contract requirements, the network operator infrastructure has 

a limited number of bearer services. According to the bearer service(s) chosen 
for supporting the connection, a degradation of the channel quality has different 

impacts on the quality delivered to the user. Table 6.4 shows what is the effect 
of channel degradation with typical bearer services. 

6.3 Integration of QoS Management Functions 
in the RM Achitecture 

Once a session contract has been accepted in the communications system, the 
required QoS has to be maintained at various levels. At the lowest level, the 
contracted QoS is maintained by mechanisms such as link adaptation techniques. 
These techniques essentially change the channel coding schemes in order to adapt 
to radio environment variations. In the proposed architecture, the module re- 
sponsible for adapting the link is known as the Radio Resource Manager (RRNI). 
If the channel condition degrades to a stage where the RRNI cannot maintain 
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Bearer Type BER belay Throughpu 
A Fixed FEC scheme Increased (lower Fixed Fixed 

quality) 
B Variable FEC Fixed Fixed Decreased (lower 

scheme quality) 
C Variable interleav- Fixed Increased (lower Fixed 

ing quality) 
Pure ARQ scheme Fixed Increased (lower Decreased 

quality) 

FEC stands for Forward Error Correction and ARQ for Automatic Retransmission Request. 

Table 6.4: Bearer Types and Effect of Channel Degradations / Source [Irvine 
(Ed. ), 2000b] 

the link anymore then other components from the RXI architecture are notified. 
These components are known as the Flow Controller (FC) and the Connection 
Controller (CC). The FC can maintain the contracted flow QoS by handing over 
the link from one CC to another CC. It is possible that during the communi- 
cations phase of a session, neither the CC nor the FC is able to maintain the 

contracted QoS. In this situation, the network agent acting on behalf of the net- 
work operator in the digital marketplace is notified. The notification received 
by the network operator is called a QoS degradation alert. In order to maintain 
the required QoS, it might be permitted for the network agent to sub-contract 
with other network agents registered in the marketplace. If an agreement can be 
found with another network agent, then the session is handed over from the initial 

network infrastructure to another infrastructure. If an alternative contract can 
not be agreed with another network agent, then the QoS degradation notification 
is forwarded to the service agent. The service agent then decides if the session 
has to be terminated, if an alternative contract has to be tendered in the digital 

marketplace, or if the original contract has to be tendered among other network 
agents. Such decommitment notification report is further taken into account by 
the market provider for updating network penalties. 

It has to be noted that specific QoS monitoring threshold values have to be speci- 
fied at each level of QoS maintenance. These threshold values have to be specified 
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keeping in mind that the last levels of maintenance (contract re-negotiation) have 
to be triggered early enough in order to be effective, especially for the handover 
between two network infrastructures, which is usually associated with a significant 
signalling overhead. 

Several functions are included in the resource management architecture for main- 
taining QoS at various levels. The integration of these monitoring functions in the 

resource management architecture presented in the previous section is depicted 
in Figure 6.2. 

At flow set-up, the Network Home Agent (NHA) forwards a flow contract to 
the FC. The FC initialises a flow monitoring table that will keep records of the 

service mode usage and degradaiion context. The information maintained in this 
table are communicated and updated consecutively by all CCs that will support 
the flow during the flow duration. After the initialisation, the FC forwards the 
flow contract to the CC. Like the FC, the CC initialises a connection monitoring 
table for the flow. The table will be updated at the reception of each service 
quality measure. After the initialisation, the CC forwards the requirement of one 
of the service mode (without the service mode usage constraints) to the RRM. 
If the dynamic switching between different bearer services is allowed then the 
RRM associates a list of bearer configurations (13C) for the service mode. During 
the communications phase, QoS monitoring is performed at various levels. The 

mobile station is usually responsible for the monitoring of the down-links whereas 
the base station is usually responsible for the monitoring of the up-links. 

6.3.1 Maintenance at the RRM Level 

The RRXI receives various network measures from the MAC (Medium Access 
Control) layer such as network quality measures, speed measures and/or direction 

of movement measures. The RRNI maintains a knowledge base for optimising the 
link adaptation predictions. Based on the rules of the knowledge base and from 
the network measures, the RRM engine takes the decision to change or keep the 
current bearer configuration. If the RRNI engine takes the decision to change the 
current bearer configuration then it needs to inform the MAC layer. The RRM is 
not aware of the mode usage constraints specified in the flow contract and is only 
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aware of one service mode at a time. The RRM is only responsible for the change 

of bearer configuration and is not responsible for the change of service mode (CC's 

responsibility). The RRM forwards filtered or aggregate MAC measures to the 
CC. The function of the RRNI is analogue to the expert system (see Section 3.1.1) 

function in the sense that a knowledge base with rules and facts is maintained 
internally enabling the inference of link adaptation decisions. At any stage, if 

the RRM realises that the available BCs are not sufficient to support the service 

mode requirements (bad network quality or lack of resources) then it alerts the 
CC. 

Note: Facts and Rules in an expert system for intelligent mode change 
prediction. The aim of maintaining the knowledge base is to optimise the pre- 
diction of mode changes by taking into account a wide range of information. Facts 

could be the speed of the user, the location, the direction of movement and the 

network quality. A rule could be: if the user's application is sensitive to infor- 

mation loss and if the user is approaching a zone where channel conditions are 
not favourable then the CC engine should preventively change bearer service to a 
more error-protective one. The expert system could also be learning continuously 
from changing patterns in the MAC measures in order to infer itself the rules. 

6.3.2 Maintenance at the CC Level 

Each CC receives various measures from the RRMs it controls. If a RRXI alerts 
the CC that a degradation is occurring to one of its connections then the CC has 

several alternatives: 

1. It can handover the connection to another RRNI (information about other 
RRNI performance is maintained in the CC knowledge base). 

2. It can release some resources from other connections by changing their ser- 
vice modes or in the extreme situation by dropping low priority connections. 

3. It can change the service mode of the connection to a service mode which 
requires less resources (only if a multi-mode contract was negotiated). 
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If the CC cannot cope with the degradation then it alerts the FC (QoS Degrada- 
tion). The CC forwards aggregate service quality measures to the FC. 

6.3.3 Maintenance at the FC Level 

The FC takes the decision of handing over the connection from one CC to another 
CC. Two main reasons can trigger a handover. First, the FC receives a QoS 
degradation alert from the CC (reactive handover). Second, the FC checks the 
flow monitoring table against other CCs' estimates and realises that another 
CC will provide better connection performance (proactive handover). If the FC 

receives a QoS degradation alert and is not able to find another CC then the 
FC has to forward the alert to the NHA. In this situation, the NHA informs 
the contractor in the marketplace and the market provider that the contract has 
been decommitted. The market provider will update the decommitment penalty 
tag and the contractor will either renegotiate or terminate the communications 
session. 

6.3.4 Illustrative Example: the RM architecture for a hi- 

erarchical cellular sYstem 

Figure 6.3 shows a partial cellular topology of a hierarchical cellular system [Le 

Bodic et al., 2000b]. In this system, two base stations (A and B) are connected 
to a FC. Each base station transmits radio signals via directional and omni- 
directional antennas. The antennas can cover simultaneously the entire hexago- 

nal cell ('umbrella' cell) and three mini-sectors as depicted by Figure 6.3. Four 

resource managers operate in each base station. RRM A and B are the resource 
managers responsible for allocating radio resources used for the coverage of the 

entire hexagonal cell of base station A and B, respectively. RRAIA and RRMB 

are not responsible for the allocation of resources used for the underlying mini- 
sectors. RRM Ai and RRM Bi (i is 1,2 or 3) are responsible for allocating radio 
resources of the respective mini-sectors as depicted by Figure 6.3. Within each 
base station, the four RRMs are supervised by a CC. The functional organisation 
of resource management entities is graphically represented by Figure 6.4. 
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The fi., ure shows a partial cellular topology of a hierarchical cellular system. At the lowest level, 

radio resource managers are responsible for the allocation of sets of radio resources. RRMA 
0 

and RRMB are both responsible for the allocation of a set of resources used for full coverage 
of one hexagonal cell. Underlying RRAIXi (with iE 1-6 and X is A or B) are responsible for 

, sets of resources for associated mini-sectors. In this configuration, sets of resources allocating 
are disjoint. 

Figure 6.3: Cellular Topology 
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In relation with Figure 6.3, this figure shows the functional organisation of the system. All RRNI 
manage low-level radio resources. The CC manages the handover of connections between the 0 
umbrella base station (which resources are managed by RRAIA or RRAIB) and the underlying 
mini-sectors (which resources are managed by RRAIAj or RRMBj). FC manages connections 
handovers between the two CCs. 

Figure 6.4: Resource Management Organisation 
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In the system, the FC manages flow handovers between base station A and base 

station B. A CC manages connection handovers between different mini-sectors 
and the hexagonal cell covered by a single base station. In this configuration, all 
RRMs manages resources independently. 

6.4 Application to the TETRA System 

This section presents an application of the resource management architecture 
to an existing network. The objective is to show how a network operator can 
establish a balance between QoS requirements and resource cost with the use of 
available bearer services. For this purpose, the TETRA system extended with a 
link adaptation scheme is considered. However, it has to be noted that TETRA 
is not the only system that could have been used for this study. GSNI Phase 
2+ envisages also link adaptation in the form of an AMR (Advanced Multi- 
Rate) speech codec and several channel coding schemes for GPRS'. A number of 
initial measurements showing channel capabilities have been made available for 
the TETRA air interface and have been exploited in the scope of this study. 

TETRA is an ETSI standard for Professional Mobile Radio (PNIR) systems. 
Many organisations have already adopted TETRA for the development of their 

network infrastructure. These organisations range from public safety services 
(police, fire, etc. ) to commercial companies (railways, buses, taxis, etc. ). The 
TETRA air interface provides a number of different bearer services with different 
levels of error protection and interleaving schemes. 

6.4.1 Overview of the TETRA System 

The main characteristics of the TETRA air interface are summarised by Table 6.5 
but more information can be found in [Dunlop et al., 1999]. 

At the bearer level, three types of services have been standardised: 

'In GPRS, four coding schemes have been standardised for the packet data channels [ETSI, 
1999]. 



CHAPTER 6. QOS MAPPING AND RAI INTERACTIONS 154 

Parameter Value 
Carrier spacing 25 kHz 
Modulation 7r/4 DQPSK 
Carrier data rate 36 kb/s 
Voice code rate ACELP (4.56 kb/s net, 7.2 kb/s gross) 
Access method TDMA with 4 timeslots/carrier 
User data rate 7.2 kb/s per timeslot 
Maximum data rate 28.8 kb/s 
Protected data rate up to 19.2 kb/s 

Table 6.5: TETRA Characteristics / Source [Dunlop et al., 1999) 

e Circuit mode (voice + data); 

* Packet connection-oriented mode; 

* Packet connectionless mode. 

In this thesis, focus is given to the circuit mode (voice + data). In this mode, 
both data and voice can be transmitted over traffic channels (TCH). Three data 
TCHs are available with different levels of error protection: 

e TCH/7.2 for unprotected data at 7.2 kb/s net rate per timeslot; 

e TCH/4.8 for low protected data at 4.8 kb/s net rate per timeslot; 

e TCH/2.4 for high protected data at 2.4 kb/s net rate per timeslot. 

Higher net rates can be achieved by allocating up to 4 timeslots for a connection. 
Interleaving can also be used in order to increase the channel quality. 

6.4.2 Principles of Link Adaptation 

Link adaptation (LA) techniques have been developed for dynamically modifying 
the link bearer configuration to cope with variations of network quality. Link 

adaptation is performed by changing the link burst and frame structures, link bit 

rate, modulation or link error protection, etc. (see Figure 6.5). 
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Figure 6.5: Link Adaptation Principle / Source [Irvine (Ed. ), 2000b] 

When in operation, link adaptation can improve the level of contract commitment 
and optimise the resource use in the support of connection contracts. In this 
thesis, adaptive Forward Error Correction (FEC) coding is considered. Two types 

of FEC adaptation are identified: net rate link adaptation and gross rate link 

adaptation [Irvine (Ed. ), 2000b]. In net rate link adaptation, the channel code 
is changed but the overall bit rate transmitted is unchanged - only the trade off 
between transmitted information and redundancy introduced by the FEC code is 

varied. In gross rate link adaptation, the overall transmitted bit rate is changed 
[Dunlop et al., 19961. This is achieved by varying the number of resource units 
assigned to the link, which involves the operation of the radio resource manager. 

Link adaptation operates by gathering network quality measures at the output 
of the demodulator and choosing the FEC code to be used over the next period 
based on this. There are a number of different methods of obtaining network 
quality measures, but a simple and accurate method is to use the quality of a 
predefined training sequence. This method is described in Section 6.4.3.2. 

In this thesis, network quality refers to the channel quality before error protection 
and service quality refers to the channel quality after error protection has been 
applied. 
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If the switching margin is increased, the practical operating range of the mode 
(the area between its switching thresholds from that mode) moves relatively to 

the optimal operating range (the range of qualities for which that mode is the 

most efficient in meeting the contract requirements). This means that right side 
failures increase, although the increased margin may reduce wrong side failures. 

The increasing right side failures mean that the system is less efficient and has 

increased resource use. However, too small value for the switching margin results 
in a significant number of wrong side failures, which have an adverse effect on 

service quality. Careful choice of the threshold margins is an important consider- 

ation in the design of an LA scheme. The effect of changing the switching margin 

on contract commitment is analysed in the next chapter. 

The switching margin can be defined as a constant over the system. However, 

since it protects against variations in network quality, and as such variations 
are a function of the measured quality variation, the connection priority, the 

environment conditions, it is possible to vary the switching margin depending on 
these quantities. 

6.4.2.2 Generation of the Bearer Mode Tables 

In existing systems where link adaptation is in operation, a bearer mode table is 

configured at design time and exploited during the communications phases. This 

approach is acceptable when the application requirements are known in advance. 
This is the case for voice communications where the required bit rate and BER 

are determined at design time by means of Mean Opinion Scores (MOS) and 
a list of bearer modes can be established statically. In future generations of 
mobile systems, application requirements will not be known in advance but may 
be specified dynamically at session set-up. In such a context, a predefined bearer 

mode table does not represent anymore an adequate solution. 

In this study, the connection contract is the means of quality requirement specifi- 
cation. Static bearer mode tables are not appropriate anymore since it is almost 
impossible to list exhaustively all valid requirements (each requirement would 
require a bearer mode table). In order to cope with this issue, the resource 
manager presented here implements a module that is in charge of dynamically 

generating the bearer mode table for each connection admission. For this purpose, 
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the module exploits a set of scanning tables (see Table 6.6). Each scanning table 

establishes the preferences for the bearer mode selection taking into account pre- 
defined priority modes (delay, bit rate and BER) and the fact that the resource 
cost must be minimised. For a given network quality, the chosen bearer mode is 

the first mode that fulfils all contract performance requirements (delay, bit rate 
and BER) while scanning the table row from left to right. The priority mode 
identifies the scanning table row which is exploited during the bearer selection 
process. For each priority mode, the scanning table row is constructed by first 

considering the one resource unit configurations and by ordering them according 
to their ability to prioritise the performance aspect specified by the priority mode. 
This process is iterated for respectively 2,3 and 4 resource unit configurations. 

6.4.3 The Contract-based Resource Manager 

6.4.3.1 The TETRA Connection Contract 

A basic TETRA connection contract similar to the flow contract presented in 
Chapter 4 is considered here. An instance of the TETRA connection contract is 

specified by setting bound values over the five contract parameters: 

o Bit rate 

o Delay 

a Bit Error Rate (BER) 

s Degradation allowance 

* Monitoring period 

The monitoring period, the degradation allowance and the monitoring sampling 

rate specify the degree of performance degradation tolerated by the user for a 
given contract. If the degradation occurring over the connection goes beyond 

what has been tolerated then the contract is decommitted. At each control point, 
the connection performance is checked against the contract requirements. In 

this study, the monitoring sampling rate is considered as a fixed characteristic 
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1 Slots 
Priority 1 Priority 2 1 2 3 4 5 6 7 
Corruption Bit rate 21 13 2 20 12 1 0 
Corruption Delay 21 13 2 20 12 1 0 
Bit rate Corruption 0 20 12 1 21 13 - 2 
Bit rate Delay 0 1 12 20 2 13 21 
Delay Corruption 2 1 0 13 12 21 20 

- Delay Bit rate 0 1 12 20 2 13 ý 1 
2 Slots 

Priority 1 Priority 2 8 9 10 11 12 13 14 
Corruption Bit rate 23 15 5 22 14 4 3 
Corruption Delay 23 15 5 22 14 4 3 
Bit rate Corruption 3 22 14 4 23 15 5 
Bit rate Delay 3 4 14 22 5 15 23 
Delay Corruption 5 4 3 15 14 23 22 
Delay Bit rate 3 4 14 22 5 15 23 

3 Slots 
Priority 1 Priority 2 15 16 17 18 19 20 21 
Corruption Bit rate 25 17 8 24 16 7 6 
Corruption Delay 25 17 8 24 16 7 6 
Bit rate Corruption 6 24 16 7 25 17 8 
Bit rate Delay 6 7 16 24 8 17 25 
Delay Corruption 8 7 6 

- 
17 16 25 24 

Delay Bit rate 61 7 T6 
_31_ 

L8 17 25 
4 Slots 

Priority 1 Priority 2 22 23 24 25 26 27 28 
Corruption Bit rate _ 27 19 11 26 18 10 9 
Corruption Delay 27 19 11 26 18 10 9 
Bit rate Corruption 9 26 18 10 27 19 11 
Bit rate Delay 9 10 18 26 11 19 27 
Delay Corruption 11 10 9 19 1 18 27 26 
Delay Bit rate 9 10 18 11 19 27 

Indices in the table are bearer identifications, associated bearer configurations are provided in 
Table 6.7 

Table 6.6: Priority Mode Scanning Tables 
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Bearer Id. Interleavin II Number 
of Slots 

Protection I 

0 None 1 None 
I None 1 Low 
2 None 1 High 
3 None 2 None 
4 None 2 Low 
5 None 2 High 
6 None 3 None 
7 None 3 Low 
8 None 3 High 
9 None 4 None 
10 None 4 Low 
11 None 4 High 
12 4 1 Low 
13 4 1 High 
14 4 2 Low 
15 4 2 High 
16 4 3 Low 
17 4 3 High 
18 4 4 Low 
19 4 4 High 
20 8 1 Low 
21 8 1 High 
22 8 2 Low 
23 8 2 High 
24 8 3 Low 
25 8 3 High 
26 8 4 Low 
27 8 4 High 

This table lists all bearer services and their characteristics. The field 'bearer id. ' is a sequential 
number. The field 'Interleaving' is set at 'none' if the service does not offer bit-interleaving, 
otherwise it is set at 4 and 8 for respectively interleaving over 4 and 8 bits. The field 'number 
of slots' is an integer between 1 and 4 representing the number of concatenated timeslots (on 
the same carrier) offered by the bearer service. Finally, the field 'protection' is set at 'none' if 
no error protection is offered, otherwise it is set at low and high for respectively high and low 
levels of error protection. 

Table 6.7: List of Bearer Configurations 
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of the network infrastructure and is therefore non-negotiable (1 measure every 
58.68 ms). 

Table 6.8 shows illustrative examples of connection contracts for voice and video 
services. 

Service Bit rate I Delay I BER IDA I MP 
Spee h 4.8 kbps 1 150 ms 1 10-2 1 15% 1 15 sec. 
Video 28.8 kbps 1 150 ms I lo-, 1 20% 1 10 sec. 

DA stands for degradation allowance and N1P for monitoring period. 0 

Table 6.8: TETRA Connection Contracts 

The connection contracts are derived from high-level session and flow contracts 
specified using service specific or generic parameters as defined in previous chap- 
ters. 

6.4.3.2 Radio Level Quality Measurement 

The resource manager estimates the network quality associated with a connection 
by monitoring the number of incorrectly transmitted bits at the reception of a 
training sequence. The training sequence is a predefined 22-bit sequence defined 

in the ETSI standard and transmitted as part of each slot. Figure 6.7 shows the 

placement of the training sequence in the traffic slot structure. 

The frequency of training sequence transmissions depends on the number of slots 
allocated to a connection. Connections can be allocated up to 4 contiguous slots. 
It takes 50 to 60 training sequence transmissions in order to get an accurate 
quality measure [Irvine et al., 1999]. Table 6.9 shows the relations between the 
number of slots allocated to the connection, the frequency of training sequence 
transmissions and the minimum period to get an accurate quality measure. 

Considering the signalling resulting from the transmission of quality measures 
back from the mobile station to the base station for adapting the link, a3 second 
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22 bits 

Training Sequence 

DATA A DATA 

Tail and Stabilisation bits 

A1 Full Slot = 510 bits = 14.67ms IN. 

The tilil and stilhilisittion bits ill .e used for rc-'erving it time period Il)). the trall"'Illittel 1() , Iahilise 

itild to indicate the "ection which is reserved for trilnýsillittill, ý the ", I()t plyl(md. III the TETRA 

standard. the trainin- sequence i's used to updatc all ildilptivc equilliscl. ill to reduce I 
inter-sYnd)(d interference [Dunlolp ct al- 19991. 

Figure 6.7: TEITRA Tniffic Slot Structure 

NI). of Allo- 

cated Slots 
Frequency of Training 
Sequence Transmission 

Minimum Period to get, an 
Accurate Qiiality N'leasi 

I 1 . 58.68 ins, 2.93 sec 1() 3.52 , (v. 
2 2 everY 58.68 ins 1.46 sm, to 1.76 sec. 
3 3 (wery 58.68 in-s 0.98 s(, (- to 1.17 sec. 
4 4 every 58.68 ilis 0.73 s(, (- to 0.88 -svc. 

Table 6.9: Frequency of Training se(picilce Trýlllslllissiolls' 

iI It cl-va I i"s, t he IIIiIIiIIIIIIII pcrio( I of' tiIIw co II si( I cl. i, ()1- t 11(' 1 )i It i( )I ItiI ke 

illlY decPsioll [11-ville ct al- 19991- 

6.4.3.3 Traflic Channel Characteristics 

Figure G., ý shows the I-cliltioll between traffic cholmel gurotioll mid hit 1.; It(' 
wI wre Figure 6.9shows II I(, I-ch It iol I betwee II In III tc chi IIII Ic I cm II iI, II ri II io IIýIwI \v(wk 
(I IIiIII ty iIIId scl-vicc (I Ili II It v. F i-111-c 6.9 is t he gn IpII ici IIiIII erpro Ii It i() IIIý I('(;. M. 
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Bit Rate 
Achievable 2.4 4.8 7.2 9.6 12 14.4 19.2 21.6 28.8 

(kbps) 
TCH2.4 1234 

TCH4.8 1234 

TCH7.2 1234 

1 At Least I Slot Required At Least 2 SlotS Required At Least 3 Slats Required 4 Slots Requir 

Each cell of the figure represents the number of slots required for achieving the required bit 

rate (top x-axis) and the desired BER (left y-axis) for the 3 bearer services (TCH2.4, TCH4.8 

and TCH7.2). 

Figure 6.8: TETRA Achievable Bit Rates 
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Network Quality 

Network quality and service quality are given as the loglo of the BER. These results have been 
derived from real measurements published by ETSI [1997]. 

Figure 6.9: TETRA Achievable Bit Error Rates 

Network and Service Oualities 
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Service Quali ty 
Network TCH/7.2 TCH/4*8 TCH/4.8 TCH/4.8 TCH/2.4 TCH 2.4 TCH 2.4 
Quality N=I N=4 N=8 N=1 N=4 N=8 

-0.79588 -0.79588 -0.58503 -0.61979 -0.63827 -1.37675 -2.13077 -2.55284 
-1 -1 -0.82391 -1 -1.04576 -1.79588 -2.95861 -3.74473 

-1.1549 -1.1549 -1.1549 -1.58503 -1.79588 -2.30103 -3.52288 <4 
-1.34679 -1.34679 -1.52288 -2.34679 -2.74473 -2.95861 -4 <4 
-1.52288 -1.52288 -1.92082 -3.26761 -3.30103 -3.85387 <4 <4 
-1.69897 1.69897 -2.34679 <4 <4 <4 <4 <4 
-1.92082 -1.92082 -2.79588 <4 <4 <4 <4 <4 
-2.12494 -2.12494 -3.25964 <4 <4 <4 <4 <4 
-2.30103 -2.30103 -3.74473 <4 <4 <4 <4 <4 
-2.52288 -2.52288 <4 <4 <4 <4 <4 <4 
-2.69897 -2.69897 <4 <4 <4 <4 <4 <4 
-2.85387 -2.85387 <4 <4 <4 <4 <4 <4 
-3.09691 1 1 -3.09691 <4 1 <4 1 <4 f <4 1 <4 1 <4 1 

Network quality and service quality are given as the loglo of the BER. 

Table 6.10: Network Quality to Service Quality 

SNR 
Network 
quality 

6 -0.79588 
8 -1 
10 -1.1549 
12 -1.34679 
14 -1.52288 
16 -1.69897 
18 -1.92082 
20 -2.12494 
22 -2.30103 
24 -2.52288 
26 -2.69897 
28 -2.85397 
30 -3.09691 

Table 6.11: SNR to Network Quality 
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In the TETRA circuit mode (Voice + Data), a bearer configuration is charac- 
terised by an interleaving mode (none or over 4 and 8 slots), an error protection 
level (none, low and high) and a number of concatenated slots (up to 4). Inter- 
leaving is not available for the bearer configuration without error protection. 

6.4.3.4 Optimisation of the Bearer Configuration Selection 

A common characteristic for systems based on slot allocation (frequency/time 

slots) is that the slot is the minimum resource unit that can be allocated to 

a connection. Furthermore, if more that one resource unit is required by the 

connection then an integer number of resource units can usually be allocated (up 

to four in TETRA). If such systems are offering various levels of error protection 
and interleaving schemes then it might be possible in specific situations to have 
the choice between more than one bearer configuration at the same resource 
cost to meet the contracted QoS. A bearer configuration could be preferred for 

prioritising the delay whereas another one could be preferred for prioritising the 
bit rate. 

In order to ease the selection of bearer configuration by the resource manager, 
the basic connection contract presented in the previous section is extended here 
for taking into account the quality prioritisation. A priority mode is represented 
by a pair <Prio1, Prio2> where Priol is the first quality aspect to prioritise and 
Prio2 is the second aspect to prioritise. Priol and Prio2 can take the values bit 

rate, BER and delay. 

In order to use the resources more efficiently, each priority mode is associated 
with a pre-defined scanning table. A scanning table specifies the preference order 
in the selection of bearer services. The first objective is the minimisation of the 
number of resource units required to fulfil a connection contract therefore 1 slot- 
bearer services are preferred. Within the 1 slot bearer service, each priority mode 
will be associated with specific bearer service preference order as described in 
Table 6.6. 
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6.5 Summary 

This chapter has described a resource management architecture. A key feature 

of this architecture is its ability to adapt the channel configuration to meet the 
contracted QoS in an environment with highly variable conditions. The balance 

which can be made between QoS requirements and resource cost facilitates the 
task of network agents negotiating at the digital marketplace level. In order 
to illustrate the proposed architecture, an application to the TETRA system 
extended with a link adaptation scheme has been presented. The next chapter 
presents an evaluation of selected aspects of the proposed resource management 
architecture. 



Chapter 7 

Network Level Evaluation 

Chapters 5 and 6 have specified the conceptual contribution of this thesis. Chap- 
ter 6 also proposed a resource management architecture that can be integrated 

with the market-based framework. The objective of this chapter is to present a 
set of simulation results showing the effect of selected parameters on the man- 
agement of contracts at the network level. For this purpose, a TETRA resource 
manager extended with a link adaptation scheme has been used as an experi- 
mental platform, as described in the previous chapter. Being a PNIR system for 
low to medium bit rate services, TETRA is not a technology that will benefit 
from the proposed market-based framework. However, it incorporates various 
bearer services with different levels of error protection allowing a flexible trade- 

off between radio resource cost and delivered service quality. Considering. these 

aspects, TETRA, represents an interesting system to illustrate the notion of con- 
tract commitment, degradation allowance and market dynamics. As introduced 

at the beginning of this thesis, the initial chapters were developed having a user 
and service provider perspectives in mind. This chapter and part of the previ- 
ous chapter have been developed from the network operator perspective. In this 
chapter, consideration was given to the presentation of simulation results that 
show to prospective network operators, willing to trade in a digital marketplace, 
how to exploit their infrastructure in this context and how to react to the mar- 
ketplace state changes. As explained in the previous chapters, the notions of 
contract commitment and quality degradation allowance are fundamental to the 
operation of network management entities. An estimation of commitment is as- 

167 
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sociated with each connection admission request and might be exploited for call 
admission control by network operators. This chapter shows the relationships be- 
tween degradation allowance, contract commitment and various parameters such 
as base station cell radius, user speed and QoS requirements. 

7.1 Simulation Study 

In the mobile environment under consideration, variation of network quality and 
user behaviour (movement, call duration, etc. ) exhibit levels of randomness. Due 
to this randomness, it is difficult to conduct an analytic study of the system per- 
formance. In this research project, a simulation study has been chosen to provide 
the quantitative results presented in the following sections. The simulation archi- 
tecture, simulation models and statistical analysis method used during the study 
are presented in this section. 

7.1.1 Simulation Architecture 

In order to examine the operation of the contract-based resource manager, a 
physical transmission simulator for the TETRA system was used. This simulator 
generates a number of mobiles which move through a rural environment and 
measures the network quality they experience. These recorded network qualities 
are then used as input to two other evaluation tools: a trace analyser and a 
resource manager simulator as depicted by Figure 7.1. The trace analYser and 
the resource management simulator were especially developed for generating the 
results presented in this thesis. The trace analyser allows the evaluation of the 
effect of parameters such as contract requirements from the traces generated by 
the physical transmission simulator. The resource manager simulator allows the 
evaluation of the effect of more complex parameters such as network topology, 
resource availability and system load. 
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Figure 7.1: Simulation Analysis Tools 
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7.1.2 Physical Transmission Simulator 

The Physical Transmission Simulator [Irvine and Dunlop, 2000] emulates move- 
ments of mobile users and records network qualities which are experienced by 

each of them. In the simulated environment, a high cellular cluster size is used 
and errors in the transmission are mainly due to noise. ̀ Iýaces of network quality 
could be stored in a trace base and used subsequently by other high-level sim- 
ulators (the trace analYser and the resource management simulator). Whatever 
the load of the simulated system, no interaction is needed between the physical 
transmission simulator tool and high-level simulator once the traces have been 

generated. Such a simulation environment permitted to run the computationally 
expensive part of the low-level simulation process once and then use the traces 
for high-level simulations. This tool has not been developed in the scope of this 

research study, however a brief summary of the underlying models (mobility and 
radio propagation) is provided in Appendix D. 

7.1.3 Resource Management Simulator 

The resource management simulator, developed in the scope of this research study, 
is an event-driven simulator. Discrete event handling was used in order to opti- 
mise the simulation process. The discrete event simulator is driven by the arrival 
of events. In such a way, the simulation state is not updated at regular time 
intervals. In this environment, each object of the functional structure, shown in 
Figure 7.2, is an event-handler. An event-handler has the ability to send and 
receive, delayed or non-delayed, events to and from other event-handlers. Essen- 
tial in this structure is the event-scheduler which maintains a list of time-sorted 
events and is in charge of dispatching events dynamically. In comparison with 
time-driven simulators, the simulation time is advanced to the event time each 
time an event is pulled from the event-scheduler list, so the event-driven simula- 
tor avoids waiting in a idle state for events to occur. In this thesis, programming 
classes are named following the convention CName. The simulator has two types 

of inputs in text file format: scenario files and network quality traces. A scenario 
is defined with parameters such as the resource manager configuration, network 
topology and user mobility profiles. A network quality trace is a text file in- 
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dexed by time stamps and which contains associated network quality measures 
(the notion of network quality is defined in the previous chapter). These traces 

are generated by the physical transmission simulator. The simulator generates 
a number of output files containing estimations of contract commitment and re- 
source use for pre-defined scenarios. 

Simulaw Inputs Simulator Functional Sbvctunm SmIxtor Output 

Csinni: II CSIM1111111 orl coutputAnalyis 

TL 

-j L7 
CResults 

Scenario Results 
Bamm, 

CConnectlon 

Bass 

I Generator I 
11 

CConnectiom 

ffý 

Cý Coneed 
CSICt 

Legend: 

Mwe CTnIC* 

Tram - Twd Fie 

Figure 7.2: Resource Management Simulator / Object Model 

The following list gives a brief description of each class functionality: 

MimFile is configured with the scenario parameters. The class is instanti- 

ated with values specified in a scenario file. The scenario file to be exploited 
is specified as a command line parameter of the tool. 

Mimulation is used for generating a unique object. This object's main 
function is to initialise the simulation session by creating base stations and 
output analysis objects. Once these objects have been created then the 
Mimulation derived object sends non-delayed initialisation events in order 
to initialise all event handlers. 
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COutputAnalsysis is also a class for a unique object that is in charge of 

gathering statistical data during the entire simulation session. From these 

data, this object is able to generate estimations for various random variables 

along with associated confidence intervals. 

CResults is a class container. It is used for containing all statistical data 

related to one simulation replication. For each simulation, replications were 

performed until the targeted relative errors were met (see Section 7.1.5). 

* MaseStation is an aggegation class that enables access to functions of 

classes CConnectionGenerator and CResourceManager. 

A CConnectionGenerator derived object is a Poisson process that generates 
Xonnection objects. The Poisson process rate is configured according to 

parameter values of the scenario file. Especially, the connection inter-arrival 
time is adjusted so as to achieve the desired offered load. This means that 
interarrival time T between consecutive connection arrivals is a negative 
exponentially distributed random variable with the following cumulative 
density function: 

P(T < t) =1- eAt 

A CResourceManager object implements the resource management algo- 

rithms of each base station. This object receives and handles each resource 
allocation/release requests. Furthermore, each resource manager exploits a 

set of scanning and bearer tables for link adaptation. 

Each resource manager is in charge of several timeslots. For this purpose, 

each resource manager is associated with an array of Mot objects. A 

Mot object is characterised by a slot's identification and a carrier's iden- 

tification. The number of slots allocated per base station is specified as a 

simulation input parameter. 

A Xonnection object is created for each active connection. It maintains 
the status of the connection with parameters such as the priority and the 
quality which has been offered since the connection entered the system. 
This object is deleted when the connection terminates. An exponentially 
distributed connection duration time of average 3 minutes was used for this 
study . 
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eA CConnectionContract is associated with each active connection. The 

contract specifies the quality requirements in terms of BER, delay, bit rate, 
degradation allowance and monitoring period. There is a one-to-one relation 
between a connection object and a connection contract but the relation can 
be amended if re-negotiation is enabled. 

Each active connection is associated with a network quality trace generated 
by the physical transmission simulator. For this purpose, each connection 

references a CTrace derived object. 

This tool was developed in C++ using the Communication Network Class Library 
(CNCL) libraries [Junius et al., 1998]. 

7.1.4 Trace Analyser 

The trace analyser reads sequentially a number of network quality traces and 
generates statistical results. The functional structure of the trace analyser is sim- 
ilar to the one of the resource manager simulator except that event handling was 
disabled. The trace analyser produces results much more quickly than the re- 
source manager simulator. However, this tool can only be used for the evaluation 
of a limited number of parameters (contract requirements). This tool was also 
developed in C++ using the CNCL libraries. 

7.1.5 Simulation Models and Statistical Analysis 

As mentioned at the beginning of this chapter, user behaviour and variation in 

network quality exhibit some level of randomness. For simulation purpose, these 
random behaviours are mimicked by a set of randomly generated inputs. The 

study consisted in generating random inputs, collecting values taken by random 
output variables for a high number of scenarios and providing a level of confidence 
regarding the collected results. Due to their dependence with random input 
variables, output variables also exhibit some level of randomness and therefore 
the set of output random variables is viewed as a stochastic process. In order to 

"'A stochastic process is a collection of random variables ordered over time, which are all 
defined on a common sample space" [Law and Kelton, 19911. 
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introduce randomness in the simulation inputs, the Fibonnacci random number 
generator implemented in the CNCL libraries was used. The generator produces 
random sequences with an extensive period before repeating itself. Two result 
collection methods were considered during the study: the replication/deletion and 
the batch means methods. 

The replication/deletion method consists in using a set of n independent simula- 
tion replications and considering the means of results from the n replications as 
point estimators for the random output variables. Each replication has an ini- 

tial transient period which determines the warm-up period during which results 

are not collected. With the replication/deletion method, n warm-up periods are 

considered. 

The batch means method is based on a single long run. Like the replication/deletion 
method, the batch means method seeks to obtain independent replications. For 
this purpose, the long run is viewed as a sequence of independent batches and 
the point estimators are determined by calculating the mean of results from the 

n independent batches. Unlike the replication/deletion method, the batch means 
method has to go only once through the transient period. 

A confidence interval for the point estimators of random variable X sample mean 
(X) is calculated with the following formulae [Law and Kelton, 1991]: 

tn-1,1-a/2 
f2, E((n: ) 

(7.2) 
Fn 

where tn-1,1-a/2 is the upper 1- a/2 point of the t distribution. n is the number 

of replications or the number of batches, for respectively the replication/deletion 
and batch means methods. a is the level of confidence in the interval and S2 (n) 

is the sample variance. An estimate of the relative error is calculated by dividing 

the half-length of the confidence interval by the sample mean [Law and Kelton, 
1991]. In this simulation study, the relative error of simulation results for 95% 

confidence intervals was always kept below 5.10-' and the replication/deletion 
method was chosen for conducting the study. 

In order to ensure the validity of the developed simulation tools, the different 

programming modules described in previous sections were independently tested 
under various conditions. The integrated simulation tools were further tested 
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based on statistical evaluation of generated results. Furthermore, input scenario 
parameters were varied to assess whether resulting system behaviours were as 
expected. 

Discussion: Criteria for selecting the result analysis method. Prelimi- 

nary experiments permitted to select the replication/deletion method as the most 
appropriate when compared with the batch means. The batch means method 
yields results associated with a high level of correlation between batches. In 

order to decrease this correlation, the number of observations per batch was in- 

creased. When uncorrelated batches were obtained the simulation time required 
for the batch means method was compared with the simulation time required 
for the replication/deletion. Results showed that for similar confidence intervals 

then the simulation time required for the batch means method was significantly 
higher than the time required for the replication/deletion method. The replica- 
tion/deletion method was kept for conducting the remaining of the simulation 
study. 

7.1.6 Notation for Graph Legends 

In the legends of the figures, the following notation is used: 

4P BR means contracted bit rate and is expressed in kb/s; 

9 LA means link adaptation; 

e Log(BER) is the log of the contracted BER; 

41 KIP means monitoring period and is followed by the monitoring period 
length in seconds; 

*P refers to the switching margin for link adaptation; 

*R means base station cell radius and is followed by the radius in km; 

9 SP means user speed and is followed by the speed in km/11; 

* TCH means traffic channel and is followed by the channel bit rate in kb/s. 
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For the simulation results presented in this chapter, the normalised commitment 
probability always refers to the probability that a specified contract will be fulfilled 

over a normalised period of 1 minute. Service specific commitment probability can 
be obtained from the normalised commitment probability by taking into account 
the expected service duration time. 

7.2 Simulation Results and Interpretation 

7.2.1 Bearer Capabilities 

The commitment probability is affected by various parameters such as the base 

station cell radius, the environment characteristics (radio propagation conditions), 
the degradation allowance, the monitoring period, the bearer configuration and 
user speed [Le Bodic et al., 2000d, e]. This section presents simulation results 
that show the effect of some of these parameters on the commitment probability. 
In the simulated scenarios, the required delay is unbound, the required bit rate 
is variable (from 2.4 kb/s to 28.8 kb/s), the required BER is variable (10-2 or 
10-3), the environment is rural, the cell radius is variable (5 km or 10 km), the 
degradation is variable (80% down to 0%) and the monitoring period is variable (5 

seconds, 10 seconds or 15 seconds). The delay is a typical end-to-end quality issue 
that involves transport over the radio link but also over the core fixed network. 
Here, consideration is given to the radio access part only, so the analysis of the 
overall delay involved over the end-to-end path is out of the scope of this study. 
Furthermore, it is assumed that the radio part of the end-to-end path is the main 
contributor to information loss and bit rate limitation. 

Figure 7.3 shows that the selection of the bearer configuration affects the com- 
mitment probability. On the figure are shown three curves. The three curves 
depict the commitment probability for traffic channels TCH2.4, TCH4.8 and 
TCH7.2. The choice of a bearer configuration consists in seeking a trade-off be- 
tween contract requirements, commitment and expected network quality. If the 
network quality can be predicted dynamically then the bearer configuration can 
be adapted accordingly. This principle is the basis of link adaptation techniques. 



CHAPTER 7. NETWORK LEVEL EVALUATION 177 

0.9 

0.8 

0.7 

Co 
0.6 

9 
0 Z 

0.5 

0.4 

0.3 L 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Degradation Allowance 

The degradation allowance is defined in Section 4.6.2. On the graph, a degradation allowance of 
0.4 on the x-axis means that 40% of measures are allowed to be non-conformant over a sliding 
time window of length specified by the monitoring period (in this particular scenario 10 sec. ). 

Figure 7.3: Commitment and Bearer Configurations 

Figure 7.4 shows the impact of the monitoring period length on the commitment 
probability. In this scenario, the degradation allowance varies from 0% to 80% 
(x-axis). The required BER is 10-2, the cell radius is 5 km and the bearer 

configuration is TCH4.8. The considered monitoring period lengths axe 5 seconds, 
10 seconds and 15 seconds. 

It is clearly shown on the graph that the longer the monitoring period, the higher 
the commitment probability. This explains why the monitoring period and the 
degradation allowance need to be two negotiable parameters. The network op- 
erator has to consider the fact that it is more resource-consuming to support a 
contract with a short monitoring period rather than a similar contract with a 
longer monitoring period. The network operator has to be more reactive and/or 
preventive if a short monitoring period is specified as part of the contract. How- 

Commitment with various Bearer Configurations 
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Figure 7.4: Commitment and Monitoring Periods 
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ever, it is important that error sensitive applications like video are associated 
with short monitoring periods whereas longer monitoring periods are acceptable 
for applications such as voice. When the degradation allowance is 0%, meaning 
non-conforming measures are not allowed, then the monitoring period length does 

not have any impact on the commitment probability. 

Figure 7.5 shows that the commitment probability is also affected by the level of 
BER required. The scenario parameters are similar to the previous one except 
that one curve shows the commitment probability for a required BER of 10-2 

whereas the other curve shows the commitment probability for a required BER 

of 10-3 . The lower the required BER the lower the commitment probability. In 
the situation where a BER of 10-3 is required, the network operator is enable to 
maintain the contracted QoS even if a high level of degradation is allowed. 

The higher the cell radius, the worse the link quality (estimated by network 
quality in this study) between the base station and the mobile terminal. Figure 7.6 
shows the effect of cell radius on the commitment probability. The figure shows 
that it is straightforward for the network operator to support contracts if the 

TCH48, RS, MP15, log(BER)=-2 
TCH48, R5, MP1 0, log(BER 2 ---*- 

TCH48,1 2 
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cell radius is short (radio signals fade proportionally to the distance between 
the emitter and the receiver). Smaller cells also means higher infrastructure 

costs. However, a short cell radius is associated with other technical issues such 
as an increase of signalling due to high handover rates. Hierarchical cellular 
systems are developed for combining the capabilities of various cell types within 
the same network infrastructure [Le Bodic et al., 2000b]. A hierarchical cellular 
system is an overlapping of two or more cellular layers. Each layer is characterised 
by a unique cell type such as pico, micro or macro cells. Depending on the 

contract requirements and/or mobility profiles, users are connected to the layer 

that is expected to best serve their needs. A hierarchical cellular system which 
dynamically balances the load between layers is highly adaptive and helps network 
operators to achieve higher levels of contract commitment. 

7.2.2 Resource Cost and Commitment with Link Adap- 

tation 

Figure 7.7 shows the contract commitment that can be attained by the system 
with a base station cell radius of 10 km. In this scenario the only factor that 

affects the commitment is the unavailability of a bearer configuration that could 
fulfil both the bit rate constraint and the BER constraint. The delay is unbound. 
It is shown that a high level of contract commitment can be attained for a bit 

rate of 9.6 kb/s and a BER ranging from 10-4 to 10-1. The level of commitment 
that can be achieved with a bit rate of 19.2 kb/s reduces significantly as the BER 

required reduces. 

Figure 7.8 shows the resource cost associated with each bit rate requirement 
(9.6 kb/s and 19.2 kb/s) for a base station cell radius of 10 km. The resource 
cost is the average number of resource units (timeslots) required during the com- 
munications phase. It is shown that for a required bit rate of 19.2 kb/s, the 
resource cost for high levels of error protection is constant at 4 resource units 
and reduces to 3 resource units when only 10-1 of BER is required. The initial 

resource cost of 4 resource units is explained by the fact that only one bearer 

configuration can fulfill this relatively high bit rate at these levels of error pro- 
tection. The bearer configuration is the low protection (TCH4.8) bearer with 
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4 concatenated timeslots. The bearer selection problem consists of seeking the 
appropriate trade-off between QoS requirements, commitment and resource cost. 

Figure 7.9 shows the impact of the cell radius on the commitment probability. 
Two curves are presented on the figure. One shows the commitment probability 
for a cell radius of 5 krn whereas the other one shows the commitment probability 
for a cell radius of 10 km. Regarding the results, it can be deduced that the 
network faces difficulties in the support of contracts when base stations with 
large cell radius are in operation. The two curves present local minima at contract 
BER around 10-2.5 . This is due to the fact that the system is reaching the limit 

of a bearer configuration capability and is smoothly switching to a more error 
protective one. Local minima can be avoided by switching preventively to a more 
protective bearer configuration. That is performed by measuring the network 
quality in a pessimistic fashion as presented in Section 6.4.2 of this thesis (cf. 

results presented in Section 7.2.3). 
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Figure 7.9: Impact of the cell radius on the commitment probability (LA) 

Previous scenarios showed the levels of commitment that can be attained in a 
system for which connections are not lacking of radio resources. Another factor 
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that affects the commitment is the resource availability. If the system becomes 

overloaded then connections will lack of resource units and the associated commit- 
ment will decrease dramatically. This is shown by Figure 7.10 where the system 
is configured with 5 or 8 carriers of 4 timeslots each and base stations have a cell 
radius of 5 km. Each connection can be assigned up to 4 timeslots. The timeslots 

allocated to a connection need to be located on the same carrier. This is another 
factor that prevents the system from attaining the ideal commitment of previous 
scenarios. 
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Figure 7.10: Contract Commitment /5 km Cell Radius 

Similarly, Figure 7.11 shows the contract commitment according to the system 
load. Base stations have a cell radius of 5 km. It has to be noted that for low 
load situations then the commitment probablity is higher when base station cell 
radii are small. This effect was already observed in simulation results depicted 
by Figure 7.6. 
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Figure 7.11: Contract Commitment / 10 km Cell Radius 

7.2.3 Effect of Switching Margin 

In Section 6.4.2, the requirement for a switching margin was considered. The 

effect of tuning the switching margin is shown in Figure 7.12 with three commit- 
ment probability curves for a switching margin P taking respectively the values 
0.4,0.7 and 1. When a small switching margin is used, resource use is minimised 
but the system does not switch preventively to more error-protective bearer ser- 
vices. Consequently, in the situation where network quality is highly variable, the 
bearer service fails to meet the contracted requirements and the associated com- 
mitment is therefore reduced. This effect is observed in the local minima of the 
curve associated with P at 0.4. If the switching margin is sufficient, this effect dis- 

appears, but resource use increases. A good system design is one which minimises 
resource use (and therefore switching margin) without reducing commitment. 

The effect that the switching margin has on resource use can be seen in Figure 7.13 

where resource cost curves are presented for the three schemes: P at 0.4,0.7 and 1. 
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Figure 7.14 shows the bearer configuration usage for switching margins P taking 

respectively the values 0.7 and 1. In both scenarios, the system mainly uses 
the traffic channel TCH7.2 with 3 slots when the required BER is high enough. 
Inversely, the traffic channel TCH4.8 with 4 slots is used when low BER levels are 

required. It is shown that the switching from TCH7.2 to TCH4.8 is performed 

preventively in the situation where a higher switching margin is used (P=1) in 

comparison with the situation where a smaller margin is used (P=0.7). 
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Figure 7.14: Bearer Configuration Usage 

-1.5 -1 

It has to be noted that high levels of commitment can be attained by increasing 
the switching margin. However, increasing P means that more resource units 
are utilised. The network operator has to find the adequate trade-off between 

resource cost and commitment probability. 

7.2.4 Effect of User Speed 

User speed has also an impact on the commitment that can be delivered by the 
network operator. Figure 7.15 shows three commitment curves corresponding to 
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three mobility profiles: 25 km/h, 50 km/h and 75 km/h. It is shown that the 

commitment offered to high speed users is significantly higher than the commit- 
ment offered to low speed users. This comes from the fact that it is unlikely that 
high-speed users will be stationary in low network quality areas but will rather 
cross them. This means that in the context of the proposed market-based frame- 

work, the user profile (speed, etc. ) might be considered as a strategic information 

which could affect what the network operator would be willing to offer. The net- 

work operator would take a higher risk to see its associated market reputation to 
be lowered for a bid proposal to a low speed user in comparison with a similar 
proposal to a high speed user. However, it has to be noted that high speed users 
are likely to face a high handover rate in a cellular network and could move out of 
the coverage region. This effect would also have an impact on the offered contract 
commitment. The effect of handing over a connection between two base stations 
has not been analysed in the scope of this study. 
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7.2.5 Optimisation of the Bearer Selection Process 

The effect of connection contract priority modes is examined in this section. 
Two types of connection contract are considered. First a contract with the first 

priority configured at bit rate and second a contract type configured with the 
first priority mode at BER. Setting a priority means that if more than one bearer 

configurations can meet the contract requirements then the one which increases 

the performance aspect identified by the priority mode is selected. Both types 

of contract have an unbound delay parameter, a required bit rate of 9.6 kb/s 

and a contracted BER varying from 10-4 to 10'. For the considered contract, 
a performance gain can be achieved for the BER range 10-3 to 10-1 where more 
than one bearer configuration is available to meet the contract requirements. 
However, no performance gain could be attained in the BER range 10-4 to 10-3 

where only one bearer configuration can maintain the contracted QoS. 

The performance gain that can be achieved is shown by Figure 7.16 for the two 

priority modes. It is shown that a gain of almost 4.6 kb/s can be achieved if the 

priority mode is configured at bit rate. On the other hand, a gain of 10-4 can be 

achieved if the priority mode is configured at BER. In the range of contracted BER 
from 10-3 to 10-1, the radio resource manager has to choose between allocating 
2 slots from one of the following traffic channels: TCH7.2 and TCH4.8. Both 

traffic channels fulfil the contract requirements in terms of bit rate and BER for 

the same resource cost. In this situation, the traffic channel TCH7.2 is preferred 
if the priority mode is set-up at bit rate whereas the traffic channel TC114.8 is 

preferred if the mode is set-up at BER. For contracted BER from 10-4 to 10-3, the 
TCH7.2 does not provide enough error protection. In that situation the system 
selects the traffic channel TCH4.8 without considering the priority modes. 

7.3 Service Adaptation Performance 

A simulation was also conducted in order to illustrate the co-operation of link 
and service adaptations over the TETRA air interface [Le Bodic et al., 2000c]. In 
this context, the multi-mode contract for a video application shown in Table 7.1 
was considered. 
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Video 
Mode 

Expected Frame 
Rate 

Contract Mode 

1 11.3 fps 28.8 kb/s bit rate 
2 8.5 fps 21.6 kb/s bit rate 
3 5.7 fps 14.4 kb/s bit rate 
4 2.8 fps 7.2 kb/s bit rate 

For this contract, the combined service and link adaptation table indexed by network quality 
level is shown in Figure 7.18. 

Table 7.1: Multi-mode Contract Requirements 

10-4 10-3 10-2 10-14 10-1.2 10-1 10-0.8 

A B c D E F 

11.3 fps 5.7 fps 2.8 fps 

A: No error protection 4 slots (7.2 kbps) No interleaving 
B: Low error protection 3 slots (4.8 kbps) No interleaving 
C: Low error protection 3 slots (4.8 kbps) Interleaving over 4 slots 
D: High error protection 3 slots (2.4 kbps) No interleaving 
E: High error protection 3 slots (2.4 kbps) Interleaving over 4 slots 
F: High error protection 3 slots (2.4 kbps) Interleaving over 8 slots 

Figure 7.18: Combined Link and Service Adaptation Table 

With this co-operative link and service adaptation scheme, the minimum period 
to wait for switching from one bearer configuration to a more appropriate and 
the period to wait for switching from one service mode to a more appropriate one 
were set-up to 3 seconds'. In the various scenarios considered, only five bearer 

configurations were extensively used by the resource manager. The usage of these 
bearer configurations is shown by Figure 7.19. The higher the cell radius the 
lower the network quality. Therefore, with high cell radius the resource manager 
has to use more error protective bearer configurations to maintain the contract 
requirements. Figure 7.20 shows the service mode usage. At high cell radius, 
the network quality is poor. In order to cope with network quality degradation 

23 seconds is the minimum period of time the system has to wait for switching between 
bearer configurations, see Section 6.4.2 
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the resource manager has to switch more often to service modes which have 
low resource requirements, so to reserve more radio resources for low-level error 
protection. 

By relating results presented by Figures 7.19 and 7.20, it can be concluded that: 

For low cell radii, the system can offer a high service quality (a high frame 

rate as seen with Figure 7.19). To support this high frame rate, the system 
uses extensively the traffic channel without error protection (in comparison 
with high error protection channels, this channel allows more user informa- 
tion to be transferred). 

For high cell radii, the network quality degrades significantly. To cope with 
these degradations, the system has to use more error protective channels (as 

seen on Figure 7.20) therefore the frame rate has to be reduced dramatically. 

When a multi-mode contract is specified for an adaptive application, the network 
operator can back-up to a less demanding operating mode when required. This 

situation is faced when the resource supply is short or when the channel is prone 
to errors. At the market level, this means that a network operator would more 
likely offer an advantageous bid to a multi-contract tender rather than to a single 
mode contract specifying a high QoS for only one operating mode. With the 
multi-mode contract, there is a lower risk for the network operator to decommit 

a contract therefore a lower risk for the network operator's market reputation to 
be lowered. 

7.4 Summary 

In this chapter, simulation results have shown how a quality contract negotiated 
in a digital marketplace can be maintained at the network level. Part of the con- 
nection contract enables the user to specify a level of link degradation allowance. 
This degradation allowance is configured according to the service quality require- 
ments. The network can cope with such degradations by adapting the link, for 
instance by dynamically using more error protective bearer services. According 

to the capabilities of the techniques which are in operation for coping with such 
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degradations, a network operator can establish a flexible trade-off between re- 
source cost and contract commitment. The contract commitment probability, 
defined as the probability that the network operator will fulfill the contract, can 
be affected by various environmental factors and network configuration param- 
eters. The effect of several of these parameters such as bearer capabilities, link 

adaptation configurations, network characteristics, QoS requirements and user 
mobility profile has been analysed. Based on these results, the next chapter 
develops further market-level simulation results to illustrate the dynamics of a 
marketplace. 

As a general outcome of this chapter, it can be said that network designers have 

a set of network-level mechanisms that can be used for establishing a trade- 

off between contract commitment and resource cost. As a rule of thumb, the 
highest levels of commitment are usually achieved at a relatively high resource 
cost. At the market level, the effect of providing services at low and high contract 
commitment is quantitatively analysed in the next chapter. 



Chapter 8 

Market Level Evaluation 

Chapter 7 has presented simulation results illustrating the notion of QoS con- 
tracts, contract commitment and degradation allowance at the network level. 
This chapter presents a market-level simulation study. Various results presented 
in this chapter illustrate the dynamics of a marketplace and show how these 
dynamics can be exploited by smarter applications. For this purpose, basic sce- 
narios have been considered where only one type of contract is on offer by service 
providers (could be a voice or a single mode video service). In such an envi- 
ronment, network agents compete in order to remain competitive. They do not 
collaborate as this could be the case for the support of multi-flow sessions. The 

simulation study is further complemented by a testbed experiment for which the 
framework has been implemented and is mainly used for measuring the negotia- 
tion overhead involved in agent negotiations. This study did not attempt to cover 
all scenarios that could be encountered in real world situations. However, care 
was taken to select the most representative scenarios. 

8.1 Market-level Simulator 

The market-level simulator is an event-driven tool' composed of three main 
classes: CNetworkAgent, CServiceAgent and CMarketAgent, representing re- 
spectively network operator, service provider and market provider agents. The 

'The structure of an event-driven simulator has been detailed in Section 7.1.3. 
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simulator always implements one market agent which controls transactions be- 
tween service and network agents within a marketplace. The number of service 
agents to be generated for a simulation is derived from the offered load whereas the 

number of network agents depends on the scenario under consideration (duopoly 

or oligopoly). For the considered scenarios, the number of registered network 
agents varies from 2 to 4. This number is representative of the number of market 
players in the UK2. Connection requests are generated according to a Poisson pro- 
cess as described in Section 7.1.3. This tool was used for analysing the effect of 
several market-level parameters such as the penalty depth and agent negotiation 
strategies. The tool generates network operator penalties and user decommitting 

probabilities from the results produced by the resource manager simulator and 
the trace analyser described in the previous chapter. As the two previous tools, 
the market-level simulator was also developed in C++ using the CNCL libraries. 
The following notation has been used for graph legends: 

od means penalty depth; 

e HC High Commitment; 

* LC Low Commitment; 

9 NA means Network Agent; 

o SA means Service Agent; 

9v means service valuation; 

8.2 Simulation Results and Interpretation 

This section presents selected simulation results illustrating the dynamics of a dig- 
ital marketplace. Two main scenarios have been considered. The first scenario is 
concerned with service agents which adopt a preference-based negotiation strat- 
egy and competing network agents offering prices according to a resource-based 
pricing scheme. With the second scenario, service agents adopt a valuation-based 

2 Four national network operators for 2G systems (none of the operators has a 100% geo- 
graphical coverage of the British territory) or 5 network operators for 3G systems. 
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negotiation strategy and network agents dynamically adapt their offered price 
to remain competitive in the marketplace. Negotiation strategies and pricing 
schemes have been formalised. in Section 5.7. 

8.2.1 Preference-based Negotiations with Fixed Resource- 
based Pricing 

In this scenario, two competiting network operators are offering services to two 

classes of users. These network operators offer communications services according 
to a resource-based pricing scheme such as defined in Section 5.7 and shown with 
Figure 8.1. 
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Figure 8.1: Resource-based Pricing Schemes 

Two network operators have a similar infrastructure based on the TETRA sys- 
tem for which performance has been analysed in the previous chapter. However, 
network operators have different call admission strategies. On one hand, network 
operator LC (Low Commitment) has a loose admission control and accepts all 
communications session above 70 % commitment (e. g. the network operator pre- 
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dicts that there is a 0.7 probability that the session requirement will be met). On 

the other hand, network operator HC (High Commitment), only accepts sessions 
for which at least 80 % commitment can be predicted. The relation between 

commitment and call admission strategy is given by Figure 8.2. 
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This graph characterises the TETRA network in terms of offered commitment and network 
load (simulation results from Chapter 7). From a network operator viewpoint, two strategies 
can be adopted. The first call admission strategy consists in having a 'strict' call admission 
control by limiting the number of connection admissions, so to reserve resources to maintain a 
high level of commitment for admitted connections (CAC 80%). Another strategy consists in 
having a 'loose' call admission control by allowing a high number of connections to enter the 
system (CAC 80%). This strategy means that the offered commitment drops when the system 
is highly loaded. 

Figure 8.2: Call Admission Strategies 

Two classes of users are also considered in this scenario. A first class which groups 
users that have a preference for the bidder which offers the lowest price. These 
users are represented by price-conscious agents and their strategy is characterised 
by the pair (wp, i,, = 0-9, wpenalty = 0.1). The other class groups users that 
have a preference for the bidder which has the lowest penalty. These users are 

Commitment In a resource limited system 
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represented by penalty-conscious agents and their strategy is characterised by the 

pair (wPrice 
---2 0-1, Wpenalty --` 0-9)- With this first scenario, users do not have a 

valuation. 

8.2.1.1 Penalty Evolution 

Figure 8.3 shows the evolution of penalty for the two network operators. Penalties 
for both operators are similar when the system is low-loaded. This comes from 

the fact that when the system is low-loaded not many connections are decom- 

mited. However, when the system load increases the number of decommited calls 
increases proportionally and the penalty of network operator LC consequently 
increases. The penalty of network operator HC remains low whatever the system 
load is. It has to be noted that the load offered to the marketplace under con- 
sideration is significantly lower than the load that will be supported by a typical 

mobile network serving, say, a city. However, in the proposed framework, the 

management of services over a city is delegated to several marketplaces with each 
an homogeneous usage pattern. Consequently, the overall load over the city is 
distributed over several marketplaces. It can be envisaged however that a single 
server would physically host the different marketplaces. The analysis which is 

made for scenarios considered in this section can be applied to similar scenarios 
with higher and lower loads as far as the same ratio between supply and demand 

of services is maintained. 

Figure 8.4 shows the proportion of users served by network operator 11C. This 

proportion remains at a low level when the system is not heavy-loaded. Network 

operator LC decommits more calls than network operator IIC when the system 
load increases. This increase in decommitment yields to an increase in network 
operator LC penalty. In this situation, penalty-conscious agents tend to migrate 
to network operator HC which leads to the network operator 1IC infrastructure 
becoming close to its maximal capacity (at around offered load 6 Erlangs for this 

particular geographical area). To cope with this influx of calls, network operator 
HC stops offering bids for call auctions (for offered loads over 6 Erlangs). This 

causes the proportion of connections admitted by network operator LC to increase 
as shown by Figure 8.4. 
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8.2.1.2 Categorisation of Services 

Figure 8.5 shows the decommitment probabilities for the two classes of users. 
The proportion of decommitted connections is almost similar for both classes 
of users when the system is low-loaded. However, when the load increases, the 

proportion of decommitted connections for price-conscious agents becomes sig- 
nificantly higher than the proportion of decommitted connections for penalty- 
conscious agents. As shown by the results, an important outcome of the system 
is to allow a categorisation of services for the two classes of users. Users having 

a preference for being served by operators associated with greater reputation are 
delivered a higher QoS in terms of decommitting probability. The compromise 
being that these users pay more for the service. 
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Figure 8.5: Decommitment Probability (20 % penalty-conscious agents, d= 200) 

8.2.1.3 Effect of the Penalty Depth 

In the previous paragraph, it was stated that when the system was low-loaded 
the decommitting probabilities for both classes were almost equivalent. A more 
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detailled analysis shows that when the system is low-loaded the decommitting 

probability for price-conscious agents is slightly lower than the one for penalty- 
conscious agents. In this situation, price-conscious agents are offered a slightly 
better quality of service than the one delivered to the other class of users. This 

effect is of course not desirable. This is explained by the fact that when the 

system is low-loaded, the penalty metric is not representative of the quality which 
is expected to be delivered (prediction). In this situation, the offered price is 

a better metric since it is inversely proportional to the number of remaining 
resources in the system (see Figure 8.1). However, the penalty metric becomes a 
very reliable metric when the load is higher than the load at the curves crossover 
point as shown in Figure 8.6. 
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Figure 8.6: Decommitment Probability (50 % penalty-conscious agents, d= 200) 

The penalty metric can be made more relevant when the system is low-loaded 
by increasing the penalty depth. A high penalty depth in the calculation of the 
penalty metric means that more call auctions are considered for the calculation. 
However, a penalty with high depth is a good metric only if the system state 
remains steady for long periods of time. If the marketplace state changes quickly 
then a low penalty depth will reflect more the short-term state of the system. 
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Figure 8.7 shows that a small penalty depth means that the penalty metric be- 

comes relevant during the negotiation only with system loads over 14 Erlangs (cf. 

Figure 8.6 when the metric became relevant with system loads over 12 Erlangs). 
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Figure 8.7: Decommitment Probability (50 % penalty-conscious agents, d= 50) 

8.2.1.4 Callback Services 

This section shows the system performance when callback services are enabled. 
A callback service is a service which is registered in a marketplace and which 
is executed only when the marketplace state meets a certain criteria. In this 

study, the download and upload of emails are considered as callback services and 
the execution criteria is the proposition by a network operator of a price that 
is below a pre-defined threshold. For instance, a user could specify that emails 
should be downloaded only when a network operator offered service price is below 

a certain price. In the scenario under study, emails load represents 20% of the 
overall system load. Emails have an average size of 2KBytes which is negative 
exponentially distributed. 
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Figure 8.8 shows the price charged for emails when callback services are not 
enabled. In this scenario, an email is transferred if at least one operator has placed 
a bid during the service auction (the proportion of rejected emails is represented 
by the curve titled Email Blocking). If none of the operators has offered a bid for 
the contract tender then the associated email transfer request is rejected. The 

selection of a network operator is made according the the user preferences as 
specified by its delegated agent strategic weights wp, i,, and Wpenalty. It is shown 
that the price charged by network operators for email services is proportional to 
the system load and is higher for penalty-conscious agents. Furthermore, it is 

shown that the blocking of emails becomes significant when the load is higher 
than 10 Erlangs. 
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Figure 8.8: Price and Blocking for Email transfers / callback service not enabled 
/ 20% penalty-conscious agents /d= 200) 

Similarly, Figure 8.9 shows the price which is charged by network operators when 
callback services are enabled. In this scenario, price-conscious agents register 
email callback services with an execution criteria that triggers the service if the 

price is below 0.2. On the other hand, penalty-conscious agents trigger the trans- 
fer of emails if the price is below 0.3. Obviously, when the system load is high 
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then emails will be delayed for a longer period of time, especially emails managed 
by price-conscious agents. The average email delay for the two classes of users 
is shown by Figure 8.103. When callback service is enabled then email transfer 

requests are not rejected but are queued in the system. Within each marketplace 
where callback services are enabled, the market agent maintains a list of all call- 
back services that have been registered by agents. When the marketplace state 
changes then registered callback services are scanned and the ones for which the 

execution criteria is met are triggered. If more that one service can be triggered, 
then priority is given to those which have entered the waiting queue first. If the 

user moves from one area managed by another marketplace then callback ser- 
vices have to be de-registered from the old marketplace and registered in the new 
marketplace. A direct extension is to consider a service agent that could increase 
the threshold value as the callback service waits until being served. A similar 
algorithm, called Escalator has been developed in [Miller and Drexler, 1988]. By 

postponing the entry of a callback service in a system, the marketplace imple- 

ments an efficient admission control by reserving radio resources to QoS sensitive 
traffic. 

8.2.2 Valuation-based Negotiations with Dynamic Pricing 

This section shows simulation results when service agents have valuation-based 
negotiation strategies. In this scenario, a service agent not only selects the net- 
work operator according to its preferences but also considers a service valuation 
as formalised in Section 5.9.2. For all simulation results presented in this section, 
the offered load is composed of penalty-conscious and price-conscious agents and 
the penalty depth is 200. Service agent valuations are drawn from a uniform 
distribution (0 <v< 1). Service agent valuations and preferences for the two 
classes of users are depicted in Figure 8.11. 

Figure 8.12 shows a representative simulation run which presents the fluctuations 
in the offered price for two network providers operating similar networks (honio- 

3 It has to be noted that the analysis of email delay in this study has been performed for 
users in an environment where the load is geographically homogeneous. Different results could 
be obtained by considering a multi-marketplace system with users crossing geographical areas 00 
with highly diverse ratios between demand and supply of email services. 
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geneoUS4 network operators). It is shown that the price offered by both operators 
is identical and reaches a price equilibrium quickly. 

Figure 8.13 shows the price offered by a network operator when competing in a 
duopoly with two different offered loads (30 and 40 Erlangs). It is shown that 
the offered price fluctuates around an average which is different for each offered 
load. At each equilibrium, the demand of telecommunications services equals the 

associated supply. 
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Figure 8.13: Price Equilibrium /1 Representative Simulation Run /2 Homoge- 
neous Networks with A=50 and S=0.05 

Figure 8.14 shows the price offered by a network operator when competing in a 
duopoly from the first call auction to call auction 7000. At call auction 7000, a 
third network agent enters the system. With the introduction of the new network 
operator in the marketplace, the overall market supply increases. Subsequently, 

4 In this thesis, the term homogeneous network operators identifies a set of operators which 
have similar networks and the same call admission strategy. Similarly, the term heterogeneous 
network operators identifies network operators which have similar networks but with different 
call admission strategies. 
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the two first network agents have to update their offered prices to remain com- 
petitive until reaching a new market equilibrium. 
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Figure 8.14: Price Equilibrium /1 Representative Simulation Run /3 Homoge- 
neous Networks with A=50 and S=0.05 / 50 Erlangs 

Figure 8.15 shows the offered price and reputation of two competing network 
operators with different negotiation strategies (heterogeneous operators with LC 

and HC agents as in the previous section). It is shown that the reputation of 
network operator HC is greater that the one of network operator LC. Network 

operator LC, in order to meet service agent valuations, has then to lower the 
offered price. However, the offered price of network IIC is only slightly higher 
that the one offered by network operator LC. This is explained by the fact that 
only 20% of penalty-conscious agents are entering the system. In this situation, 
service agents put more importance on the offered price rather than on the net- 
work reputation. The situation is different when 50% of penalty-conscious agents 
are entering the system as shown by Figure 8.16. In this situation, agents are 
considering the network reputation with equal importance to the price in their 
selection. In order to remain competitive, network operator LC has to lower more 
significantly its price. 
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Figure 8.17 shows the blocking of connections because offered bids do not meet 
service agent valuations (Blocking Valuation) and the blocking of connections 
due to lack of resources (Blocking Resource) in a duopoly with homogeneous 

operators. The figure also presents the blocking which was experienced in the 
previous scheme (preference-based negotiations). The objective in this scheme is 
to reduce the blocking due to resource lack. However, some resource blocking still 
occurs. This resource blocking is necessary since it is used as a metric by network 
agents to adapt their prices. 
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Figure 8.17: Blocking Probability /2 Homogeneous Networks with A=50 and 
S=0.05 / 20% penalty-conscious service agents 

Similarly, Figure 8.18 shows results for a scenario with 2 heterogeneous network 

operators and 20% of penalty-conscious agents whereas Figure 8.19 shows results 

when 50% of penalty-conscious agents are entering the system. In the case where 

a high proportion of users are represented by penalty-conscious agents, the val- 
uation blocking is high when the system is not heavy loaded. This is explained 
by the fact that in this situation the penalty of network operators is perceived as 
being too low and this can not be compensated by lowering the price since the 

offered price is already at its minimum level. The price difference is also more 
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important between what is offered by network operators LC and HC. This cor- 
roborates the interpretation which was given for results in Figures 8.15 and 8.16. 

Figure 8.20 shows the effect of changing the price update paxameters S and A. It 
is shown that a high value for S and low value for A allow the resource blocking 

to be reduced. That is explained by the fact that network agents can react more 

quickly to any changes in the market state. However, this also means that even 
at the equilibrium the offered price is highly variable in comparison with the 

scenario where a low value is assigned to S and a high value is assigned to A. 
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Figure 8.20: Blocking Probability /2 Homogeneous Networks / 20% penalty- 
conscious service agents 

Another scenario was considered where 50% of service agents have a high service 
valuation (v = 0.8) and the other 50% of service agents have a low service valu- 
ation (v =: 0.5). Figure 8.21 shows the blocking probabilities for the two classes 
of service agents. The blocking of high-valuation agents is significantly lower 
than the one of low-valuation agents. Figure 8.21 shows that there are three 
main phases. The first phase is concerned with a demand which is not impor- 
tant, so registered networks are not congested (phase A on Figure 8.21). In the 
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second phase, low-valuation service agents are denied access to networks so pre- 
serving network resources to service agents who value them most (phase B on Fig- 

ure 8.21). In the third phase, most low-valuation service agents are blocked and 
high-valuation agents also face a significant blocking (phase C on Figure 8.21). 
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Figure 8.21: Blocking Probability /2 Homogeneous Networks / 20% penalty- 
conscious service agents / 50% high-valuation service agents 

In this third phase, the overall service demand is extremely high and it becomes 
difficult to keep the blocking of high-valuation agents low. In this scenario, it 
is clearly shown that the system offers differentiated services with a high level 
of QoS to users who highly value the service. In relation with results presented 
in Section 8.2.1, it can be deduced that the system offers a two-level service 
categorisation: 

1. A first level of categorisation is offered in terms of blocking probability with 
a higher QoS (lower blocking probability) for service agents having a high 

service valuation. 

2. Another level of categorisation is offered in terms of decommiting proba- 
bility with a higher QoS (lower decommiting probability) for service agents 
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which have a preference for network agents associated with a great reputa- 
tion. 

8.3 Measurement of the Negotiation Overhead 

This section presents an evaluation study which has been conducted in order to 
measure the negotiation overhead involved in the market-based framework pro- 
posed in this thesis. The negotiation overhead is defined here as the period from 
the time a call request is made in a mobile network through the logical market 
channel (LMC) to its associated admission notification after the call auction [Le 
Bodic et al., 2000a]. This time overhead takes into account the transmission of 
messages between agents distributed over several hosts but also the time required 
to negotiate the call between the service provider and network operators in a 
digital marketplace. In order to obtain such measures, a testbed has been im- 

plemented where mobile network operators can dynamically register in a digital 

marketplace and get involved in call auctions. The testbed is implemented using 
the Java Remote Method Invocation (RMI) middleware technology over a set of 
Unix workstations connected to a LAN. 

8.3.1 Testbed Description 

For evaluation purpose, a set of hosts, from 2 to 5 Unix workstations, intercon- 
nected by a 10 Mbits/s bus was used. A digital marketplace host accommodates 
a market agent (NIA) which regulates the digital marketplace and updates net- 
work operator penalty tags. The digital marketplace also accommodates network 
agents if migration is permitted. Each mobile network operator interconnects its 
infrastructure to the bus via a network host. The network host accommodates 
network agents that are involved in call auctions. One mobile network operator 
holds the LMC where call requests can be placed by mobile users. Each call 
request is forwarded to the marketplace for being auctioned among registered 
network operators. Three scenarios have been considered and differ from the way 
agents are distributed over the testbed as described below. 
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4. The agent registers with the local RNII registry. The local registry maintains 
a list of all agent public interfaces that can be called by remote agents. 

Communication: 

1. The client agent requests a remote call to the local registry. 

2. The local registry loads the server stub which was created during the com- 
pilation process. 

3. The server stub establishes a connection with the remote registry and mar- 
shals the method parameters for transmission over the network. 

4. The remote registry loads the server skeleton. 

5. The server skeleton unmarshals the transmitted parameters and provides 
them to the server agent. 

6. The server agent runs the method code and returns results to the server 
skeleton to be provided to the client agent. 

7. The server skeleton marshals the results which are transmitted and then 
unmarshalled by the server stub. 
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It has to be noted that in this experiment all agents are server and client. During 

the communications phase, local RMI registries create connections with remote 
RXII registries and cache them for future use. Agents do not close directly RNII 

connections since they are managed at the RMI-transport level. RNII connections 
time out if they are not used for a given period of time. 

8.3.2 Collection and Analysis of Results 

During an experiment, each host generates a log file with time of call requests 

and call admissions. Once the experiment terminates, log files are collected and 

analysed with a tool developed in the scope of this study. The tool provides 

an experiment summary, especially giving the average negotiation overhead as 
defined above. 

8.3.3 Results and Interpretation 

Table 8.1, Table 8.2 and Table 8.3 show the negotiation overhead involved in 
the negotiation between agents for an overall offered load of 1800 calls per hour 
during 2 hours. Measures were performed at various time of the day and night 
to estimate the effect of varying network load on system performances. However, 
it can be seen that the time of the day does not have a significant effect on 
the negotiation overhead (in the order of 5 milliseconds). Each experiment was 
repeated 3 times. For this experiment, it has to be noted that the network does 

not represent a performance bottleneck. 

Figure 8.26 shows the average time overhead for the three first scenarios. In the 

studied scenarios, the system load over the network does not have a significant 
effect on the negotiation overhead. Marshalling and unmarshalling and creation 
of threads for handling RNII calls are the main contributory factors to the ne- 
gotiation overhead. In scenario B, where network agents migrate to the digital 

marketplace, additional agents had to be created in order for the local network 
agent to stay connected with the home infrastructure (for call reports and ad- 
missions). In this scenario, requests from the home infrastructure (call admission 
requests) are not directly forwarded to the market agent but intercepted by the 
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Number of 
Network Agents 

1 
A. 1 

ý I 
A. 2 A. 3 

1 15.295 msec. 15-4629 msec. 15.6786 msec. 
at 11: 00 at 20: 30 at 15: 30 

2 24.029 msec. 20.5864 msec. 20.8923 msec. 
at 22: 00 at 17: 00 at 10: 30 

3 26.666 msec. 26.9312 msec. 27.1115 msec. 
at 14: 00 at 23: 00 at 16: 00 

4 33.9283 msec. 28.6049 msec. 28.5608 msec. 
at 10: 30 at 13: 00 at 15: 30 

Table 8.1: Measured Negotiation Overhead / Scenario A 

Number of 
Network Agents B. 1 B. 2 

I 
B. 3 

I 

1 24.2994 msec. 25.8846 msec. 26.0654 msec. 
at 9: 30 at 21: 30 at 22: 30 

2 31.2703 msec. 33.0834 msec. 30.3189 msec. 
at 14: 00 at 19: 00 at 17: 30 

3 40.2512 msec. 36-9959 msec. 37.2044 iiisec. 
at 21: 00 at 9: 30 at 14: 30 

4 43.5222 msec. 43.4035 msec. 42.5503 Msel 

at 12: 00 at 16: 30 at 12: 00 

Table 8.2: Measured Negotiation Overhead / Scenario B 

Number of - 
Network Agents C. 1 C. 2 C. 3 

7 

1 10.953 msec. 11.1261 msec. 12.7755 msec. 
at 16: 30 at 14: 00 at 10: 30 

2 12.601 msec. 15.2764 msec. 12.7402 nisec. 
at 9: 30 at 20: 30 at 16: 00 

3 15.5448 msec. 14.297 msec. 18.0326 msec. 
at 12: 00 at 9: 30 at 19: 30 

4 18.0046 msec. 16-3156 msec. 21.72407 insec. 
at 14: 00 at 11: 30 at 22: 30 

Table 8.3: Measured Negotiation Overhead / Scenario C 



CHAPTER& IIARIýETLEXELFX'-11,1'. -ITI()ý\* 22 1 

50 

-a 45 
aý C 40 I) 

35 
_0 
co 30 
(D 

25 
CD 
: ý' 20 0 
a) 15 
cn 7) 

lo 
>5 

0 
1 

Number of Registered Agents 

M without agent rnigrationý 

0 with agent migration 
(differents JVMs) 

0 with agent migration 

Figurc 8.26: Negotintion Overheii(I 

local network agent and then fOrwarded to the Illill-ket o"gelli. This 111calls I hat 

iumv 11111 (ails are p(Abruied ill comparison with the scellorio withwil 
migrations. This explains NvIly the negotiation (werhead is Ili""ller ill suellario 11. 
Tlii. s is corrohoratcd hy re'sulls froill scenario C where kwal llowork a-, -ollf, alld 
the illark-et a")cIlt shill-c the saille JVM illid Ill)-wigh 1()(.; Il 
dure call". WhatmT t1u, snool-jo. the 11c, "'otiatioll mvi-Ilead (-all he kepi 1w1mv 

'50 illsec. Furthermore. it has been showil ill jk()sZ()r1llc1lyi o ill.. 19991 1 hal (o her 

C++ hased illiddicware techilologics such as Orhix C+ i nild Visihn)kcr Cj I 

arc al mul 3t() -4 1iII I( -', fi Is I cr tIIi Ill Ai Iv; I- I )i Isc( I syst cI I r, sm -11 as Illc (ille used iII 

I Ili, "' st Ildy. Cmisequeut ly. t he cs'I imill ed I legot iot ioll ( )vcr1wa( I represellf -, it 
14 m-cl. I )( )l It 1( 11()II Ic ( me wl I i( -11 (. ( )I IN II )c i 1( -11 1Nwa )l IIII len ii II 1( )1( vI 11( '111 . 
is exi )ected t l1a Ia cm III lielvio I versiol I(dII lo I )n q )( )S('( "Ysl el IIw )c q w( 
wi t 11 it highly efficient t echl 1ý )I()""Y II lilt ca II cI Isl I vc II In ItI le Id ii It i( )I I werl wi 1( 1 

(*all I )c I Ifil linlise( 1. Ill t his cii t c, (Yory- ron I- tiII le ( '( ) 11) 1 ý-\ jScI iIii i( It ;ii i( I Iý iiIii is. 2( R )( )I 

to repre"cill all appI-()pI-iiltc allcrimlive. 



CHAPTER 8. MARKET LEVEL EVALUATION 222 

8.3.4 Some Notable Points for this Experiment 

8.3.4.1 Effect of Garbage Collection 

It is shown in the previous section that the average time overhead is kept to 

a minimum with the Java RMI implementation. However, a detailed analysis 
of log files showed that high overhead peaks are encountered from time to time 
(overhead up to 1 second). A study of the JVNI internal functions showed that 
these overhead peaks where mainly caused by the JVNI Garbage Collector (GC) 

exploiting system resources for short periods of time (most of the time the GC was 
triggered by dynamic memory allocations). In this study, the effect of garbage 
collection could be limited by restricting dynamic memory allocations. When 
dynamic allocation was unavoidable then it was performed in part of the agent 
code where real-time performance was not critical. The effect of garbage collection 
on measurements is corroborated by findings of benchmarking measurements of 
various middleware platforms performed in the scope of another research project 
[Boszormenyi et al., 1999]. 

8.3.4.2 Granularity of Time Measures 

Preliminary experiments conducted on PCs showed that a time measure gran- 
ularity of not less than 50 msec could be obtained. This comes from the fact 

that the Windows operating system updates its system clock every 50 msec only. 
Similar experiments on Unix workstations yield to time measures with a clock 
granularity of 1 msec. 

8.3.4.3 Agent Graphical Interfaces 

Figure 8.27 shows the graphical interface that allows the monitoring of a digital 

marketplace. Each of the four main frames is associated with a registered network 
agent. On each frame is represented the price curve and also the penalty curve 
in real-time. The lower part of the interface shows the status of the current call 
auction with proposed bids, measured penalties and also the winning network 
agent. 
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The outcome of this testbed experiment is that if inter-agents local communica- 
tions are efficient then agent migration can improve significantly system perfor- 
mances, especially if the number of registered agents is important. With Java, 

each JVM can be secured independently. If all agents execute on the same JVNI 
then it becomes difficult to protect the system and agents. Therefore, even if 

agent migration can improve system performance, it has to be implemented cau- 
tiously. This argument does not corroborate findings of Nwana who points out 
that even if mobile agents can improve performance "[They] just b7ing an addi- 
tional set of problems on top of those [researchers] have with static agent already" 
[Nwana and Ndumu, 1999a]. 

8.4 Summary 

In this chapter, scenarios were considered where network operators offer services 
according to fixed and dynamic pricing schemes. From the presented simulation 
results, it can be concluded that price-conscious users (represented by agents that 

prefer to select network operators offering lowest call charges) are offered vary- 
ing quality according to the system load. Meanwhile, penalty-conscious users 
(represented by agents that prefer to select network operators with low penal- 
ties) have their contracted quality maintained whatever the system load but at a 
higher service cost. Dynamics of a marketplace were analysed with preference and 
valuation-based negotiations. With preference-based negotiations, service agents 
select the network according to strategic negotiation weights. In valuation-based 
negotiations, service agents also have a service valuation where a service agent 
accepts a bid only if it meets its valuation. The resource-based pricing scheme 
allows network operators to establish a relation between offered price and re- 
maining resources in their system. This relation is established according to the 

overall market supply (number of network operators and the capacity of their 
infrastructures). This pricing scheme is straightforward to implement but is not 
really flexible. First, it might be difficult to estimate the capacity of a com- 
petitor network and second it does not allow for adaptability when the overall 
market supply changes (for instance by dynamic registration and de-registration 

of network operators in a digital marketplace). To cope with these situations, 
a dynamic pricing scheme has been evaluated. In this scheme, network agents 
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individually update their offered prices according to the marketplace state. This 

scheme yields to interesting results and allows network agents to find the right 
balance between their reputation and the offered price. In this study, the repu- 
tation of an agent is affected by the call admission strategy and characteristics 
of a network. However, given its reputation, the agent autonomously adapts the 
offered price in order to remain competitive in the marketplace. A key feature 

of the system is its ability to differentiate services offered to different classes of 
users. There is a categorisation at the blocking level with a higher QoS delivered 
to users with a high service valuation. On the other hand, there is a categorisation 
at the decommitting level with a higher QoS delivered to users with a preference 
for network operators with great reputation. The categorisation of services is 

required for emerging mobile communications systems. 

In order to complement the simulations results, a testbed has been implemented. 
Measurements made with this testbed show that the negotiation overhead (time 
from a call admission request to its associated call admission notification) could be 
kept below 50 msec. Fast negotiations could be performed with agent migrations 
when local communications were implemented efficiently. 



Chapter 9 

Conclusions and Further Work 

This chapter presents the main conclusions that can be drawn from the work 
presented in this thesis along with a summary of the study's major achievements. 
The further work that could extend the proposed framework is outlined with 
emphasizes on the technical, economical and legal aspects. Finally, an insight is 

given on the way the proposal could be commercially developed in the short and 
long terms. 

9.1 Conclusions 

Over the last two years, telecommunications companies have been the subject of 
a wave of mergers and acquisitions. These deals between companies are of two 

categories [Riezenman, 2000]: 

* Two cellular companies are seeking to complete gaps in their coverage foot- 

prints and cut the network infrastructure cost. 

A company wishes to acquire another company to complement their services 
like a long-distance carrier that would acquire a mobile phone company. 

The danger with mergers and acquisitions is the build-up of monopolies, so redlic- 
ing competition in the telecommunications market. The main objectives looked 
for by companies involved in mergers and acquisitions can also be attained with 

226 
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the implementation of the market-based framework proposed in this thesis. With 
the proposal, operators can combine their resources to offer a higher QoS to 
end-users. A key feature of the proposal is to increase competition by allowing 
operators to compete for each single communications service. It has been shown 
in Chapter 8 that different negotiation strategies have various effects on deliv- 

ered QoS and associated service charges. Dynamics of the system allow users 
to establish the desired balance between QoS and cost. This categorisation of 
services is a feature which is expected for next generations of communications 
systems. It has also been shown in Chapter 5 that fairer pricing schemes can be 

established. Offered prices are directly dependent on the supply and demand of 
radio resources for a given geographical area. In this context, smart applications 
can be developed to exploit the scarce radio resources more efficiently. As a qual- 
itative evaluation of the proposal, it has also been shown that the proposal meets 
the objectives of regulatory organisations and represents a suitable platform for 
mobile virtual network operators. 

An initial contribution of this study resides in the definition of a generic QoS 

contract to allow an objective comparison of what can be offered by competing 
network operators (see Chapter 4). This generic contract placed in a conceptual 
hierarchy of contracts represents one of the commodities that can be traded in 
the proposed market-based framework. At the network-level, consideration has to 
be given to the fact that performance is sometimes highly variable, especially in 

mobile communications networks. This makes the prediction of what can be de- 
livered difficult. Furthermore, with initial quality requirements, various services 
will be affected differently by channel degradations. To allow the quantification of 
what level of degradation is tolerated by an application, several parameters were 
added to the specification of the generic contract. Furthermore, the contract 
specification was associated to the notion of commitment which allow the control 
of what is delivered by operators. The notion of contract commitment can be ex- 
ploited by network operators to offer services in the self-organised environment as 
defined by the proposed market-based framework. In this environment, network 
operators must report on their achievements and will be accordingly characterised 
by a market reputation. As a quantitative evaluation, it has been shoNvn how these 
notions of contract commitment and degradation allowance can be related to the 
allocation of radio resources in an existing mobile network (see Chapter 7). For 
this purpose, the TETRA system extended with a link adaptation scheme (see 
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Chapter 6) was chosen and simulation results have been presented. The outcome 
of these results is the analysis of the effect of various parameters such as environ- 
ment conditions, resource availability, user speed and quality requirements on the 

contract commitment. It has been shown that techniques such as link adaptation 
can significantly improve contract commitment and resource use efficiency. 

At the market level, two scenarios were considered (see Chapter 5 for the formal- 
isation and Chapter 8 for the evaluation). First, a scenario where service agents, 
acting on behalf of end-users and service providers, select a network operator using 
a preference-based negotiation strategy. In this scenario, a network operator wins 
the call auction if it maximises the service agent utility. Network agents, acting 
on behalf of network operators, offer services according to a fixed resource-based 
pricing scheme. This scheme provides interesting results, especially when the sys- 
tem is not excessively loaded, so allowing a categorisation of services according 
to service agent strategic negotiation weights. However, the main drawback of 
this scheme is that network agents do not dynamically adapt their pricing scheme 
to fluctuations of the overall market supply (registration and de-registration of 
network operators). Furthermore, when the system is excessively loaded it does 

not allow the reservation of resources to users that value them the most. In order 
to cope with this first scenario drawbacks, another scenario was considered where 
service agents have a valuation-based strategy. This means that, in addition to 
the preferences, service agents also have a service valuation that network opera- 
tors have to meet. On the other hand, this scenario considered network operators 
offering services at a price updated dynamically according to the market state. 
This second scenario yields to even more interesting results since the system was 
able to reach an equilibrium where each network agent would converge its offered 
price according to the overall market supply and demand but also according to 
their own reputation in order to remain competitive in the market. From aservice 
provider or user perspective, the last scenario means that users could have their 
low-valuation services rejected or postponed even if resources were available, so 
allowing high-valuation services to be served whenever required. With the pro- 
posed system, self-organisation and service categorisation are the key properties 
emerging from agent interactions. 

As a main conclusion, it can be said that the proposed market-based frainework 
delivers many of the features required for the provision of services in next genera- 
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tions of mobile systems. In particular, it offers an open competitive platform for 
trading communications services resulting in an improvement of the overall QoS 
delivered to users. 

9.2 Major Research Achievements 

The main research contributions to the fields of mobile communications and agent 
technology are the following. 

9.2.1 Mobile Communications 

1. FYamework for the management of mobile services in a multi- 
provider, multi-media and multi-technology environment. The mo- 
tivations behind this proposal have been presented in Chapter 2. Related 

approaches have been reviewed in Chapter 3. The complete specification of 
the proposal has been provided in Chapter 5 and its performance evaluation 
has been presented in Chapter 8. 

2. Methodology for measuring network performance and mapping 
generic service quality requirements to low level resource units. 
The definition of the hierarchy of contracts on which the methodology is 
based has been presented in Chapter 4 and the mapping methods in Clial-. - 
ter 6. The evaluation of this methodology has been presented in Chapter 7. 

IA novel link adaptation technique for next generation mobile ser- 
vices. The technique has been specified in Chapter 6 and evaluated in 
Chapter 7. 

9.2.2 Agent Technology 

I. Specification of an infrastructure (digital niarketplace) to allow 
services to be auctioned between autonomous agents. The infras- 
tructure based on a variant of the sealed-bid first-price auction has been 

specified in Chapter 5 and its performance evaluated in Chapter 8. 
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2. Development and study of several agent negotiation strategies. 
The negotiation strategies (fixed pricing/preference-based negotiations and 
dynamic pricing/valuation-based negotiations) have been formalised in Chap- 

ter 5 and their study presented in Chapter 8. 

9.3 Further Work 

9.3.1 Technical Development 

9.3.1.1 QoS Specification for Packet-based Networks 

In this study, the specification of QoS requirements and degradation allowance 
is appropriate for circuit-switched networks. Most existing mobile networks are 
circuit-switched but it is expected that next generations of mobile networks will 
be packet-based so making a more efficient use of radio resources (GPRS and 
3G systems, see Chapter 2). For this type of technology, the specification given 
in Chapter 4 might not represent an appropriate solution and might need to be 

extended to take into account packet-based measurements to check contracted 
requirements against what is effectively delivered by network operators. For eval- 
uation purpose, the TETRA mobile system has been used to conduct a simulation 
analysis. As mentioned in Chapter 6, TETRA being a private mobile radio net- 
work is not a p7io7i a system which will be integrated in the framework proposed 
in this thesis. However, TETRA was chosen because it has a number of bearer 

services that allows to establish interesting trade-offs between delivered quality 
and resource cost but also because real measurements are available for this sys- 
tem. To complement the framework evaluation presented in this thesis, a public 
packet-based system could be considered since they are more representative of 
systems that are likely to be integrated in the proposed framework. A GPRS- 
based system or one of the emerging 3G systems would represent an interesting 
experimental platform. 
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9.3.1.2 Agent Negotiations 

In [Beer et al., 1999; Jennings et al., 2000], authors identify three broad topics 
for research on agent negotiation: negotiation protocols, negotiation objects and 
reasoning models. 

The negotiation protocol which has been used in this thesis is a variant of 
the sealed-bid first-price. As described in Chapter 5, other auction proto- 
cols like the English, Dutch and Vickrey auctions could also be used. They 
have not been initially considered in this study because it is more difficult 

with these auctions to know how long the negotiation will take (English and 
Dutch) or are not appropriate for multi-dimentional auctions (Vickrey). An 

extension of the work presented in this thesis could consist in evaluating the 

effect of changing the auction type and to check if this affects the utilities of 
involved agents. Because agents are autonomous and developed in a multi- 
provider environment, it is possible to implement more complex strategies 
for instance by allowing agents to "to argue for positions and aim to per- 
suade their opponents of the value of a particular course of action" [Faratin 

et al., 2000b]. Many economics-based systems have made use of the game 
theory in order to drive inter-agent negotiations. It can be envisaged to 

use this approach to develop new negotiation strategies for the system pro- 
posed in this study. However, "despite the mathematical elegance of game 
theory, game theoric models suffer from restrictive assumptions that limit 
their applicability to realistic problems" [Jennings et al., 1998]. 

Negotiations objects are represented by a service contract (see Chapter 4) 

specifying QoS requirements and degradation allowance. Flow contracts 
traded in a digital marketplace are sometimes derived from a common ses- 
sion contract. In this situation, network agents could act co-operatively for 

sharing the flows and not behave as self-interested agents. Such network 
agents are said to care about equity and social welfare [Faratin et al., 2000b]. 

4P The reasoning model provides agent strategies that drive the negotiations. 
Two negotiation strategies have been considered in this study: preference- 
based negotiation (service agent) with fixed resource-based pricing scheme 
(network agent) and valuation-based negotiation (service agent) with dy- 
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namic resource-based pricing scheme (network agent). In a multi-provider 
environment, different parties will develop strategies to meet their own spe- 
cific objectives. This will lead to the development of systems where service 
agents and network agents will have very diverse negotiation strategies, 
sometimes with agents able to change dynamically their strategies [Faratin 

et al., 2000b] or tactics' dynamically according to the market and auction 
states. 

9.3.2 Socio-economical Aspect 

As described by the user scenario of Chapter 5, the proposed framework, by 

allowing fairer pricing schemes, might change the way users perceive and use 
mobile networks. The implementation of the proposed framework might not 
involve an important financial investment however there is still some doubts about 
whether users would adopt the system. An evaluation of whether users are willing 
to drop the 'peak/off peak rates' pricing scheme for a more dynamic pricing 
scheme as presented in this thesis would be an interesting study to complement the 
qualitative considerations that have been given in the scope of this work. However, 
BT researchers who recently proposed a usage-based charging of Internet services 
(see Chapter 3) pointed out that "many people are quite happy to purchase variable 
rate mortgages, or invest in the stock market. And just as other people pay a fee 
for a fixed-rate mortgage, or are prepared to commit themselves to a safer long- 
term savings plan, it is quite conceivable that they will be prepared to pay for their 
price to be kept fixed, or for price variations to be constrained in accordance with 
some pre-defined contract" [Rizzo et al., 1999]. 

9.3.3 Legal Aspect 

One of the main legal issue regarding the proposed conceptual framework is that 

electronic transactions can involve companies and users belonging to different 
legal jurisdictions. For instance, a dispute could concern the provision of a service 

'Tactics are responsive mechanisms that generate offers by linearly combining simple decay 
functions. Several tactics have been identified in [Faratin et al., 2000a]: time-dependent tactics, 
resource-dependent tactics and behaviour-dependent tactics. 
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contract by a Japanese local network operator to a British roaming mobile user. 
So far, international laws and organisation have dealt with these disputes but it is 

expected that international e-commerce, for which the conceptual framework can 
be seen as an application, will unveil flaws in the emerging global legal apparatus 
[Riezenman, 2000]. An interesting extension to the work presented in this thesis 
would be to integrate the proposed system into a legal framework dedicated to 
electronic commerce applications. This would facilitate the resolution of legal 
disputes. 

9.4 Business Development 

It is planned that future telecommunications networks will be universally inter- 

connected. In this context, there will be new challenging issues for managing 
the provision of services over heterogeneous technologies. In such multi-provider 
systems, hardware and software changes will be necessary and frequent. Con- 

sequently, network infrastructures will be designed in order to facilitate these 
changes. The same philosophy was adopted for the development of the Internet 
40 years ago. Similarly, electronic commerce is starting to be widely available 
on the Internet platform and it is expected that electronic commerce will also be 

available on future public mobile communication systems. In this category, the 
electronic trading of communication services therefore appears as a natural vision 
for the near future. 

In the market-based framework, the definition of each component of the proposal 
has been done through the agent technology guidelines. By this means, the model 
allows a certain degree of implementation flexibility while ensuring that compo- 
nents developed by different parties will be able to communicate. Such a system 
fits into the category of what Ferber [1999] calls 'kenetic software designs'. This 
category groups "computing systems which are capable of evolving through the 
interaction, adaptation and reproduction of relatively autonomous agents func- 
tioning in physically distributed universes. ". The next generation of mobile coin- 
munications systems will probably replace actual standalone legacy networks for 

open systems that will inter-operate to supply a high quality and low cost ser- 
vice to end users. New open systems will not be developed from scratch but will 
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rather be implemented on the top of actual telecommunications systems. One 

way of having a smooth transition from second to third generation networks will 
be to wrap second generation systems with agent shells. This process is called 
4agentification' [Jennings and Wooldridge, 1998]. 

Regarding the agent technology, it has to be noted that there are still drawbacks 

making the development of multi-agent systems difficult. First, there is a lack 

of standardisation of the agent technology and a lack of universally accepted 

methodology for developments of multi-agent systems. Furthermore, security 
issues have not yet been totally solved. However, it is likely that future agent 
frameworks will propose solutions for counteracting these actual obstacles. 

Regarding a full-scale commercial deployment, it might be difficult in the short 
term to implement the full market-based framework as specified in this thesis. For 
this to happen, the business model of the communications market need to evolve 
with 3G system and stabilise and then the introduction of the market provider 
business role might be possible. However, in the short-term, the dynamic se- 
lection of a network according to price and QoS requirements might be possible 
by integrating 'smart' switching functions in the mobile terminal. A terminal 
could switch automatically to a specific network according to basic parameters 
such as fixed pricing schemes (in relation with the time of the day), user mobility 
profile, QoS requirements, etc. This scheme would obviously not allow the flexi- 
bility and dynamism of inter-agent negotiations and therefore would only provide 
a sub-optimal binding between service provision and network services. However, 
this scheme would have the merit to be easily implementable with emerging 3G 

solutions. 
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Appendix A 

Object Modelling Technique 

In this thesis, interactions between system components are depicted with a graph- 
ical notation which is part of the Object Modelling Technique (ONIT). ONIT is 
based on what Rumbaugh [1991], the technique inventor, calls the analysis tripod: 

object modelling, dynamic modelling and functional modelling. The object model 
represents the static, structural, data aspects of a system. The dynamic model 
represents the temporal, behavioural, 'control' aspects of a system where the 
functional model represents the transformational, 'function' aspects of a system. 

In this thesis, only the object modelling part of ONIT has been extensively used. 
A summary of principal graphical symbols is provided by Figure A. 1. 
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I class name I 

Attribute: 

Association One to One 

Class Object 

Association Multiplicity'Man)( 

Association Multiplicity'Optional' 

Inheritance Branch 

Aggregation 

Association with Class 

Figure A. 1: OMT Graphical Notation 
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Appendix B 

Survey of Mobile Agent 

Platforms 

A large number of mobile agent platforms have been developed on the top of 
various operating systems, based on different programming languages and tech- 

nologies. In the following sections are described several of the most commonly 

used mobile agent platforms. It has to be noted that the list is far from complete. 
A list of mobile agent platforms have been reviewed by Pham. and Karmouch 
[1998]. 

B. 1 Grasshopper - GMD Fokus and IKV++ 

Grasshopper is a mobile agent platform that has been developed by GNID Fokus 

and IKV++. Grasshopper is MASIF conformant and has been used for the Eu- 

ropean research program ACTS (project CLIMATE)'. Grasshopper has entirely 
been developed in Java. A Java program manages each agency or location. Each 

mobile agent is also implemented has a Java program. Each agency is composed 
of a core agency and one or more places. Mobile agents are executed in places 
and can request services from the core agency. A mobile agent can migrate from 

'CLIMATE stands for Cluster for Intelligent Mobile Agents in Telecommunications 
Environments 
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place to place within the same agency or from agency to agency. The core agency 

provides 6 sets of services: 

The communication service groups functions that enable location-transparent 
inter-agent communication, agent transport and agent localisation. Com- 

munications service is based on the underlying CORBA, Java RXII or plain 
socket connections. 

The registration service maintains a list of all agents hosted in an agency. 
Beside the set of agency registration services is a region registration service 

which maintains information on agents, agencies and places at the region 
level. 

The management service provides a set of functions to enable administrators 
to monitor each agency remotely. The management service also provides 
functions for the users to create, remove or suspend their agents. 

The transport service supports functions that enable the transport of agents 
between places and between agencies. The transport service supports the 

serialisation and de-serialisation of agents termed respectively internalisa- 

tion and extemalisation in Grasshopper. 

4P The security service provides two types of security mechanisms: external 

security and internal security. External security is concerned with the pro- 
tection of interactions between agencies and region registries. The external 

security is implemented over the secure socket layer which ensures a level 

of confidentiality, data integrity and authentication of entities involved in 

communications. On the other hand, the internal security is. concerned with 
the protection of agency resources from unauthorised access by agents. 

* The persistence service enables the storage of agents and places states to a 
persistent medium such as a network drive. 

Researchers at GNID Fokus and IKV++ are considering the implementation of 
UNITS specifications on top of Grasshopper. The feasibility of the approach was 
evaluated in the scope of the ACTS research project CANIELEON'. 

'CANIELEON stands for Communication Agents for Mobility Enhancements in a Lo. -ical 
Environment of Open Networks. 
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B. 2 Concordia - Mitsubishi 

Concordia is a mobile agent platform that has been developed by Mitsubishi Elec- 
triC3. Concordia is a framework for the development of network efficient mobile 
agent applications. Like Grasshopper, Concordia has been developed in Java and 
is therefore compatible with every platform that implements a Java Virtual Ma- 

chine (VNI). A Concordia server runs on host expected to accommodate mobile 
agents. The Concordia server is responsible for the creation, the migration and 
the destruction of mobile agents and represents the hosting environment in which 
mobile agents can execute. The Concordia server responsibilities are delegated 
to a set of specialised managers: 

9 The agent manager provides the communications functions used for the 
migration of mobile agents between locations. The migrations are done via 
Concordia specific Application Programmable Interfaces (APIs) and not via 
network or machine specific APIs. 

The security manager protects the hosting environment resources from mo- 
bile agents misbehaviours. Concordia administrators can set-up specific 
securities restrictions for each category of mobile agents. 

The persistence manager is concerned with the serialisation and de-serialisation 

of mobile agents. It also has features for the restoration of mobile agent 
states and hosting environments in the occurrence of server or network fail- 

ures. 

The inter-agent communication manager handles emission, transfer and no- 
tifications of messages exchanged between stationary and mobile agents. It 

allows messages to be multicasted and allows the communications between 
agents which- are running at different locations. 

The queue manager is concerned with the transfer of mobile agents between 
locations. It provides reliable transfer of agents even over an unreliable 
network. 

3 Concordia documentation is available at http: //www. meitca. com/HSL/Projects/Concordia/. 
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The directory manager maintains a directory of all mobile agents which are 

running on a particular location. It also references the set of services which 
are available to mobile agents. 

* Finally, the administration manager allows Concordia administrators to 
control each Concordia server remotely. 

Concordia is developed over the TCP/IP communications services and allows 
users to specify pre-defined itineraries for their mobile agents. Concordia accepts 
mobile agents which act autonomously without intervention of the delegating 

entity (queries for disconnected computing). 

B. 3 Aglets Workbench - IBM 

Aglets Workbench is a mobile agent platform that has been developed by IBN1. 
Aglets Workbench incorporates a visual environment for the development of mo- 
bile agents dedicated to search for, access and manage electronic information. A 

mobile agent is called aglet and is implemented as a Java program. IBN1 states 
that each aglet is different from a typical agent program since it has a travel 
itinerary and an execution context that helps the migration between platforms. 
Furthermore, the Aglets Workbench incorporates a white board mechanism al- 
lowing several agents to collaborate and share information asynchronously. The 

inter-agent communication is enabled via a message-based system that supports 
asynchronous and synchronous peer-to-peer communications. The communica- 
tions protocol has been developed over the HTTP protocol. It has to be noted 
that Aglets Workbench is dedicated to the development of Internet-based appli- 
cations. 



Appendix C 

QoS Architectures Survey 

A QoS framework is a specification that defines a set of QoS configurable interfaces 
that formalise QoS in the end systems and network, providing guidance for the 
integration of QoS management mechanisms. This appendix reviews a number 
of distinct approaches that have recently emerged in the literature. 

CA IETF - Integrated and Differentiated Ser- 

vices 

Since its introduction, the Internet has been a global infrastructure without QoS 

support. Because the Internet was a shared network it was first decided that 
the Internet protocol suite would be designed with no guarantees and no spe- 
cial resources allocated for any of the packets. The objective was to provide 
end-users with an equitable Internet access with no special treatment for anyone. 
Furthermore, no special packet handling was really expected by the users since 
applications available such as HTTP, FTP and emails were able to adapt their 
sending rates to whatever capacity where offered by the Internet. However, new 
hardware technologies and multimedia applications such as remote video, multi- 
media conferencing and virtual reality are becoming widely available to end-users. 
Without special handling these multimedia sources are sometimes performing in- 
efficiently due to network congestion. In order to provide quality guarantees for 
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specified types of application over the Internet, the IETF in 1994 began the defi- 

nition of an Integrated Service (IS) [IETF, 1997] architecture that would extend 
the existing IP architectural model for the support of QoS. Differentiated Services 
(DS) is the current IETF approach for supporting QoS. The Integrated Services 

over Specific Link Layers (ISSLL) working group is currently studying ways in 

which DS can interact with IS. IS and IjS are described in the following sections. 

C. 1.1 Integrated Services 

The Integrated Services (IS), also called IntServ, is an architectural extension of 
IP and is composed of two main components: 

9 An extended service model and; 

9A reference implementation framework. 

C. 1.1.1 Extended Service Model 

The extended service model deals with service commitments. Service commit- 
ments can be related to individual flows or to classes of flows. In the IS model, 
service commitments for individual flows are concerned with QoS requirements 
where they are concerned with resource-sharing or economic requirements for 

classes of flows. In addition to the best effort service, the IS model supports 
guaranteed service for applications requiring fixed delay bounds and predictive 
service for applications requiring probabilistic delay bounds. 

C-1-1.2 QoS Requirements 

In the IS model, the time-of-delivery of packets is the only parameter that is used 
to quantify the QoS related to flows. The QoS commitments consist of bounding 
the delay parameters with minimal or maximal values. Two types of applications 
are supported in IS: real-time applications and elastic applications. Real-time 

applications are delay sensitive meaning that packets arriving at the destination 

after a pre-defined delay are worthless. Elastic applications are not sensitive to 
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delays and can therefore be subject to longer packet transmission delays. QoS 

requirements are negotiated at a flow by flow basis and the QoS requirements are 
mapped on to resource requirements. 

The resource sharing requirements are concerned with policy issues regarding 
classes of flows. The resource sharing requirements address the issue of how to 

share the aggregate bandwidth of a link among various classes of flows. Several 

implementations to cope with the link sharing issue are proposed: 

Multi-entity link-sharing: several organisations purchase a link and use it 
jointly. Sharing policies can be setup for controlling the link use, especially 
when the network becomes congested. 

Multi-protocol link-sharing: a link is divided into many sub-links. Each sub- 
link is associated with the traffic related to a particular protocol family such 
as IP, SNA or IPX. Different families of protocols have different methods 
of responding to network congestion, some methods more aggressive than 

other. A multi-protocol link-sharing will ensure that there is a fair sharing 

of the link between all protocol families. 

Multi-service sharing: a link is divided into many sub-links and each sub- 
link is dedicated to a class of service such as real-time applications or elastic 
application. For instance, this alternative will eschew real-time applications 
to pre-empt elastic applications. 

C. 1.1.3 Reference Implementation Framework 

The reference implementation framework provides a set of terms and a generic 
program organisation to implement the extended service model. The framework 

comprises four components: the packet scheduler, the admission controller, the 
classifier and the reservation setup protocol. 

The packet scheduler handles the packet forwarding by the use of a set of 
queues and timers. The packet scheduler is present at the output driver 
level of an operating system (link layer). An optional component called 
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estimator can be implemented in the packet scheduler. The estimator gen- 
erates statistics that are used for packet scheduling and admission control 
purposes. 

The admission controller manages the admission of flows within the system. 
The admission controller is implemented as a decision algorithm that grants 
the access to a new flow only if the two following constraints are not violated. 
First, the flow can be accepted in the system with the guarantee that the 

required QoS will be supported and second, the admission of the new flow 

will not degrade the QoS of already admitted flows. 

The classifier maps each incoming packet into a specific class. The classi- 
fication process is needed for traffic control and accounting purposes. The 

process takes into account the packet header and possibly complementary 
information included in the packet payload. 

The reservation setup protocol ensures that resource is allocated at hosts 

endpoints (source and destination) and at each router along the path of a 
flow. The de facto protocol used in IS for implementations is the Resource 

reSerVation Protocol (RSVP). An application specifies its QoS requirements 

using a list of parameters called f lowspec. This f lowspec is used by the 

resource reservation protocol to allocate resources to flows. 

Figure CA shows how the components can be organised into an IS compliant 
IP router. The router has two functional elements: the forwarding path (below 

the double horizontal line) and the back-ground code (above the double horizontal 
line). 

The forwarding path is divided into three sections: the input driver, the Internet 
forwarder and the output driver. The background code is executed into the 
router memory by a general purpose processor. Routines of the background code 
maintain the router state used for controlling the forward path. The background 

code routines are implemented into three active elements: the routing agent, the 
reservation setup agent and the management agent. The routing agent ensures 
the routing of packets and maintains a routing database. The reservation setup 
agent main task consists of the reservation of flow resources to meet required QoS. 
It also has a decision role in the admission control process. A management agent 
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is implemented in the router for network management purpose. It maintains a 
set of admission control policies rules. 

Resource reSerVation Protocol (RSVP) is used for the resource reservation at 
routers the long of the flow paths. The QoS requests result in resources being 

allocated to flows. It ensures that a specified router state is maintained to fulfil 
the required QoS. Considering existing reservation protocols, two reservation ap- 
proaches are usually considered: the hard state and the soft state. With a hard 

state, the reservation is established and released explicitly where with a soft state 
the reservation is established and refreshed regularly. RSVP is implemented over 
the soft state. 

The RSVP receiver is responsible for requesting the reservation of resources. First, 
the RSVP sender transmits a Path message toward the RSVP receiver. Each 

node of the path stores information on the traffic which will be transferred if 
the connection is accepted. The traffic is characterised by a Tspec specification 
defined by the sender. Once the receiver gets the Path message, the receiver 
sends a Resv reservation request back to the sender. The Resv request carries 
QoS information that is used for allocating resources in each router in the path. 
After receiving the Resv request the RSVP sender can start the transmission of 
packets. A proposal was made to incorporate pricing information in the RSVP 

signalling protocol. An outline of this proposal is presented in Section 3.2.2. 

Table CA shows the main differences between the reservation mechanism of RSVP 

and the one used in an ATNI network. 

RSVP I ATM 
Receivers generates reservation Sender generates connection re- 

quest. 
Soft state (refresh/timeout) Hard state (explicit release) 
Seperate from route establish- 
ment 

Concurrent with route establish- 
ment 

QoS can change dynamically 
I 

QoS is static for duration of con- 
nection 

L! ýeceiver heterogeneity I Uniform QoS to all receivers 

Table CA: Comparison of RSVP and ATNI signalling / Source [Peterson and 
Davies, 1996] 
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A RSVP session is defined by the combination of transport-layer protocol type 

and destination address and port number. A Resv request carries two binary 

options for the reservation of resources. The first option is concerned with the 
treatment of reservations for the senders of a common RSVP session. This first 

option takes the values distinct and shared. The value is distinct if the reservation 
has to be established for each sender independently and shared if the reservation 
is shared by a group of senders. The second option is concerned with the selection 
of senders for the reservation. This option takes the values explicit and wildcard. 
The explicit value specified that the reservation concerns all senders from the 
RSVP session where explicit states that the reservation concern only a group of 
senders. The different configurations of option values enable the choice of several 
reservation styles as shown by Table C. 2. 

Sender Selection Distinct (Reserv. ) Shared (Reserv. ) 
Explicit Fixed Filter Shared Explicit 
Wildcard Style not defined Wildcard Filter 

Table C. 2: Reservation Options and Styles / Source IETF 

The Fixed Filter (FF) style states that the reservation is made for one sender 
and is not shared with other senders. The Wildcard Filter (WF) style specifies a 
reservation that is shared by all senders. Finally, the Shared Explicit (SE) states 
that the reservation is to be shared between a group of selected senders. SE and 
WF styles are useful for conferencing applications where usually only one user 
is active at a time. In that situation, a reservation request for twice the sender 
bandwidth would be sufficient while allowing a certain level of over-speaking 
White [1997]. 

The Internet Protocol version 6 (IPv6) protocol provides a 4-bit Priority Field 
in the IPv6 packet header. Furthermore, a Flow Label enables the labelling of 
packets that belong to particular traffic flows for which the sender might request 
special handling. More information about IPv6 can be found in [Huitema, 1997]. 
Real-time Transport Protocol (RTP) is the Internet-standard protocol for the 
transport of real-time data, including audio and video. It can be used for media- 
on-demand as well as interactive services such as Internet telephony. RTP consists 
of a data and a control part. The latter is called RTCP. The data part of RTP is a 
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thin protocol providing support for applications with real-time properties such as 
Continuous Media (CM) (e. g., audio and video), including timing reconstruction, 
loss detection, security and content identification. Internet Stream 'Iýansport 

Protocol version 2 (ST-II) is an experimental protocol defined in [IETF, 1990]. 

It is a connection-oriented layer 3 network protocol to coexist with the IP. IETF 

has enhanced the Internet suite of protocols for supporting QoS as depicted by 

Figure C. 2. 

Multimedia Applications 

RTP UDP 

F- TCP 

ST-11 RSVP 
IP 

Subnetwork 

Figure C. 2: IETF Multimedia Framework / Source IETF 

C. 1.2 Differentiated Services 

Differentiated Services (DS), also called DiffServ, is the new IETF approach for 
the support of QoS over Internet. In DS, individual host-to-host microflows are 
aggregated to form a single larger flow for which special QoS handling is provided. 
The microflows are classified at the edge of the DS compliant network into sev- 
eral service classes such as premium service, assured service and Olympic service 
[Xiao, 1999]. The premium service is for applications requiring low delay and low 
jitter. The assured service is for applications requiring more reliability than the 
best effort service. The Olympic service is the most reliable service class and is 
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Each packet enters the DS compliant network through an Ingress Router. The 
MultiField (MF) classifier of the router categorises the packet. The traffic meter 
measures the packet conformance with a traffic profile agreed between the user 
and the service provider under the form of a Service Level Agreement (SLA). At 
this level, each packet is either admitted or dropped and the packet DS Field is 

updated. Within core routers, the PHB service is provided through internal queue 
management and scheduling techniques. The IETF has proposed two PHBs: 
Expedited Forwarding (EF) and Assured Forwarding (AF). 

The EF PHB supports packets with low loss, low delay and low jitter. Considering 
the host-to-host connection, the EF PHB emulates a Virtual Leased Line (VLL) 

connection characterised by a peak bandwidth. Packets tagged for a EF PHB 

service are placed into high priority queues in interior routers. The AF PHB is 

subdivided into three categories. Each category is associated to a class of service 
and support three levels of drop precedence. If the network becomes congested 
then packet with higher drop precedence are discarded before the packets with 
lower drop precedence. 

Metz [1999] stated that "DS is means of providing a scalable and coarse level of 
service suitable for the ISP-size and ente7pTise networks, DS holds much promise. 
It is certainly more scalable than the fine-grained, per-flow approach of IS and does 

not require new applications or extensive router upgrades". Furthermore, with IS, 
the amount of information states at routers increases proportionally with the 
number of flows. Therefore a significant memory is required in each IS compliant 
router and the resulting processing overhead can be important. Unlike IS, the 
amount of information states at routers in DS is proportional to the number of 
service classes. 

C. 1.3 Lancaster University - QoS Architecture 

The QoS Architecture [Campbell et al., 1994], also called QoS-A, is a QoS frame- 
work that has been developed at Lancaster University. QoS-A is a layered frame- 
work in which has been defined the notions of service contract and flow. 
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C. 1.3.1 Layered Architecture 

In QoS-A, the notion of flow characterises the "production, transmission and 
eventual consumption of a single media stream as an integrated activity governed 
by a single statement of QoS". Functionally, QoS-A is defined over 5 layers and 
3 planes as illustrated by Figure CA 

Flow Management Plane 

QoS Maintenance Plane 

Protocol Plane 
Control Plane / User Plane 

Distributed Platform 

Transport Layer 

Network Layer 

Data Link Layer 

Physical Layer 

Figure CA: QoS-A Layered Framework / Source [Campbell et al., 1994] 

The three QoS-A vertical planes are the protocol plane, the QoS maintenance 
plane and the flow management plane. 

The protocol plane is subdivided into two sub-planes: the user plane for 
data transmission and the control plane for signalling transmission. This 

subdivision is necessary since both types of transmission have different QoS 
requirements. 

The QoS maintenance plane contains a set of QoS managers. Each QoS 
manager is specific to one of the protocol present in the protocol plane. QoS 
managers are responsible for the maintenance of the agreed QoS for flows. 
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The flow management plane is concerned with the flow establishment, QoS 

re-negotiation, QoS mapping and QoS adaptation. 

C. 1.3.2 Service Contract 

Before the establishment of a CM connection, the user needs to specify a contract 
agreement with the service provider. Usually a CM connection involves several 
flows that require synchronisation and different QoS requirements. In QoS-A, the 

service contract is defined by setting values over a set of parameters as listed in 

Table C. 3. 

Clause Description 
Flow specification Characterisation of user QoS require- 

ments. 
Commitment Specification of the degree of commit- 

ment in supporting the required level 
of QoS. The QoS commitment can be 
either deterministic, statistical or best 
effo rt. 

Adaptation List of actions to execute in the event 
of QoS degradation. 

Connection Specification of a resource reservation 
mode. 

Cost Cost that the user is willing to pay for 
the specified service. 

Table C. 3: Service Contract Clauses / Source [Campbell et al., 19941 

C. 1.3.3 QoS Mechanisms 

At the user plane, a QoS sensitive transport protocol is used. The protocol 
supports connection oriented communications and ensures that the resource al- 
locations are based on users' QoS requirements. In the protocol is specified a 
buffer management scheme where separate resource pools are used for each QoS 
commitment type. A resource pool is dedicated to each deterministic flow where 
statistical flows share a common pool. The transport protocol comprises several 
QoS management mechanisms which are presented in the next paragraphs: 
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The flow regulator prevents the network buffers of being overflowed by shap- 
ing the transmissions. The regulator shapes the flow transmissions accord- 
ing to the flow characterisation specified by the service contract. 

a The flow scheduler arranges the transmission for the purpose of ensuring 
that QoS requirements are met. 

* The flow monitor is a process that gathers statistical information on ongoing 
flows. This information is used mainly for the QoS maintenance. 

The resource manager provides an access interface to the buffer manage- 
ment, regulation and scheduling functions. 

The flow management plane is concerned with a set of static and dynamic QoS 

control function. The main functions are flow reservation and QoS adaptation as 
described below: 

The flow reservation is responsible for the reservation of router resources 
for the transmission of flow data. In QoS-A, resources are allocated on a 
per-flow basis. Resources are reserved for deterministic flows based on their 

peak rate where resources are reserved for statistical flows based on their 
sustained rate. No resource is reserved for best effort flows. 

4P The QoS adaptation role of the flow management plane is determined by 
the maintenance clause of the service contract. If the maintenance mode 
specified is no maintenance then the plane does not maintain the QoS. If 
the maintenance mode is monitor then the plane provides QoS information 

states to the application. If the mode is maintain then the plane takes 
actions for the QoS to be maintain. 

C-2 OSI -. QoS Framework 

One early contribution to the field of QoS-driven architecture is the OSI QoS 
framework [ISO, 1995] which concentrated initially on quality of service support 
for OSI communications. The framework objective is to assist the design of 
telecommunications systems that guarantee the QoS delivered to end-users. The 
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OSI QoS framework provides an extension of the OSI reference model and a 
terminology. 

C. 2.1 Extension to the Reference Model 

Basically, the extension of the reference model specifies how extended functions 

may be included to the OSI communications systems in order to guarantee QoS. 
In the extension is defined the notion of QoS characteristic as "some aspect of the 
QoS of a system, service or resource that can be identified and quantified". OSI 
QoS compliant systems are designed, procured and configured with one or more 
QoS policies specifying the QoS characteristics and QoS management functions 

to be used. Sets of user QoS requirements and associated QoS policies are called 
QoS categories such as the time critical systems category or the low cost systems 
category. 

C. 2.2 QoS Mechanisms and Phases 

QoS activities happen at three different phases of the QoS activity: 

During the prediction phase, information is exchanged between entities in- 

volved in the communications. The objective is to predict the system be- 
haviour and to initiate QoS mechanisms appropriately. 

During the establishment Phase, users express QoS requirements (negotia- 

tion) and QoS mechanisms are configured accordingly. The configuration 
ensures that the QoS required will be delivered during the operational phase. 

During the operational phase, mechanisms operator to maintain the QoS 

which has been required during the establishment phase. 

The QoS activities involve several types of interactions including user-to-user, 
user-to-service provider and service provider-to-network provider. Several QoS 

mechanisms are identified in the ISO QoS framework such as: 
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The QoS establishment is a mechanism that enable service provides, net- 
work providers and users to agree on a level of agreement and QoS require- 
ment at the establishment phase. 

The QoS monitoring enables entities to monitor the QoS delivered. Users 
involved in the communications perform what is called a local monitoring 
where the monitoring by QoS maintenance processes is termed monitoring 
by OSI management. 

* The QoS alert is configurable and informs entities of selected QoS events 
that occur during communications. 

The QoS maintenance aims at maintaining QoS level at agreed levels. The 
QoS is maintained by processes such as resource managers and admission 
controllers. 

The QoS control is responsible for tuning performance of protocol entities 
and for the configuration of remote systems via OSI system management 
protocol. The QoS enquiry is a mechanism that enables users to get QoS 
information from other entities (users or providers). 

Several level of agreement' can be negotiated in a QoS ISO compliant system: 

The best effort is the weakest level of agreement where no QoS guarantee 
is assured by service providers. 

The compulsory level of agreement ensures that the communications service 

provided will meet the QoS requirements. At any stage, if the QoS delivered 

degrades and do not meet the requirements then the communication is 

aborted. 

The guaranteed level of agreement ensures that the QoS will be maintained 
to meet the QoS requirements. This implies that the service is established 
only if the QoS can be maintained for the entire duration of the communi- 
cations. The guaranteed level of is the highest level of agreement that can 
been assured by service providers. 

'ISO levels of agreement are called QoS commitments in other QoS architectures. 
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C. 3 TINA - QoS Framework 
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op ment ýd tI ic TINA Consort iIIIII (T INA-C) sl I Icc 1993. TI le project iI It vilds 
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to develop a common architecture for network operators. TINA-C addresses three 

major domains for the development of the architecture: 

4p The Distributed Processing Environment (DPE); 

fo The Network Resource Architecture; 

4p The Service Architecture. 

C. 3.1 The QoS Quartet 

TINA-C bases the support of QoS onto four interrelated components called the 
QoS quartet as illustrated by Figure C. 6. 

Service 
Quality 

Network 
Control 

Usage QOS 
Control Monitoring 

Figure C. 6: The TINA QoS Quartet / Source [Hamada et al., 1998] 

The service quality is the means for the user to express the quality of service that 
is expected and the quality of service that is perceived. The usage control is a 

mechanism that shapes transmissions in order to predict the user behaviour. The 

network control is concerned with the mapping of service quality onto network 
resources, admission control, multiplexing scheme, priority control and network 
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QoS guarantees. The QoS monitoring element is responsible for the monitoring 
of the network performance. 

C. 3.2 The Service Quality and QoS Mapping 

In TINA, it is assumed that the user can expressed QoS requirements by setting 
values over a set of QoS parameters specified by a Service Quality Function (SQF). 
The SQF is a multidimensional function. Each dimension corresponds to an 
independent service quality such as video or audio and possible values to be 

assigned to range from 0.0 to 1.0 where 1.0 corresponds to the highest service 
quality requirement. As an example, a possible SQF would have four dimensions: 

one for the audio quality, one for the video quality, one for the throughput and one 
for the response time. Each SQF specified by users is mapped onto set of network 
specific performance parameters called a QoS schema. The process of mapping 
the user requirements specified by the SQF onto a QoS schema is called QoS 

mapping. There is no universal QoS schema but one per network implementation 

or per protocol layer if a stack architecture is considered. The QoS mapping is 
then a process that maps user requirements onto a hierarchy of QoS schemas. 

Figure C. 7 shows a hierarchy of QoS schemas. In that particular scenario, a 
single TINA stream is divided into an audio part and a video part. The audio 
QoS requirements are mapped onto the stack of protocols G. 711, RTP and RSVP 
based on IP over ATM. The process of QoS mapping is difficult therefore soft 
mapping is considered in TINA where the mapping allows a degree of inexactitude 
as far as "it can give a fair deal (or fair bet) to the user and the provider". 

It is stated in the TINA specifications that there is a tight link between the 
support of QoS and the billability functions. For instance, TINA specifies that if 

a level of QoS has been agreed between the user and the service provider then at 
least the level of QoS must be provided. If the service provider fails to provide 
the agreed level of QoS then the charging for the service should be cancelled, or 
at least compensated. 
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The QoS monitoring is addressed in details for IETF, QoS-A and ISO architec- 
tures where it is only mentioned in the TINA specifications. QoS-A reckons an 
implementation at end-system level, TINA considers an implementation at net- 
work level only and IETF and ISO states that it has to be implemented at both 

end-system and network levels. 

The QoS maintenance is addresses in details in IETF, QoS-A and ISO architec- 
tures where it is not addresses in the TINA specifications. All architectures states 
that the maintenance is to be handled at end-system and network levels. 

It has to be noted that all QoS frameworks presented in this document intend to 
be generic enough to be applied to any communications network. However, in the 

context of mobile communications networks, link quality is highly affected by en- 
vironment characterisitics (building, weather conditions). Therefore several QoS 

mechanisms have to implemented with special care. Because user's behaviour 
(velocity, direction) is usually unpredictable, the QoS establishment, QoS mon- 
itoring and QoS maintenance mechanisms have to face unpredictability in the 

estimation of what QoS can be provided by the system. 



Appendix D 

Low Level Simulation Models 

The TETRA Physical Transmission Simulator as outlined in Section 7.1.2 is part 
of a suite of tools developed by members of the Mobile Communications Group at 
the University of Strathclyde in order to model mobile communications systems. 
Materials for this section were kindly provided by Dr James Irvine. The tool set 
includes the following components: 

Tools T Coding 
Týansmission chain emulation down to a bit level. Synopsys COSSAP 
Low level bearer level simulation. Java and C 
High level service simulation. Java 
Display Tool for monitoring network entity perfor- 
mance (base stations, mobiles, etc). 

Java 

Analysis Tool for monitoring service level perfor- 
mance. I 

Java 

Table D. 1: Simulation Tool Set 

The tool set is constructed as a collection of smaller tools to allow individual 

components to be used as required. In this study, only the first two tools have 
been used. 

274 
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D. 1 nansmission Chain Modelling 

In order to form accurate estimates of network quality, detailed simulation is re- 
quired. Such detailed simulations are very computationally intensive. To cope 
with this issue, a different approach has been adopted here whereby detailed 

transmission chain emulations are run for different channel configurations and 
the detailed output is recorded [Irvine and Dunlop, 2000]. These recordings can 
then be added to the information to be transmitted in order to get an accurate 

assessment of what would have been received, or they can be used to form look 

up tables (LUTs) to map transmission quality in terms of signal to interference 

and noise ratios to network quality. The complete low level emulation system is 

shown in Figure D. 1. Different coding schemes can be incorporated into the trans- 

mission which allows different LUTs to be formed for each code. The Analysis 

Tool, which performs Application Comparison and Display, can be configured to 

generate LUTs automatically. These LUTS can then be used to replace detailed 
Transmission Chain Modelling for future simulation runs. 
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Figure D-1: Overview of the Transmission Chain Simulations 
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The transmission chain simulation has at its core a detailed COSSAP simulation 
of the physical layer of the system under study. Physical layers are available 
for TETRA, GSM and EDGE. The TETRA transmission chain is shown in Fig- 
ure D. 2. 

The channel models available for the TETRA simulation are the ETSI Rural 
Area (RA) and Typical Urban (TU) models. These are modified version of the 
GSM channel models with a reduced number of taps due to the narrower carrier 

I Application 
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Figure D. 2: TETRA Transmission Chain 
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bandwidth. For the simulation undertaken here, the rural area environment was 
used since it is the most common channel experienced by PMR systems with 
typical antenna location to maximise coverage rather than capacity. 

The transmission chain can operate in either noise limited (no interferer) or in- 
terference limited (single dominant interferer) modes. For this work, the noise 
limited case was used since this allowed recorded traces to be used without feed- 
back to the network simulator. PMR systems like TETRA are almost always 
noise limited, but there is little loss of generality for the work reported in this 
thesis since the only difference is that the operating point changes for an interfer- 

ence limited system and the network quality degradation is slightly steeper. As 

only comparative measures are taken the exact value of the operating point is not 
important. 

D. 2 System Simulator 

The System simulator can operate in a number of modes either completely stand 

alone using LUTs generated by the transport chain simulator, in co-operation with 
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the transmission chain simulator to provide detailed emulation of the transmission 

of specific data, or as a slave to the transmission chain simulator to provide 
interference measurements for transients. 

For this work, the simulation was operated in the first mode, as a stand alone 
simulator using LUTs generated by the transmission chain simulator. A TETRA 
transmission chain was used with a rural environment and with users' speed of 
25km/h, 50km/h and 75km/h. 

The functional entities which make up the system simulator are shown in Fig- 

ure D. 3. Apart from such entities a number of mobiles is generated. The number 
of mobiles is provided on the command line. There are three main inputs which 
define the simulation: call generation, mobility and the environment. These are 
defined by means of configuration files. 

Configuration Files 

Traffic Mobility Environment Generator 

I 

Call Resource 
Control 

4---ýj 
Management 

MAC/Frame 
Control 

Mobile Trace Service Slot Service Slot 
File 

j[ 
Alocation Data Quality Data 

Figure D. 3: Simulator Functional Entities 

Call generation: The simulator normally generates voice and data calls with 
voice talkspurts and data bursts, but for the purposes of this work contin- 
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uous quality traces were required and the traffic generator was therefore 

altered so that mobiles were always active. 

Mobility: Mobility in the simulator is based on directed motion, with mobiles 

moving at either a fixed or varying speed. In the urban environment, a 

mobile can change direction when it reaches a street corner, but in the 

suburban/rural environment used asfconsidered in this study, they update 
their direction whenever they have moved a slow fading decorrelation dis- 

tance (and so have significantly different shadowing). A variable defines 

the freedom a mobile has to change its direction, and for all simulations 

presented in this thesis the freedom was ±30'. When mobiles reach a mo- 
bile area boundary they bounce back. This allows the maintenance of the 

mobile density in each area. Mobile area boundaries were set to regular 
hexagons matching the cell deployment so that a constant load was given 
to the cell during the simulation. 

Environment: The simulator has several pathloss envronments. For the simu- 
lation results presented in this thesis, an Hata rural model was used [Lee, 

19971, which provides a good approximation to a typical rural environment 
for a TETRA system. Shadow fading was modelled using a log normal 
distribution with 6 dB standard deviation. Shading values were updated 

every decorrelation distance, which was taken to be 20 meters. 

The simulators uses the standard TETRA slot and frame structures as described 
in Section 6.4.3.2. 

The simulator is coded in Java, and uses discrete event simulation with a clock 
tick of one slot. Rather than having a single event queue, a distributed list of 
events is held by each active element, and all elements listed as active are polled 
every tick. The mobile/base station link is modelled by a single mobile entity 

with peer to peer communication assumed. Base station objects do exist, but 

they are only used to store information and to model broadcast signalling. Each 

mobile has a traffic generator and mobility. Certain mobiles are specified as 

monitored mobiles producing additional data and trace files. The simulator has 

centralised environment, transport, and resource management objects as shown 
in Figure DA 
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