
 

 

 

A Flexible Single-Step 3D Nanolithography 

Approach via Local Anodic Oxidation: Theoretical 

and Experimental Studies 

 

By 

 

Jian Gao 

 

A thesis submitted to the University of Strathclyde 

for the degree of 

Doctor of Philosophy 

 

 

 

Centre for Precision Manufacturing 

Department of Design, Manufacturing and Engineering Management 

Faculty of Engineering 

University of Strathclyde 

April 2023 



ii 

 

Declaration Statement 

This thesis is the result of the author’s original research. It has been composed by the 

author and has not been previously submitted for examination, which has led to the 

award of a degree. 

The copyright of this thesis belongs to the author under the terms of the United 

Kingdom Copyright Acts as qualified by University of Strathclyde Regulation 3.50. 

Due acknowledgement must always be made of the use of any material contained in 

or derived from this thesis. 

 

 

Signed:      Date: 28/04/2023  



iii 

 

List of Publications 

This thesis is partially based on four previously published works, including three 

journal articles and one conference proceeding. These publications are outlined below. 

• Gao, J., Luo, X. C., Fang, F. Z., & Sun, J. N. (2021). Fundamentals of Atomic and 

Close-to-atomic Scale Manufacturing: a review. International Journal of Extreme 

Manufacturing, 4(1), 012001. https://doi.org/10.1088/2631-7990/ac3bb2 

• Gao, J., Luo, X. C., ... & Fan, P. F. (2023). Atomistic Insights into Bias-Induced 

Oxidation on Passivated Silicon Surface through Reaxff MD Simulation. Applied 

Surface Science, 626, 157253. https://doi.org/10.1016/j.apsusc.2023.157253 

• Gao, J., Luo, X. C., ... & Yan, Y. D. (2022). Three-dimensional Nanostructures 

Enabled by Customised Voltage Waveform-Induced Local Anodic Oxidation 

Lithography. In Proceedings of the 22nd International Conference and Exhibition 

of the European Society for Precision Engineering and Nanotechnology (pp. 285-

288). https://www.euspen.eu/knowledge-base/ICE22262.pdf 

• Luo, X. C., Gao, J., ... & Hasan, R. Md. M. (2023). Flexible Single-Step 

Fabrication of Programmable 3D Nanostructures by Pulse-Modulated Local 

Anodic Oxidation. CIRP Annals - Manufacturing Technology, 

https://doi.org/10.1016/j.cirp.2023.04.030 

The work reported in each paper was conducted by the author of this thesis as an 

individual PhD student. In each case, co-authors provided the same level of general 

and editorial guidance as they provided for the PhD thesis as a whole. 

 

Signed:       Date:  28/04/2023 

https://doi.org/10.1088/2631-7990/ac3bb2
https://doi.org/10.1016/j.apsusc.2023.157253
https://www.euspen.eu/knowledge-base/ICE22262.pdf
https://doi.org/10.1016/j.cirp.2023.04.030


iv 

 

Other publications during PhD: 

• Gao, J., Luo, X. C., Xie, W. K., & Qin, Y. (2023). Annisotropy Study of Bias-

Induced Oxidation on Silicon. Surfaces and Interfaces, (To submit)  

• Gao, J., Luo, X. C., ... & Geng, Y. Q. (2022). Insight into Atomic-Scale 

Adhesion at the C–Cu Interface During the Initial Stage of Nanoindentation. 

Nanomanufacturing and Metrology, 5(3), 250-258. 

https://doi.org/10.1007/s41871-022-00149-3 

• Fan, P. F., Gao, J., ... & Luo, X. C. (2022). Scanning Probe Lithography: State-

of-the-art and Future Perspectives. Micromachines, 13(2), 228. 

https://doi.org/10.3390/mi13020228 

• Gao, J., Luo, X. C., ... & Geng, Y. Q. (2021). A First-principles Study of the 

Atomic-scale Adhesion in Nanoscratching of Copper by an Atomic Force 

Microscope Tip. Paper presented at 7th International Conference on 

Nanomanufacturing, Xi’an, China. (Oral presentation, paper recommended to 

the journal of Nanomanufacturing and Metrology) 

• Luo, X. C., Guo, X. G., Gao, J., Goel, S., & Chavoshi, S. Z. (2022). Molecular 

Dynamics Simulation of Advanced Machining Processes. In Advanced 

Machining Science (pp. 385-424). CRC Press.  

https://doi.org/10.1201/9780429160011 

  

https://doi.org/10.1007/s41871-022-00149-3
https://doi.org/10.3390/mi13020228
https://doi.org/10.1201/9780429160011


v 

 

Abstract 

The field of nanotechnology has experienced rapid growth in recent years, fuelled by 

the increasing need for high-performance next-generation nano/quantum 

devices/products possessing 3D nanostructures with sub-10 nm feature sizes. As a 

result, there is a high demand for a new flexible nanofabrication technique capable of 

generating various 3D nanostructures with high precision and efficiency. Local anodic 

oxidation (LAO) nanolithography is a promising nanofabrication technique for the in-

lab prototyping of nanoproducts due to its high precision, low environmental 

requirement, and ease of use. However, challenges remain with current LAO 

nanofabrication techniques to meet the processing demands of next-generation 

nanoproducts. These challenges include limited throughput, high defect rates, and 

inflexibility in generating various nanostructures. Consequently, the existing 3D LAO 

nanofabrication methods suffer from high costs and inefficiencies. Addressing these 

challenges is crucial for advancing the capabilities of LAO nanolithography and 

unlocking its full potential in nanofabrication. In this thesis, a novel flexible single-

step nanofabrication approach was developed to generate diverse 3D nanostructures 

with sub-10 nm feature sizes through pulse-modulated LAO nanolithography. 

Compared with other tool and condition control methods, pulse modulation is easier 

to achieve with precise tunability, enabling flexible, high-precision, and cost-effective 

3D nanofabrication.  

A clear and in-depth understanding of the manufacturing mechanisms at the atomic 

and molecular scales is crucial in determining the influencing factors during the 

manufacturing process. This thesis thus first used the reactive force field (ReaxFF) 

molecular dynamics simulation method to investigate the reaction mechanisms of the 



vi 

 

LAO process. A comprehensive analysis of bonding, molecular, and charge indicates 

that the bias-induced oxidation led mainly to the creation of Si–O–Si bonds in the 

oxide film and the consumption of H2O. In contrast, the oxidised surface’s chemical 

composition remained unchanged during the bias-induced oxidation process. In 

addition, parametric studies further revealed the dependence of electric field strength 

and humidity on the bias-induced oxidation process and their respective influencing 

mechanisms. A good agreement was achieved through qualitative comparison between 

simulation and experimental results.  

Secondly, this thesis proposed a new pulse-modulated LAO nanolithography approach 

to realise flexible and efficient fabrication of various 3D nanostructures. The process 

was designed on the principle that the amplitude or width of the pulse can control the 

lateral and vertical growth of each nanodot while the tuning of pulse periods can 

determine the position of each nanodot based on certain tip scan speeds and 

trajectories. Feasibility tests were conducted on an atomic force microscope (AFM) to 

demonstrate the capability of this approach in fabricating various nanostructures with 

the minimum linewidth at sub-10 nm and height variations at sub-nm. 

Finally, nanofabrication experiments were conducted to investigate the capabilities of 

pulse-modulated LAO nanolithography in achieving flexible, accurate, and efficient 

fabrication of 3D nanostructures. Based on the systematic parametric study on the 

effects of pulse period, amplitude, and width through the LAO experiment, a process 

model was developed to provide a clear and detailed interpretation of the 

nanofabrication process. This model links the geometry of 3D nanostructures with 

arrays of pulse periods, amplitudes, and widths, allowing for active control of the LAO 

process. The fabrication of several 3D nanostructures was experimentally validated by 
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comparing the fabricated and predicted results, demonstrating good agreement. The 

fabricated three-dimensional curved surface could achieve the average form accuracy 

and precision at sub-nm levels. Higher efficiency was achieved by using a high scan 

rate, enabling the creation of a nanoscale lens structure consisting of four thousand 

nanodots within 50 seconds. The efficiency and accuracy of the proposed flexible 

single-step nanofabrication approach were, therefore, fully demonstrated.   
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Chapter 1 Introduction 

1.1 Background 

Nanomanufacturing has enabled the creation of small structures with unique properties 

arising from quantum, electromagnetic, and thermal effects. This has led to the 

development of nanotechnology-enabled products in various fields, including data 

storage, clean energy, quantum computing and communication. In recent years, 

emerging next-generation nano/quantum products and devices, such as heat-assisted 

magnetic recording hard disks, atomic clocks, photonic integrated circuits, and 

plasmonic solar cells, feature higher performance and unique functionalisation. These 

products are designed with extremely small feature sizes and diverse shapes on 

different materials, raising the need for cost-effective and flexible ‘lab-to-fab’ 

nanofabrication techniques. 

Current semiconductor-based nanofabrication approaches, including optical 

lithography, electron beam lithography (EBL), focused ion-beam lithography (FIBL), 

self-assembly, nanoimprint lithography, and scanning probe lithography (SPL), are 

either expensive, slow or suffer from high defect rates due to multi-step processing for 

complex nanostructures [1]. For example, optical lithography and EBL/FIBL often 

rely on capital-intensive equipment with the cost ranging from $1 million for an EBL 

system to $450 million for the latest extreme ultraviolet lithography (EUVL) machine 

[2]. Nanoimprint lithography is usually performed based on expensive industrial-scale 

machines and often suffers from a high defect rate during mould release [3]. EBL, 

FIBL, and SPL are slow and limited in scalability [1,4]. Self-assembly is low-cost but 

limited in the fabrication of complex and 3D nanostructures [5]. In addition, some of 
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these methods could be inflexible in generating nanostructures with various shapes, as 

one type of tool (mask/stamp) can only make one type of structure.  

Local anodic oxidation (LAO) nanolithography is a promising candidate technique to 

achieve the fast and flexible prototyping of functional nanoproducts due to its 

advantages in atomic-level resolution, direct surface patterning ability, and low 

instrument cost [6,7]. This nanofabrication process relies on the controlled oxidation 

of conductive surfaces in anodic solutions, which is induced by an enhanced local 

electric field achieved by applying a bias between the nanoscale probes/electrodes and 

substrate. Despite the significant progress made in LAO nanolithography, several 

challenges must be addressed to meet the processing demands of the next-generation 

nanoproducts. Firstly, the underlying mechanisms of the process have not been fully 

discovered due to the difficulties in experimental observation of the chemical reactions 

involved. Furthermore, the current nanofabrication process for diverse 3D 

nanostructures through LAO is often accompanied by low throughput, high defect 

rates, and inflexibility due to its dependence on complex and expensive control 

systems or multi-step operations. Overcoming these challenges and constraints of 

LAO nanolithography thus becomes the key motivation behind this thesis. 

1.2 Aim and objectives 

The aim of this thesis is to establish a flexible, cost-effective, and efficient 

nanofabrication process for 3D nanostructures based on the LAO technique. 

Uncovering the underlying reaction mechanisms during the LAO process is also a 

crucial aspect of this research, as it will aid in the fundamental understanding and 

optimisation of the nanofabrication process. The primary objectives are:  
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• To identify fundamental knowledge gaps and research challenges in atomic 

scale and sub-10 nm manufacturing techniques. 

• To gain an in-depth atomistic understanding of the reaction mechanism and the 

parametric effects of the LAO process. 

• To establish a flexible 3D LAO nanolithography process and a test platform. 

• To develop an analytical process model for pulse-modulated LAO 

nanolithography. 

• To validate the pulse-modulated LAO nanolithography process through 

fabricating various 3D nanostructures.  

1.3 Thesis structure 

This thesis is organised in six chapters, as outlined in Figure 1-1. 

Chapter 1 introduces the background, motivation, aim, and objectives of this research. 

It also lays out the structure of the thesis. 

Chapter 2 reviews the atomic scale and sub-10 nm manufacturing techniques, 

summarises the fundamentals of interactions among these manufacturing processes, 

and presents a comparison of reviewed nanolithography techniques. The knowledge 

gaps in sub-10 nm manufacturing research are also identified in this chapter. 

Chapter 3 presents the reactive force field (ReaxFF) molecular dynamics (MD) 

simulation for the LAO process. A detailed and comprehensive analysis of the 

chemical bonds, molecules, and charges indicates that the dominant reactions of the 

LAO include the consumption of H2O and the creation of Si–O–Si bonds. In addition, 

this chapter performs the parametric study, which demonstrates the effects of different 

electric fields and humidity on the LAO process.  
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Figure 1-1. Flowchart of the thesis structure. 

Chapter 4 proposes a new pulse-modulated LAO nanolithography process and its 

implementation on an atomic force microscope (AFM). The chapter also provides a 

feasibility study of the fabrication of various nanostructures using the proposed 

method and developed test platform. 

Chapter 5 presents an analytical process model for the proposed pulse-modulated LAO 

nanolithography approach. This model is built through the experimental study of the 

relationship between pulse parameters and the geometry of the fabricated 

nanostructures. This chapter also presents the development and validation of a fully 

programmable pulse generator, through which the pulse-modulated LAO is used to 

fabricate complex 3D nanostructures. The nanofabrication experiments further 
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confirm that pulse-modulated LAO provides a flexible, effective, and efficient 

approach to achieving 3D nanofabrication with good accuracy and precision. 

Chapter 6 presents the conclusions of this thesis and introduces research 

recommendations to enhance the nanofabrication capabilities of the proposed 

approach. 
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Chapter 2 Literature review 

2.1 Introduction 

This chapter reviews the current state of the art of manufacturing techniques at atomic 

and sub-10 nm scales, summarises fundamental interactions in these manufacturing 

processes and their descriptions, and presents a comparison of reviewed manufacturing 

techniques. In Section 2.2, advanced atomic scale or sub-10 nm manufacturing 

processes are introduced, including the mechanisms, dominant interactions, and 

theoretical research. In Section 2.3, a summary is given regarding the fundamentals of 

atomic and energy beam-matter interactions, along with their theoretical descriptions. 

Section 2.4 discusses the comparisons of reviewed techniques. Finally, Section 2.5 

summarises the current research challenges and knowledge gaps. 

2.2 State-of-the-art atomic scale and sub-10 nm manufacturing processes 

As the functionality and performance of nanoproducts continue to advance, the 

manufacturing precision and feature scale required for the nanostructures are 

decreasing towards sub-10 nm or atomic scale [4,8]. Manufacturing at this scale was 

regarded as a new era of manufacturing with promising futures [9]. This section will 

introduce the atomic scale and sub-10 nm manufacturing processes in terms of 

mechanisms, dominant interactions, and simulation studies. 

2.2.1 STM tip-based atom manipulation 

2.2.1.1 Introduction 

In 1990, IBM first achieved atom manipulation using a scanning tunnelling 

microscope (STM) to form the logo of ‘IBM’ with Xe atoms on a Ni surface [10]. 

After that, manipulation of Ag [11], Co [12], Pt [13], CO [14], H [15], and B10H14 [16] 
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was also accomplished. The atom manipulation experiments include lateral 

manipulation and vertical manipulation, as shown in Figure 2-1 (a) and (b). In lateral 

manipulation, the adatoms can be manipulated in pulling, sliding, or pushing manners 

[17]. Through adjusting the tip-sample distance and tunnelling current, the lateral 

‘pulling’ can be realised by the following procedure: i) the conductive tip is placed at 

a close distance to surfaces, allowing the van der Waals forces to attract the adatom 

towards the tip; ii) as the tip scans the sample surface, the adatom can be pulled along 

the tip-scanning direction while remaining bound to the surface; iii) once the adatom 

arrives at the desired position, the tip is retracted to a higher position, leaving the 

adatom on the surface.  

 

Figure 2-1. Schematic of SPM tip-based atom manipulation processes: (a) vertical 

manipulation, (b) lateral manipulation, (c) vertical interchange, and (d) lateral 

interchange. 

With the help of tip-sample bias, STM can also induce vertical atom manipulation, as 

shown in Figure 2-1 (b). In the vertical manipulation process, the adatom must 

overcome the energy barrier that allows the transfer from the sample surface to the 

STM tip. As the tip gets closer to the adatom, the energy barrier can approach zero. 

Under the action of tunnelling current, the adatom can obtain energy from tunnelling 

electrons and transfer from the sample surface to the tip. When the tip is lifted from 
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the surface, the adatom can follow the tip and be pulled up. If a reverse voltage is 

applied, the adatom on the tip can also be transferred back to the surface when the tip-

surface distance is small enough. Through this mechanism, vertical manipulation has 

been accomplished for Xe [18], CO [14], and H [15] atoms.  

 

Figure 2-2. Schematic of two modes for HDL processes: (a) atomically precise mode 

HDL and (b) field emission mode HDL. Reprinted with permission from Ref [19]. 

Copyright (2018) American Vacuum Society. 

In particular, the STM tip-based desorption of H-passivated Si (1 0 0)–2×1 [20] is also 

named hydrogen depassivation lithography (HDL), which is one of the popular 

atomically precision manufacturing methods. When the tunnelling current passes 

through the tip-sample gap, the Si–H covalent bonds break due to the interaction with 

electrons, and then the hydrogen atoms escape from the surface. Through the scanning 

of the tip, the hydrogen atoms are thus removed from the surface site by site [21]. The 

position and degree of desorption can be parametrically controlled over tip scanning 

and tunnelling current, which opens the possibility for automation.  
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To conclude, the mechanisms of atom manipulation or removal using STM tips are 

expressed as follows. For lateral manipulation, purely mechanical interactions, such as 

Pauli exclusion and van der Waals forces, dominate the process. For vertical 

manipulation, the tunnelling current provides the energy to induce manipulation. For 

the HDL process, the desorption of H atoms can occur in two different mechanisms 

under different tip-sample biases: field emission and vibrational excitation [15], 

corresponding to two operation modes of HDL, as shown in Figure 2-2 [21]. One 

mechanism is the field emission mode under which the bias voltage normally exceeds 

~7 V. During this process, electrons will be field emitted from the tip to the sample. 

Because the energy of the incident electrons is higher than the desorption threshold 

energy, the interaction will expose H atoms on the surface. In field emission mode, the 

tip is usually at a higher position, and the exposure occurs within a large surface area; 

the resolution is thus limited to 5 nm [22]. Another is the atomically precise mode, 

which makes HDL a successful atomically precise manufacturing technique. It was 

experimentally shown that desorption occurs even when the electrons’ energy is below 

the threshold (with a bias less than ~5 V [21]), but the desorption rate is significantly 

decreased and strongly dependent on the current. This indicates multiple electrons are 

involved in the desorption [15]. Persson [23] has demonstrated that the atom transfer 

is driven by a multiple vibrational excitation mechanism with energy coming from 

tunnelling electrons. 

2.2.1.2 Simulation research 

The quantum mechanics-based first-principles calculation is a reliable method to 

describe the nuclear-nuclear, electron-electron, and electron-nuclear interactions in the 

atom manipulation ensemble. In previous studies, first-principles methods have been 
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used to study the STM tip-based manipulation because of the accurate description of 

the relaxed atomic structures, interaction energy, and the energy barriers for atom 

transfer. These results contributed to the understanding of the process mechanisms and 

provided instructions on the experimental protocols. Kobayashi et al. [24] studied the 

vertical manipulation of a single Na atom between an STM tip and a surface, the results 

of which indicated that tip-surface bias caused different effects on positive and 

negative surfaces. Quaade et al. [25] studied the single-atom switch on silicon with the 

first-principles methods. Their studies showed that the electronic excitation of a 

localised surface resonance could explain the principal effects of switch control and a 

higher transfer rate at a higher temperature. Nguyen et al. [26] used the first-principles 

method to study the diffusion barrier of the Se vacancy on PdSe2, which was lower 

than that of the vacancies on MoS2 and TiO2. Xie et al. [27] employed both semi-

empirical and first-principles simulations to study the manipulation mechanisms of a 

Cu adatom on a Cu (1 1 1) surface. Their results summarised the influence of tip height 

and structures. Liu et al. [28] studied the STM atom manipulation on YBr3, and the 

simulation determined the possibility of inserting Ti adatom into atomic pores and the 

energy barriers for vertical and lateral movements.  

2.2.2 AFM tip-based atom manipulation 

2.2.2.1 Introduction 

Compared with STM tip-based manipulation, the AFM tip-based methods can work 

for more materials, including semiconductors, metals, and insulators. In 2003, Oyabu’s 

group used the AFM for the first time for the atom manipulation experiment [29]. The 

experiment was conducted by vertically removing and depositing a Si atom on a Si (1 

1 1)-(7×7) surface [29]. When an AFM tip indents on the sample, the interaction can 
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remove one atom from its equilibrium position or deposit one atom back into an 

existing vacancy at the surface. Later, AFM tip-based atom manipulation was also 

implemented in lateral directions with pulling and pushing manners [30]. Furthermore, 

the atom interchange mechanism was observed in the AFM tip-based manipulation 

experiment. The strongly bound atoms between the tip and sample may interchange 

both vertically [31] and laterally [32], as shown in Figure 2-1 (c) and (d). This 

mechanism differs from other previously reported mechanisms. Phenomenologically, 

atomic interchanges occur due to a reduction in diffusion barriers caused by tip-sample 

interactions. 

2.2.2.2 Simulation research 

Without the tunnelling current, AFM tip-based manipulation is mainly governed by 

short-range interactions. Depending on the materials of the tool and sample, the 

dominant interactions may include Pauli repulsion, ionic, covalent, and metallic 

bonding interactions. The quantum nature of these interactions suggests that the 

process needs to be described with the first-principles methods. The related simulation 

studies based on density functional theory (DFT) or density functional tight binding 

(DFTB) have been conducted to investigate the relaxation, atomic interactions, energy 

barriers for atom transfer or interchange, and minimum energy paths [33,34]. 

Sugimoto et al. [33] used the fireball code to unveil the vacancy-mediated lateral 

manipulation of adatoms on Si (1 1 1)-7×7 surface. It was found that the bonds between 

the adatom and the surface atoms were weakened under the tip-sample interaction, 

which reduced the barriers of atom diffusion between adjacent sites. This method was 

also used to explain the vertical atom interchange between the tip and Sn/Si (1 1 1)- 

(√3×√3) R30◦ surface [31], the key atomistic processes involved and the energy 
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barriers for the manipulations were studied. Enkhtaivan et al. [34] studied tip 

relaxation in lateral atom manipulation. Their findings indicated that the underlying 

mechanisms were the structural relaxation of the tip apex and the formation of the 

bonds with the diffusing adatom. Bamidele et al. [35] used a combination of first-

principles methods and kinetic Monte Carlo (KMC) algorithm to study the dynamics 

and statistics for ‘super’-Cu atoms on the p (2×1) Cu (1 1 0): O surface. A novel 

mechanism that combines the atomic jump and surface diffusion was revealed.  

2.2.3 LAO nanolithography 

In addition to atom manipulation, SPM tips can induce surface modifications by 

adding external energy or materials. The sharp tips provide strong localisation, 

enabling nanopatterning on material surfaces. These processes are collectively known 

as SPL techniques, which include thermal SPL [36,37], LAO nanolithography [6,7], 

dip-pen nanolithography [38], mechanical SPL or scanning probe machining [39], 

bias-induced SPL [40], and more [6,41,42].  

Local anodic oxidation (LAO) nanolithography, also known as oxidation scanning 

probe lithography (o-SPL), is one of the most popular techniques because of the 

advantages of high resolution, direct surface modification ability, low instrument cost, 

high reproducibility, in-situ imaging, compatibility with other lithographic processes, 

and low environmental requirements [7]. Since Dagata et al. [43] first created 

nanoscale oxide patterns on Si (1 1 1) surface by introducing bias to the STM, this 

method has attracted considerable research interest and has been well developed due 

to various potential applications of nanoscale oxide. The height of oxide can achieve 

from several to tens of nanometres, which is robust enough to serve as a mask for 

subsequent etching [44]. In addition, the LAO process offers a direct and 
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straightforward method for modifying the sample surface, providing a feasible way to 

build nanoscale circuits, and showing great potential for the fabrication of 

nanoelectronics devices [45–52]. Recent advances with the use of multi-tip arrays or 

structured nanoelectrodes have demonstrated that LAO can enable large-scale 

nanopatterning on various materials, including metals, semiconductors, 2D materials, 

and thin-layer polymers [7,9,53–56]. 

2.2.3.1 Mechanism 

LAO nanolithography is a process that involves controlled oxidation induced by 

localised electric field. For the LAO process on silicon surfaces in ambient conditions, 

the presence of an enhanced electric field and surface-adsorbed water were considered 

as essential conditions that induce a series of physical and chemical reactions [57].  

 

Figure 2-3. Schematic of LAO mechanism. 

Figure 2-3 demonstrates the reaction mechanisms of LAO. When the tip and substrate 

are in close proximity, a water meniscus bridge can be formed (This process may 

require the application of a tip-surface bias). Then, the connection of the external 

power supply creates an enhanced electric field (order 109 to 1010 V/m [58–61]) 
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between the tip and surface, which can dissolve the water molecules and direct 

oxyanions towards the substrate and form oxide on the surface. Since the volume of 

silicon oxide is larger than that of silicon [40], the oxidation process eventually results 

in surface oxide protrusions.  

 

Figure 2-4. (a) Oxide dots made by LAO using tapping mode AFM on Si (1 0 0): H, 

p-doped (B), ρ = 14–21 Ω·cm. Writing parameters: pulse duration 20 ms, voltage from 

4 to 11.5 V, and amplitude 2 nm, (b) same patterns after a 5 s HF dip, and (c) cross-

sections of both measurements. Reprinted with permission from Ref [62]. Copyright 

(1998) AIP Publishing. 

Fontaine et al. [62] conducted a study on the oxidized and post-etched surface, as 

shown in Figure 2-4. Their findings indicated that the height of the oxide corresponds 

(a)

(c)

(b)
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to 60% of the total height of the oxide thickness. The oxide created by LAO was also 

found with a lower density at 2.05 g/cm3, compared to the silicon oxide obtained in 

thermal oxidation, which has a density of 2.27 g/cm3 [63]. In addition, a large amount 

of water was found within the oxide created by LAO, with approximately 4–5% in 

mass [64,65]. This implies that the local oxide created by LAO may not be directly 

used to build transistors. Additional steps, such as post-annealing or integration with 

other semiconductor processing techniques, are required to enhance its compatibility 

and functionality. 

Avouris et al. [60] measured a current of 10-14 A during the LAO process, which 

suggested that LAO is an electrochemical reaction process (Faradaic process) [66]. For 

the LAO process of a silicon substrate, they suggested that the reaction on the surface 

(anode) is [66]: 

Si + 4h+ + 2OH− → SiO2 + 2H
+   (2-1) 

and the reaction on the tip (cathode) is [66]: 

2H+ + 2𝑒− → H2     (2-2) 

On the basis of the above reactions, the oxidation growth depends on the transport of 

oxyanions between the tip and sample, which is influenced by the properties of 

substrate material, shape of the water layer, and tip-sample bias. Therefore, oxidation 

growth can be affected by various parameters, including tip scanning speed [62], tip-

sample bias and separation[67], humidity [68], anodic solutions [59], and charge build-

up [64]. However, the dominant mechanism varies depending on different voltage 

exposure times and oxide thicknesses. Snow et al. [69] conducted measurements on 

the kinetics of the LAO process under conditions of high humidity and pulsed bias. 

Their findings indicated that the oxidation reaction is mainly driven by the production 
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of OH− ions in cases of moderate oxide thickness (a few nm) and exposure times 

(typically less than 10 ms). However, for long exposure times (typically more than 100 

ms) and thick oxide, the kinetics can eventually be dominated by the effects of ion 

diffusion, space charge, and stress. 

2.2.3.2 Simulation research on LAO nanolithography 

To gain an in-depth understanding of these reactions, various simulation methods have 

been used in previous studies. Theogene et al. [70] used finite element simulations to 

study the underlying mechanism of electric field enhancement in the LAO process and 

decoupled the influence of applied voltage, tip curvature radius, semi-angle, and tip-

sample distance on electric field distribution. The research outcome indicated that high 

electric field enhancement could be achieved through the use of a sharp tip with a small 

tip radius and a semi-angle. Cramer et al. [71] applied extended simple point charge 

model (SPC/E) potentials-based MD simulations to reveal and visualise the 

microscopic details of the bias-induced build-up process of the water bridge, which 

provided the molecular description of the threshold voltage and hysteresis behaviour. 

Choi et al. [72] used the transferable intermolecular potential 3P (TIP3P) model to 

simulate the water bridge formation, thinning, and snap-off, and obtained the 

simulation results-based force-distance curve, which is well consistent with the 

experimental results.  

Despite these progresses in simulation studies, the mechanism of the chemical 

reactions between the conductive substrate and water layer remains incompletely 

understood. LAO process includes the chemical reactions within various chemical 

components and bonds, which are critical to the manufacturing process and its 

outcomes. However, due to the large number of atoms in the reaction system, including 
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water molecules, silicon, and their reactants, modelling using first-principles methods 

can be rather challenging. ReaxFF MD simulation, on the other hand, is an ideal 

approach for handling chemical reactions in a large number of molecules. It provides 

irreplaceable advantages in elucidating bonding interactions, chemical composition, 

and atomic dynamics behaviours, while also being more computationally efficient than 

first-principles methods [73,74]. This method has been successfully applied to similar 

reaction systems in the studies of surface oxidation [75–83], chemical mechanical 

polishing [84–89], nanoscale contact and tribology [90–92]. In the study of 

nanoelectrode lithography, Hasan et al. [93,94] used ReaxFF MD simulation to 

investigate the bias-induced oxidation mechanism and its dependence on the electric 

field, humidity, and crystallographic orientation. However, these studies assumed the 

oxidation began on a pristine silicon surface. In reality, upon exposure to atmospheric 

humidity, a surface passivation layer can be immediately formed on the surface before 

the introduction of the electric field. It can be inferred that the existence of the surface 

passivation layer will affect the subsequent bias-induced oxidation process, but it 

remains unclear. 

2.2.3.3 LAO through AFM 

Since Day and Allee [63] first applied AFM to achieve nano-oxidation, AFM has 

demonstrated a distinct advantage over its predecessor STM. The tip-sample bias 

required in LAO can be exerted independently of the microscope control of AFM, 

which allows a decent modulation of tip-sample distance, allowing a continuous and 

consistent reaction process. In addition, AFM can enable the concurrent fabrication 

and imaging of oxides, which facilitates the optimisation of process parameters. AFM 
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can work under three different modes for the LAO process: contact mode, tapping 

mode, and non-contact mode, as introduced in Figure 2-5. 

2.2.3.3.1 Contact-mode AFM  

When contact-mode AFM is used for LAO, a force in the range of 10 to 100 nN is 

applied to the sample surface while maintaining a zero tip-sample distance. The force 

exerted by the cantilever was considered with a slight but perceptible impact on the 

oxide height. However, it could weaken the tip lifetime and pattern reproducibility, 

particularly when using probes with small tip curvatures. Besides, due to the tip-

sample contact, oxide patterns often exhibited a broad linewidth even when using 

probes with sharp tips. The large width of oxide patterns can be attributed to the 

scattering distribution of the electric field around the tip during the tip-sample contact. 

This phenomenon ultimately compromises the resolution of LAO lithography. 

However, when a large radius AFM tip is used, its robustness makes it possible to 

achieve high-speed LAO, which increases the patterning efficiency [95]. 

 

Figure 2-5. AFM operation modes: (a) contact mode, (b) tapping mode (intermittent 

contact), and (c) non-contact mode. Reprinted with permission from Ref [96]. CC BY 

2.0. Copyright (2013) The Authors. 

2.2.3.3.2 Tapping-mode AFM 

Dynamic force microscopy has been developed by introducing an oscillating cantilever 

to the sample surface. Tapping mode is one of the dynamic modes of AFM, wherein 
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the tip is driven at a frequency close to the resonance frequency of the cantilever. The 

tip-surface contact is dominated by repulsive forces, which can be reflected by 

cantilever amplitude change. During the imaging and LAO nanolithography, the tip-

sample contact can be maintained to be constant through the AFM control system. 

Compared with contact mode, tapping mode utilises an oscillation period in the order 

of 10-6 to 10-5 s, resulting in a shorter tip-sample interaction time and reduced shear 

forces on the tip. This leads to an extended tip lifetime, making tapping mode a 

preferred mode in both imaging and LAO application.  

The formation of a water meniscus between the tip and sample is critical for the LAO 

process, which provides the necessary ionic species, strength-enhanced electric field, 

and spatial confinement to pattern the silicon surface. In contrast to contact mode AFM 

where water meniscus bridges the tip and sample naturally, tapping mode AFM kept 

the average tip-surface distance at a few to tens of nanometres. In this case, the 

formation of a water bridge has to be driven by the electric field [67,97]. The formation 

and breaking of the water bridge thus become important factors that affect the 

occurrence of the LAO process. Without a constant tip-sample contact, the lateral 

dimension of the water bridge can be reduced to several tens of nanometres. This 

provides a further restricted reaction region for oxidation, allowing the creation of sub-

10 nm nanostructures.  

2.2.3.3.3 Noncontact-mode AFM  

Another dynamic mode used in LAO is the noncontact mode AFM. In this mode, the 

interaction between the tip and sample occurs within the attractive force range, 

ensuring that the tip never touches the surface. This configuration further extends the 

tip lifetime. Garcia et al. [97] first developed this approach and used pulsed voltages 
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in the milliseconds range to perform LAO even when the AFM tip did not directly 

contact the sample surface. Through this method, thousands of oxide dots are 

fabricated without causing any degradation of the needle tip, leading to further 

extended tip lifetimes and reduced surface defects. In addition, the tip-surface distance 

can be adjusted to enlarge or shorten the size of the water bridge. This operation can 

further reduce the oxide size [67,98], allowing the creation of sub-10 nm 

nanostructures (minimum feature sizes were found to be 4 nm after considering the tip 

convolution effect) [99,100]. The main drawback of this technique is that the feedback 

loop is turned off during the oxidation process, which makes it difficult to achieve 

large-scale continuous patterns. 

2.2.3.4 Voltage supply 

In the early stages of LAO nanolithography, continuous direct current (DC) voltages 

were used to achieve surface nano-oxidation. However, continuous DC voltage might 

not be necessary for the LAO process, as Snow and Campbell [95] reported that it took 

only a few microseconds to obtain 1 nm of oxide thickness. In addition, this method 

had a major drawback because the strong tip-surface interaction caused by DC voltage 

led to poor reliability of the tip. In 1999, Legrand and Stiévenard [101] demonstrated 

that pulsed voltage has several advantages over DC voltage in the LAO process, 

including reduced charge accumulation, more accurate voltage control, and enhanced 

reliability and resolution of the oxidation process [102]. As the duty cycle of the pulsed 

voltage can be kept very low, the average voltage value applied to the cantilever is 

typically less than 1 V. This prevents any undesirable reaction of the microscope 

feedback loop. In addition, LAO using high amplitude and short duration pulses can 

enhance the aspect ratio in resulting nanostructures because a high voltage pulse 



21 

 

produces a fast growth rate in the vertical direction, and a short pulse duration restricts 

the lateral diffusion of ionic species and space charge effects, together contributing to 

the aspect ratio enhancement [103]. In 2003, Clement et al. [104] obtained oxide 

patterns with an aspect ratio of 0.3 using 100 ns pulses.  

2.2.3.5 3D nanofabrication 

Since the invention of LAO nanolithography [43], a wide range of nanostructures have 

been fabricated, but most of them have relatively simple geometries in the shapes of 

nanodots, nanolines, or 2D surface patterns. The further development of LAO could 

depend on its capabilities, effectiveness and flexibility in achieving 3D nanostructures 

[105].  

Lorenzoni and Torre [106] applied DC pulses to create the single nanodots on SiC with 

high aspect ratios and showed the potential for creating 3D structures consisting of 

arrays of multi-height dots step by step. Fernandez-Cuesta et al. [107] demonstrated 

the creation of multilayer nanostructures on silicon nitride films on silicon surfaces by 

applying different voltages during AFM scanning. They also discovered a correlation 

between the oxidation growth and the detected current, which was monitored during 

the reaction process. Johannes et al. [108] developed a more sophisticated computer-

aided design coupled contact-mode LAO that can precisely replicate designed 3D 

nanopatterns. The height variations in the structures were achieved by applying various 

voltages during AFM scanning. Chen et al. [109] applied a similar method, named 

local gray-scale oxidation, where different voltages were used at each pixel to enable 

3D nanopatterning and successfully fabricated lens nanostructures on the silicon 

substrate. Kim et al. [110] demonstrated that controlling the pulse duration can allow 

for precise dimensional control over nanoscale patterns. Furthermore, they showed that 
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repeated oxidation could create nanostructures with multilayers. Choi et al. [111] 

presented the nanofabrication of hierarchical nanostructures through a combination of 

LAO and wet etching. During the process, LAO was performed to create a resist layer 

which served as a mask for the further wet etching process. Kim et al. [112] found that 

repeated oxidation could create 3D pyramidal patterns, the mechanism of which is due 

to increased energy absorption. They also found that a 10-time repetition of LAO can 

apparently enhance oxidation growth along the z-axis. Yang and Zhao [113] used a 

coupling AFM lithography, in which probes served as both cutting tool and electrode, 

to create 2.5 D patterns on conductive materials with depths of 6–80 nm and square 

widths from the nanoscale to the microscale. They concluded that coupling AFM 

lithography can achieve a higher material removal rate and a smoother patterned 

surface in the fabrication of 2.5D hierarchical micro/nanostructures. 

However, these methods have several limitations. First, contact-mode AFM was 

widely used for the LAO nanolithography process [106–109,111,113]. The tip-sample 

contact makes it difficult to achieve sub-10 nm feature size. Moreover, the tip wear 

caused by contact can easily compromise the patterning resolution and consistency, 

which adversely affect the results. Secondly, step-by-step operations or well-

developed control systems [108–110,112,113] were utilised when obtaining 3D 

nanostructures, which can increase the error rate, lower the patterning efficiency, and 

raise the implementation cost. In addition, there is a lack of comprehensive studies on 

the effects of control parameters on the geometry of 3D nanostructures, hindering 

deterministic and digital 3D nanofabrication. Therefore, the development of a more 

precise, flexible, and efficient method is necessary to advance 3D LAO 

nanolithography further. 
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2.2.4 ALE 

2.2.4.1 Introduction 

Atomic layer etching (ALE) and atomic layer deposition (ALD) are two promising 

processing techniques in the industry for semiconductor materials. These techniques 

rely on the inherent chemical self-limiting properties of materials to ensure the removal 

or deposition of atomic layers.  

ALE process consists of two reaction steps in each cycle, as shown in Figure 2-6 (a). 

The first step modifies the surface layer into easy-to-etch materials through the 

adsorption of precursors, and the second removes the reaction layer through energy 

species, typically a beam of low-energy ions [114]. The purge processes separate these 

two steps to remove extra precursors and by-products. In this ALE process, the 

uppermost interlayer chemical bonds are weakened by the chemical reactions in the 

first process and completely broken by ionic bombardment in the second. 

 

Figure 2-6. An illustration of self-limiting processes. One cycle of a typical (a) ALE 

process and (b) ALD process. 
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2.2.4.2 Simulation research 

Chemical bonding apparently plays an important role in the ALE process. To give a 

better understanding of the bond forming and breaking, first-principles methods have 

been used to evaluate the reactivity and desorption energy in ALE processes. Konh et 

al. [115] used the DFT methods to calculate the energy required to remove Co atoms 

from Co (1 0 0) surfaces and the effect of surface defects on the etching process. Kim 

et al. [116] studied the energies for Cl adsorption and Ar+-ion desorption on MoS2 to 

unveil the mechanism of its ALE process. Longo et al. [117] studied ALE processes 

on an organic polymer surface using oxygen pulses. The results demonstrated the self-

limiting nature of ALE and the fact that the formation of C–O–C bridge bonds leads 

to structural change.  

2.2.5 ALD 

2.2.5.1 Introduction 

ALD is one of the most popular semiconductor processing techniques. Similar to ALE, 

the ALD process normally involves four processes, as demonstrated in Figure 2-6 (b). 

The main difference from ALE lies in the third step, which introduces another type of 

precursor, allowing the formation of a single layer of compound on the surface. As for 

the energy source, ALD can use thermal energy or plasma to enhance the reaction 

process. The plasma-enhanced ALD process can activate the chemical reaction even 

at a lower temperature with better film properties, which makes it a versatile method 

for nanofabrication in emerging applications [118]. In addition, the selective 

techniques provide a new method of ALD. Modifying the chemical properties of the 

surface can control the adsorption of precursors on the selected region. The selection 

strategies promote the formation of desired films on a surface while simultaneously 
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avoiding deposition in adjacent regions, which is considered a “chemical patterning” 

process [119]. The selective techniques will not only eliminate the edge placement 

errors in semiconductor nanomanufacturing but also bring us closer to the long-held 

dream of fabricating materials in a bottom-up fashion using atoms as building blocks 

[120–122].  

2.2.5.2 Simulation research 

The atomic-layer resolution of the ALD process relies on the chemical bonding 

interactions to bind the precursors and surface atoms. The chemical features of the 

precursor, including volatility, self-decomposition, reactivity with substrate, 

dissolution, and purity, require an in-depth understanding [123]. The first-principles 

method has been used in previous research to study the ALD process [124]. The 

simulation mainly aims to unveil the reaction energies, atomic structures, and diffusion 

barriers [125–127], with results assisting the design of precursors, the evaluation of 

reaction rates, and input parameters. Recently, ReaxFF MD simulation method was 

applied to the ALD process [128,129]. Through the modelling of chemisorb of 

trimethylaluminum (TMA) on Ge (1 0 0) surface, the temperature dependence of ALD 

was revealed with detailed reaction mechanisms. The results were found to be in good 

agreement with experimental measurement [128]. As such, ReaxFF can help determine 

the optimal processing conditions to produce high-quality deposition results. 

Furthermore, as the atomic-scale ALD is relative to the feature and reactor scale, the 

modelling of which normally requires multiscale modelling approaches [130]. A 

combined method of first-principles calculations and Monte Carlo simulation could 

address the stochastic nature, which makes it more suitable to simulate the 

collaborative and kinetic behaviours of the ALD process [131–133]. The results are 
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expected to provide better control over the reactions and further optimisation of 

processing parameters. 

2.2.6 Laser-based processes 

2.2.6.1 Introduction 

Photolithography is a sophisticated technique widely used in semiconductor industry, 

and its recent advance has promoted the commercialisation of the 5 nm process. The 

interaction between light and electrons in molecules is the basic mechanism of the 

photolithography process. Just as electrons occupy atomic orbitals in atoms, electrons 

in molecules occupy molecular orbitals. When one or more photons are absorbed, an 

electron can transfer from one orbital to another, resulting in different outcomes 

depending on the atom or molecule to which the electron belongs. When an atom is 

excited by absorbing a photon, the electron that was activated to the high-energy 

orbital will normally jump back to the original orbital to sustain the ground state. 

However, there could be various consequences after an electron in a molecule is 

excited. For instance, the chemical bond can break if the electron moves from a 

bonding molecule orbital to an antibonding orbital. The broken bonds create dangling 

bonds with a high chemical reactivity and induce other chemical reactions. Eventually, 

if the process breaks down large molecules into smaller fragments and increases their 

solubility, the mechanism represents positive resist lithography; if the process leads to 

the creation of bonds between chains and forms more complex molecules, the process 

is called polymerizing and dominates the negative resist photography.  

The photochemical reaction for positive resist is illustrated to describe the mechanisms 

of photolithography. The positive resist normally consists of three materials: a base 

resin, an inhibitor, and volatile solvents. The inhibitor, which is a sensitive compound 
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to light with a certain range of wavelengths, serves to impede the dissolution of resists. 

When exposed to light, the inhibitor will decompose due to the photochemical 

reaction, and the process will create soluble by-products and leave behind patterns 

after dissolving.  

For example, diazonaphthoquinone (DNQ) can absorb ultraviolet light with 

wavelengths from approximately 300 nm to 450 nm. The absorption bands can be 

assigned to n-π* (S0–S1), and π-π* (S1–S2) transitions in the DNQ molecule. The 

DNQ decomposes through Wolff rearrangement to form a ketene [134]. In the 

presence of water, the decomposition product forms an indanecarboxylic acid, which 

is base-soluble, as shown in Figure 2-7. After dissolution, regions of the resist film that 

were unexposed to light will remain on the surface.  

 

Figure 2-7. Photolysis of a DNQ molecule. Reprinted with permission from Ref [134]. 

Copyright (1992) American Chemical Society. 

Classical photolithography is based on photochemical reactions, which has contributed 

to the miniaturisation of integrated circuit (IC) chips, but the theoretical limit makes it 

difficult to achieve atomic-scale patterns. One restriction lies in the sensitivity of 

photoresists. Classical photolithography normally uses resist materials that are very 

sensitive to laser dose, which makes the reaction region equal to or larger than the laser 

spot size. However, a recent study [135] proposed another light-based lithographic 
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method, where the chemical reaction is induced by the laser thermal effect, with the 

potential to further reduce feature size. The process utilised an inorganic resist with a 

higher reaction threshold for laser energy. The reaction only occurred at the centre area 

with close-to-maximum laser energy density, which made the feature size equal to or 

much smaller than the laser spot size. Similarly, through the photothermal effect, laser 

beams can also be taken as an alternative to STM for H-depassivation processes [136]. 

An ultraviolet laser can selectively heat silicon to a temperature so depassivation can 

occur while maintaining a good order of atoms on the surface. Compared with SPM 

tip-based method, the light-based process can greatly enhance the depassivation 

throughput. The workflow has been experimentally demonstrated [137].  

2.2.6.2 Simulation research 

As photolithography steps into the atomic or sub-10 nm scale, the atomic-scale effects 

of light-induced reactions on materials become more critical. Therefore, a reliable 

physical and mathematical modelling method is necessary to optimise this technique. 

The time-dependent density functional theory (TD-DFT) method has emerged in the 

study of laser-induced interactions and effects. This method combines the advantages 

of DFT and time-dependent formalism, allowing the accurate determination of 

absorption spectra, photochemical reactions, and excitations [138]. Waterland et al. 

[138] calculated materials’ excitation energies and transition moments in the vacuum 

ultraviolet. The results could assist in searching materials for photolithography at a 

certain wavelength range. Palma et al. [139] used the TD-DFT method to explain the 

mechanisms of C–Br scission and C–C coupling processes in the photolithographic 

process of graphene nanoarchitecture. Ando [140] predicted the refractive index 
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dispersion of fluoro-compounds using the TD-DFT methods. The results identified 

some materials with high refractive indices and good transparency.  

2.2.7 Focused electron/ion beam-based processes 

2.2.7.1 Focused electron beam-based process 

The aberration-corrected electron beam has reduced the electron beam spot to 0.1 nm3 

[141], which makes the electron beam a candidate tool for sub-10 nm or atomic scale 

manufacturing processes. Like photolithography, the electron beam can also create 

patterns by inducing chemical reactions in polymers. Through the interaction between 

electron beams and molecules, electrons in the bonds can be excited through inelastic 

scattering, thus breaking the bonds and changing the structure of the substrate. The 

electron-polymer interactions in EBL may lead to two results: the polymer chains may 

break into small fragments or break off the side groups and link to other chains to form 

larger molecules. Normally, both reactions happen together, but one of these will be 

the dominant process and determine the result. If irradiation causes a break in the main 

polymer chain so that it can be dissolved, the polymer is a positive resist. If irradiation 

links the chains and forms a network, making it insoluble, the polymer is a negative 

resist.  

The inelastic scattering electron can also be used to induce the etching or deposition 

of precursors, which is known as focused electron beam etching (FEBE) or focused 

electron beam deposition (FEBD), as shown in Figure 2-8. In these methods, 

precursors are introduced near the substrate and absorbed on the surface. When the 

compound of precursors and surface atoms is exposed to a thin electron beam, 

normally by scanning electron microscope (SEM) or scanning transmission electron 

microscope (STEM), the electron-induced reaction will occur at the interaction region. 



30 

 

In the FEBE process, the reaction will convert surface atoms into volatile compounds, 

thus removing the surface atoms. In the FEBD process, the reaction will produce 

nonvolatile dissociation products and form the deposition. With the digital scanning 

of small-diameter beams and the proper selection of precursors and substrates, 

nanometre-scale structures can be created [142,143]. 

 

Figure 2-8. Schematics of (a) FEBE and (b) FEBD processes. Reprinted with 

permission from Ref [144]. Copyright (2015) American Vacuum Society. 

For 2D materials, electron beams have been used to create atomic scale patterns or 

manipulate atomic defects [145]. The mechanism is through delivering high energy to 

the target atom and inducing atom displacement. When the energy delivered is higher 

than the displacement threshold, the atom can be ejected from its lattice site and form 

knock-on damage. Besides, the defect atoms in 2D materials that are weakly bound to 

substrate atoms can be manipulated to their nearby site by using a thin electron beam 

[146]. The underlying mechanism is that the energy delivered is higher than the atom 

diffusion threshold. 

 

(b)(a)
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2.2.7.2 Focused ion beam-based processes 

With the development of low-temperature ion sources, recent research has 

demonstrated the capability to generate ion beams with sub-nanometer spot sizes and 

a maximum current of several nanoamps [147–149]. This development positions them 

as a potential lithography tool for atomic scale and sub-10 nm manufacturing processes 

[150]. The helium ion beam (HIB) is one of these promising tools. The helium ion 

source can be made of a single crystal metal fabricated in a needle shape, with the end 

terminated with only several atoms (up to seven atoms) [151]. Such a unique 

configuration enables the HIB with ultra-fine spot size. In fact, the de Broglie 

wavelength of helium ions is smaller than electrons with the same energy (e.g., at 10 

keV, the de Broglie wavelength for a helium ion and an electron is 0.1 and 10 pm, 

respectively), which indicates that HIB has a higher spatial resolution than an electron 

beam. Among all known elements, helium has the smallest atomic radius (~1/5 of a 

gallium ion), which makes it easier to pass through the sample, resulting in a deeper 

implantation depth.  

The advantage is also evident in the case of helium ions due to their small atomic 

radius, which makes them highly resistant to scattering near the surface. This property 

enables a high lateral resolution, making helium ions an ideal tool for imaging and 

nanofabrication of thin-layer materials, particularly 2D materials. It has been 

experimentally demonstrated that HIB lithography can fabricate nanolines with less 

than 10 nm in width with a 20 nm pitch [153]. Due to its high spatial resolution at the 

surface, HIBs have been used in the nanofabrication of 2D materials, including 

graphene [154] and MoS2 [155], achieving nanometre and sub-nanometre scale 

structures, the mechanism of which is demonstrated in Figure 2-9. 
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Figure 2-9. Schematic of defects created by helium ion sputtering on single-layer MoS2 

on graphene/SiC. The defects include sulphur vacancies, a molybdenum vacancy, and 

defects in the graphene layer. Reprinted with permission from Ref [152]. Copyright 

(2020) American Chemical Society. 

In addition to subtractive manufacturing, focused ion beam (FIB) can also be used for 

additive manufacturing at micro- and nanoscales. FIB-induced deposition, also known 

as ion beam-assisted chemical vapour deposition, is another feature that is used 

extensively in FIB applications. Selected materials may be deposited onto a target 

surface by the introduction of appropriate gases into the system. The deposition 

process was first reported by Gamo et al. [156], who studied the process for the 

deposition of Al from Al (CH)3 and W from WF6. This technique provides the ability 

to deposit functional materials onto almost any solid substrate with nanometre spatial 

resolution. Unlike the ion sputtering process, which is mainly based on elastic 

scattering between the ions and target atoms, the deposition process is induced by the 

electrons generated in inelastic scattering. These secondary electrons could break the 

chemical bonds of the precursor gas molecules and form different components. Some 
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of which remain volatile, and others are deposited onto the surface. Tight beam control 

is critical to a successful FIB-assisted deposition since the precursor gas can easily be 

depleted and then cause the net deposition rate to be negative, resulting in net material 

removal. In order to maintain a constant positive deposition rate, the beam cannot stay 

at the same time point for a long time. It must move to another location and then come 

back to the same point to give the surrounding precursor gas enough time to replenish 

the depletion.  

2.2.7.3 Simulation study 

First-principles methods have been used to simulate the electron/ion beam-based 

manufacturing processes to reveal the mechanisms of beam-matter interactions. The 

threshold displacement energies for semiconductors were calculated in several studies 

[157–159] to evaluate the defects generation under the interaction of particle beams 

[160]. The defect formation under the particle beam-matter interaction can be 

described by either DFT or DFTB simulation, which could determine the irritation and 

defect features of the materials [161–163]. The electronic stopping mechanisms for 

certain materials were investigated by a TD-DFT method to evaluate the electronic 

stopping power [164–166] and electronic excitations [167,168]. Besides, the 

combination of TD-DFT and classical MD methods offered a simultaneous dynamic 

simulation of electrons and ions, which provided an unbiased insight into the 

interaction between the particle beams and target atoms [169]. 

2.3 Fundamentals of interactions in atomic scale and sub-10 nm 

manufacturing processes 

As reviewed in the previous section, chemical bonding interactions are crucial in the 

manufacturing process at atomic or sub-10 nm scale, and their accurate description 
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requires simulation methods based on quantum theory rather than classic theory. This 

section will first summarise the different types of manufacturing and their simulation 

tools and dominant theories across scales. Then, the fundamentals of atomic and 

energy beam-matter interactions will be introduced along with their quantum 

mechanical descriptions. 

 

Figure 2-10. A length scale map of manufacturing systems, modelling methods, and 

dominant theories. (a) ACSM. Reprinted with permission from Ref [173]. CC BY 4.0. 

Copyright (2016) The Authors. (b) Nanomanufacturing. (c) Micromanufacturing. 

Reprinted with permission from Ref [174]. CC BY 4.0. Copyright (2017) The Authors. 

(d) Conventional manufacturing. 

2.3.1 Manufacturing across atomic and macroscopic scales 

As time and size scales continue to shrink, there should be a transition between 

macroscopic and atomic scales, beyond which classical theories become inaccurate in 

describing manufacturing behaviour. Instead, manufacturing below this scale is 



35 

 

dominated by quantum theory [9,170]. However, quantum theory and classical theory 

are completely different in nature. The transition from one to another is neither like a 

boundary nor a smooth gradience [171], but as a buffer where two theories cannot mix 

smoothly. Figure 2-10 summarises the manufacturing systems, modelling methods, 

and dominant theories across the length scales. It shows that atomic and close-to-

atomic scale manufacturing (ACSM) is governed by quantum theory, while 

micromanufacturing and conventional manufacturing are governed by classical theory. 

In nanomanufacturing, when the length scale is below 10 nm, quantum effects start to 

become more apparent [172].  

Classical theory has been widely used to describe conventional and micro 

manufacturing, and even some aspects of nanomanufacturing, as it typically yields the 

same analytical results as the quantum theory at these scales. Besides, classical theory 

is preferred due to its intuitive nature and lack of complex and difficult-to-solve 

quantum mechanical descriptions. Dominated by classical theory, traditional 

manufacturing processes are often deterministic, creating products in good 

consistency. However, further miniaturisation pushes contemporary manufacturing 

toward sub-10 nm or atomic scale, where both manufactured patterns and 

manufacturing tools may only involve a small number of atoms. At this scale, the 

phenomena, including chemical bond forming and breaking, electron excitation and 

ionisation, photochemical reaction, and particle and wave duality that related to 

quantum mechanics become apparent. These phenomena cannot be explained by 

classical theory unless resorting to the basics of quantum mechanics [170]. As a result, 

manufacturing at this scale will show non-classical features and unique phenomena, 

the explanation of which must be based on quantum mechanics. Therefore, the 
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fundamentals of interactions deserve to be understood and summarised in-depth, as 

they are critical for manufacturing at sub-10 nm and atomic scales.  

As discussed in the previous section, the sub-10 nm or atomic scale manufacturing 

techniques, including SPM tip-based processes, ALE/ALD processes, and 

laser/electron/ion beam-based processes, rely on interatomic and energy beam-matter 

interactions. The fundamentals of these interactions will be introduced as follows. 

2.3.2 Atomic interactions 

For manufacturing processes, the interactions among atoms are the most important 

factors that affect the patterning accuracy, whether external energy sources are present 

or not. This is particularly true for SPM tip-based atom manipulation and chemical 

self-limiting processes, where the atomic interactions are the key factors that determine 

the processing results. 

 

Figure 2-11. Comparison of the magnitude of different bonding mechanisms that bind 

atoms together. Data based on Ref [175]. 

Between atoms, the repulsive interaction mainly arises from Pauli repulsion; while the 

attractive interaction can be divided into intermolecular (non-bonding) interactions 
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(including ion-dipole and ion-induced dipole interactions, van der Waals interactions 

of dipole-dipole, dipole-induced dipole, and induced dipole-induced dipole 

interactions), and intramolecular (bonding) interactions (including ionic, covalent, and 

metallic bonding interactions). Their energies are collectively shown in Figure 2-11. 

These interactions can play important roles in generating atomic-scale patterns, and 

their quantum mechanical effects require a proper description.  

2.3.2.1 Pauli repulsion 

It is easy to understand that there are repulsive forces between two approaching atoms. 

For hydrogen molecules, the Coulomb force is the main source of the repulsion. 

However, this is a special case. For other atoms, the repulsive interaction is mainly 

caused by Pauli repulsion, which is a quantum mechanical phenomenon with no 

classical analogy. To explain the Pauli repulsion, let’s imagine two helium atoms 

approaching each other until their electron orbitals start to overlap. Since the 1𝑠 shells 

of two helium atoms are already occupied by two electrons, the overlapping will 

confuse the energy states, leading to the emergence of two electrons with the same 

four quantum numbers in the same orbital. This state violates the Pauli exclusion 

principle, so electrons will divert to higher energy states to satisfy the rules. This 

process will cause a repulsive interaction. With the decrease of interatom distance, the 

repulsive ‘force’ ramps more quickly than the Coulomb force, which will dominate 

the source of repulsion in most circumstances.  

2.3.2.2 Covalent bonding 

Covalent bonds connect two atoms by sharing a pair or pairs of electrons. Due to the 

formation of a full electron shell, the energy of a shared state is lower than that of the 

separate atoms. Covalent bonds form in different types for different atoms, such as 
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sigma bonds, pi bonds, polar bonds, and complex hybridisations. In diamond, sp3 

hybridisation forms a very stable structure between carbon atoms with a binding 

energy of 7.3 eV [176]. When two atoms are identical or have similar electron 

affinities, the electron pair is shared equally, as in the molecules of hydrogen, nitrogen, 

and oxygen. However, if one atom shows a higher electronegativity than the other, the 

electron pairs will be closer to the more electronegative one and form a polar covalent 

bond. The polar covalent bond can give the molecule a polarized charge distribution, 

making it possible to form weak bonds with other polar molecules. Examples can be 

seen in water, sulphide, and hydrogen chloride. It is worthwhile to note that the above 

description only covers the general features of covalent bonds; a full explanation of 

covalent bonds must be based on the quantum mechanical description of electron pairs 

with the Schrödinger equation. 

2.3.2.3 Ionic bonding 

Ionic bonds form when complete electron transfer occurs between atoms, resulting in 

oppositely charged ions. According to the octet rule, metal atoms intend to lose their 

outermost electrons, while nonmetal atoms tend to accept them, both with the aim of 

achieving the noble gas configuration. When they meet, electrons will transfer from 

the metal atoms to the nonmetal ones. This results in the formation of ions, which can 

be bound together by electrostatic attraction. Since electrostatic attraction is isotropic, 

one ion can form multiple ionic bonds, which makes them very difficult to break. This 

explains the high hardness and melting points of ionic materials.  

2.3.2.4 Metallic bonding 

Metallic bonding theory argues that metals are a mixture of valence electrons and metal 

cations. These cations consist of nuclei and electrons in the inner shell. In metal, one 
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atom can contact many other atoms numerous other atoms, allowing for the sharing of 

valence electrons with neighbouring atoms. This sharing of electrons extends 

throughout the entire metallic solid, as nearby atoms continue to share their electrons 

with their own neighbouring atoms. Consequently, all valence electrons in the whole 

metallic solid are shared by all metal cations. Because only two electrons are allowed 

in an orbital, electrons will move freely among a large number of orbitals in metal. 

Since metallic bonds are isotropic, electron gases will attract metal cations as closely 

as possible, leading to a close-packed crystal structure. The properties of metals, 

including conductivity, thermal resistance, and strength, are all related to the nature of 

metallic bonding interactions. 

2.3.2.5 Ion-dipole and ion-induced dipole forces 

In addition to van der Waals forces, ion-dipole and ion-induced dipole forces are two 

important intermolecular interactions. Because ions carry a stronger charge compared 

to dipole moments, ion-dipole and ion-induced dipole interactions usually have 

stronger interaction energies than dipole-dipole and dipole-induced dipole 

interactions, as shown in Figure 2-11. Through electrostatic interactions, ions form 

non-bonding interactions with dipoles or induced dipoles. When a polar molecule and 

an ion are placed closely, their positions and orientations will be rearranged until the 

ion is next to the oppositely charged end of the dipole when the electrostatic attraction 

is at its maximum. As the dipoles are only slightly charged, the strength of the ion-

dipole interactions is usually less than that of ionic bonding interactions. When an ion 

is placed near a non-polar molecule, the charge of the ion can temporarily induce an 

uneven distribution of electrons on the molecule. This temporary dipole could attract 

the ion and form a weak ion-induced dipole interaction.  
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2.3.2.6 Van der Waals forces 

Van der Waals force is a distance-dependent interaction among atoms. Compared with 

chemical bonds in solids, van der Waals force forces are weak interactions and easily 

disturbed. This is the reason why gas hydrogen must be cooled down so much to 

become liquid or solid. Van der Waals forces are normally regarded as interactions 

that originate from the uneven or temporarily uneven distribution of electrons. Based 

on different types of involved particles, van der Waals forces include interactions of 

dipole-dipole, dipole-induced dipole, and induced dipole-induced dipole [177]. 

Coulomb’s law can describe the first two interactions, which arise from electrostatic 

forces among polarized particles. Interactions between dipoles are normally weak, but 

when two dipoles, such as Oδ-–Hδ+, Nδ-–Hδ+, and Fδ-–Hδ+, meet, strong interactions can 

be formed, which can explain the H-bonds in some materials. The induced dipole-

induced dipole interactions, also called London forces, which dominate the attractions 

between non-polar molecules, have a different mechanism. In fact, London forces will 

not exist if atoms are perfectly spherically symmetrical. However, Heisenberg’s 

uncertainty principles determine the uncertain distribution of electron. In a short 

period, the charge distribution of atoms can be polar and induce the electrostatic 

attraction between atoms, implying the quantum mechanical nature of London forces.  

2.3.3 Descriptions of atomic interactions 

Figure 2-10 depicts the simulation approaches across length scales. Apparently, the 

first-principles method, which is based on quantum mechanical theory, dominates the 

simulation of manufacturing at sub-10 nm and atomic scale, while MD, smoothed 

particle hydrodynamics, and finite element simulation, which are based on classical 

theory, dominate the manufacturing from hundreds of nanometres to millimetres. 
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Between first-principles (or ab initio) and empirical MD simulation methods, there are 

two intermediate options, the DFTB method and the ReaxFF MD simulation method, 

which are capable of describing interactions at atomic and sub-10 nm scales. 

2.3.3.1 Classical description 

Classical physics uses Newton’s second law to establish the relationship between 

force, position, and time. The state of a particle is governed by causality, i.e., given a 

certain condition, the state of a particle is predictable. The interaction between atoms 

can be described by potential functions. An example of Lennard-Jones (LJ) potential 

is shown in Figure 2-12. The curve expresses the function of interaction potential to 

the distance of two neutral or non-polar molecules. Considering van der Waals forces 

and the repulsion caused by the Pauli repulsion [178] and Coulomb force, an 

intermolecular pair Lennard-Jones potential is given as [179]:  

𝑈(𝑟) = 4𝜀 {(
𝜎′

𝑟
)
12

− (
𝜎′

𝑟
)
6

}     (2-3) 

In the equation, 𝜎′ is the equilibrium separation, where 𝑈(𝑟) = 0. Here, 𝜎′ is also 

called van der Waals radius. The minimum energy −𝜀  is at a distance of 𝑟𝑒 =

21/6 × 𝜎′.  

In order to describe the interactions between atoms or molecules, various empirical 

potential energy functions can be used for different purposes. Some of these functions 

are suitable for bulk or surface properties, while others may be better suited for cluster 

and/or molecular properties. MD simulation based on these potential functions has 

been widely used in theoretical studies ranging from several nanometres to 

micrometres in manufacturing scales. However, this method is generally inadequate in 

accurately describing interactions at the atomic scale and sub-10 nm manufacturing 
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systems, where quantum mechanical effects such as covalent bonding, Pauli repulsion, 

and electronic transfer are more prominent. Therefore, a quantum mechanics-based 

method is required for the description of these interactions. 

 

Figure 2-12. Particle interaction energy (ULJ) as a function of interparticle distance (r). 

2.3.3.2 Quantum mechanics description 

To gain an understanding of the quantum mechanical description of interactions, it is 

necessary to first clarify the atomic model. In quantum mechanics, the location of the 

electron in an atom is expressed in terms of a probability distribution. It is determined 

by a wave function Ψ which describes the probability of finding an electron in an atom. 

The wave function is also called atomic orbitals. Depending on the type of atoms, 

atomic orbitals can look like a sphere, dumbbell, or clover. However, each orbital has 

its own specialty represented by a unique set of quantum numbers, i.e., principal 

quantum number 𝑛, angular quantum number 𝑙, and magnetic quantum number 𝑚𝑙. 

As a fermion, the electron also has a spin angular momentum of 
1

2
ℏ or −

1

2
ℏ in a given 

direction. This determines two consequences under quantum mechanics. First, each 
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orbital can only have two electrons, one has 
1

2
ℏ and the other has −

1

2
ℏ. This restriction 

is known as Pauli repulsion. In addition, electrons tend to occupy orbitals with the 

same spin before they pair up, following a principle called Hund’s rules. 

The vector of state 𝛹 is not directly related to any properties that are based on classical 

mechanics but is a complex function of selected state variables of coordinates and time, 

which can be described as 𝛹(𝒓, 𝑡𝑖). For instance, in solid bodies, the value 𝛹2(𝒓, 𝑡𝑖) 

represents the electron probability density in a certain position at a certain time. To 

describe the evolution of the wave function over time 𝑡𝑖, the Schrödinger equation can 

be used, and the general equation can be expressed as [180]: 

𝑖ℏ
𝜕𝛹(𝒓,𝑡𝑖)

𝜕𝑡
= Ĥ(𝒓, 𝑡𝑖)𝛹(𝒓, 𝑡𝑖)     (2-4) 

where 𝑖 is the imaginary unity, and ℏ is the reduced Planck’s constant; Ĥ(𝒓, 𝑡𝑖) is the 

 amiltonian operator and represents the system’s total energy, including kinetic and 

potential energy; it is also a Hermitian operator, and its eigenvalues are real. The role 

of Ĥ(𝒓, 𝑡𝑖) in equation (2-2) is like the force in Newton’s second law because it is 

determined by the physical system. The precise solution of the Schrödinger equation 

only exists for very simple models, like a hydrogen atom. However, but for more 

complex multi-electron systems, the inclusion of electron-electron interactions in the 

equation renders it mathematically intractable to find an exact solution. 

First-principles methods can accurately describe the interactions for atomic-scale 

systems by calculating the electron structure at every time step [34]. In principle, the 

basic method is to solve the Schrödinger equations for nuclei and electrons in the 

whole system. To describe the interactions among particles, the first-principles 
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simulation usually applies a simpler form of the Schrödinger equation, which is the 

time-independent equation with the expression given as follow [180]: 

Ĥ𝛹 = 𝐸𝛹       (2-5) 

E is the energy of the system. However, an intact system normally includes very 

complex interparticle interactions, which are impossible to solve. The calculation is 

usually based on a series of approximations, of which DFT is the most popular one 

used in computational physics, quantum chemistry, and materials science. DFT uses 

the functional, which is a real-valued function on functions, to determine the electronic 

energy. DFT considers that the electron wave functions, which yield the lowest total 

energy of the system, are the correct ones [181]. The Hamiltonians in DFT contain the 

electrons, electron-electron interactions, electron-ion interactions, and electron 

exchange and correlation energies. In general, the exact functionals of electron 

exchange and correlation are unknown, but there are approximation methods to assist 

this calculation, including local density approximation (LDA), generalized gradient 

approximation (GGA), meta-GGA, and hybrid functionals. Following the 

approximations, the DFT method can obtain the electronic structure of an atomic-scale 

system that yields the lowest energy.  

2.3.3.3 DFTB method 

DFTB is a semi-empirical method that is not as accurate as a first-principles method 

but can significantly reduce the computational cost. In the DFTB method, energy is 

still calculated by solving the Schrödinger equation for electrons, but the Hamiltonian 

matrix is not calculated by first-principles methods but parametrised based on DFT 

calculations or experimental results. Compared with the DFT calculation, the DFTB 

method reduces the computational cost by orders of magnitude while preserving the 
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quantum mechanical nature of chemical bonding, thus allowing the calculation for 

relatively large systems.  

2.3.3.4 Reactive force field 

ReaxFF is a reactive force field applied to MD simulation that can describe chemical 

reactions in addition to molecular interactions. To model chemical reactions (bonds 

breaking and forming), ReaxFF includes connection-dependent terms through a bond-

order formalism (including both short-range and long-range interactions), where bond 

order is empirically calculated from interatomic distances, yielding a reactive force 

field. In addition, the ReaxFF parameters can be fitted and optimised against an 

extensive database of quantum mechanics calculations and experimental data. 

Altogether, ReaxFF allows the simulation of large-scale chemical reaction systems. 

Since the electronic interactions in chemical bonding are implicitly treated in ReaxFF 

methods, no explicit first-principles calculations are required, allowing for 

significantly improved computational efficiency compared to DFT or DFTB method. 

Although the incorporation of bond order makes ReaxFF almost two orders of 

magnitude more computationally expensive than simpler force fields, it can produce 

highly accurate results for many applications, including combustion, catalysis, and 

surface chemistry, at a fraction of the computational cost of first-principles methods 

[128].  

Specifically, ReaxFF models many-body potential terms using semi-empirical 

parameters trained against a first-principles training set. The total interaction energy 

of a ReaxFF-described system is expressed through the following equation [182]: 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑣𝑎𝑙 + 𝐸𝑡𝑜𝑟𝑠 + 𝐸𝑜𝑣𝑒𝑟 + 𝐸𝑢𝑛𝑑𝑒𝑟 + 𝐸𝑙𝑝 + 𝐸𝐻−𝑏𝑜𝑛𝑑 + 𝐸𝑣𝑑𝑊 + 𝐸𝐶𝑜𝑢𝑙 

(2-6) 
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where, 𝐸𝑏𝑜𝑛𝑑, 𝐸𝑣𝑎𝑙, 𝐸𝑡𝑜𝑟𝑠, 𝐸𝑜𝑣𝑒𝑟, 𝐸𝑢𝑛𝑑𝑒𝑟 and 𝐸𝑙𝑝 correspond to the bond order energy, 

valence angle energy, torsion angle energy, over-coordination penalty energy, 

undercoordination penalty energy, and long-pair energy, respectively. These energy 

terms are based on the bond order (𝐵𝑂𝑖𝑗) between two atoms 𝑖 and 𝑗, which primarily 

depends on their interatomic distances and local chemical environment. 𝐵𝑂𝑖𝑗  is 

typically calculated by [182]: 

𝐵𝑂𝑖𝑗 = 𝑒𝑥𝑝[𝑝𝑏𝑜1(𝑟𝑖𝑗/𝑟0
𝜎)
𝑝𝑏𝑜2

] + 𝑒𝑥𝑝[𝑝𝑏𝑜3(𝑟𝑖𝑗/𝑟0
𝜋)
𝑝𝑏𝑜4

] + 𝑒𝑥𝑝[𝑝𝑏𝑜5(𝑟𝑖𝑗/𝑟0
𝜋𝜋)

𝑝𝑏𝑜6
] 

         (2-7) 

where 𝑟𝑖𝑗 is the interatom distance between atoms of 𝑖 and 𝑗. Herein, semi-empirical 

parameters including 𝑝𝑏𝑜1, 𝑝𝑏𝑜2, 𝑟0
𝜎 , 𝑝𝑏𝑜3, 𝑝𝑏𝑜4, 𝑟0

𝜋, 𝑝𝑏𝑜5, 𝑝𝑏𝑜6 and 𝑟0
𝜋𝜋 are used for 

different bond types, including sigma bonds, π bonds, and double π bonds.  

Non-bonding interactions are described through 𝐸𝑣𝑑𝑊 and 𝐸𝐶𝑜𝑢𝑙, representing the van 

der Waals and Coulomb interactions between all atoms in the ReaxFF-described 

system. For a system with water, H-bonds were described using the term of 𝐸𝐻−𝑏𝑜𝑛𝑑. 

Each of the energy terms mentioned above corresponds to an analytic function whose 

parameters are determined through training against quantum chemical results. This 

approach ensures the accuracy of the chemical reactions and allows for the simulation 

of larger systems over longer time scales [128], demonstrating significant advantages 

over DFTB or DFT methods. A more detailed description of these energy terms can 

be found in Ref [183]. 

2.3.4 Energy beam-matter interactions and their descriptions 

As reviewed in the previous section, photon, electron, and ion beams are popular 

manufacturing tools that provide external energy sources in nanomanufacturing. These 

processes involve different types of interactions. Compared with pure mechanical 
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tools, these energy beams can deliver a larger density of energy to physically and/or 

chemically interact with material surfaces, opening the possibility for processing 

strong bonding materials with high efficiency. The relevant nanomanufacturing 

processes include photolithography, EBL, FEBE/FEBD, and FIB lithography. Due to 

the weak penetration and scattering features of these energy beams in materials, the 

energy beam-matter interactions usually exist among a limited number of atoms or in 

several surface layers where atomic-scale effects become critical. As a result, quantum 

mechanics is also crucial in describing the interactions between energy beams and 

substrate atoms in energy beam-based nanomanufacturing processes. 

2.3.4.1 Photo-matter interactions 

Photo-matter interactions can lead to observable changes in both light and matter; 

either matter induces changes to light, such as phonon emission, absorption, and 

scattering, or light induces changes to matter, such as photochemical reaction, thermal 

effect, ionization, and momentum transfer. In fact, changes in both light and matter 

occur simultaneously, which complicates the processes. 

Photo-matter interaction can be divided into absorption, transmission, and reflection. 

For non-transparent materials, light only interacts with a few layers of atoms on the 

surface. The absorption in these layers thus dominates the photo-matter interaction. 

Because of the electromagnetic feature of light, photo-matter interactions at the atomic 

or electronic scale are recognised as resonant interactions between oscillating 

electromagnetic fields and charged particles (normally electrons in atoms). To describe 

the time-dependent features in this process, a TD-DFT method is required to provide 

an unbiased view of photo-matter interactions. For example, the state of an electron in 
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a hydrogen atom can be described by the Schrödinger equation. Under the Coulomb 

interaction of the nucleus, the Hamiltonian is expressed as [184]: 

Ĥ(𝒓, 𝑡𝑖) =
1

2𝑚
𝒑2 + 𝑉(𝒓)     (2-8) 

where 𝑉(𝒓) is the Coulomb potential, m and 𝒑 are the mass and momentum of the 

electron. If the electron meets a light beam, the interaction between the electron and 

the electromagnetic field needs to be added to the Hamiltonian. The electromagnetic 

field can be described by scalar potential 𝛷(𝒓, 𝑡𝑖) and vector potential 𝑨𝒗(𝒓, 𝑡𝑖), then 

the equation is shown as [184]: 

Ĥ(𝒓, 𝑡𝑖) =
1

2𝑚
(𝒑 + 𝑒𝑨𝒗(𝒓, 𝑡𝑖))

2
− 𝑒𝛷(𝒓, 𝑡𝑖) + 𝑉(𝒓) (2-9) 

as time evolves, the wave function will change, and the electron can escape from its 

eigenstate of the atom. Under the interaction with light, if the electron is in the bound 

state, then the electron may just be excited and return to the eigenstate after releasing 

energy; if the electron is in the continuous state, then the atom is ionized. Therefore, 

by solving the time-dependent Schrödinger equation, the probability that an atom is 

excited or ionized can be calculated. However, no analytical solution exists for this 

equation. Even with the help of a high-performance computer, numerical solutions 

could be calculated but only for some simple systems. 

2.3.4.2 Electron-matter interactions 

When an electron beam dwells on a material surface, transmitted electrons can behave 

differently, leading to various changes in the material. Some electrons pass through 

the material without experiencing any energy loss, becoming unscattered electrons. On 

the other hand, scattered electrons can be divided into two types: elastic scattering 

electrons and inelastic scattering electrons.  
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Elastic scattering electrons will interact with an atom without energy loss in total but 

may transfer energy and momentum to nuclei or electrons. If an electron beam 

impinges on an electron in an atom, the elastic scattering will create a secondary 

electron and ionize the atom; if on the nucleus, the momentum delivered may cause 

knock-on damage when electrons are accelerated by a high voltage. The energy 

delivered to an atom can be given as [185]: 

𝛥𝛦 =
2(𝐸+2𝐸0)𝐸

𝑀𝑐2
 𝑠𝑖𝑛2

𝜃

2
     (2-10) 

where E is the kinetic energy of the electron, 𝐸0 = 𝑚0𝑐
2, 𝑚0 is the rest mass of the 

electron, M is the mass of the atom, 𝜃 is the scattering angle during the interaction. 

When 𝛥𝛦 is larger than the knock-on threshold, the atom will be moved out of its 

lattice site.  

Inelastic scattering happens more frequently, which is associated with energy loss 

while passing through the substrate. This process can lead to the emission of X-rays, 

cathodoluminescence, secondary electrons, Auger electrons, and visible light. At the 

same time, the energy delivered may change the matter with the excitation (one of its 

electrons goes to an excited orbital) or ionization (one of its electrons leaves the atom 

and becomes the secondary electron) of the atom. If excitation or ionization occurs on 

the bonding atoms, the chemical bonds may break and lead to structural changes.  

Fundamentally, the inelastic scattering depends on the energy of the incident electrons 

and the properties of materials, the description of which is rather complicated and 

requires the time-dependent Schrödinger equation. The expression for a simple two-

body 1D electron-hydrogen system is as follow [186]: 

𝑖ℏ
𝜕𝛹(𝑥1,𝑥2,𝑡)

𝜕𝑡
= Ĥ(𝑥1, 𝑥2)𝛹(𝑥1, 𝑥2, 𝑡)    (2-11) 
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where 𝑥1, 𝑥2 are the positions of two electrons. The Hamiltonian of a two-electron 

system is expressed as [186]: 

Ĥ(𝑥1, 𝑥2) = −
1

2

𝜕2

𝜕𝑥12
−
1

2

𝜕2

𝜕𝑥22
+ 𝜈𝑒𝑥𝑡(𝑥1) + 𝜈𝑒𝑥𝑡(𝑥2) + 𝑤𝑒𝑒(𝑥1, 𝑥2)  (2-12) 

The Coulomb interactions between electrons and between electron and hydrogen 

nucleus (at 𝑥𝐻) are described by soft-Coulomb interactions [187]: 

𝑤𝑒𝑒(𝑥1, 𝑥2) =
1

√(𝑥1−𝑥2)2+1
     (2-13) 

𝑣𝑒𝑥𝑡(𝑥) = −
1

√(𝑥−𝑥𝐻)2+1
     (2-14) 

Through the numerical solution, the real inelastic scattering will be better understood, 

and energy transfer can be calculated. 

2.3.4.3 Ion-matter interactions 

As a beam of incident ions bombards the surface of a solid sample, complex physical 

phenomena occur at, above, and below the solid surface. Among these, the ion-solid 

scattering process is the most pronounced interaction. Fundamentally, the scattering 

processes include two types: elastic scattering and inelastic scattering. In elastic 

scattering, incident ions collide with atomic nuclei, transferring a portion of their 

kinetic energy to the target atoms. On the other hand, in inelastic scattering, incident 

ions interact with the electrons surrounding an atomic nucleus. These scatterings result 

in different by-products, consequently leading to different applications. 

For elastic scattering, kinetic energy and momentum are conserved during the collision 

process. The energy transferred from the incident ion to the target particle can be 

described as [188]: 

𝑇𝑘 =
4𝑚1𝑚2

(𝑚1+𝑚2)
𝐸𝑠𝑖𝑛2 (

𝜗

2
)     (2-15) 
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where 𝑚1  and 𝑚2  are the masses of the incident ion and the target particle, 

respectively; E and 𝑇𝑘 are the kinetic energies of the incident ion and the target atom; 

𝜗 is the scattering angle in the centre of the mass coordinate system. The relationship 

between the energy transfer ratio and mass ratio of the binary collision system is shown 

in Figure 2-13. It indicates that the main parameters that govern the energy transfer 

rate from the incident ion to the target particle depend on the mass ratio of the incident 

ion to the target particle (𝑚1/𝑚2) and the scattering angle. For surface atoms with a 𝑇 

greater than the surface binding energy, they will receive enough energy from the 

incident ions and escape from the sample surface, resulting in a void (or a structure 

that accumulates a lot of voids). 

 

Figure 2-13. Kinetic energy transfer rate from the incident ions to the target particles 

in an elastic scattering process. 

When an ion beam interacts with electrons in an atom, the kinetic energy could be 

transferred to electrons through elastic scattering or converted to other energies and 

absorbed by electrons or nuclei by inelastic scattering. Both processes can cause 
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excitation and ionization to incident and target atoms. After excitation, surface atoms 

can emit electrons, X-rays, and photons [189]. The inelastic process is more 

complicated compared with that in the electron-matter interaction because of the 

multiple particles and multi-step reactions involved. 

2.4 Comparison and discussion 

Table 2-1 shows the comparison of the aforementioned atomic scale and sub-10 nm 

manufacturing techniques. SPM tip-based atom manipulation has an atomic-scale 

patterning ability through angstrom-level control over the atomically sharp tips. The 

ALE and ALD depend on the chemical self-limiting characteristics of materials to 

obtain the etching or deposition with atomic layer resolution. LAO nanolithography 

can obtain sub-5 nm patterns through localising chemical reactions within a nanoscale 

cell through the use of probes with nanoscale-sharp tips and pulsed voltages with short 

widths. EUVL and focused electron/ion beam-based lithography can achieve the 

minimum feature sizes at around several nanometres when the energy beam-matter 

interaction region is well controlled; particularly, the STEM-based electron beam can 

serve as a special tool with abilities to operate atoms like SPM tip-based methods and 

realise the atom manipulation.  

For AFM tip-based atom manipulation, ALE and ALD processes, the key mechanisms 

that determine the atomic-scale patterning ability are the atomic interactions, including 

chemical bonding, van der Waals forces, and Pauli repulsion. For the STM tip-based 

method and LAO nanolithography, the dominant interactions also involve the 

interaction with the tunnelling current or ions. The atomic interactions still play 

important roles in the energy beam-based processes, but the energy beam-matter 

interaction would directly determine the patterning resolution.  
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As manufacturing approaches sub-10 nm or atomic scale, physical challenges become 

increasingly significant compared to those encountered in micromanufacturing. A 

reliable modelling method is thus in demand to address these challenges. To reveal the 

underlying mechanisms at this scale, the simulation approaches need to resort to 

quantum mechanics-based simulation tools, which provide more reliable descriptions 

than the empirical simulation methods. The DFT/DFTB, TD-DFT, and ReaxFF MD 

methods are represented tools contributing to the mechanism study and process 

optimisation for different atomic scale and sub-10 nm manufacturing processes. 

Through descriptions of atomic structures, interaction energy, minimum energy path, 

and the possibility for atom transfer, the DFT/DFTB and ReaxFF MD methods can 

reveal the underlying mechanisms of SPM tip-based atom manipulation, LAO, 

ALE/ALD, and atomic interactions in energy beam-based processes. The TD-DFT 

methods can describe the time-dependent features of light-matter and particle beam-

matter interactions. These methods provide an unbiased insight into light absorption, 

photochemical reactions, light excitations for light-based processes, and the electronic 

stopping and excitations for particle beam-based processes. This summary indicates 

that first-principles simulation has not only contributed to the understanding of atomic-

scale interactions in nanomanufacturing processes but also assisted in materials 

selection, phenomena prediction, and experimental protocol. However, due to the 

limitation of current computational apparatuses, the first-principles methods, even for 

DFTB, are restricted to the number of atoms and time scale that can be employed in 

the simulation. As a result, this limitation has hampered their wide applications. For 

the TD-DFT method, the calculation provides a comprehensive description of the 

electronic and optical excitations, which means it is rather time-consuming. Simulating 
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all possible excitations of atomic transfer during an energy beam-based process 

remains beyond current capabilities. To conduct the simulation with larger scales in 

volume and time, the ReaxFF MD and KMC approaches are more suitable but require 

a reliable parameterisation to accurately reflect bonding interactions.  

As for the 3D nanofabrication capabilities, LAO nanolithography can obtain flexible 

control of oxidation growth through adjusting tip-sample bias, multi-step oxidation, 

and hybrid approaches with a combination of oxidation and etching. Laser-based 3D 

nanolithography, on the other hand, may include multiple approaches, including laser 

direct-write lithography, two-photon polymerization, and two-photon-induced 

precipitation. Focused electron/ion beam lithography has also been reported in 3D 

nanofabrication, and the main approaches include EBL, FEBD, FEBE, FIB milling, 

and HIB induced deposition or modification. Detailed introduction of these laser-based 

and focused electron/ion beam-based 3D nanofabrication methods can be found in Ref 

[191,192]. 

The different nanolithography methods have various environmental requirements and 

start-up costs. SPM tip-based atom manipulation requires an ultra-high vacuum to 

isolate the environmental noise and high-resolution SPM facilities to detect the atomic 

forces. Laser-based or focused electron/ion beam-based processes normally require a 

vacuum environment, expensive optical or electro-magnetic system, high-quality 

motion stages, materials and accessories. For ALE and ALD, a typical equipment setup 

includes a closed chamber for gas handling, a vacuum system for controlling pressure, 

and a plasma source for generating reactive species. The start-up cost may vary, but 

normally less than the aforementioned processes. In contrast, LAO nanolithography 

can operate under ambient conditions and has normal performance requirements of the 
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AFM. This makes it a promising candidate for prototyping nanoproducts in the 

laboratory with lower start-up cost and environmental requirements in comparison 

with other 3D nanofabrication techniques. 

2.5 Summary 

This chapter provides a review of atomic scale and sub-10 nm manufacturing processes 

in terms of mechanisms, dominant interactions, and simulation research. The 

fundamentals of interactions in these manufacturing processes were summarised with 

a focus on atom-atom and energy beam-matter interactions based on underlying 

quantum mechanics. These processes were compared in terms of resolution, dominant 

interactions, simulation tools, machining capability, environmental requirement, and 

start-up cost.  

The literature review suggests that a flexible, cost-effective, and efficient sub-10 nm 

3D nanofabrication approach is still lacking, particularly for the in-lab prototyping of 

novel nanoproducts with small features and complex geometries. LAO 

nanolithography is a promising candidate to address this need due to its sub-10 nm 

resolution, low development cost, and environmental requirements. However, 

knowledge gaps exist in understanding the reaction process and modelling the 

oxidation growth with respect to control parameters. Challenges also persist in 

achieving flexible and deterministic control over oxidation growth, impeding further 

development. The following chapters in this thesis will focus on the theoretical 

simulation of the reaction mechanism and the development of a new 3D LAO 

nanolithography approach to address these challenges. 
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Chapter 3 Theoretical simulation study of LAO process 

3.1 Introduction 

LAO nanolithography relies on the controlled and localised bias-induced chemical 

reaction, which happens instantaneously and makes it difficult to observe in 

experiments. As concluded in Chapter 2, ReaxFF MD simulation has been identified 

as an ideal method to study the intricate reaction mechanism in chemical reaction-

based manufacturing systems. Therefore, this chapter will employ this method to 

uncover the underlying mechanism of the LAO nanolithography processes. Despite 

previous attempts in ReaxFF MD simulation work to uncover the bias-induced 

oxidation process [93,94], it is worth noting that these simulations did not consider the 

existence of a surface passivation layer. The presence of the passivation layer is 

attributed to the boundary dangling bonds on the pure semiconductor surface, which 

has high reactivity, leading to the formation of a passivation layer as soon as it contacts 

with water. Moreover, the analysis of particles, bonds, and atomic charges was not 

entirely performed and might have failed to observe critical reaction phenomena in the 

LAO process. Therefore, a systematic and comprehensive analysis of the bias-induced 

oxidation is required to evaluate the physical-chemical reactions, which is currently a 

significant knowledge gap in the literature towards atomistic understanding of the 

LAO process. 

This chapter will first introduce the method used for the simulation and then present 

the analysis of simulation results of surface passivation and bias-induced oxidation, 

aiming to reveal the true reaction mechanisms in LAO. Then, parametric studies will 

be performed to study the effects of different electric fields and humidity levels on 

bias-induced oxidation results and their influencing mechanisms. 
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Figure 3-1. Simulation procedure for surface passivation and bias-induced oxidation. 

3.2 Methods 

3.2.1 Simulation procedure 

In order to address the above-mentioned knowledge gaps, in this thesis, the water 

passivation and subsequent bias-induced oxidation processes of silicon (1 0 0) surface 

are investigated sequentially through ReaxFF MD simulation. Figure 3-1 shows the 

simulation procedure. Firstly, a passivation oxide layer on the silicon surface was 

created by the spontaneous reaction between silicon surfaces and water molecules 
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without the application of an electric field. Further, an electric field is introduced to 

simulate the subsequent bias-induced oxidation on the passivated silicon substrate, 

aiming to uncover the effect of a passivation layer on the oxidation process. To gain 

an in-depth understanding of the reaction process, a comprehensive analysis will be 

performed on the particles and bonds and their perspective roles through the processing 

of dump files generated during the simulation. 

 

Figure 3-2. ReaxFF MD simulation process for surface passivation and bias-induced 

oxidation. 

3.2.2 ReaxFF MD simulation setup 

A detailed ReaxFF MD simulation setup is demonstrated in Figure 3-2. To simulate 

the surface passivation, the initial models of water and silicon substrate are first 

defined. This process can be achieved through Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS) [193] for the crystalline silicon substrate 

and PACKMOL [194] for the randomly distributed water molecules. Their dimensions 

and positional relationship can be defined by adjusting input parameters. In this 

chapter, the initial silicon-water model was constructed with a silicon (1 0 0) substrate 
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and a water layer which has a density of 1g/cm3 and consists of randomly distributed 

H2O molecules. The silicon substrate has a size of 63.8305 × 63.8305 × 23.895 Å and 

the water layers have the same lateral dimension as silicon but with a thickness of 10 

Å. Figure 3-3 shows the schematic of initial silicon-water models, in which silicon, 

hydrogen, and oxygen atoms are coloured with wheat, white, and red, accordingly. 

The lattice constant of silicon was set at 5.31 Å, which was proven to produce 

minimum energy in convergence simulation tests. To simulate the bias-induced 

oxidation, the initial model was prepared based on the passivation results with a 

passivated oxide layer on the silicon surface.  

 

Figure 3-3. Side views of the silicon-water simulation model. 

The interactions between atoms need to be defined by selecting proper force fields. 

This thesis chose the ReaxFF force field developed by Wen et al. [84], by combining 

Si/Ge/H force field [195] and water force field [196]. This force field has been 

extensively validated in previous studies of the water–silicon interactions [84], 

chemical mechanical polishing of silicon [197], and tribochemical wear at Si/SiO2 

interface in an aqueous environment [75]. In addition, the force field validation was 

also performed by Hasan [198]. He performed a validation by comparing the cohesive 

y

H atom

O atom

Si atom

Fixed Si atom
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energy and surface energy obtained from the ReaxFF MD simulation with those 

obtained from other potentials, DFT, and experiments. The results showed good 

agreements, which further confirms the reliability of the force field. 

In the ReaxFF MD simulation, the charge equilibration (QEq) model was used to 

equilibrate the charge of simulation models at each time step [199]. The QEq model is 

an advantageous method for resolving challenges associated with excluding Coulomb 

interactions for dynamically bonded atoms so that the charge state for each atom 

depends on its environment. The model achieves this by incorporating finite atom 

sizes, which mitigate Coulomb interactions at short distances. Furthermore, the 

method applies short-distance shielding to the van der Waals term, similar to Coulomb 

interactions, providing a convenient solution [182].  

To consider the influence of external electrical field in the simulations, this thesis used 

a modified LAMMPS code [193] proposed by Assowe et al. [79] through adding 

Coulomb energy in the ReaxFF potential. The modification was based on the formula 

proposed by Chen and Martinez [200], which takes into account atom polarisation, 

charge conservation, and electronegativity differences using the charge-fluctuation 

model. By integrating the electric field into the Coulomb energy, it becomes possible 

to calculate electrostatic properties, such as multipolar moments and polarizability. 

For the geometric model, periodic boundary conditions were introduced in x and y 

directions to reduce the boundary effects. Along the z-axis, a fixed condition was 

applied with a reflective wall placed on the top of the water layer to prevent atom loss; 

the bottom three layers of atoms were fixed to prevent the overall movement, which 

facilitated further particle/bond distribution and trajectory analysis. The temperature 
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was set at 300 K, controlled by an NVT ensemble with a damping constant of 10 fs, 

and the Verlet algorithm was adopted to integrate the atom trajectories.  

Finally, postprocessing was performed for the output files generated from the 

simulation, through which particle/bond type and number, atomic charge, and their 

distributions were counted and analysed using self-developed Python programs. The 

visualisation of simulation results was assisted with OVITO [201] and the Python 

Matplotlib library. 

3.3 Results and discussions 

Two simulation steps are introduced in this section to simulate the surface passivation 

and bias-induced oxidation processes. Specifically, the ReaxFF MD simulation was 

performed for the model in Figure 3-3 for 2000 ps, during which no electric field was 

applied during the initial 1000 ps, and then an electric field of 3.5 V/nm was applied 

from 1000 to 2000 ps.  

3.3.1 Surface passivation 

The MD simulation result at 1000 ps is shown in Figure 3-5 (a), which indicates the 

adsorption of a number of O and H atoms on the silicon surface, and the penetration 

of some O atoms into the silicon substrate. Together, they form a passivated oxide 

layer. In this work, the oxide film is defined as the region between the bottom oxygen 

atom and the top silicon atom along the z direction. To reveal the chemical composition 

and structure of the passivation layer, the partial radial distribution functions (RDF) of 

the oxide film are calculated and shown in Figure 3-4. The peak of the Si–H bond 

length is located at about 1.37 Å, which is close to the value of 1.48 Å reported in Ref 

[202]. Si–Si bonds have a peak length of 2.35 Å, and Si–O bond length shows two 

peaks at 1.58 and 2.25 Å, which agree with the experimental values well [203–206]. 
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After that, several peaks of Si–O length appear between 3 to 7 Å, indicating amorphous 

structures within the oxide film.  

 

Figure 3-4. RDF curves for Si–H, Si–O, and Si–Si in oxide film created by surface 

passivation. 

A combined analysis of simulation results in Figure 3-5 (a) and their RDF in Figure 

3-4 shows that new bonds and particles including Si–O–H, Si–H, Si–H2, H2O–Si, Si–

O–Si, and H3O
+ (hydronium) were created during the surface passivation process. The 

distribution of these bonds/particles was summed based on the bond lengths in Figure 

3-4 and plotted in Figure 3-5 (b). The passivated silicon surface was found to be a 

mixture of Si–O–Si, Si–O–H, Si–H, Si–H2, and H2O–Si bonds, which is consistent 

with experimental findings [207–209]. The numbers of these bonds show that the 

silicon surface is dominated by H-termination (Si–H or Si–H2 bonds), which is 

responsible for the surface hydrophobicity observed in the experiment [210]. Si–O–Si 

bonds exist throughout the oxide film and determine the oxide depth. In addition, the 
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resultant water layer contains a large amount of H3O
+, which, together with the 

remaining H2O, forms the resultant water layer.  

 

Figure 3-5. Simulation results for surface passivation. (a) Side view. (b) Distribution 

of bond/particle numbers and atomic charges along the z-axis, in which shaded regions 

coloured with wheat, grey, and cyan represent silicon, oxide layer, and water, 

respectively. The horizontal dashed line indicates the first atom layer in the initial 

model.  

Figure 3-5 (b) shows the charge distribution of H, O, and Si atoms in the passivation 

result. O and Si atoms in the oxide film occupy different amounts of charge in 

comparison to these in water and silicon substrates. In the water film and silicon, O 

and Si atoms show -0.77 and 0 e, respectively. However, oxidised silicon shows a 
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positive charge, and the maximum value appears at 1.1 e at the silicon-water interface. 

This indicates the occurrence of charge transfer between O and Si atoms during the 

creation of the oxide layer, providing further evidence for the occurrence of an 

oxidation process. In addition, O atoms in the oxide film have less charge than that in 

water, ranging from -0.71 to -0.42 e, which is due to the different polarities in Si–O 

and H–O bonds.  

 

Figure 3-6. RDF curves for Si–H, Si–O, and Si–Si in oxide film created by bias-

induced oxidation. 

3.3.2 Bias-induced oxidation 

The ReaxFF simulation result at 2000 ps is shown in Figure 3-7 (a). Apparently, more 

O atoms penetrated the silicon surface, resulting in an increased oxide thickness. 

Similarly, the RDF of the oxide film is plotted in Figure 3-6, and the bonds/particles 

distribution in the oxide film is plotted in Figure 3-7 (b). Through the comparison with 

passivation results in Figure 3-4 and Figure 3-5 (b), good similarities were found in 

both RDF of the oxide film and bonds/particles distribution at the oxidised silicon 
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surface. This demonstrates the application of the electric field did not apparently 

modify the chemical structures within the oxide film and surface composition, while 

leading to the generation of more Si–O–Si bonds under the oxide surface and the 

increase of oxide thickness.  

 

Figure 3-7. Bias-induced oxidation result. (a) Side view. (b) Distribution of 

bond/particle numbers and atomic charges along the z-axis, in which shaded regions 

coloured with wheat, grey, and cyan represent silicon, oxide layer, and water, 

respectively. The horizontal dashed line represents the first atomic layer in the initial 

model.  

In addition, Si–O–Si bonds are found to be mostly concentrated near the surface, and 

their number gradually decreases layer by layer throughout the oxide film. The atomic 
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charge distribution in Figure 3-7 (b) shows that the application of an electric field 

increased the degree of oxidation on the silicon substrate, evidenced by more 

electropositive Si atoms in the results. Despite the increased O atoms near the surface, 

a number of Si atoms within the oxide layer remain unoxidized, as indicated by the Si 

atoms with nearly 0 charge in Figure 3-7 (b). This clearly indicates a mixture of Si and 

SiO2 within the oxide film. Overall, the oxide film is found with a complex chemical 

structure consisting of amorphous SiO2, adsorbed water, silicon, and silicon hydrates, 

which is consistent with previous simulations and experimental results [64,75]. 

 

Figure 3-8. Distribution of bond/particle number at different atomic charges. 

From the atomic charge distribution in Figure 3-7 (b), the application of an electric 

field enhances the oxidation on the silicon substrate, evidenced by the increased 

number of O atoms in the silicon substrate and more Si atoms with electropositive 

charges. To reveal the atomic charges of O atoms in different bonds/particles, the 

distribution of bond/particle numbers at different atomic charges is plotted in Figure 

3-8. Apparently, O atoms in H2O–Si and Si–O–H at the surface occupy different 
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atomic charges with peaks at -0.52 and -0.61, respectively. O atoms in Si–O–Si bonds 

occupy charges ranging from -0.68 to -0.37 e. These results indicate that the amount 

of charge transfer from the O atom varies depending on the specific bond types formed 

during the passivation process. Typically, the amount of charge transfer of O atoms in 

H2O–Si is lower than that in Si–O–H. As for O atoms in Si–O–Si, the atomic charge 

varies depending on its z-axis position and neighbour charge states, as shown in Figure 

3-7 (b).  

3.3.3 Reaction process 

To reveal the in-process details during surface passivation and bias-induced oxidation, 

the evolution of the number of bonds/particles and oxide thickness is depicted in 

Figure 3-9, which were counted based on dump files created every 10 ps. In the 

passivation stage, water was consumed and turned into oxide, represented by a reduced 

number of H2O and increased numbers of Si–O–H and Si–O–Si bonds. In addition, 

hydrogen atoms from water decomposition were either attached to surface silicon 

atoms and formed Si–H/Si–H2 bonds or combined with water molecules and formed 

H3O
+. The evolution curves show that water reacted with silicon rapidly at the 

beginning of the simulation. A majority of Si–O–H, Si–H, Si–H2, and H2O–Si bonds 

were created in the first 40 ps and maintained at almost constant amounts in the 

following reaction up to 1000 ps. From 40 to 1000 ps, the oxide thickness increased 

from 4 to 5.1 Å. Simultaneously, there was a gradual consumption of H2O, leading to 

the formation of more Si–O–Si bonds and H3O
+, but at a relatively slow rate.  

In the bias-induced oxidation stage, an electric field of 3.5 V/nm was applied during 

1000–2000 ps. The evolution curves in Figure 3-9 show the amounts of Si–O–H, Si–

H, Si–H2, and H2O–Si have not changed significantly, which further demonstrates that 



69 

 

the action of the electric field did not apparently modify the surface composition. 

However, from 1000 to 2000 ps, the oxide thickness increased from 5.1 to 8.2 Å, the 

number of H2O decreased by 472, and the numbers of Si–O–Si and H3O
+ increased by 

149 and 282. The number changes of H2O, Si–O–Si, and H3O
+ roughly follow 3: 1: 2. 

Since the numbers of other bonds/particles did not vary significantly during the 

reaction, this suggests the bias-induced oxidation mainly induced the following 

reaction: 

(Si − Si) + 3 H2O 
bias
→   (Si − O − Si)2− + 2 H3O

+  (3-1) 

 

Figure 3-9. Time evolution of oxide thickness and bond/particle number during the 

reaction between silicon (1 0 0) substrate and a 10 Å thick layer of water. Surface 

passivation: 0–1000 ps; LAO: 1000–2000 ps. 

To uncover the reaction process, this work tracked all the O atoms in Si–O–Si, Si–O–

H, H2O–Si, and H2O/H3O
+ at 2000 ps, and summarised the bonds/particles they belong 
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to at 1000 ps, the results of which are shown in Figure 3-10. O atoms in Si–O–Si may 

come from all the bonds/particles that have O atoms. The number of Si–O–Si bonds at 

1000 ps (see Figure 3-9) indicates all the O atoms in Si–O–Si at 1000 ps remained 

within the Si–O–Si bonds in the bias-induced oxidation process. In addition, O atoms 

in Si–O–H only come from Si–O–H, H2O–Si, and H2O/H3O
+; and O atoms in H2O–Si 

only come from H2O–Si and H2O/H3O
+. On the basis of the above findings, it appears 

that Si–O–H and H2O–Si act as intermediate products at the surface during bias-

induced oxidation.  

 

Figure 3-10. Bar chart showing the bond/particle number of Si–O–Si, Si–O–H, H2O–

Si, H2O, and H3O
+ of simulation result at 2000 ps. The bars are colour-coded to 

represent O atoms in each bond/particle type at 1000 ps. 

Specifically, three reactions during the bias-induced oxidation were demonstrated. 

First, H2O adsorbed to the silicon surface, forming an H2O–Si bond (molecular 

adsorption): 

Si + H2O → H2O − Si     (3-2) 
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Next, the H2O–Si bond dissolved into Si–O–H bond, and the released H atom 

combined with H2O to form H3O
+: 

H2O − Si + H2O→  Si − O − H + H3O
+   (3-3) 

Then, Si–O–H reacted with one of the surrounding Si atoms to form a Si–O–Si bond, 

and the released H atom combined with H2O again to form H3O
+: 

Si +  Si − O − H + H2O →  Si − O − Si + H3O
+  (3-4) 

Therefore, H2O molecules were consumed step by step and eventually formed the Si–

O–Si bonds. However, these results did not suggest any O atoms moving from Si–O–

Si to Si–O–H and then to H2O–Si, indicating that the reaction cannot proceed in the 

reverse direction.  

3.4 Effect of electric field strength 

3.4.1 Method 

The dependence of different electric field strengths on bias-induced oxidation was 

examined through eight simulation groups. Each group utilised the same initial model 

containing a passivated layer on the surface as depicted in Figure 3-5 (a) but applied 

different electric fields with varying strengths ranging from 0 to 7 V/nm. In the first 

group of simulations, no electric field was applied to demonstrate the effect of ongoing 

surface passivation. Similarly, a thorough analysis of bonds/particles will be 

performed on the simulation results, aiming to reveal the influencing mechanisms. 

3.4.2 Analysis of simulation results 

After simulating the bias-induced oxidation for 1000 ps, the results in all groups are 

shown in Figure 3-11, which indicate a noticeable increase in the penetration of O 

atoms into the silicon substrate when using electric fields with higher strengths.  
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Figure 3-11. Sides views of simulation results with the application of electric fields 

with the strengths of (a) 0, (b) 1, (c) 2, (d) 3, (e) 4, (f) 5, (g) 6, and (h) 7 V/nm.  

 

Figure 3-12. The numbers of particles/bonds and oxide thickness of simulation results 

at different electric fields.  

Figure 3-12 illustrates the number of bonds/particles in simulation results to determine 

the influence of different electric fields on the chemical composition. Similar to the 

(a) (b) (c)

(d) (e) (f)

(g) (h)
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conclusion in Section 3.3.2, the numbers of surface bonds, including Si–O–H, H2O–

Si, Si–H, and Si–H2, were not drastically affected by different electric fields, while the 

consumption of H2O and the creation of Si–O–Si bonds and H3O
+ were apparently 

enhanced, particularly when the electric field increased from 0 to 5 V/nm. Through a 

calculation of the number changes of H2O, H3O
+, and Si–O–Si during each simulation 

group, it was found they also approximately follow 3: 2: 1, as demonstrated in Table 

3-1. These results further prove that the reaction (3-1) dominates the bias-induced 

oxidation.  

Table 3-1. The ratio of number changes of H2O, H3O
+, and Si–O–Si during the 

simulation processes of bias-induced oxidation at different electric fields 

Electric field strength (V/nm) Ratio of number changes of H2O, H3O+, and Si–O–Si 

0 2.6: 1.9: 1 

1 2.8: 1.8: 1 

2 3.0: 1.9: 1 

3 3.1: 1.9: 1 

4 2.9: 1.7: 1 

5 2.9: 1.7: 1 

6 3.0: 1.7: 1 

7 2.9: 1.7: 1 

Figure 3-13 plots the distributions of the number of Si–O–Si bonds along the z-axis 

for the simulation results. It can be observed that an increase in the electric field 

strength results in more Si–O–Si bonds being formed at deeper positions, indicating 

that more O atoms in Si–O–Si diffused below the surface under the enhanced electric 
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field strength. However, a significant percentage of Si–O–Si bonds still exists at the 

silicon-water interface.  

 

Figure 3-13. Distributions of the numbers of Si–O–Si bonds along the z-axis for 

simulation results at different electric fields with the strength ranging from 0–7 V/nm. 

3.4.3 Analysis of the reaction process  

To reveal the details of the reaction process, the evolution of the number of Si–O–Si 

bonds and H2O in the water layer was calculated and depicted in Figure 3-15 (a) and 

(b). These curves suggest that the rate of reaction (3-1) increased with increasing 

electric field strength, as the enhanced electric field clearly accelerated the production 

rate of Si–O–Si bonds and consumption rate of H2O, particularly in the first 100 ps. In 

addition, the reaction rate was found to be correlated with the amount of H2O in the 

water layer, as indicated by the reduced generation rate of Si–O–Si at a decreased 

amount of H2O remaining in the water layer. According to the simulation results shown 

in Figure 3-12, the numbers of Si–O–Si bonds reached approximately 430 at electric 

fields higher than 5 V/nm and did not increase further. In addition, Figure 3-13 further 
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indicates that the reaction ceased when the H2O in the reaction system was nearly 

depleted. In the actual LAO experiments, water depletion should be more difficult to 

occur than that in the simulation with limited length scales. This is due to the presence 

of water on the tool and substrate surfaces and in the atmosphere, which allows for the 

continuous diffusion of water molecules to replenish any depletion during the LAO 

process. As a result, the oxidation can continue, with its reaction rate and duration 

determined by the diffusion rate of water [69].  

 

Figure 3-14. The evolution of z positions of the bottom five O atoms (a–e) in the oxide 

film in Figure 3-11 (h). The horizontal dashed line represents the surface atomic layer 

in the initial model. 
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As the strength of electric field exceeds 5 V/nm, the oxide thickness increases by one 

layer of silicon atoms even in the absence of an increase in the number of Si–O–Si 

bonds. Figure 3-14 depicts the evolution of the z positions of 5 bottom O atoms in 

Figure 3-11 (h). Between 300 to 1000 ps, no additional Si–O–Si bonds were created, 

as demonstrated in Figure 3-12 (c), but the existing negatively charged O atoms in Si–

O–Si were found to diffuse into the silicon substrate in response to the electric field, 

which is similar to the interface diffusion mechanism between silicon and silicon 

dioxide as observed in the experiment [211]. This indicates that electric field-induced 

directional movement of O atoms can contribute to the oxidation growth, which, 

together with reaction (4-1), constitutes the oxidation growth mechanism in the bias-

induced oxidation process. Therefore, it can be concluded that the electric field can 

induce the diffusion O atoms in Si–O–Si bonds below the surface. As a result, assisting 

the formation of more Si–O–Si bonds by creating more vacancies on the surface. 

 

Figure 3-15. Evolution of (a) Si–O–Si bonds and (b) H2O at electric fields with strength 

ranging from 0–7 V/nm during the LAO process.  

As for the evolution of oxide thickness, Figure 3-12 indicates that the oxide thickness 

of the simulation results increased in a linear-like fashion with respect to the electric 
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field strength, and Figure 3-16 demonstrates that the oxide thickness increased layer 

by layer during the progression in each group of simulation. Both findings are 

consistent with results in previous experimental and simulation research [94,103,212]. 

 

Figure 3-16. Evolution of oxide thickness at electric fields with strength ranging from 

0–7 V/nm. 

3.5 Effect of humidity 

3.5.1 Method 

To study the effect of humidity on surface passivation and electric field induced 

oxidation, the silicon-water reactions were simulated under different relative humidity 

levels. Asay and Kim [213] investigated the surface adsorption of water and 

established a correlation between the thickness of water layers and relative humidity 

(RH), as depicted in Figure 3-17. Based on this relationship, initial models with 

varying water layer thicknesses were constructed, as shown in Figure 3-18 (a–d), to 

qualitatively express reaction models at different humidity levels. Specifically, water 

layer thicknesses at 7, 10, 13, and 17 Å correspond to relative humidity levels of 

approximately 20%, 40%, 70%, and 90%, respectively. The initial silicon-water model 
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was constructed with the same silicon (1 0 0) substrate as in previous sections and a 

water layer that has a density of 1g/cm3 and consists of randomly distributed H2O 

molecules. Similar to previous simulation settings, an electric field (4 V/nm) was only 

applied from 1000 to 2000 ps.  

 

Figure 3-17. Adsorption isotherm of adsorbed water on the silicon oxide surface. 

Square symbols are the total thickness of the adsorbed water layer calculated from the 

intensity of the H–O–H bending vibration peak. Reprinted with permission from Ref 

[213]. Copyright (2005) American Chemical Society. 

 

Figure 3-18. Sides views of silicon-water simulation models at the humidity levels of 

(a) 20%, (b) 40%, (c) 70%, and (d) 90%. 
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Figure 3-19. Side views of simulation results of surface passivation and bias-induced 

oxidation at relative humidity levels of (a) 20%, (b) 40%, (c) 70%, and (d) 90%. 

3.5.2 Analysis of simulation results  

Figure 3-19 shows the simulation results at 1000 and 2000 ps, which represent the 

reaction results of surface passivation and bias-induced oxidation at different humidity 

levels. It seems that the increased humidity can increase the penetration of O atoms 

into the silicon substrate, particularly for results of bias-induced oxidation processes. 
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In addition, as the bias-induced oxidation proceeded, the thickness of the water layer 

was observed to decrease, indicating the consumption of water. 

 

Figure 3-20. The number of bonds/particles and oxide thickness of (a) passivation 

results and (b) bias-induced oxidation results at different humidity levels. 

Figure 3-20 (a) and (b) plot the bonds/particles number and oxide thickness of surface 

passivation and bias-induced oxidation results at the different humidity levels. The 

number of bonds that only exist at the surface does not appear to be affected by 
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humidity in both passivation and bias-induced oxidation results. However, the 

numbers of Si–O–Si bonds in both results increase with increasing humidity, and the 

increase is more pronounced in the bias-induced oxidation results. 

As the humidity increases from 20% to 90%, the number of Si–O–Si bonds increases 

from 287 to 665, and the oxide thickness increases from 8.24 to 12.27 Å. These results 

show that higher humidity can enhance the degree of oxidation for both surface 

passivation and bias-induced oxidation processes, which aligns with and may provide 

a reaction-based interpretation of experimental observations [108].  

3.5.3 Analysis of the reaction process 

Figure 3-21 (a) and (b) show the evolution of the number of Si–O–Si bonds and oxide 

thickness. These results further indicated that a higher humidity could enhance the 

oxidation, as evidenced by the increased number of Si–O–Si bonds and oxide 

thicknesses in simulation results under higher humidity. The influencing mechanism 

should be related to the increased number of H2O within the water layer, which 

facilitates the reaction (3-1). 

 

Figure 3-21. Time evolution of (a) the number of Si–O–Si bonds and (b) oxide 

thickness during passivation and bias-induced oxidation at different humidity levels. 

An electric field with a strength of 4 V/nm was applied at 1000 ps during the simulation. 
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Figure 3-22 (a–d) plot the distribution of Si–O–Si bonds of the simulation results 

during the bias-induced oxidation processes to reveal their chemical structures. These 

bond/particle distributions along the z axis indicate that an increase in humidity levels 

leads to an increase in the number of Si–O–Si bonds near the silicon-water interface, 

and the increase is more pronounced in the bias-induced oxidation results.  

 

Figure 3-22. Distribution of Si–O–Si bonds (along z-axis) of simulation results of bias-

induced oxidation at different humidity levels, in which shaded regions coloured with 

wheat, grey, and cyan represent silicon, oxide layer, and water, respectively. The 

vertical dashed line represents the first atomic layer in the initial model.  

These findings contrast with the observations made under higher electric field 

strengths, where an increase in the electric field strength resulted in a more Si–O–Si 

bonds being formed at deeper positions under the surface. These results suggest that 

bias-induced oxidation under higher humidity and higher electric field strength 

involves different mechanisms in enhancing bias-induced oxidation. Under higher 

humidity, more H2O exists in the water layer, which facilitates the reaction (3-1). Since 
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the dominant reaction mainly happens at the surface, this enhanced oxidation created 

more Si–O–Si bonds at the silicon surface.  

3.6 Summary 

In this chapter, ReaxFF MD simulations were performed to study the initial passivation 

and subsequent bias-induced oxidation on Si (1 0 0) surface in order to gain atomistic 

insight into the reaction mechanism of the LAO process. The chemical bonds, particles, 

and molecules involved in the reaction were analysed in detail. Through plotting their 

numbers, distributions, and evolution, this work presented a full characterisation of the 

composition of the oxide film and the reaction mechanism inherent in the reaction 

process. The surface passivation resulted in the creation of an oxide layer with a 

surface composition of Si–O–Si, H2O–Si, Si–O–H, Si–H, and Si–H2, while the 

oxidation component beneath the surface was dominated by Si–O–Si bonds. 

Subsequently, the application of an electric field facilitated a series of reactions, where 

O atoms moved from the water layer (H2O/H3O
+) to the oxide surface (H2O–Si and 

Si–O–H) and then deep in the oxide film (Si–O–Si). The H2O–Si and Si–O–H bonds 

on the surface acted as intermediate products, but their numbers were not apparently 

altered during the bias-induced oxidation. Overall, the bias-induced oxidation mainly 

consumed H2O within the water layer and resulted in the formation of Si–O–Si bonds 

beneath the oxide surface.  

The study also investigated effects of different electric field strengths and humidity 

levels on bias-induced oxidation processes. By analysing the numbers and distribution 

of particles/bonds in the system, the study demonstrated the mechanisms of oxidation 

enhancement in detail. The main reaction studied in Chapter 3 was found to be notably 

enhanced by increasing electric field strength and humidity, but through different 
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mechanisms. The enhanced electric field strength mainly promoted the diffusion of 

Si–O–Si bonds beneath the surface, while the enhanced humidity accelerated the 

reaction at the surface, resulting in different structures of the oxide film. These findings 

provide an atomistic understanding of the parametric effects of the LAO process. This 

knowledge can be useful in developing novel process-control strategies for LAO at the 

nano- and atomic scales.   
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Chapter 4 Method and feasibility study of pulse-modulated 

LAO nanolithography 

4.1 Introduction 

As demonstrated in Chapter 3, oxidation growth varies at different electric field 

strengths and durations during short exposure times. Consequently, voltage 

modulation emerges as an ideal oxidation-tuning approach for the LAO process. This 

implies that by modulating the pulse amplitude or duration, the LAO process can be 

flexibly adjusted, leading to the formation of oxide structures with diverse feature 

sizes. Since the pulsed voltage can be easily programmed through a pulse generator, 

this method is possible to achieve flexible and one-step nanofabrication of various 

nanostructures. In addition, by optimising AFM setups to minimise local oxide, as 

reviewed in Chapter 2, the LAO nanolithography is possible to obtain 3D 

nanofabrication with sub-10 nm feature sizes. 

To validate this idea, this chapter first introduces the method of pulse-modulated LAO 

in detail, outlines the implementation of LAO using a commercial AFM and a pulse 

generator, and then performs the feasibility test for several simple nanostructures.  

4.2 Pulse-modulated LAO approach 

Figure 4-1 (a) illustrates a 2D schematic of the proposed pulse-modulated LAO 

nanolithography approach. By connecting the pulse generator to the AFM tip and 

substrate, the application of pulsed waveform can induce the local oxidation between 

the scanning probe and substrate. When pulses with varying widths or amplitudes are 

applied, nanodots with different widths and heights can be created. Furthermore, the 

pitch distance between nanodots is determined by the pulse period, tip scanning 
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velocity and trajectory, so adjusting the pulse period can control the 2D mapping of 

nanodots across the tip scan area, as demonstrated in Figure 4-1 (b). Therefore, a 

combined modulation of pulse amplitude, width, and period makes it possible to 

achieve the control of oxidation growth and 2D mapping of nanodots simultaneously. 

Since the pulse parameters can be digitally modulated through a pulse generator, this 

method is possible to achieve flexible and one-step 3D nanofabrication without 

resorting to other control systems. 

 

Figure 4-1. (a) 2D and (b) 3D schematics of pulse-modulated LAO nanolithography. 
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4.3 LAO nanolithography setup 

The literature review in Chapter 2 suggests that utilising high-amplitude and short-

width pulses in conjunction with tapping mode AFM provides numerous advantages, 

including enhanced resolution, reliable and reproducible results, precise control, and 

the ability to achieve continuous LAO nanopatterning. Consequently, this thesis will 

employ the tapping-mode AFM along with pulses with amplitudes between 13–25 V 

and widths between 15–300 µs for the LAO nanolithography process. This is because 

previous reports have suggested that voltages higher than 25 V may induce reactions 

with different mechanisms [214], while pulses with widths shorter than 15 µs may not 

result in apparent oxidation, as observed in experiments.  

4.3.1 AFM setup 

All the LAO experiments in this thesis were carried out using a Bruker (Veeco) 

Dimension 3100 Atomic Force Microscope, as shown in Figure 4-2. To achieve a high 

patterning and imaging resolution, the AFM was always operated under the tapping 

mode using probes with nominal curvature at less than 10 nm. The AFM tip scanner 

was operated under raster scan mode so that the scan rate, sampling line density, and 

scan size can be set through the AFM interface. During the LAO nanofabrication, the 

position feedback loop of the AFM was on to keep the tip-sample distance at a constant 

value during the individual oxidation and reset stages. This allowed continuous 

nanofabrication in the tip scan area. To increase the tip-surface contact for the 

formation of water bridge, the cantilever oscillating amplitude was reduced by setting 

the setpoint at 15% of that used in imaging [215]. The enlargement of oxide due to tip 

scan is negligible in this work because of the use of ultra-short pulses and a slow 
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scanning speed, where the tip displacement during the pulse width is always several 

orders smaller than the lateral dimension of the nanodot. 

 

Figure 4-2. Schematic of Bruker Dimension 3100 AFM connected with an external 

power supply. 

Given the significant impact of humidity on the LAO process, the nanofabrication 

conducted in this thesis was always carried out under atmospheric conditions (20 °C) 

with relative humidity at 25–30%. To ensure precise humidity control, a hygrometer 

with an accuracy of ±1% was employed to monitor and maintain the desired humidity 

levels throughout the experiments. The oxide patterns were imaged right after their 

creation, and the AFM images were analysed using the Bruker NanoScope Analysis 

1.7 software. To compensate for the dilation effect introduced by the tip radius, full 
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width at half maximum (FWHM) or full diameter at half maximum (FDHM) were 

used in this work to represent the width of oxide lines and diameter of oxide dots. 

4.3.2 Pulse generator 

To give a feasibility test, this chapter uses a conventional arbitrary generator 

(TGF4042, Aim-TTi) to create pulses. The schematic of the pulse generator is shown 

in Figure A-1. This pulse generator offers signal generation capability up to 240 MHz, 

the detailed specification of which is shown in Table A-1. To enable program control, 

an Ethernet interface was utilised by connecting the generator to a laptop. This allowed 

pulse parameters to be adjusted by sending commands from the laptop using a 

program. 

Since the output voltage of the pulse generator is equal to or less than 10 V, it cannot 

obtain a sufficiently high electric field between the tip and the sample for the LAO 

process. Therefore, the modulated pulse signal was amplified by a power amplifier 

(E01.A2, CoreMorrow) by a factor of 12. The schematic and specification of the power 

amplifier are shown in Figure B-1 and Table B-1.  

4.3.3 Probes and holders 

To induce oxidation, a voltage signal was introduced onto the AFM, with the sample 

substrate at a negative bias to the conductive probe. In this work, conductive AFM 

probes (model RTESP7) with a nominal tip radius of less than 10 nm were used for 

the nanofabrication and imaging. A tip radius close to 10 nm was selected as a 

compromise between the aims of achieving high patterning resolution and minimised 

tool wear. These probes were made by Phosphorus (n) doped Si to increase the 

conductivity and with no coatings on the tip. Some probes with metallic coatings have 

better conductivity, but they normally have large tip curvature radii, thus weakening 
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the spatial resolution. The stiffness and resonance frequency are typically 40 N/m and 

300 kHz, respectively.  

 

Figure 4-3. Schematic of SCM probe holder (model Bruker DSCMSCH). 

In order to connect the pulsed voltage to the conductive probe, a scanning capacitance 

microscopy (SCM) probe holder (model Bruker DSCMSCH) was used in this study. 

As shown in Figure 4-3, this probe holder is equipped with a short external cable that 

enables the connection of high-voltage signals through an external circuit. Although a 

conventional probe holder (model Bruker DAFMCH) also has the capability for the 

bias connection, the voltage amplitude typically cannot exceed 20 V due to the 

dependence on a built-in circuit of the AFM.  

4.3.4 Sample preparation 

This thesis employs silicon wafers as substrates, which were procured from Inseto 

(UK) Limited. The detailed specifications are listed in Table C-1. The silicon wafer 

has a diameter of 100 mm and a nominal thickness of 525 µm, with a surface 

orientation of (1 0 0), which is consistent with the surface used in the simulation study 

in Chapter 3. The wafer is p-type boron doped with a conductivity range of 1–10 Ω⋅cm. 
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The wafer has been double-side polished, resulting in a surface roughness (Ra) of less 

than 0.3 nm.  

Before performing the LAO experiment, the wafers were cleaved into small pieces 

using a diamond cutter. Then, these small-piece samples were cleaned by sonication 

in an NH4OH/H2O2/H2O (1:1:5) solution for 10 mins to remove surface 

contaminations. Finally, they were rinsed with deionised water and blown with a dry 

N2 gas jet.  

 

Figure 4-4. Schematic of sample mounting on AFM. 

Figure 4-4 shows the schematic of the sample mounting method used in this work. The 

positive bias from the pulse generator was connected to the sample holder and the 

ground end was connected to the conductive probe. However, since the conductive 

vacuum chuck of the AFM was also grounded, an insulation layer is necessary to 

isolate the conductive sample holder from the vacuum chuck. In this work, a smooth 

PMMA layer was attached beneath the conductive sample holder to achieve isolation. 

To ensure the proper connection of the silicon sample to the positive bias, silver 

conductive paint was used to glue the silicon sample to the sample holder. Before 

conducting the LAO experiment, conductivity and resistance tests were performed to 
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ensure that the pulsed voltage could be applied between the conductive probe and the 

silicon sample.  

4.4 Feasibility study 

This section will present the fabrication of several nanostructures by varying pulse 

parameters in order to demonstrate the feasibility of the pulse-modulated LAO 

nanolithography approach using the testing platform described above. The pulse 

modulation was achieved by adjusting the settings of the Aim-TTi pulse generator.  

 

Figure 4-5. Size dependence on pulse amplitudes. (a) AFM image of nanodots created 

at a fixed pulse duration of 60 μs with amplitudes between 18.2 and 22.1 V; (b) a cross-

sectional profile across these nanodots. 

4.4.1 Nanodots 

To validate the creation of nanodots, a series of pulses with modulated amplitudes or 

widths were applied to the scanning probe. During the nanopatterning, the scanning 

size was set at 1 μm, and the scanning frequency was set at 0.25 Hz, resulting in a 
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scanning speed of 0.5 μm/s. Other parameters, such as tip oscillating amplitude and 

tip-sample distance, were kept constant so that only the pulse amplitude and width 

affected the feature size of the oxidation dots. In the first experiment, the pulse period 

and width were kept constant at 0.2 s and 60 μs, respectively. Linear pulse amplitude 

modulation was applied to pulses with amplitudes ranging from 18.2 to 22.1 V, and 

the modulation period was set to 1 s, resulting in the application of five pulses with 

different amplitudes. The patterning results and their cross-sections are presented in 

Figure 4-5. The height of oxide dots increased linearly from 0.8 nm to 3.8 nm as the 

pulse amplitude increased from 18.2 to 22.1 V. 

 

Figure 4-6. (a) AFM image of nanodots created at a fixed pulse amplitude of 19.2 V 

and pulse duration between 30 and 400 μs; (b) a section view shows the profile of 

nanodots in (a). 

Pulse width is another critical factor that influences the growth of nanodots during the 

LAO process. The effect of pulse width on the size of oxide dots was investigated 
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through pulse width modulation (pulse width varying from 30–400 μs) while keeping 

the pulse period and amplitude constant at 0.2 s and 19.2 V, respectively. After 

applying these pulses, the resulting oxide dots and their cross-sectional view are shown 

in Figure 4-6. Apparently, the height of the oxide dots increased with increasing pulse 

width, which agrees with previous experimental studies [103].  

4.4.2 Nanolines 

The results above demonstrate that oxide dots can be generated by applying ultra-short 

pulses to a scanning probe. By varying the intervals between these pulses, nanodots 

with different spacing can be created. As the pulse intervals further reduce, an array of 

nanodots will eventually connect to form a nanoline. 

 

Figure 4-7. Schematic of nanolines created through pulse modulation. (a) 2D image. 

(b) Cross-sectional profiles along C–C’. (c) Cross-sectional profiles along O–O’, A–

A’, and B–B’. 
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To verify the nanopatterning of nanolines, two groups of pulses were generated, each 

consisting of 350 pulses with the same period of 10 ms and amplitude of 19.2 V but 

with two different widths at 200 and 60 μs, respectively. By applying two groups of 

pulses to a scanning probe at the velocity of 200 nm/s separately, two continuous 

nanolines were created, as shown in Figure 4-7 (a) and (c). Due to the difference in 

pulse widths, these two nanolines have different heights and widths, as indicated in the 

cross-sectional view in Figure 4-7 (b). The cross sections along the nanolines in Figure 

4-7 (c) demonstrate that these nanolines have good continuity in comparison with the 

unoxidized surface.  

4.4.3 2D nanostructure 

The above results show that the spacings of nanodots can be determined by using 

different pulse periods for a linear scanning probe. If we consider the raster scan 

trajectory of the probe, nanodots could be mapped through the tip scan area. Through 

synchronising the tip scan with the whole pulse waveform, it is possible to correlate 

the position of the tip at each application of the ultrashort pulse with the pulse start 

time 𝑇’𝑖 of each pulse by means of tip scan parameters.  

Herein, the 𝑇’𝑖 can be calculated through the sum of its preceding pulse periods: 

𝑇’𝑖 = ∑ 𝑇𝑖
𝑗=0 𝑗

        (4-1) 

The tip position (𝑥𝑐𝑖, 𝑦𝑐𝑖), i.e., the centre coordinate of the nanodot, can be described 

as: 

𝑥𝑐𝑖(𝑇’𝑖) = 2 × 𝐿 × 𝑓 × (𝑇’𝑖 mod 𝑓
−1)   (4-2) 

and 

𝑦𝑐𝑖(𝑇’𝑖) = 𝑑 × ⌊𝑇’𝑖⌋      (4-3) 
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where 𝑥 and 𝑦 are along and perpendicular to the tip scanning directions, respectively, 

as shown in Figure 4-1. 𝑓, 𝐿, and 𝑑 are the scan rate, scan size, and spacing between 

the adjacent scan lines, which can be set through the AFM interface. If 𝑇𝑖 follows 

 (𝑛 − 1) × 𝑓−1 ≤ 𝑇𝑖 ≤ (𝑛 − 0.5) × 𝑓
−1    (4-4) 

where 𝑛 is a positive integer, oxide dots can be created when the tip is in the same 

scanning direction. 

 

Figure 4-8. Schematics of the design and nanofabrication results of 2D nanostructures 

showing (a–b) ‘oSPL’ and (c–d) ‘EUSPEN’, created by pulse period modulation. 

On the basis of equations (4-1), (4-2), (4-3), and (4-4), nanodots are possible to be 

created with different spacings and mapped across the scanning area. A simple Python 

program was developed to convert coordinates into arbitrary pulse waveform files, 

which can be used to define arbitrary waveforms through the function generator. Using 

these waveform files, letterings showing ‘oSPL’ and ‘EUSPEN’ were designed and 
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created separately, as shown in Figure 4-8. During the nanofabrication, pulse 

amplitudes and widths were kept at 19.2 V and 60 μs. 

4.4.4 3D nanostructure 

Based on the previous results, it is evident that controlling the pulse amplitude or width 

can regulate the growth of oxidation for each nanodot, while adjusting the pulse period 

can modify the position of each nanodot. The combined modulation of these 

parameters is thus possible to create 3D nanostructures within the tip scan area.  

 

Figure 4-9. (a) Topographical images of gradient nanolines; (b) eleven cross-sectional 

profiles taken perpendicular to the L in (a). 

First, the feasibility of the creation of gradient nanolines was tested. The pulse widths 

were modulated in a triangle shape from 15 to 300 µs, while the pulse amplitude and 

period were kept at 19.6 V and 10 ms, respectively. By applying these pulses three 
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times, three gradient lines were generated, as shown in Figure 4-9 (a). Eleven cross-

sections were taken at 20 nm intervals between one segment of the gradient nanoline 

(L in Figure 4-9 (a)) and plotted in Figure 4-9 (b) to study the profile. An apparent 

gradient was observed along the scanning direction. When the pulse width increased 

from 15 to 300 µs, the height increased from 0.4 to 1.6 nm, respectively. At the same 

time, the width of nanoline increased from 7.5 to 16 nm, and the minimum width 

appeared to be 7.5 nm when a 15 µs pulse was applied. It is worth noting that the 

achievable line width or dot diameter strongly depends on the radius of the tip used in 

nanofabrication and imaging. For the type of probe used in this work, a brand-new 

probe is necessary to achieve a sub-10 nm feature size in the lateral dimension. 

 

Figure 4-10. (a) Topographical image of resulting 3D nano-square structures; (b) 

cross-sectional profile along Z–Z’ in (a).  
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If the pitch between scan lines is reduced, adjacent nanolines can merge with each 

other to form a continuous square nanostructure. Three groups of pulses were 

generated with fixed periods of 10 ms to enable nanodots to overlap and form 

nanolines. The pitch between adjacent scans was adjusted at 12.5 nm to allow for the 

formation of continuous square structures by overlapping nanolines side by side. The 

pulse widths in each group varied at 20, 60, and 200 μs, while the pulse amplitude 

remained constant at 21.1 V. By applying these pulses during tip scanning, 3D 

nanostructures were created, as shown in Figure 4-10 (a). The 3D image and cross-

sections in Figure 4-10 show an apparent gradient in height for each nano-square 

structure.  

4.5 Limitations 

On the basis of the above feasibility tests, the effectiveness of the pulse-modulated 

LAO for the fabrication of various nanostructures was demonstrated. Nanostructures, 

including nanodots, nanolines, 2D and 3D nanostructures, can be created through pulse 

modulation, and the minimum feature sizes of nanolines appeared to be at sub-10 nm 

in line width and sub-nm in height. However, the current experimental setups for 3D 

nanofabrication have several limitations. Firstly, the relationship between the input 

pulse parameters and the geometry of resulting nanostructures is still unclear, which 

makes it difficult to achieve digital and flexible geometric control for arbitrary and 

complex 3D nanostructures with good tunability and precision. Therefore, a systematic 

modelling method is necessarily required to achieve an in-depth understanding of the 

pulse-modulated LAO process and to assist in the digital control of the nanofabrication 

process. In addition, the conventional functional generator used in this work has 

several limitations in achieving digital programming of pulse parameters due to the 
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limited capacitance of arbitrary waveforms and delays when receiving commands from 

PCs. These limitations highlight the requirement for a fully programmable function 

generator that can modulate the parameters for a large number of pulses in a flexible 

manner.  

4.6 Summary 

This chapter introduced the method and experimental setup of a new pulse-modulated 

LAO nanolithography. Due to the simplicity of pulse programming, this approach is 

easy to set up using a simple platform. The AFM setups, pulse generator, and sample 

preparation were described in detail to explain the method used to achieve flexible 

fabrication of 3D nanostructures with sub-10 nm feature sizes. Then, feasibility tests 

were performed, which confirmed that various nanostructures were possible to be 

created by this approach with the minimum line width at sub-10 nm. However, 

feasibility tests also revealed several limitations, highlighting the need for a systematic 

process model and a fully programmable pulse generator to achieve precise and 

accurate control in 3D nanofabrication. The following chapter will present the research 

works to address these limitations.  
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Chapter 5  Flexible one-step fabrication of progammable 3D 

nanostructures 

5.1 Introduction 

In the ever-evolving field of nano/quantum products and devices, there is a growing 

demand for nanofabrication techniques that are flexible, maskless, and cost-effective 

while being able to manufacture nanostructures with various shapes on different 

materials. However, the current semiconductor manufacturing processes are either 

expensive, slow or suffer from high defect rates due to multi-step operations. This 

chapter aims to investigate and validate a pulse-modulated LAO nanolithography 

technique for fabricating arbitrary and complex 3D nanostructures in a flexible and 

one-step process. The simplicity of pulse programming is utilised to achieve geometric 

control of 3D nanostructures based on the process model. Consequently, this approach 

offers 3D nanofabrication without the need for complex operations and control 

systems.  

In this chapter, the dependencies of oxidation growth on pulse periods, amplitudes, 

and widths are first explored, which presents the relationship between the oxide feature 

sizes and pulse parameters. Then, based on these results, a process model for pulse-

modulated LAO nanolithography is developed, through which the geometry of 

expected 3D nanostructures can be modelled based on the parameters of pulses and tip 

scans. Furthermore, a fully programmable pulse generator is developed and validated, 

through which a large number of pulses can be flexibly and digitally modulated, 

allowing the nanofabrication of complex 3D nanostructures. Finally, flexible and one-

step nanofabrication is performed to validate the capability, precision, and accuracy in 
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fabricating complex 3D nanostructures through the pulse-modulated LAO 

nanolithography approach.  

5.2 Parametric study 

In this section, the effects of pulse periods, amplitudes, and widths on oxide growth 

are first investigated through a series of parametric studies. The pulses were created 

and modulated using the function generator described in Figure A-1. During the 

nanopatterning, the tip was raster scanning across a 1 × 1 µm area at the velocity of 

200 nm/s. Other conditions, including temperature, humidity, and tip-sample distance, 

were always kept at the same values as described in Chapter 4. 

5.2.1 Dependence of pulse periods 

As the pulse period directly determines the overlapping of nanodots, this section first 

investigates the effect of pulse periods on the generation of nanolines, which can be 

regarded as an ordered assembly of nanodots [103]. Herein, pulses were created with 

the same amplitude of 19.6 V and width of 60 µs but with different periods.  

Through the program control of the function generator, ten groups of pulses were 

applied separately, and each had the same total time length of 4 s, during which the tip 

was scanned over each equal-length line segment. Since the pulse periods in each 

group varies from 0.1 to 100 ms (corresponding to pulse duties from 60% to 0.06%), 

different number of nanodots from 40000 to 40 were applied, respectively. The 

resulting oxide lines and their cross-sections are shown in Figure 5-1. When the pulse 

period decreased from 100 to 40 ms, discreet nanodots gradually formed a continuous 

oxide line, as shown in Figure 5-1 (c). With a further decrease of pulse period to 4 ms, 

the oxide lines kept continuous, but the height of nanoline increased, as demonstrated 

in Figure 5-1 (b).  
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Figure 5-1. (a) Schematic of nanodot arrays created by different pulse periods. Pulse 

periods from A–A’ to J–J’: 100, 40, 20, 10, 4, 2, 1, 0.4, 0.2, and 0.1 ms; (b) a cross-

sectional profile of nanolines; and (c) cross-sectional profiles across each nanodot 

array. O–O’ represented the unoxidized surface. 

However, when the pulse period is less than 4 ms, no more continuous oxide line was 

found. Oxidation growth was only apparent at the start point, leaving the oxide line 

incomplete. When the pulse periods were at 200 and 100 µs (pulse duty at 15 and 30%), 

the pulses could only create one nanodot at the start point. As reported in previous 

research work [215], the underlying cause could be the break of the water meniscus 

caused by an enlarged tip-sample distance. Each pulse induced oxidation while at the 

same time leading to the electrostatic attraction between the tip and sample. Since the 
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feedback loop kept on during the process, the tip could be pulled away from the surface 

to sustain a certain degree of tip-sample interaction; and when the pulse ends, the tip 

will return to the previous height to the surface under the feedback [97]. In this case, 

the damping time under the feedback control is critical for the creation of continuous 

oxide lines. When the pulse period is longer than the damping time, each oxidation 

occurs at basically the same tip-sample distance, which facilitates the formation of 

uniformly sized oxides. However, with the decrease in pulse period, the tip might not 

have enough time to return to its previous scanning position during the nanopatterning, 

which could increase the tip-sample distance when the next oxidation occurred. This 

could break the water bridge and form discontinuous oxidation when the pulse period 

is less than 4 ms.  

 

Figure 5-2. Dependence of oxide height and width on the pulse periods ranging from 

4–40 ms at the pulse amplitude of 19.6 V and width of 60 µs. 

In combination with the above findings, pulses with periods ranging from 4 to 40 ms 

can generate nanolines with decent continuity in comparison with the unoxidized 

surface (see O–O’) in Figure 5-1 (c). The dependence of mean oxide height and width 

on the pulse period (between 4 to 40 ms) is shown in Figure 5-2. Both the height and 
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width of oxide lines increased with the decrease in pulse period, indicating that smaller 

pulse periods enlarge both the horizontal and vertical dimensions of the resulting 

nanolines. This is because reducing the pulse period can increase the number of equal-

width pulses applied in the same scan distance, resulting in enhanced current flow 

during the oxidation process. It is important to note that the effects of pulse periods 

may be influenced by a combination of factors, such as oxide overlap, tip-sample 

distance, and surface charge distribution at different pulse periods. Consequently, there 

exists a range of pulse periods that can generate continuous nanolines, and the 

relationship between pulse periods and oxide feature sizes can be represented by a 

function that can be determined through experimental tests. 

5.2.2 Dependence of pulse amplitude and width 

To determine the effect of pulse amplitudes and widths on oxidation growth, pulses 

were modulated in both amplitude and width under the same period of 10 ms. Figure 

5-3 (a) shows an array of gradient nanolines created through the modulation of pulse 

amplitudes and widths. In the x direction (along the tip scanning), pulses with the same 

amplitude were used while pulse widths varied from 15 to 300 µs in the shape of a 

logarithmic curve, aiming to create gradient nanolines. In the y direction 

(perpendicular to the tip scanning), the pulses were programmed to have different 

amplitudes, ranging linearly from 15.6 to 24 V, aiming to achieve gradience between 

nanolines. As a result, these nanolines show a 3D feature. The mean height and width 

of the nanolines were obtained by measuring the average values of 5-equal distances 

taken from each nanoline. Figure 5-3 (b) and (c) show their dependence on pulse 

amplitude and width. It can be seen that the oxide size increased linearly with pulse 
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amplitude but logarithmically with pulse width. The power-of-time dependence can be 

explained by charge-dependence kinetics [216].  

 

Figure 5-3 (a) Schematic of a gradient nanoline array created through the modulation 

of pulse amplitude and width; scatter and fitting surface plots of the oxide (b) height 

and (c) width as functions of pulse amplitude and width.  

The dependencies of oxide feature sizes on pulse amplitude and width can be described 

as: 

ℎ𝑜(𝐴, 𝑡) =  ℎ1(𝐴) + ℎ2(𝐴) ln(t)    (5-1) 

and 

ℎ𝑜(𝐴, 𝑡) = 𝑤1(𝐴) + 𝑤2(𝐴) ln(𝑡)    (5-2) 
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where ℎ𝑜(𝐴, 𝑡) and 𝑤𝑜(𝐴, 𝑡) are the height and width of oxide lines as functions of 

pulse amplitude 𝐴 and width 𝑡 when the pulse period 𝑇 is held constant. Here ℎ1(𝐴) =

−0.021𝐴 − 0.083 , ℎ2(𝐴) = 0.043𝐴 − 0.476 , 𝑤1(𝐴) = 0.173𝐴 − 0.083  and 

𝑤2(𝐴) = 0.180𝐴 − 0.890. The lengths, pulse amplitudes and widths are in the units 

of nm, volts, and µs. On the basis of these results, it is demonstrated that the 

modulation of pulse amplitude and width provides feasible methods to achieve the 

feature size tuning of oxidation results. 

5.3 Analytical process model 

The above results described the dependence of oxide feature size on the pulse 

parameters, where the geometry of the oxide structure can be correlated to the pulse 

amplitude, width, and period by a function. Therefore, for a nanostructure consisting 

of multiple nanodots, its geometry is possible to be linked to the parameters of a series 

of pulses. However, little research has explored the whole picture of the relationship 

between pulse parameters and the geometry of expected oxidation patterns. This 

relationship is important for a better understanding of the nanofabrication process and 

achieving deterministic and high-precision control of oxidation results.  

5.3.1 Single oxide dot 

This work uses ultra-short pulses with a width between 15–300 μs and slow tip 

velocities at 200–3200 nm/s for the LAO nanofabrication. The tip displacement during 

the pulse width is negligible in comparison with the lateral dimension of the oxide dot. 

Therefore, the application of each pulse can create one nanodot and the shape of which 

can be assumed to be a Gaussian surface, as demonstrated in Chapter 4 and previous 

studies [217]. Mathematically, the profile 𝑝 of a Gaussian can be described as: 
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𝑝(𝒓, 𝐶, 𝜎) =
𝐶

𝜎√2𝜋
exp [−(

𝒓

√2𝜎
)
2

]     (5-3) 

where 𝒓 is the polar coordinate of the oxide dot centre, 𝐶 is a proportional constant 

and 𝜎 is the standard deviation of the Gaussian function. To reflect the oxide height 

ℎ𝑜 and diameter (FDHM) 𝑑𝑓, the following equations can be obtained: 

𝐶

𝜎√2𝜋
= ℎ𝑜        (5-4) 

√2𝜎 =
𝑑𝑓

2√ln2
        (5-5) 

As a result, the shape of a nanodot can be expressed as a profile 𝑝 as a function of 

oxide dot height ℎ𝑜 and diameter 𝑑𝑓: 

𝑝(𝒓, ℎ𝑜 , 𝑑𝑓) = ℎ𝑜 exp {−(
𝒓

0.6𝑑𝑓
)
2

}     (5-6) 

If we define the 𝑥 axis as the tip scanning direction, and y is the direction perpendicular 

to the 𝑥 direction as shown in Figure 4-1 (b), the profile 𝑝 of a Gaussian surface can 

be expressed as: 

𝑝(𝑥, 𝑦, ℎ𝑜 , 𝑑𝑓) = ℎ𝑜 exp {−(
𝑥2+𝑦2

0.36𝑑𝑓
2)}    (5-7) 

Based on the parametric effects, the oxide width and height can be correlated with 

pulse amplitude A width 𝑡, and period 𝑇. Also, the centre coordinate (𝑥𝑐𝑖 , 𝑦𝑐𝑖) of each 

nanodot can be correlated with the previous pulse periods as described in equations (4-

2) and (4-3). Therefore, the profile of an oxide dot can be expressed as: 

𝑝(𝑥, 𝑦, A, 𝑡, 𝑇) = ℎ𝑜(A, 𝑡, 𝑇) exp{−
[𝑥−𝑥𝑐𝑖(∑ 𝑇𝑖

𝑗=0 𝑗
)]
2

+[𝑦−𝑦𝑐𝑖(∑ 𝑇𝑖
𝑗=0 𝑗

)]
2

0.36[𝑤(A,𝑡,𝑇)]2
}  (5-8) 

On the basis of parameters in section 5.2, the profile of a single nanodot at (0, 0) can 

be modelled using Python's Matplotlib library as shown in Figure 5-4 based on the 

pulse amplitude of 19.2 V and width of 60 μs. 
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Figure 5-4. 3D profile of a single nanodot created by pulse-modulated LAO. 

5.3.2 Nanostructures with multiple nanodots 

For nanostructures consisting of multiple nanodots, their profiles can be deduced by 

the geometric assembly of multiple nanodot profiles. The profile 𝑃  for a 3D 

nanostructure with 𝑛 + 1 nanodots can be described as: 

𝑃(𝑥, 𝑦, 𝑨, 𝒕, 𝑻) = max[𝑝0(𝑥, 𝑦, 𝐴0, 𝑡0, 𝑇0), 𝑝1(𝑥, 𝑦, 𝐴1, 𝑡1, 𝑇1), … , 𝑝𝑛(𝑥, 𝑦, 𝐴𝑛, 𝑡𝑛, 𝑇𝑛)] 

(5-9) 

where 𝑝𝑖 follows the equation (5-8); 𝑨, 𝒕, and 𝑻 are the arrays of amplitudes, widths, 

and periods of 𝑛 + 1 pulses: 

𝑨 = [𝐴0, 𝐴1, … , 𝐴𝑛]      (5-10) 

𝒕 = [𝑡0, 𝑡1, … , 𝑡𝑛]      (5-11) 

𝑻 = [𝑇0, 𝑇1, … , 𝑇𝑛]      (5-12) 

(𝑥𝑐𝑖 , 𝑦𝑐𝑖) is the 2D centre coordinate of each oxide dot, which can be determined 

through the sum of the preceding pulse periods and tip scan parameters following 

equations (4-2) and (4-3). 
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In combination with the above equations, nanodot-based 3D nanostructures with 

profile 𝑃 can be tuned through the modulation of arrays of amplitude 𝑨, width 𝒕, and 

period 𝑻 of a series of pulses. It should be noted that the current process model did not 

consider the impact of nanodot overlapping in the y-direction on the final oxide feature 

sizes. Nevertheless, our experimental observations have found that this effect is 

negligible when the pitches along the y-axis are within the range of 5 to 50 nm, which 

is also the case in this thesis.  

5.4 Programmable pulse generator 

To achieve flexible and digital pulse modulation, this section introduces a low-cost 

programmable self-developed pulse generator to address the limitations of 

conventional functional generator. This pulse generator is based on a DOIT Arduino 

ESP32 DevKitV1 board, which can be programmed using the PC-based Arduino 

1.8.19 IDE software. The details of the specifications can be found in Table D-1. 

Unlike conventional function generators, which have limited capacity for waveform 

files and can experience delays when receiving commands from PCs, the Arduino 

board can create pulses using C/C   “Arduino programming language” and has 

storage of 8 KB for program files, allowing the flexible and digital modulation of a 

large number of pulse parameters.  

The pulsed voltage signal was acquired from the DAC port (GPIO25 or GPIO26) and 

GND port, as shown in Figure D-1 to obtain modulated pulse amplitudes. To achieve 

precise modulation of the pulse period, this work employed the hardware timer millis() 

counter, which has a unit of ms and a time resolution of 8 µs, which can accurately 

determine the period between pulses. To comply with the requirements of a 

millisecond counter, the Arduino program will use an array of pulse start time 𝑇′, 
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which can be calculated from the preceding pulse periods 𝑇 through the equation (4-

1). 

Given that the analog reference voltage 𝑉𝑟𝑒𝑓 for ESP32 is 3.3 V, the output amplitude 

can swing from 0 to 3.3 V by adjusting the digital DAC output 𝑉𝑑𝑎𝑐 in the range of 0 

to 255. The output voltage 𝑉𝑜𝑢𝑡 can be calculated by the following equation: 

𝑉𝑜𝑢𝑡 =
𝑉𝑟𝑒𝑓

255
× 𝑉𝑑𝑎𝑐      (5-13) 

To reduce the delay caused by program update rate, the application programming 

interface (API) of dac_output_voltage(DAC_CH1, Val) was used to determine the 

pulse amplitude, which has an update rate of 5 µs, providing more accurate pulse 

waveforms than dacWrite(DAC_CH1, Val). It should be noted that a minor deviation 

in the output voltage, typically less than 0.1 V, may occur. However, this effect should 

have limited influence on nanofabrication results. 

 

Figure 5-5. Relationship between input delay and output pulse width. 

This work uses the API of delayMicroseconds(Val) to tune the pulse width at 

microseconds,  Since the update rate is also at the range of microseconds, calibration 
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is required. The input delay and output pulse width were measured and plotted in 

Figure 5-5, which indicates the expected pulse width can be deduced by following 

equation: 

t = 𝑡𝑑𝑒𝑙𝑎𝑦 + 3       (5-14) 

the 3 µs difference is caused by the program update rate. More details related to the 

Arduino program can be found in Figure D-2. With this code, it is possible to program 

a large number of pulses simply through the digital tuning of amplitudes, widths, and 

periods.  

To validate the accuracy of the pulsed waveform, a digital oscilloscope (model 

FLUKE 192B SCOPEMETER), with up to 200 MHz bandwidth and 2.5 GS/s real-

time sampling, was used to monitor the pulsed waveforms.  

 

Figure 5-6. Comparisons of the pulse waveforms between the pulses generated by 

Arduino (channel A) and those from the Aim-TTi functional generator (channel B) in 

the time units of (a) 5 µs and (b) 5ms.  

Through setting the same parameters on Arduino and Aim-TTi function generator with 

a pulse period of 10 ms, an amplitude of 1.6 V, and a width of 4 µs, resulting 

waveforms were monitored and shown in Figure 5-6, where channel A was connected 

to the Arduino and channel B was connected to the Aim-TTi functional generator. 
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Good agreements in amplitude, width, and period were observed between the two 

waveforms. Even though the pulses generated by the Arduino may have lower 

accuracy in achieving sharp rising and descending, their impacts became negligible 

after amplification by the amplifier, as demonstrated in Figure 5-7. In addition, the 

comparison of amplified pulses in Figure 5-7 (a) and (b) shows a good agreement in 

the shape of the pulsed waveform. 

 

Figure 5-7. Comparison of pulsed waveforms (19 µs) before (channel A) and after 

(channel B) amplification for (a) pulses from Arduino and (b) pulses from Aim-TTi 

functional generator.  

Therefore, through the program in Figure D-2, the Arduino-based pulse generator can 

provide the accurate output of pulsed waveforms based on the input of pulse 

parameters. These pulsed waveforms consisting of multiple pulses can be digitally and 

accurately modulated simply through programming the input parameters of pulse 

period 𝑻, amplitude 𝑨, and width 𝒕, as defined in equations (5-10), (5-11), and (5-12). 

Through this program, the process model developed in the previous section can be 

digitally implemented in pulse-modulated LAO nanolithography for the fabrication of 

complex 3D nanostructures.  
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5.5 3D nanofabrication 

Through the combination of the process model and programmable pulse generator, 

numerous pulse parameters can be modulated and utilised in the LAO nanolithography 

of 3D nanostructures consisting of nanodots with different heights. In this section, the 

evaluation of the process model will be first presented through the fabrication of 

gradient nanoline structures along and perpendicular to the tip scanning direction. 

Subsequently, the nanofabrication capability for complex 3D nanostructures will be 

examined by modulating a large number of pulse parameters. 

5.5.1 Evaluation of process model 

Firstly, the accuracy of the analytical process model was evaluated through the pulse-

modulated LAO experiment. A series of pulses with modulated widths were generated 

and applied to the scanning tip. In both experiments, the tip was set to scanning at the 

speed of 200 nm/s.  

A number of nanolines with different heights were fabricated in the first experiment. 

A schematic of the modulated pulses and tip scan route is shown in Figure 5-9. Three 

different pulse widths of 20, 60, and 200 µs were used when keeping pulse periods and 

amplitudes at 10 ms and 19.6 V, respectively. These pulses were divided into nine 

groups and the time intervals among them were set at 10 s by adjusting the period of 

the first pulse in each group. Therefore, the total period of each group of pulses equals 

the AFM tip scan period, allowing the creation of nanolines side by side. The pitch 

between sampling lines was set at 50 nm so that nanolines could be separated for 

measurement. 
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Figure 5-8. Schematic of modulated pulses and tip scanning trajectory, where solid 

lines represent the pulse waveform and dashed lines with arrows show the tip scan 

trajectory. 

Figure 5-9 (a) and (b) show the predicted and fabricated nanolines. Comparisons of 

cross sections, heights, and widths were viewed in Figure 5-9 (c) and (d). The oxide 

feature sizes of fabricated nanolines suggest good agreement with the predicted 

nanolines with an average accuracy of 1.3 nm in line width and 0.08 nm in height, 

respectively, which demonstrates an accurate prediction of nanofabrication results 
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based on the process model. A minimum line width and height of 9.5 nm and 0.5 nm 

were achieved when the 20 µs pulse was used. These nanolines fabricated by pulse-

modulated LAO were also demonstrated with precisions better than 6 nm (lateral) and 

0.2 nm (vertical), respectively.  

 

Figure 5-9. (a) Process model and (b) topographical image of nanolines; (c) cross-

sectional comparison of fabricated nanolines and predicted result of process model; 

and (d) line widths and heights of the predicted and fabricated nanolines. 

A gradient nanoline (curved surface) was fabricated in the second experiment. Figure 

5-10 (a) shows a schematic of the pulses applied during the tip scanning process, where 

pulse periods and amplitudes were kept at 10 ms and 19.6 V, respectively. The pulse 

width was modulated in a triangle shape from 15 to 300 µs, as shown in Figure 5-10 

(b). Through applying these pulses, a gradient nanoline with a three-dimensional 

curved surface (see Figure 5-10 (d)) was generated in just 2.5 s.  
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Figure 5-10. (a) Schematic of modulated pulses; (b) modulation curve of the pulse 

width; (c) analytical model of desired 3D nanostructure; (d) topographical image of 

resulting gradient lines; and (e) comparison of cross-sectional profiles between 

analytical process model and measured result along the gradient line. 

A comparison with the analytically predicted 3D geometry (see Figure 5-10 (c)) 

reveals a good agreement. When the pulse width increased from 15 to 300 µs, the 

height of the fabricated nanostructure increased from 0.3 to 1.6 nm. At the same time, 

the width of the fabricated nanostructures varied from 7.9 to 21.2 nm, and the 

minimum width appeared to be 7.9 nm when a 15 µs pulse was applied. The results 

show that the proposed approach has a fabrication capability with minimum feature 

sizes of sub-10 nm in the lateral direction and sub-nm in height, which is also aligned 
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with the prediction from the analytical process model. Figure 5-10 (e) shows the cross-

sectional profile along the gradient oxide line. The measured form error (P–P) of the 

fabricated nanostructures is less than 0.3 nm.  

Based on the above results, it is demonstrated that pulse modulation provides an 

effective approach to control the surface gradient along and perpendicular to the tip 

scanning directions with nanoscale accuracy and precision for nano-line structures. 

The achievable minimum line width and height are at sub-10 nm and sub-nm, 

respectively. As pulse modulation can be easily achieved through the pulse generator 

independent of the AFM control system, this approach can accomplish 3D 

nanofabrication across the tip scan area in a single step. 

5.5.2 3D nano letterings 

To validate the fabrication of arbitrary 3D nanostructures, two groups of pulses were 

modulated, consisting of 378 and 412 pulses, respectively. The pulses were kept at the 

same width of 60 µs, but with modulated periods and amplitudes based on the designed 

positions and heights of these nanodots, aiming to create "Nano" and "p-LAO" 

lettering structures with different heights for each letter. Figure 5-11 (a) and (b) show 

the predicted and fabricated 3D nanostructures.  

It is evident that the predicted model and imaging results are in good agreement. The 

three-dimensional features were demonstrated by the different heights for each letter, 

as shown in the cross-sectional views in Figure 5-11 (e) and (f). Based on the 

measurement of Figure 5-11 (c), from the letter ‘N’ to ‘o’, the mean heights of the 

fabricated nano-letters were at 1.95, 1.56, 1.22, and 0.88 nm, respectively, with a 

deviation of less than 0.08 nm from the predicted heights of 2, 1.6, 1.2, and 0.8 nm. 

The results presented in this study demonstrate that pulse-modulated LAO is an 
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effective and precise approach to tuning the three-dimensional shapes of arbitrary 

nanostructures. This method can simultaneously achieve the mapping of various 

nanodots across the tip scan area and the adjustment of their heights, thus enabling 

fully 3D nanofabrication. 

 

Figure 5-11. Demonstration of 3D nanofabrication results of ‘Nano’ and ‘p-LAO’ 

letterings with different heights for each letter through pulse-modulated LAO; (a–b) 

predicted geometries based on the analytical model, (c–d) topographical image of 

fabricated results; (e–f) cross-sectional profiles. 

5.5.3 3D lens nanostructures 

Nanoscale 3D lens structures have been recognised with good potential in the 

application of nano-optics, as demonstrated by previous studies [109,218]. To further 
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demonstrate the 3D nanofabrication capability of pulse-modulated LAO, validations 

were performed for convex and concave nanoscale lens structures with radii of several 

microns. During the fabrication of these nanostructures, a higher tip scan speed of 3.2 

µm/s was used by setting the scan rate at 1.6 Hz for a 1 µm scan size so that nanodots 

along each line could be created in 0.31 s. Higher scan speeds were also considered, 

but experimental results showed that they could cause more pronounced under-

oxidation and deviations in the fabricated nanostructures under the current 

experimental conditions. The pitch between scan lines was set at 5 nm, which made 

sure the oxide overlapped and formed continuous structures. The pulses were 

modulated with the same width at 60 µs but with varying amplitudes between 13 and 

25 V. Pulse periods were programmed according to the designed positions of nanodots. 

Prior to the experiments, the parameters in the process model were calibrated through 

pre-tests to account for any variations of experimental conditions. 

The first structure was fabricated with a convex lens shape with a radius of 3 µm. The 

analytical model and fabricated result are shown in Figure 5-12 (a) and (b), 

respectively, which were obtained by modulating the parameters of 1488 pulses. 

Another concave lens structure with a radius of 10 µm was created by a group of 4008 

pulses. The predicted geometry and fabricated results are shown in Figure 5-13 (a) and 

(b), respectively. Cross sections were taken along different angles in fabricated results 

and plotted in Figure 5-12 (c) and Figure 5-13 (c), which confirm apparent three-

dimensional curved surfaces formed by pulse-modulated LAO. The comparison with 

the expected surfaces (dashed line in Figure 5-12 (c) and Figure 5-13 (c)) shows a good 

agreement in terms of three-dimensional shapes.  

 



121 

 

 

Figure 5-12. Demonstration of 3D nanofabrication results of a convex nanoscale lens 

structure with a radius of 3 µm through pulse-modulated LAO. (a) Analytical model; 

(b) topographical image; and (c) cross-sectional profiles with the designed surface 

represented by the dashed line. 
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Figure 5-13. Demonstration of 3D nanofabrication results of a concave nanoscale lens 

structure with a radius of 10 µm through pulse-modulated LAO. (a) Analytical model; 

(b) topographical image; and (c) cross-sectional profiles with the designed surface 

represented by the dashed line. 
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5.5.4 Process evaluation 

Pulse-modulated LAO process was further evaluated by the analysis of the nanoscale 

concave lens structure in Figure 5-13 (b). A detailed examination of the fabricated 

curved surfaces revealed an average form accuracy (P–P) of 0.4 nm compared to the 

predicted surface from the process model, and an average fabricated precision of the 

curved surface was less than 0.2 nm. Due to the use of a tip scan speed of 3.2 µm/s, 

the concave nanostructure was created in less than 50 s after finishing the raster 

scanning of 77 scan lines. These results demonstrate that pulse-modulated LAO is an 

efficient and accurate fabrication approach for 3D nanostructures with high precision.  

Based on the discussion in Chapter 2, it is concluded that LAO nanolithography has 

the lowest environmental requirement and start-up cost in comparison with other 

reviewed approaches. However, due to the inherent nature of the sequential process, 

current pulse-modulated LAO is still limited in throughput, which increases the cost 

of achieving nanofabrication on a wafer scale. Further development could focus on the 

use of multi-tip arrays or large-scale rolling nanoelectrodes to increase the throughput 

to 1 wafer/h [53]. Assuming a tool cost of $200k and consumables cost $150k/year for 

five years of operation, the cost of ownership (CoO) of this pulse-modulated LAO 

approach will be $16/wafer, which makes it very cost-competitive against current 

EUVL and EBL processes with CoOs of $86/wafer and $18/wafer respectively 

[219,220]. 

5.6 Summary 

In conclusion, this chapter proposed an analytical process model that links the pulse 

parameters with the geometry of 3D nanostructures consisting of a series of nanodots. 

The process model is based on the experiment-observed parametric effects of pulse 
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period, amplitude, and width. This chapter also described the development of a 

programmable pulse generator that could accommodate a large number of pulses and 

the validation of its waveforms against those generated from a conventional pulse 

generator. 

To validate the 3D nanofabrication capability, a series of experiments were performed. 

Firstly, nano-line structures with gradients along and perpendicular to the tip scanning 

direction were fabricated, demonstrating nanoscale accuracy and precision in 3D 

nanofabrication. Next, the fabrication of nanoscale letterings and lens structures 

validated the 3D nanofabrication capability for complex nanostructures. Topography 

analysis of these results indicated that pulse-modulated LAO could create 

nanostructures with apparent three-dimensional features. The comparison between the 

predicted geometries obtained by the process model and the fabricated structures 

demonstrated good agreement. The characterisation of the fabricated 3D curved 

surface, consisting of thousands of nanodots, demonstrated a sub-nm form accuracy 

and precision. Moreover, the approach was also proven to be highly efficient, with the 

complex nanostructure being created within 50 s. Therefore, this approach offers 

effective, accurate, and flexible control of the geometries of complex 3D 

nanostructures by adjusting the pulse amplitude, width, or period. Since this approach 

leverages the high programmability of pulse parameters to achieve 3D geometry 

control without resorting to complex control systems and multi-step operations, it can 

achieve flexible and one-step nanofabrication. Moreover, by computing the CoO for 

this approach, it was anticipated that enhancing its throughput would result in a more 

cost-effective solution for 3D nanofabrication in comparison to other methods like 

EUVL and EBL. 



125 

 

Chapter 6 Conclusions and recommendations for future 

work 

6.1 Conclusions 

This thesis presents the theoretical and experimental studies on a novel 3D 

nanofabrication approach based on pulse-modulated LAO. Firstly, the underlying 

reaction mechanisms and parametric effects in LAO were studied using ReaxFF MD 

simulations. Then, a novel pulse-modulated LAO nanolithography approach was 

proposed, accompanied by the development of an analytical process model and a 

testing platform. The proposed approach was then experimentally validated, 

demonstrating its flexibility, accuracy, precision, and efficiency in fabricating various 

3D nanostructures. The main conclusions can be drawn as follows: 

• Through the ReaxFF MD simulation, the dominant reaction during the LAO 

process was found to be the consumption of H2O and the creation of H3O
+ in 

the water layer, and the creation of Si–O–Si bonds under the silicon surface. 

However, the surface chemical composition did not exhibit significant changes 

during the LAO process with a mixture of Si–H, Si–H2, Si–O–H, H2O–Si, and 

Si–O–Si bonds, similar to the results obtained from surface passivation. The 

Si–O–H and H2O–Si on the silicon surface appeared to serve as intermediate 

products during the reaction. Compared with the surface passivation process, 

the application of an electric field could apparently enhance the oxidation rate.  

• The reaction rate of LAO can be increased by increasing both the electric field 

strength and humidity levels. However, the enhanced oxidations were achieved 

under different mechanisms. Through the analysis of the number and 
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distribution of Si–O–Si bonds, the diffusion rate of O atoms towards the depth 

direction increased with the increasing electric field strength, leading to an 

increased oxidation rate. In the study on the dependence of humidity, it was 

found that a higher humidity leads to more H2O available in the water layer, 

enhancing the oxidation reaction and forming more Si–O–Si bonds near the 

silicon surface. In both simulation results, it was found that the surface 

composition of Si–H, Si–H2, Si–O–H, and H2O–Si bonds were not apparently 

affected by different electric fields and humidity. 

• A pulse-modulated LAO nanolithography approach was proposed, aiming to 

achieve flexible, cost-effective, and efficient 3D nanofabrication. To 

implement this approach, a tapping mode AFM with a sharp probe was used in 

combination with a function generator and an amplifier. This setup enabled 

high-precision control of tip scanning, post-imaging analysis, and localized 

oxidation. The feasibility of this approach was validated through the 

fabrication of several simple nanostructures, which demonstrated the 

achievable minimum feature sizes of sub-10 nm (lateral) and sub-nm (vertical). 

• An analytical process model was developed to describe the pulse-modulated 

LAO nanolithography process proposed in this work. The model assumed the 

nanostructures fabricated through LAO as an assembly of arrays of nanodots. 

This allowed the geometry of 3D nanostructures to be linked with the input 

pulse periods, amplitudes and widths. The relevant parameters can be 

determined through thorough parametric studies. 
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• A fully programmable functional generator based on an Arduino ESP32 board 

was developed. Further validation confirmed its effectiveness and accuracy by 

comparing its waveforms with those of a conventional pulse generator. 

• By using the process model and programmable pulse generator, the pulse-

modulated LAO was found to be effective in the geometric control of 3D 

nanostructures with minimum line width at sub-10 nm and height at sub-nm. 

In addition, this technique was shown to be capable of producing complex 

nanostructures through the fabrication of arbitrary lettering and nanoscale lens 

structures for nano-optics applications. These results demonstrated apparent 

three-dimensional features and were in good agreement with the predicted 

geometry from the process model. The form accuracy and precision of a 

fabricated three-dimensional curved surface were further evaluated, 

demonstrating sub-nm average accuracy and precision. The use of a higher 

scan rate could increase the nanofabrication efficiency, as demonstrated by the 

fabrication of nanoscale lens structures consisting of four thousand nanodots 

within 50 seconds. 

6.2 Contribution to knowledge 

The contribution to knowledge in this thesis can be summarised as follow: 

• Development of a new flexible and one-step pulse-modulated LAO 

nanolithography approach for 3D nanostructures, with the three-dimensional 

geometry controlled by programmable pulse modulation. With the support of 

a validated process model and optimised experimental setups, the new 

proposed nanofabrication process can obtain minimum features sizes of sub-
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10 nm (lateral) and sub-nm (vertical), respectively, enabling the 3D 

nanofabrication in areas smaller than 1 µm2.  

• Establishment of a test platform for pulse-modulated LAO nanolithography. 

The use of a fully programmable pulse generator allows the digital 

programming of parameters of thousands of pulses, which enables the 

fabrication of complex 3D nanostructures with arbitrary shapes. Since the pulse 

parameters can be flexibly and precisely programmed, the pulse-modulated 

LAO can efficiently achieve 3D nanofabrication with high precision. 

• An in-depth understanding of reaction mechanisms in the LAO process. The 

ReaxFF MD simulation results demonstrated that the LAO process is 

dominated by the consumption of H2O in the water layer and the creation of 

Si–O–Si bonds within the oxide film. Moreover, the simulation results revealed 

that the electric field and humidity can both enhance the reaction. Specifically, 

the increased electric field promotes the diffusion of Si–O–Si bonds beneath 

the surface, whereas increased humidity accelerates the main reaction at the 

surface. 

6.3 Recommendation for future work 

This thesis introduced the ReaxFF MD simulation for the LAO process, which 

provided atomistic insights into the underlying reaction mechanisms, and proposed a 

flexible, cost-effective, and one-step 3D nanofabrication approach that was further 

validated. However, there are several limitations that hinder the wide application of 

this approach, such as the lack of understanding on oxidation growth, and the 

challenges in achieving nanofabrication with higher precision, aspect ratio and 

scalability. Therefore, the recommendations for future research are:  
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• The ReaxFF force field used in this thesis has been validated with reasonable 

accuracy in the description of silicon-water interaction on silicon surfaces. 

However, its accuracy in describing bulk silicon dioxide properties has not 

been testified, which may limit the application of this force field to surface 

oxidation over longer simulation time scales. A new ReaxFF force field could 

be developed to allow more accurate simulation.  

• To enhance precision even further, it is necessary to optimise the experimental 

conditions, with a particular focus on humidity control. The simulation study 

conducted in this work has demonstrated the significant influence of humidity 

on the oxidation process. Therefore, future research should aim to develop a 

closed chamber that incorporates an AFM system with humidity control inlets. 

This advancement is expected to enable high-quality patterning and improve 

overall results. 

• To achieve nanostructures with higher aspect ratio, it may be necessary to 

conduct simulation and experimental research on novel substrate materials 

and/or anodic solutions that can be used in the LAO process. This could help 

to find other material-anodic solution combinations that enable higher 

oxidation growth rates, leading to the creation of nanoproducts with higher 

performance.  

• Faradaic current detection can be added to the pulse-modulated LAO 

nanolithography approach. Since the Faradaic current directly reflects the 

oxidation growth, this would allow in-situ monitoring of the oxidation process 

during the LAO process. This detection would enable a deeper understanding 

of the reaction process, possibly enabling the development of the process 
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model with higher accuracy. This, in turn, could lead to the development of 

feedback-controlled LAO processes with improved precision and accuracy. 

• In order to extend the range of nanofabrication, a high-precision motion 

platform must be developed. In addition, the development of multi-tip arrays 

or nanoelectrode tools can further increase the patterning scale and efficiency 

of this process. 

• The good tunability of the pulsed voltage demonstrated through this thesis 

makes this method potentially applicable to other bias-induced nanofabrication 

techniques, such as electrochemical nanomachining [221,222], local 

electrochemical oxidation [223], bias-induced deposition processes [224], and 

local crystallisation [225]. Further experimental investigations can be 

conducted to explore the application of pulse modulation in enhancing the 

flexibility and efficiency of these nanofabrication techniques. 
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Appendices 

Appendix A Essential specification of Aim-TTi TGF4042 pulse generator 

 

Figure A-1. Schematic of the Aim-TTi TGF4042 pulse generator. 

Table A-1. Partial specifications of Aim-TTi TGF4042 pulse generator 

Output type Parameters Values 

Pulse output 

Frequency resolution 1 mHz, 11 digits 

Frequency range 1 mHz to 25 MHz 

Vertical bits Sample rate 14 bits / 400 Msa/s 

Output level, peak to peak (P–P) 10 mV to 10 V 

Width range 20 ns to 999.99999998 s 

Width resolution  100 ps 

Edge speed 3 ns to 800 s 

Rise and fall times 8 ns to 799.999999984 s 

Jitter < 30 ps (cycle to cycle) 

Arbitrary output 

Waveforms memory size 8192 points 

Sampling rate 400 Msa/s 

Frequency range 1 µHz to 2 MHz 

Frequency resolution 1 µHz, 14 digits 

Vertical resolution 14 bit 
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Appendix B Essential specification of CoreMorrow E01.A2 power amplifier 

 

Figure B-1. Schematic of CoreMorrow E01.A2 power amplifier. 

Table B-1. Specifications of CoreMorrow E01.A2 power amplifier. 

 

  

Parameters Values 

Type E01.A2 

Channels 2 

Input range (V) -2.5~7.5 

Output voltage (V) -500~1500 

Output ripple 50mVp-p(@1μF) 

Stability <0.1%F.S./8hours 

Input impedance (kΩ) 100 

Bandwidth (kHz) 3 

Small signal bandwidth (kHz) 10 
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Appendix C Essential specification of silicon wafer 

Table C-1. Specifications of the silicon wafer. 

 

  

Specifications Values 

Diameter 100 ± 0.3 mm 

Thickness 525 µm 

Type P 

Dopant Boron 

Crystal orientation 100 ± 0.5° 

Thickness tolerance ± 20 µm 

Resistivity 1–10 Ω⋅cm 

Surface Roughness Ra: < 0.3 nm 

Polish Double side polish 
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Appendix D Essential specification of DOIT Arduino ESP32 DevKitV1 

Table D-1. Partial specifications of DOIT Arduino ESP32 DevKitV1 

 

 

Figure D-1. Pinout of ESP32 DevKit V1. 

Parameters Values 

Processor Tensilica Xtensa Dual-Core 32-bit LX6 microprocessor 

Frequency 240 MHz 

SRAM 520 KB 

ROM 448 KB 

RTC fas SRAM 8 KB  
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Figure D-2. Arduino code for the fully programmable pulse generator. 
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