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Summary 
Considerable attention has been paid in recent years to the design of Multiple-Input 

Multiple-Output (MIMO) EigenMode Transmission Systems (EMTS). MIMO systems are 

envisioned to meet the challenges of the future generation of cellular networks. MIMO 

systems require more than one transmit antenna which is impractical for an ever decreasing 

size of the mobile devices. However, a virtual MIMO environment can be generated when 

two or more users intend to transmit information independent of each other, with perfect 

symbol and frame synchronism across the same channel to the receiver in the presence of 

AWGN. Towards this end, numerous cellular models have been formulated and analyzed to 

identify the associated issues. One such model that captures the essence of the uplink of a 

Cellular MIMO Networks (CeMNets) is a Gaussian Cellular Multiple Access Channel 

(GCMAC). The classical GCMAC was first formulated by Wyner to model the uplink of a 

cellular network and provide a meaningful insight to the multiple access channel’s behaviour 

[29]. The Circular version of Wyner GCMAC referred to as Circular-GCMAC (C-GCMAC) 

is the main focus of this research where Base Stations (BSs) are arranged in circular fashion. 

The Wyner C-GCMAC comprises of N contiguous cells, each containing a BS and K users 

each with single transmit antenna. The received signal at the given BS is the sum of the local 

user’s signals plus (0,1)∈Ω (channel’s slow gain) times the sum of the adjacent cell user’s 

signals, plus Gaussian noise. The resultant channel matrix (H) is the Hadamard product of 

the channel fading matrix (G) and channel slow gain matrix (Ω ).  

We proposed an empirical formation of channel slow gain matrix by exploiting the 

appropriate propagation model to approximateΩ . The empirical approximation is based on 

the results of the measurements carried out in Glasgow city centre around the BSs, using 

network monitoring software referred to as Net-Monitor.  Experimental trials revealed that 

the channel slow gain among the Mobile Terminals (MTs) and BS of interest is variable 

across the cell which is contrary to Wyner’s original assumption [27] and [29]. Based on the 

fact that the channels slow gain offered by MTs in adjacent cells is variable across the cell 

(depending on the location of MTs), we split each cell into three zones. Namely, zone #1: 

where the interfering MTs are offering high level of interference; zone #2: where the 

interfering MTs are offering medium level of interference; and zone #3 where the interfering 

MTs are offering low level of interference. Therefore, the proposed channel model reflects a 

closer version of realistic CeMNets model where inter-cell interference levels (channel’s 

slow gain) between the MTs and BS of interest are variable across the cell. 

This research presents an in-depth information theoretic analysis for Wyner C-

GCMAC incorporating the variable inter-cell interfering levels. The performance analysis 
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includes analytical presentation of capacity over multi-user and single user decoding 

strategies with and without intra-cell Time Division Multiple Access (TDMA). The analysis 

also includes illustrations to demonstrate the reliance of channel capacity on inter-cell 

interference levels. It has been discussed that the cell optimum decoding strategy is optimal 

at low levels of inter-cell interferences while at high level of inter-cell interferences it suffers 

from interference limited behaviour and offers the lowest capacity of multi-user decoding 

schemes. Multi-user decoding strategy is advantageous over single user decoding at all levels 

of interferences since the single user decoding is intra-cell interference limited. It has been 

also shown that optimal performance is attainable using intra-cell TDMA. We derive the 

capacity when two or more MTs experience fading with different means i.e. they offer 

variable level of inter-cell interference to the BS of interest. By exploiting the inter-cell 

interference among the MTs and BS of interest in each of the adjacent cells separately, a 

significant improvement in cell optimum joint decoding capacity  is possible. The 

performance of proposed version of Wyner cellular model is analyzed and compared when 

the level of inter-cell interference is equal among the MTs and BS of interest. Later, the 

information theory perspective of Wyner C-GCMAC is extended to derive a new upper 

bound referred to as Hadamard upper bound on optimum joint decoding capacity of Wyner 

C-GCMAC. New results have been shown and compared with the capacity offered using the 

well known Jensen’s inequality. Furthermore, the improvement in optimum joint decoding 

capacity is the original application of Hadamard inequality over Wyner’s Hadamard channel. 

It is recognized that the significant gain in capacity can be achieved over the capacity 

obtained with Jensen’s inequality.   

Another key contribution of this research is the simulation perspectives of 

transmission schemes over uncorrelated and correlated Wyner circular cellular setup by 

exploiting the recently introduced, Geometrical Mean Decomposition (GMD). The system 

based on such decomposition technique is referred to as MIMO Identical Eigenmode 

Transmission Systems (IETS). The transmission design has two implementation forms. One 

is the combination of GMD with linear precoder and a Minimum Mean Squared Error 

Vertical Bell Laboratories Layered Space Time (V-BLAST - MMSE) detector, which is 

referred to as GMD V-BLAST, and the other comprises of a Dirty Paper Zero Forcing Coder 

(DP-ZFC) which is referred to as GMD DP-ZFC. Hence, by exploiting either the sequential 

signal cancellation or the DP-ZFC, we can regard the Wyner C-GCMAC as identical, 

parallel and independent pipes for data transmission. This non-linear decomposition 

technique brings about much more convenience in coding/decoding and 

modulation/demodulation processes. In order to demonstrate the effectiveness of 

transmission strategy, various simulation scenarios are created in MATLAB. Comparative 

performance analysis, discussions and numerical examples are included at various points of 

this thesis to illustrate the contribution.   
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Chapter 1 - Introduction 

Chapter 1  

Introduction                         
1.1 Preface  

he main objective of wireless communication networks is to provide 

the user access to the global network at any time, regardless of the 

user’s location or mobility requirements. To some degree this has been achieved 

through the development and implementation of terrestrial cellular communication 

systems. Cellular networks operate by dividing a large service coverage area into a 

number of smaller zones or cells, each of which has its own set of resource or 

channels, which can be accessed by users of the networks. Initial cellular concepts 

were discussed within Bell Laboratories in late 1940’s [16]. However, it was not 

until the 1970’s that technology had developed sufficiently to allow the 

commercial implementation of cellular systems to be investigated. These 

investigations led to one of the most outstanding technological and commercially 

successfully inventions of the last two decades – mobile cell phone. Since its 

introduction in the 1980’s, the mobile cell phone has undergone a dramatic 

reduction in size and a dramatic increase in the variety of the supported services. 

Nowadays in addition to standard voice calls, mobile cell phones are capable of 

providing a multitude of services, such as photography, streaming video, music, 

email, and broadband connectivity. Such developments have enjoyed widespread 

public approval and popularity, fuelling an ever increasing demand for these 

services. Like the discovery of the telephone by Alexander Graham Bell in the 

1870s, cellular networks have become so deeply ingrained into the fabric of 

modern society that for many urban dwellers it is difficult to imagine day to day 

life without the convenience of a mobile cell phone.  

The evolution of mobile communications can be categorized into a number 

of generations of development. First generation systems, introduced in the early 

1980s, were based on analogue technology and paved the way for cellular 

T 



 

 4 

Chapter 1 - Introduction 

networks, providing voice communications to the mobile user. Second generation 

systems were introduced in the late 1980’s and employed digital transmission 

offering higher spectrum efficiency, digital voice telephony; low rate digital 

services and advanced roaming capabilities. The birth of a new millennium saw 

the introduction of third generation system, which provides a multitude of high 

speed multimedia applications such as video telephony and web browsing.  

The use of multiple antennas at both the transmitter and the receiver side, to 

form a Multiple Input Multiple Output (MIMO) communication system, is an 

emerging technology that makes both reliable and high data rate wireless networks a 

reality [1] and [8]. Compared with the conventional Single Input Single Output 

(SISO) system, MIMO system creates multiple spatial dimensions that can be 

exploited to improve the performance of the wireless communication systems. 

Moreover, such performance improvement comes from the diversity gain and the 

multiplexing gain introduced by MIMO systems, which will be illustrated in next 

Chapter 2. Due to the promising advantages brought by MIMO communication 

system, MIMO technology is being adopted by international standards organizations, 

such as high-speed packet data mode of third generation cellular systems, high-speed 

Wireless Local Area Networks (WLAN, IEEE 802.11n) and high-speed Wireless 

Metropolitan Area Network (WMAN, IEEE802.16) [13] and [16]. 

A key technology that that has been identified to potentially overcome the 

limitations of conventional cellular network in terms of throughput and coverage is 

cooperation [8] and [127]. The cooperation in cellular network may be deployed at 

either the base station (BS) or at the mobile terminal (MT). The cooperation at the 

BS level is referred to as distributed antenna systems, which prescribes joint 

encoding/decoding of the transmitted/received signals at the BS via high capacity 

backhaul connecting the BSs (see [97] and [98]  for recent survey on BS 

cooperation). Cooperation at the MT level in the context of cellular network has been 

studied under different names such as mesh, hybrid, or multi-hop network, and is 

based on specific forms of relaying by the MTs (see e.g. [99]). By exploiting the 

cooperation at both sides of the transmission link, the conventional cellular system 

can be transformed into Cellular MIMO Network (CeMNet).  
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The development of modern CeMNets would not have been possible 

without significant advancements made in information theory. Information theory 

originally conceived in the late 1940’s by Claude E. Shannon [16] and [12] 

provides a fundamental limit on the coded performance of a communication 

system and succinctly identifies the impact of design parameters and constraints on 

systems performance. In addition to this, information theory suggests means of 

achieving these fundamental limits on communication [1]. The ever increasing 

demand for mobile cellular communication services has lead to intensive effort by 

researchers to determine the information theoretic limitation of these systems.  

In the last few years, the recovery of communication services to regional, 

rural and remote users on an equitable basis compared with their counterparts in 

metropolitan and large urban centres has been a controversial topic in the UK. It is 

recognized that the future of CeMNets is heading toward the seamless integration 

of realistic cellular channel modelling by using latest channel modelling and 

transmission design techniques [141], [142] and [144].  

  

1.2 Thesis Motivation  

 

Wireless communication has been playing a critical and important role in the 

Information Age. From mobile phone to cordless home apparatus, from WLAN to 

WiMax, wireless communications has been experiencing explosive growth and 

penetrating into every aspect of human life. To meet these objectives, fundamental 

changes in system configuration and signal processing techniques are required to 

enable new and effective ways of signal transmission, reception and modelling. The 

MIMO architecture satisfies many of these demands [1], [8], [13] and [16].  

Performance of SVD based MIMO transceiver is limited by the weakest 

singular value of the channel matrix [17] and [18].  Intelligent bit allocation 

mechanism is required in order to match the capacity of the sub-channels. Therefore, 

the complexity in transceiver design due to high condition number cannot be ignored 

[1]. On the contrary, allocating the equal power across the sub-channels would 

degrades the over all system performance. A fundamental trade off is always 

required to be made between the capacity and the BER performance when dealing 
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with such linear decomposition technique. We analyzed MIMO transceiver design by 

exploiting recently introduced decomposition technique which is referred to as 

Geometric Mean Decomposition (GMD) [3]. This motivates research on improving 

the performance of the multi antenna communication system by the formation of 

Identical Eigenmodes over the wireless communication channel.  

To exploit the factual benefits of the multiple antennas in CeMNets, it is 

necessary to propose models which are much closer to the realistic cellular scenario. 

The focus of this thesis is to evaluate the performance of cellular networks when 

every mobile user in the adjacent cells are offering variable level of channel slow 

gain to the base station of interest which is contrary to the  Wyner’s original 

assumption  [29] (equal channel slow gain among the mobile terminals and the base 

stations).  We proposed the empirical models based on the results of experimental 

trials carried out in Glasgow city center. This incorporates the strategies and 

scenarios to evaluate the system performance which are closer to the realistic cellular 

network. 

Information theoretic analysis based on the realistic scenario for CeMNets is 

extremely important to meet the data rate requirements of the future generation of 

cellular communications [18]. Another direction of this research is the information 

theory analysis of the multi antenna/multi-user cellular communication systems 

based on realistic channel modelling. A part of this thesis is devoted to perform the 

Information theoretic analysis of such systems by employing various decoding 

strategies under realistic scenarios. This involves the derivation of capacity 

expressions which are not constrained by the Wyner’s original assumption [29]. 

Moreover, it is extremely important to establish the impact of variable channel slow 

gain among the mobile terminals and the base stations on the practical decoding 

schemes, spectral efficiency and the diversity of the CeMNets.   
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1.3 Original Contributions  

 

1. An Empirical channel model for cellular Multiple Access Channels 

(MACs) has been proposed for single user and the multi-user setups. The 

proposed model is close to the realistic cellular setup as it assumed every 

user is offering variable levels of channel slow gain to the base station of 

interest which is contrary to the Wyner’s original assumption. The 

proposed modeling is based on the results of the experimental trials 

carried out in Glasgow city center.  

 

2. Based on the results of the experimental trials the adjacent cells in Wyner 

like cellular models are split into three zones depending on the distance 

between the mobile terminals and the base station of interest. The 

proposed single user and the multi-user channel model incorporate the 

fact that each user is offering slow gains by different means.  

 

3. Information theoretic analysis over the proposed empirical channel model 

has been performed by deriving the capacity expressions which 

incorporate the variable channel slow gain offering by the mobile users in 

each of the adjacent cells across the three zones.  

 

4. A novel upper bound on the joint optimum decoding capacity has been 

proposed by exploiting the Hadamard inequality. It is recognized that the 

use of the Hadamard inequality to find the deterministic gain in optimum 

capacity is the unique application in wireless communications. The new 

upper bound will be useful to derive the closed form analytical expression 

for the joint optimum decoding capacity.  

 

5. A new correlated structure for the typical cellular correlated Wyner like 

channels has been introduced by exploiting the circular arrangement of 

the base stations. The new channel model is referred to as Hadamard 

Permuted Channel (HPC). 
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6. The transmission designs have been presented to show the impact of 

variable channel slow gain on the diversity of the CeMNets.  Moreover, 

an unusual behaviour of the Bit Error Rate (BER) over the correlated 

channels has been reported for the first time for Wyner like channel 

models. It is recognized that the degradation in BER performance is due 

to the ill-conditioned channel matrix (low rank problem). A simple 

channel regularization technique has also been introduced to avoid such 

abrupt change in the BER performance of cellular networks.  

 

1.4 List of Publications 

 

Conference Papers 

1. M. Z. Shakir, T. S. Durrani, and M-Slim Alouini, “New upper bound on the 

optimum joint decoding capacity of Wyner Circular-GCMAC by exploiting 

Hadamard inequality,” ITW’10, Dublin, Sep. 2010, [to  be submitted]. 

 

2. M. Z. Shakir, and T. S. Durrani, “Information theoretic analysis of Wyner 

Circular-GCMAC (C-GCMAC) with variable inter-cell interfering gain,” 

ISWCS’10, York, Sep. 2010 [to  be submitted].  

 

3. M. Z. Shakir, and T. S. Durrani, “Identical eigenmode transmission systems 

(IETS) – A channel decomposition perspective,” in Proc. 15
th

 EUSIPCO’07, 

Poznan, pp. 916-920, Sep. 2007. 

 

Journal Paper 

 

1. M. Z. Shakir, and T. S. Durrani, “On the upper bound of optimum joint 

decoding capacity of Wyner GCMAC by exploiting Hadamard inequality,” in 

IEEE Trans. on Info. Theory, [to be submitted]. 
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1.5 Thesis Organization  

 

The research presented in this thesis is organized into six chapters. The 

following is a brief description of each of the chapter.   

 

Chapter 2: MIMO Identical Eigenmode Transmission Systems (IETS) 

 

This Chapter first presents a review on the MIMO communication systems 

and its associated advantages in Section 2.2. Later, this Chapter deals with MIMO 

channel decomposition perspectives. The Chapter contains a detailed comparative 

study based on MIMO transmission design (see Section 2.4). The comparison is 

based on MIMO transceiver design by exploiting recently introduced decomposition 

technique referred to as Geometric Mean Decomposition (GMD) with Singular 

Value Decomposition (SVD) based transceiver design (see Section 2.8.2). The GMD 

is also employed over Wyner cellular multi-antenna/multi-user scenarios later, in 

Chapter 5. Later, the Chapter also includes a detailed comparison of capacities 

offered by the MIMO systems with bit loading or without bit loading mechanisms, 

and compares these with the capacities offered when GMD is employed (see Section 

2.10).  

 

Chapter 3: The Circular Gaussian Cellular MAC (C-GCMAC) 

 
This Chapter begins with an introduction on the cellular MIMO Networks 

(CeMNets) and then presents a comprehensive review on latest trends and 

technologies employed in current infrastructure to achieve the benefits of the 

multiple antenna communication systems (see Section 3.2 – 3.4). In one of the first 

papers to analyze cellular systems using information theoretic approach Wyner [29] 

introduced a simple, yet tractable model, known as Gaussian Cellular Multiple 

Access Channel (GCMAC). As the name suggests, the GCMAC falls under the 

framework of the classical Gaussian MAC. We introduced Wyner GCMAC model in 

Section 3.5. Later in this Section, we introduced circular version of GCMAC known 

as C-GCMAC. This Chapter presents the trials methodology and experimental setup 

to derive the mathematical model for a single user and the multi-user scenarios.  
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Chapter 4: Information Theoretic Analysis 

 

This chapter begins with the fundamental information theoretic principles of 

the multi-user/multi-antenna communication systems. In particular, two figures of 

merit, capacity and Minimum Mean Square Error (MMSE) commonly employed in 

the analysis of such systems are introduced. This Chapter established an in-depth 

information theoretical analysis for the Wyner C-GCMAC incorporating variable 

intra-cell interference gain. The information theory analysis in this Chapter is based 

on the empirical model we proposed in Chapter 3. A novel upper bound on optimum 

joint decoding capacity for Wyner C-GCMAC is derived by exploiting the Hadamard 

inequality (see Section 4.8). The new upper bound is the original application of the 

Hadamard inequality in wireless communications. Several simulation scenarios are 

included in this Chapter to determine the information theory limitations of the Wyner 

C-GCMAC.  

 

Chapter 5: Transmission Design of Wyner C-GCMAC 

 

This chapter begins with introducing the correlated structure for the Wyner 

circular cellular setup (see Section 5.2). The correlated and uncorrelated structures 

are studied with the eigenvalue distribution perspectives (see Section 5.3). At several 

point in the Chapter, we developed the important properties of the Hadamard product 

which has an unidentified importance in the multi-user/multi-antenna cellular 

communication. In this Chapter, we present the transmission schemes by employing 

V-BLAST decoder and ZF-DPC over the Wyner cellular setups (see Section 5.5). 

Moreover, an abrupt change in the BER performance of V-BLAST and ZF-DPC 

transmission schemes over the correlated scenarios is reported in this Chapter (see 

Section 5.6.4).  

 

Chapter 6: Conclusion and Future Work 

 
The conclusions and recommendations for the future work are included in 

this Chapter.
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Chapter 2  

MIMO Identical Eigenmode 

Transmission Systems (IETS) 
 

2.1 Introduction  

 

n the past few years considerable attention has been given to the design of 

Multiple-Input Multiple-Output (MIMO) EigenMode Transmission 

Systems (EMTS). This Chapter presents an in-depth analysis of a MIMO eigenmode 

transmission strategy. The decomposition technique referred to as Geometric Mean 

Decomposition (GMD) is employed for the formation of eigenmodes over MIMO 

flat-fading channels [72].  Exploiting the GMD technique, identical, parallel and 

independent transmission pipes are created for data transmission at higher rate. The 

system based on such decomposition techniques are referred to as MIMO Identical 

Eigenmode Transmission system (IETS). The comparative analysis of the MIMO 

non-linear and linear transceiver design exploiting the GMD and the Singular Value 

Decomposition (SVD) respectively for variable constellation is investigated in detail 

in this Chapter. The transmission strategy is tested in combination with the Vertical 

Bell Labs Layered Space Time (V-BLAST) decoding scheme using different number 

of antennas on both sides of the communication link. The investigation study is 

based on the Bit Error Rate (BER) and sum-rate analysis employing the equal power 

allocation and adaptive power allocation transmission strategies. The Chapter is 

organized as follows; § 2.2, presents a review on emergence of MIMO systems and 

its associated benefits. Later, a sub Section 2.2.2 review the two implementation 

approaches-V-BLAST and Space Time Block Coding (STBC), § 2.3 presents the 

linear MIMO channel model; § 2.4 presents a review on MIMO channel 

decomposition perspectives; § 2.5 presents a review on the SVD and § 2.6, presents 

the GMD; this Section reviews the optimization problem of GMD as well, § 2.7 

 I
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presents the transmission design over the MIMO channel by exploiting GMD and 

SVD, this Section introduces the concept of formation of identical, parallel and 

independent pipes (identical scalar sub-channels) for data transmission  over the 

MIMO channel; § 2.8 presents BER simulations results with comparative 

investigations; § 2.9 reviews the mutual information of the MIMO channel and § 

2.10 presents the capacity advantages of employing GMD over the MIMO channel; 

The capacity analysis has been performed and compared with Equal Power 

Allocation (EPA) and Adaptive Power Allocation (APA) schemes, simulations 

analysis is included in this Section to support the investigations, conclusions to the 

Chapter are given in § 2.11.   

 

2.2 Literature Review  

2.2.1 Multiple Antenna Wireless Communication Systems 

 

The expansion in wireless communications in recent years encounters severe 

technical challenges such as demand of transmitting speech, data and video at high 

rates in an environment rich of scattering [1] and [8]. MIMO wireless link are an 

important recent development in wireless communication systems because of their 

significant potential in meeting these future challenges caused by fading channels 

together with power and bandwidth limitations [6].  

There are great deals of published research work regarding multipath channels 

but the majority of the work focuses on mitigating or removing the multipath 

component of the wireless channels [1].  The major aim behind this approach was to 

reduce the complex multipath channel to a simple single user channel to which well 

known results for non fading channels may be applied.   

Towards the end of 1990’s it was recognized that the diversity is inherent in 

multipath and fading channels that allowed for multiplexing of wireless transmission.  

This promoted the concept of exploiting the multipath channel rather than attempting 

to mitigate its effect.  Initial results from Teletar [13] showed that it was theoretically 

possible to exploit the multipath channels and thereby increase the information 

capacity of the wireless link through receive and transmit diversity using the multiple 
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receivers and the multiple transmitters [13].  The outcome of the idea first time 

proposed was that a group of cross correlated channels could be combined and 

considered as a single channel, with Multiple Input and Multiple Output (MIMO). 

Raleigh and Coiffi [9] proposed signal processing techniques based upon the 

SVD theorem to construct the multiple antenna coding systems that benefit from 

inherent properties of severe multipath channels. It was shown that with M  transmit 

elements and N  receives elements, the wireless channel could be decomposed into 

L  parallel channels where L  was the rank of the channel transfer matrix H .  By 

definition, ( )min ,L N M≤  and therefore the full rank case may be considered as 

optimal in terms of channel capacity [1] and [9]. 

The results of Raleigh and Coiffi were given a formal ground with the work 

of Foschini and Gans [6]. Foschini and Gans provided an intuitive insight into the 

MIMO channel, predicting that under rich scattering the MIMO channel would 

achieve a linear growth in channel capacity, proportional to ( )min ,L N M=  [6]. 

Later, it was analytically supported and proved by Telatar for the flat fading 

environment [13]. The mathematical condition of the rich scattering of Foschini and 

Gans was that the transfer matrix H  had entries from an i.i.d. Gaussian collection 

with zero mean independent real and imaginary part each with variance ½ [6] and 

[7]. 

In addition to the capacity advantage, communication over the multi-antenna 

channels presents two main practical advantages with respect to traditional 

communication over single antenna channels. These gains are usually referred to as 

diversity and multiplexing gains. An overview on the potential benefits of MIMO 

channels can be found in [18]. 

A MIMO communication system is said to have diversity gain G� if, in the 

high SNR regime, the average error probability decays asSNR−G
. Loosely 

speaking, the diversity gain can be viewed as an enhancement of reliability due to the 

reception (or transmission) of replicas of the same information that have experienced 

different fading paths. The diversity gain is based on the assumption that at least one 

of these fading paths will not be in a bad fade state. Traditionally, diversity has been 
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exploited in the time or frequency domains; however, the presence of the additional 

space dimension (due to the use of multiple antennas) yields another source of 

diversity. Notice that spatial diversity gain is not exclusive of MIMO systems, as it 

can also be extracted from Multiple Input Single Output (MISO) or Single Input 

Multiple Output (SIMO) architectures [6] and [13]. 

A MIMO system is said to achieve multiplexing gain R  if, in the high SNR 

regime, its achievable rates scale as ( )log SNRR [1]. In other words, multiplexing 

gain is the increase of rate that can be attained through the use of multiple antennas 

at both sides of the communication link, with respect to the rate achievable with a 

single antenna system, without utilizing additional power. Notice that, as opposed to 

the diversity gain, the multiplexing gain can only be obtained with the simultaneous 

presence of multiple antennas at the transmitter and the receiver ends. The designers 

of MIMO communication systems have focused their efforts in trying to obtain 

transceivers architectures which achieve either the maximum multiplexing gain [7], 

or the maximum diversity gain [19]. In [20], Zheng and Tse proved that both gains 

can be achieved but that; actually, there is a fundamental trade-off between how 

much of each gain can be extracted. Precisely, for i.i.d. Rayleigh flat-fading MIMO 

channels with coherence time τ , they proved that the optimal diversity gain 

achievable by any coding scheme of block length τ  and multiplexing gain R  is 

( )( )M N− −R R  as long as 1M Nτ ≥ + − . Their appealing interpretation 

for this result was that out of the total resource of M  transmit and N  receive 

antennas, it is as though R  transmit and R  receive antennas were used for 

multiplexing and the remaining ( )M −R  transmit and ( )N −R  receive antennas 

provided the diversity [8] and [127].  

2.2.2 Two Implementation Approaches for MIMO 

 

The MIMO EigenMode Transmission System (EMTS) has a significant 

potential to increase the capacity linearly with the number of spatial channels [1], [8]. 

The same has been illustrated in [7] for the Bell Labs Layered Space Time (BLAST) 
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architecture.  Since then, many transmission strategies have been proposed [1], [5], 

[8], [14], [15] and [127]. Among the two most important and well known 

approaches, one is the space time coding method that attempts to improve the 

communication reliability by the coding and the diversity gain which is achieved by 

appropriate coding design [1]. The other is the spatial multiplexing method which 

transmits data over spatial sub-channels, often in conjunction with an outer channel 

code, e.g., the BLAST architecture which focuses on maximizing the channel 

throughput [6] and [8].  

Foschini and Gans proposed different variations of such space time 

architecture have been proposed under the general framework of BLAST architecture 

[7].  One version of BLAST that attempts to achieve higher data rate is Vertical 

BLAST (V-BLAST) scheme.  This architecture breaks the original data streams in to 

sub streams to be transmitted on individual antennas [1], [7] and [8].  At the receiver 

side, the decomposition algorithm can be exploited in combination with the V-

BLAST decoding. The decoding algorithm is based on sequential nulling and 

cancellation in order to decode the transmitted information symbols [1], [7] and [8].   

The nulling step can be implemented by either using Zero Forcing (ZF) or Minimum 

Mean Squared Error (MMSE) criterion [1] and [75]. The main drawback of the V-

BLAST detection algorithm lies in the computational complexity, as it requires 

multiple calculations of the pseudo inverse of the channel matrix H  in ZF case [1] 

or of the extended channel matrix H  in the MMSE case. Thus, several schemes with 

reduced complexity have been proposed, for example, [1], [73] and [74].  

A pioneering work in the area of space time coding for the MIMO channel 

has been done by Tarokh [19] in which two code design criteria have been proposed 

for flat fading channels with coherent receivers, and high performance space time 

trellis codes have been designed [19].  However, these codes suffer from rather high 

decoding complexity.  In the same year, Alamouti proposed his celebrated space time 

block coding for two transmit and multiple receive antenna [10]. This contribution is 

considered as major breakthrough in space time block coding.  The maximum 

likelihood decoder for Alamouti’s code had very low complexity.  Inspired by this 

work Tarokh generalized Alamouti’s code to the multiple transmits antennas 

exploiting the theories of orthogonal design. The codes developed by Tarokh [19] are 
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known as Orthogonal Space Time Block Codes (OSTBC) and are able to provide 

high performance at very low decoding complexity [19]. Recently some other design 

of OSTBCs has also been developed [1] and [8].  These codes provide full diversity 

with linear processing maximum likelihood detector. However, they suffer from 

having a limited transmission rate and thus do not achieve full capacity in the MIMO 

channels [19]. 

Both design schemes assumed that the Channel State Information (CSI) is 

available only at the receiver.  By transmitting through parallel, spatial sub-channels 

and exploiting the CSI at the receiver, spatial multiplexing systems can provide high 

data rates [8]. However, if the communication environment is slowly time varying, 

such as indoor communication via WLANs, the availability of the CSI is also 

possible at the transmitter, using feedback or the reciprocal technique when Time 

Division Duplex (TDD) is used [1]. With the CSI available at the transmitter as well, 

channel capacity can be achieved by exploiting a simple linear transformation at the 

transmitter.  The linear decomposition techniques can be employed at the receiver to 

convert the MIMO EMTS channel into the set of parallel and independent scalar sub-

channels [143].  

The importance of MIMO communication channels lies in the fact that they 

are able to provide a significant increase in capacity over SISO channels [1], [8] and 

[127]. One simple example of spatial multiplexing is when the input is de-

multiplexed in to M  separate streams, using a serial to parallel converter, and each 

stream is transmitted from an independent antenna, the resultant throughput is M  

symbols per channel use for the MIMO channel with M  transmit antennas.  This 

M  fold increase in throughput will generally come at the cost of lower diversity 

gain compared to space time coding [19] and [20].  Therefore, space time 

multiplexing is better choice for high rate systems operating at relatively high SNRs 

while space time coding is more appropriate for transmitting at relatively low rates 

and low SNRs [19] and [20]. 
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2.3 Gaussian Linear Vector MIMO Channel  

 

Although the MIMO channels arise in many different communication 

scenarios such as wire line systems or frequency selective single antenna systems 

[127], our work will focus on multi-antenna/multi-user wireless communication 

networks. As commented above, in its most general form, the MIMO channel is 

characterized by its transition probability density function, which is given by 

( )p |y x , and which describes the probability of receiving the vector y  

conditioned on the fact that the transmitting vector x  was actually transmitted. 

However, dealing with such a generic type of channel is usually very difficult, and 

often even unnecessary. 

One of the most important and simplest MIMO channels is the linear MIMO 

channel (also termed Gaussian linear vector channel). As its name suggests, in this 

case the output of the channel y  is a linear function of the input x . In addition, to 

thermal noise and other undesired effects that are present in the receiving radio-

frequency front-ends, a noise term z  is also included. 

Most of the information theoretic literature that deals with multi-user/multi-

antenna communication networks can be described by the following symbol 

synchronous, discrete time channel model [21], the resulting input output relation is 

given by  

=i i i i       +              Hy x z                                 (2-1) 

where, at discrete time i ( )1 2
, , ,

T

M
i i i i       =              �x x x x is an 1M ×  

dimensional vector complex input symbols with zero mean and covariance  

1,2, ,Hi i i     ∀ =        
� �E x xΦ                      (2-2) 

H  is a N M×  complex channel matrix that represents the linear response of the 

channel, such that its element 
,i j

h  denotes the channel path gain (transfer functions) 

between 
thi  transmitter and 

thj  receiver. We assumed that the channel is Rayleigh 
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flat fading, the gains and 
,i j

h  are Independent Identically Distributed ( )i.i.d   zero 

mean Complex Circularly Symmetric ( )c.c.s  random variables with unit variance, 

i.e., the real and imaginary parts each has ½ variance [1], [6] and [8]. This is the case 

we will consider henceforth, unless stated otherwise. This is the simplest channel 

possible model; it assumes heavy multipath. It becomes clear from mathematical 

formulation that the existence of many multipath components in wireless channel, 

which is usually considered as a drawback, becomes a major advantage in multiple 

antenna systems
1
. As in vast majority of cases (and in this dissertation in particular), 

( )1 2
, , ,

T

N
i i i i       =              �z z z z  is a 1N ×  vector of i.i.d  zero mean c.c.s  

Gaussian
2
 noise samples with variance 

2σ , and ( )1 1
, , ,

T

N
i i i i       =              �y y y y  

is a 1N ×  vector representing the channel output. Assuming the channel is memory-

less (and without feedback) the channel output at time i doesn’t depend on past 

output symbols [22], and therefore, for brevity of notation the time index i can be 

dropped.  

 

 

 

                                                
1 Multiple antenna systems are also referred to as Multiple Input Multiple Output (MIMO) system in 

wireless communication text and are used interchangeably throughout this thesis.   
2 In this thesis complex random variable iZ X Y= +  is a c.c.s. Gaussian distributed denoted by 

( )2
,Z µ σ∼ CN  , if X  and Y are real independent Gaussian random variable with same variance i.e. 

21
,
2

X
  µ σ   

∼ N  , 21
,
2

Y
  µ σ   

∼ N  and iX Yµ = µ + µ .  
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Figure 2-1: Graphical Interpretation of Gaussian linear vector memory less channel. 

 

 

The model described by (2-1), can be rewritten as  

= +Hy x z              (2-3) 

This model is referred to as Gaussian linear vector channel. The graphical 

interpretation of Gaussian linear vector channel is shown in Figure 2-1 where 
N ,M

h  

element denotes the fading coefficient between the 
thN  transmitting and 

thM  

receiving antennas. 

 

2.4 MIMO Channel Decomposition Perspectives  

 

MIMO technology constitutes a breakthrough in the design of wireless 

communication systems, is and already at the core of several wireless standards. 

Exploiting multi path scattering, MIMO techniques deliver significant performance 

enhancements interms of data transmission rate and interference reduction [127]. The 

design of the MIMO EMTS transceiver includes precoding at the transmitter and 
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employing an equalizer at the receiver [73]. Several designs have been proposed 

based on conventional decomposition techniques and using a variety of criteria, 

including maximum Signal to Noise Ratio (SNR), Minimum Mean Squared Error 

(MMSE) and BER based criteria [71] and [73]. 

In general, MIMO transmission has been designed using linear transformation 

referred to as SVD when Channel State Information at Transmitter (CSIT) and 

Channel State Information at Receiver (CSIR) are available.  The SVD decomposes 

the MIMO EMTS flat fading channel into the multiple parallel sub-channels.  The 

waterfilling algorithm is used to achieve the capacity of each sub-channel [75].  The 

non-zero singular values of the diagonal matrix represent the SNRs of the sub-

channels formed by SVD.  However, due to very high variations in the SNRs of the 

sub-channels and high condition number, this apparently simple decomposition 

scheme requires a very intelligent and adaptive bit allocation in order to match the 

capacity of each sub-channel and achieve the prescribed BER [75]. Bit allocation 

among the eigenmodes of the MIMO EMTS not only increases the coding/decoding 

complexity but also inherently capacity loss because of finite constellation 

granularity [26]. Alternatively, assignment of equal power to the sub-channels, 

results in the same constellation among all eigenmodes.  However, more transmitting 

power could be allocated to the channel having a poorer SNR i.e. the eigenmode 

having lowest SNR. A fundamental trade off is always required to be made between 

the capacity and the BER performance when dealing with such linear decomposition 

technique. 

In [2], a new nonlinear decomposition scheme referred to as the 

Geometrical Mean Decomposition (GMD) is proposed which decomposes the 

MIMO channel into multiple identical and parallel independent sub channels. This 

decomposition brings much more convenience in coding/decoding and 

modulation/demodulation schemes as there is no need of bit allocation mechanism 

in transmission design. This decomposition assumes CSIT and CSIR are perfectly 

known unlike the QR decomposition where only CSIR is available.  

In the following Section, we first review the SVD and then present the GMD. 

The MIMO system based on such decomposition is investigated later in § 2.7.  
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2.5 Singular Value Decomposition (SVD) 

 

The SVD of a channel matrix 
N M×∈H C  with rank M   i.e. N M≥  may 

be expressed as [1] and [8]  

H=H U VΣ             (2-4) 

where 
N M×∈U C  and 

M M×∈V C  are unitary matrices such that 

H H

M
= =UU VV I  and 

M M×∈Σ R  is a diagonal matrix with positive real 

singular values of the channel matrix H , given by  { }, 1

M

H i i=
λ  such that 

,1 ,2 ,H H H M
λ ≥ λ ≥ ≥ λ�  

Let us define Θ  as a complex Wishart matrix, which may be expressed as  

   
for

for

H

H

M N

N M

 ≤Θ= <

H H

H H
            (2-5) 

 

Let 
1 2 M
λ ≥ λ ≥ ≥ λ�  be the singular values of 

HΘ=H H . We know that 

the square root of the singular values (eigenvalues) of Θ is equal to the singular 

values of  H, i.e.  

,H i i
λ = λ  for 1,2, ,i M= �             (2-6) 

 

2.6 Geometric Mean Decomposition (GMD) 

 

Recently, a unique and useful matrix decomposition technique referred to as 

Geometric Mean Decomposition (GMD) has been proposed by Jiang [2]. For any 

complex or real matrix 
N M×∈H C with rank i.e.M , N M≥  and singular values 
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,1 ,2 ,
0

H H H M
λ ≥ λ ≥ ≥ λ >� , there exists an upper triangular matrix 

M M×∈R R , such that the SVD of R  may be expressed as  

        
H

R R
=R U VΣ             (2-7) 

where the 
thi   diagonal element of R  equal to i ir  such that  

          
,

1 1

M M

i i H i
i i

r
= =

= λ∏ ∏             (2-8) 

Here, 
R

U  and 
R

V  are the unitary matrices and Σ  is a diagonal matrix whose 

elements are equal to the singular values of the matrix H  i.e. , 1{ }M
H i i=λ . After 

combining (2.4) with (2.7), we have 

H H
R RH UU RV V=  

 H QRPH=              (2-9) 

where N M×∈Q C  and 
M M×∈P C  are semi-unitary matrices denoting the linear 

operations at the receiver and the transmitter respectively and 
M M×∈R R  is an 

upper triangular matrix with diagonal element i ir  that corresponds to the channel 

gain of the sub-channels. Hence, the channel H  may be decomposed into scalar 

channels, where the diagonal entries satisfying the condition (2.8) i.e. the diagonal 

values of matrix R  are completely majorized by the singular values of the channel 

matrix H  [2]. Assuming the variance of the noise on the M  sub-channels is the 

same, the sub-channel with the smallest i ir  has the highest error rate. To decrease 

the highest error rate leads to the problem of choosing Q  and P  to maximize the 

minimum of i ir . The optimization problem may be expressed as [2] and [3] 
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{ }
,

1

subject to

0

0 1

max min :

, ;

;

i i

H

M M
i j

i i

H H
M

r i M

r i j

r i M

×

≤ ≤

=

∈ = ∀ >

> ∀ ≤ ≤

= =

Q P

H QRP

R

Q Q P P I

R          (2-10) 

The non-zero diagonal elements of R derived from the optimization (2-10) 

are all equal to the geometric mean of the non-zero singular values of the channel 

matrix H and define in the following lemma. 

Lemma 2.6.1: (Identical diagonal entries [2]). The channel matrix 
N M×∈H C with 

rank M i.e. N M≥ and singular values
,1 ,2 ,

0
H H H M
λ ≥ λ ≥ ≥ λ >�  may be 

decomposed as
3
  

HH QRP= , or equivalently 
H=R Q PΗ          (2-11) 

where the diagonal elements of R  are given by  

1

,
1

M
M

i i H i
i

r
=

 = λ = λ∏   

/

.   1 i M≤ ≤          (2-12)  

Then R  is the solution to the (2.10). The decomposition (2.11) is referred to as 

Geometric Mean Decomposition (GMD) since the diagonal elements of are the 

geometric mean of , 1{ }M
H i i=λ .  

Using (2.6)  λ  in (2.12) can also be rewritten as  

1 2

1

/ M
M

i
i=

 λ = λ∏   
.   1 i M≤ ≤           (2-13) 

                                                
3
 It is to note that (2.11) is the special case of Generalized Triangular Decomposition (GTD) where 

the diagonal values of R  (which is geometric mean of the non-zero singular values of H ) are 

majorized by the singular values of the channel matrix H  [3].  
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Hence, by exploiting the decomposition derived in (2.11), the channel matrix H can 

be decomposed into identical, parallel and independent transmission pipes. The 

same has been shown later in the following Section.   

 

2.7 Transmission Design over Rayleigh Flat Fading 

Channel 

 

 In this Section, we present transmission design over linear vector MIMO 

channel by exploiting GMD [143] and [145]. First we review SVD based 

transmission design to compare the performance of GMD based transmission (to be 

considered in the next Section). In a TDD channels, the CSI is available at both ends 

of the communication link within a reasonable accuracy [6] and [9].  

 We consider a MIMO communication system with M  transmitting and N  

receiving antennas in a frequency flat fading channel. The graphical interpretation of 

the channel model is shown in Figure 2-2. At the receiver, the overall input output 

transmission equation becomes  

                     = +Hy s z                         (2-14) 

where 
1M×∈s C  is the transmitted signal vector such that = Vs x , 

1N×∈y C  is 

the received signal vector, 
N M×∈H C  is the channel matrix with the 

n,m
h element 

denoting the fading coefficient between the 
thn  transmitting and 

thm  receiving 

antennas. As in (2.1), we again assume ( )20 ,
z N
σ ICNz ~  is zero mean complex 

circularly symmetric Gaussian noise, 
N
I  is the identity matrix with dimensionN . 

We also define the SNR as   

   
2

H

z

 
  γ =
σ

E s s
           (2-15) 
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Transmitter Channel Receiver

 

 

Figure 2-2: Block diagram of SVD based MIMO system showing linear operations at 

transmitter and receiver by unitary matrices V and U  respectively.  

 

2.7.1 Transmission Design Using SVD  

 

In order to investigate the geometric mean decomposition technique, we 

review the linear transformation of the channel matrix H  by employing SVD 

decomposition of H . The schematic diagram of a MIMO system employing SVD is 

shown in Figure 2-2. The unitary matrices UH
 and V  are equalizer at the receiver 

and precoder at the transmitter respectively which decompose the channel H  into 

parallel, independent non-identical sub-channels. By exploiting SVD, the filtered 

receive vector �x  , we have [1] and [143]        

                  
H= U�x y            (2-16) 

By substituting (2.14) and apply decomposition defined in (2.4), we have 

               
H H= +U H Us z , 

H H H= +U U V UΣ s z  

The M  symbols destined for H  are precoded as  

     = Vs x              (2-17) 

	 	
M M

H H H= +

I I

U U V UΣ V x z  
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      = +� �x x zΣ                        (2-18) 

In matrix notation, the resultant system can be expressed as       

                     

11 1 1

2 2 22

M M M
M

x x z

x x z

x x z

      λ                 λ      = +                             λ      

0

0

� �� �

� �
 



 
 

 � 


� �� �

        (2-19) 

The MIMO EMTS defined in (2.4) is now decompose into parallel, independent and 

non-identical sub-channels, each representing a SISO system given by 

                                      
i i i i

x x z= λ +� �  1 i M≤ ≤          (2-20) 

where 
i
λ denotes the singular values of a Wishart matrix Θ  as defined in (2.5). 

Hence, the original MIMO system has now become an equivalent system having a 

set of parallel sub-channels with gain 
,H i i

λ = λ  as shown in Figure 2-3 . It is 

obvious that the information can only be transmitted over those equivalent channels 

with non zero singular values [1]. It is very important to note that if the number of 

transmission layers exceeds the number of strong singular values, the performance of 

the MIMO system degrades.  However, the number of sub-channels depends on the 

minimum of ( ),N M  without exceeding the rank of channel matrix H . The singular 

values are sorted in decreasing order of values and the equivalent parallel sub-

channels have unequal gain. Therefore, the complexity in the design of linear 

transceiver based on SVD is due to large variations among the singular values of the 

channel matrix H [16] and [26].  A practical implementation of such a system has 

been reported in [14] for reference.  
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Figure 2-3: Graphical interpretation of MIMO system employing SVD to decompose 

wireless channel H into L M= unequal parallel sub-channels such that 

1 2 M
λ ≥ λ ≥ ≥ λ�  are the ordered gains of the SISO sub-channels.  

 

 

 Since the different sub-channels of the SVD system have different gains, the 

use of different constellation sizes for each channel is capable of achieving its 

capacity [1]. However, to implement this, we need to know the SNR of each sub-

channel. The waterfilling method
4
 is the ideal power control strategy for SVD based 

MIMO systems, but it requires information about the noise at the transmitter side. 

Once the total available power, estimates of noise and gains of parallel sub-channels 

are known, Teletar [13] showed that the optimum power of the 
thi  sub-channel is 

2

2

,

0 , z
i

H i

 σ  γ = µ −   λ  
   

   

2

2

,

z

H i

+ σ    = µ −   λ  
                    (2-21) 

                                                
4
 This is to note that waterfilling algorithm is well known power allocation scheme in multiple antenna 

communication literature; however the derivation is not available easily. The author’s derivation is 

included in Appendix A for reference. 
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The waterfilling parameter µ is determined by the constraint of the total power
t

P , 

such that  

1

M

t i
i

P
=

= γ∑                   (2-22) 

The value of the parameter µ  can be found by an iterative loop allocating 

power to all good sub-channels. Another version of power control strategy is referred 

to as truncated waterfilling power control. This is same as original waterfilling 

strategy except that it does not allocate any power to sub-channels with an SNR 

below a given threshold which is set using the minimum SNR required for 

transmission with a desired performance. Any sub-channel whose SNR falls below 

the threshold is not used in the transmission and its power is redistributed among the 

other sub-channels [1].  

2.7.2 Transmission Design Using GMD - Formation of Parallel, 

Identical and Independent Pipe   

 

The scheme of a general MIMO EMTS communication system with non-

linear transceiver design based on GMD is shown in Figure 2-4. The semi-unitary 

matrices P  and 
HQ  are linear precoder at the transmitter and linear equalizer at the 

receiver respectively.  

To design the transmission scheme, we first calculate the GMD of channel 

matrix H  as defined in (2.11). Next, we encode the information symbols x  via the 

linear precoder P , such that the transmitted vector is given by [143] 

= Ps x            (2-23) 

where 
M M×∈P C is a semi-unitary matrix denoting the linear operation at the 

transmitter (precoder) and 
1M×∈x C  is the data vector that contains the M  

symbols to be transmitted (zero mean, normalized and uncorrelated that 

is,
H

M
  =  

IE x x  drawn from a set of constellations.  
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+ HQHP Ξ

z
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Figure 2-4: Block diagram of MIMO Identical Eigenmode Transmission System 

(IETS) showing the application of GMD to perform linear operations at transmitter and 

receiver by unitary matrices P  and Q  respectively.  

 

 

 At the receiver side, the decomposition algorithm is exploited in combination 

with a receiver interface, referred to as V-BLAST decoding. The decoding algorithm 

is based on sequential nulling and cancellation in order to decode the transmitted 

information symbols s [1], [7] and [8].   The nulling step is implemented by using 

zero forcing (ZF) criterion [1] and [75]. A detailed review on the complexity of the 

V-BLAST detection algorithm is already discussed in earlier sub Section 2.2.2 [1]. 

Thus, we consider GMD scheme in order to design a reduced complexity version of 

V-BLAST detection scheme. The estimated data vector at the receiver is given by 

[127] and [143]  

                             
H= Q�x y            (2-24) 

where 
N M×∈Q C  is the receiver matrix (equalizer) and = +Hy s z  as seen 

from the Figure 2-4, the resultant output at the equalizer becomes   

                                                   
H H= +Q H Q�x s z ,    

Restating (2.24) by employing GMD (2.11), the resulting vector becomes 

                                                  
H H= +Q QRP� �x s z ,   

also substituting = Ps x  in above, we have  
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H H= +Q QRP P� �x x z          (2-25)

  

knowing 
H =QQ I  & 

H =PP I , (2.25) becomes  

     = +R� �x x z            (2-26) 

also in component wise notation, (2.26) becomes 

                         

1 1,2 1, 1 1

2 2 2

M

M M M

x r r x z

x x z

x x z

      λ                     λ            = +                                    λ            0

� ��

� �
 



 
 � 
 
 


� �� �

            (2-27) 

 

Due to upper triangular structure of R , the 
thi  element of 

i
x  is given by   

           ( ) ( ) ( ) ( ) ( ) ( )
1

, 1, 1
M

i

x i i i i i i i z i
+

= + + + +∑R R� �x  x         (2-28) 

Ignoring error propagation effects [12] and [14], i.e. ( ) ( )
1

1, 1 0
M

i

i i i
+

+ + =∑R  x , 

we can regard the resulting sub-channels as M  identical, parallel and independent 

sub-channels given by  

                    ( ) ( ) ( ) 1,2, ,i x i z i for i M= λ + =� �x̂         (2-29) 

The concept of formation of identical, parallel and independent pipes using 

GMD is shown in Figure 2-5. The main advantage of this combined strategy comes 

with the complexity reduction, as it requires only a fraction of computational effort 

as compared to the original V-BLAST algorithm [7] and [8]. The channel gain of 

each eigenmode is given by λ . Beam steering techniques on both the transmitter and 

the receiver sides are achieved by multiplying vector 
i

P  at the transmitter and matrix 

HQ  at the receiver, where 
i

P  denotes the 
thi column of P . As a result, an 

equivalent channel matrix can be expressed as [143] 
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Figure 2-5: Graphical interpretation of MIMO IETS employing GMD to decompose 

the wireless channel H into L M=  identical, parallel and independent transmission 

pipes such that 
1 2 M
λ = λ = = λ�  are the gain of every SISO sub-channel given by 

(2.12).  

              ( )0 , , , , 0
T

H
i
= λQ HP � �          (2-30) 

In MIMO systems, data transmission over the equivalent channel given by 

(2.30) is referred to as identical eigenmode transmission system (IETS) and the M 

sub-channels with gains λ  and 
i

P  are referred to as identical eigenmodes and 

eigenvectors, respectively [143]. By exploiting the triangular structure of matrix R , 

a simple zero forcing algorithms can be applied to decodex .  

The zero forcing block in Figure 2-6 performs the following zero forcing 

algorithm to decode x  from �x [72] 

 

( ) ( )( ) ( )
( )

1

1

for : 1 : 1;

;

end

i

i
i i

i M

x̂ i C r i,i x i

ˆx x x i

−

−

= −
 

←  
  

← −R

�

� �

             (2-31) 
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Figure 2-6: Schematic diagram of V-BLAST ZF with GMD transceiver design.  
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where C .     denotes the slicer which maps the symbol to the nearest constellation. As 

in many analyses of decision feedback systems, we assume there is no error 

propagation [1], [7], [8], [12] and [14]. That is when decoding 
thi  symbol ( )x i , the 

previous decisions ( )x̂ k , , 1, , 1k M M i= − +�  are assumed to be correct. 

However, an exact closed form analytical performance evaluation of V-BLAST 

algorithm for Rayleigh distributed fading has been presented in [146]. The reported 

analytical analysis is based on considering the impact of error propagation without 

any approximation or assumption.  

According to the above algorithm and using the above assumption 

( ) ( )x̂ k x k=  for 1, ,k i M= + � , 
1i

i

×
∈�x C  

( ),
1

M

i i k
k i

ˆ k
= +

= − ∑ R� �x x x           (2-32) 

or equivalently, we have 
thi  element  

                                    ( ) ( ) ( ) ( )
1

,
M

i
k i

ˆi i i k k
= +

= − ∑ R� �x x x          (2-33) 

 

Now, (2.32) reduces to  

                  
i i i i i
= +R� �x x z           (2-34) 

and (2.33) may also reduces to  

        ( ) ( ) ( ) ( )i
i i i i i= +R� �,x x z          (2-35) 

substituting the above equation (2.35) into the algorithm (2.31) 

 

          ( ) ( )( ) ( )
1

i
x̂ i C r i,i x i

− 
=  

  
�           (2-36) 

to yield 
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( ) ( )( ) ( ) ( ) ( )
1

1

M

kk i

ˆx̂ i C r i,i i i k
−

= +

   = − ∑     
R�x x     (2-37) 

substituting (2.35), we have  

          ( )( ) ( ) ( ) ( )( )1

C r i,i i,i i i
− 

=  + 
  

R �x z  

( ) ( )( ) ( )
1

C i r i,i i
−   = +     
�x z          (2-38) 

It can be seen clearly from (2.38), when the noise z  in 
HQ�z = z  is zero, the 

estimation is exactly ( )ix . Therefore, this is a zero forcing decoder. The mean 

square error (MSE) of system in consideration may be expressed as [11] and [143] 

( )( ) ( ) ( )
2

1

MSE =
i i

i,i i i
−

−R ��E x x          (2-39) 

          ( )( ) ( )
2

1

i
i,i i

−
= R �E z  

                                              ( )( ) 2

i,i
−

= R             (2-40) 

                                              ( )
(1/ )

det
M

H
−

= H H            (2-41) 

 

for 1,2, ,i M= � , where the equality comes from (2.12).  
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2.7.3 Remarks on Identical Eigenmode Transmission Systems  

 

Several remarks on ZF-V-BLAST based on GMD are now in order:  

 

� The GMD transceiver uses unitary matrices computed from the GMD to 

convert the channel H  into a triangular matrix R with identical diagonal 

elements. Then, the triangular channel matrix R  can be equalized by the 

Zero Forcing algorithm.  

� Due to the identical diagonal elements of R , all symbol streams have 

identical MSE ( )
(1/ )

det
M

H
−

H H . The overall system can be viewed as 

L M=  parallel SISO AWGN channels with identical noise variance. The 

formation of identical, parallel and independent transmission pipes for data 

transmission is shown in Figure 2-5. 

� The drawback of ZF based GMD receiver is that the MSE 

( )
(1/ )

det
M

H
−

H H  becomes very large when one of the singular values of 

H  is small, and tends to infinity when H  has a null. Since every SISO 

channel shares the same MSE, this causes a severe degradation in 

performance. The amplification of the noise results from the zero-forcing 

design of the ZF-GMD receiver. It can be avoided if the Minimum Mean 

Square Error (MMSE) estimator is employed. The MMSE V-BLAST with 

GMD for Wyner like cellular networks [29] is presented later in Chapter 5.  
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2.8 BER Simulation Results  

  

 In this Section, we present some performance results based on BER curves 

obtained after various simulation scenarios. In all simulation experiments, we 

assumed that the channel is Rayleigh flat fading. To determine the effectiveness of 

the GMD based V-BALST detection strategy, the BER performance curves are 

compared with SVD based decoding strategy. In each scenario, the curves are 

obtained after averaging 5000 Monte Carlo trials of H .  

        We consider GMD V-BLAST over Rayleigh flat-fading MIMO channel with 

1,2,3,4N M= =  transmitting and receiving antennas respectively. In Figure 

2-7(a), we present a scenario where M  independent symbols, modulated as 

quadrature phase shift keying (QPSK) are transmitted over the MIMO channel.  By 

employing GMD, we decompose the MIMO channel into L M=  identical, parallel 

and independent sub-channels for data transmission. After observing the BER curves 

for different number of transmitting and receiving antennas it is demonstrated that 

the BER curve for 4N M= = , GMD V-BLAST performs superior as compared 

with less number of transmitting and receiving antennas, from moderate to high 

SNRs.  Hence, the diversity gain offered by GMD based scheme is increased with 

the increase in the number of transmitting and receiving antennas.  With the increase 

in channel dimension, the geometric mean of the non-zero singular values of the 

channel also increases (increase in sub-channel gains). Therefore, the capacity of the 

multi-antenna systems employing GMD can be improved by exploiting the number 

of transmitting and receiving antennas with no extra burden on complexity of 

transceivers. This phenomenon has been demonstrated in Figure 2-14.  Furthermore, 

it is found that the BER performance of each sub-channel is identical since every 

channel has identical MSE i.e. ( )
(1/ )

det
M

H
−

H H .  

 In order to investigate the efficacy of the GMD based systems, we compare the 

transmission design with SVD based receiver. Employing SVD over H , we have 

M  parallel and independent unequal sub-channels for symbol transmission. From 

the BER performance curves it is observed that with the increase in number of 
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transmitting and receiving antennas, the performance of the SVD based detection is 

degraded.  For higher channel dimension i.e. 
4 4×∈H C the condition number of H  

is usually very high that results in ill conditioned sub-channels. Allocating more 

power to the poor channel degrades the BER performance of the system.  To avoid 

the system degradation, SVD should be used in combination with water filling 

algorithm which suggests that the binary phase shift keying (BPSK) or QPSK should 

be used to match the capacity of the worst sub-channels and something like 16-QAM 

or 64-QAM to the best sub-channels, the same is observed in following simulation 

scenario.  

 In Figure 2-7(b), the same simulation scenario is repeated for a different 

constellation. We present a scenario where M  independent symbols, modulated as 

16-QAM are transmitted.  The performance of GMD based receiver outperforms as 

compare with the performance of SVD based receiver at higher constellation as well. 

The degradation in SVD based detection is due to allocating more power to the poor 

channels, hence the SVD based transceiver doesn’t exploit the essence of multi-

antenna communication when allocating equal power to every sub-channels.  

 

 

 

 

 

 



 

 38 

Chapter 2 - MIMO Identical Eigenmode Transmission Systems (IETS) 

0 5 10 15 20 25 30 35 40

10
-4

10
-3

10
-2

10
-1

SNR (dB)

B
E

R

 

 

1 x 1 SISO

2 x 2 SVD

3 x 3 SVD

4 x 4 SVD

2 x 2 GMD

3 x 3 GMD

4 x 4 GMD

 
(a) QPSK 

0 5 10 15 20 25 30 35 40

10
-4

10
-3

10
-2

10
-1

SNR (dB)

B
E

R

 

 

1 x 1 SISO

2 x 2 SVD

3 x 3 SVD

4 x 4 SVD

2 x 2 GMD

3 x 3 GMD

4 x 4 GMD

 
(b) 16-QAM 

 

Figure 2-7: Summary and comparison of BER performance of MIMO wireless system 

employing SVD and GMD to decompose the wireless channel H  into SISO channels.  
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2.9 Mutual Information of MIMO Channel  

 

It is well known that capacity crucially depends on the input output mutual 

information of the channel [22]. In particular, for MIMO memory less channel 

described by (2.3), the following theorem is used extensively in the literature and 

forms the basis of the results presented in this thesis.  

 

Theorem 2.9.1: (Input-Output Mutual Information of Linear MIMO Channels [13] 

and [22]). For the linear MIMO memory less channel described by (2.3), assume that 

x , H  and z  are independent of each other. Let us assume H  is deterministic for 

instance the first case ( )( )i.e. 1 for all 1,2,Pr  i i  = = =  H H � . Assume the 

receiver has full CSI knowledge. Suppose the input symbols (not necessarily 

Gaussian) are zero mean with covariance Φ . The input output mutual information 

conditioned on H  is  

2

1
( ; | ) log det H

N

z
σ

H I H H
 

≤ + 
 
 

I x y Φ         (2-42) 

with equality when x   is a c.c.s. Gaussian vector.  

Proof of (2.42):  From the definition of conditional mutual information [22], 

( ; ) ( ) ( , )x y | y | y | x= −H H HI H H          

( | ) ( )y z= −HH H  

( )
a

22
( )

( | ) log ( ) det( )N
z N

e= − σH IH y π  

2
( )

log det( )
b

H
z N

≤ +σH H IΦ  

2

1
log det H

N

z

  = +    σ 
I H HΦ  

2

1
log det H

M

z

  = +    σ 
I H HΦ  
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where exp(1)�e , line (a) follows from [22] and line (b) follows from [22], i.e. the 

entropy of y  is largest when y  is multivariate Gaussian distributed, which only 

occurs when x is multivariate Gaussian distributed.        

In Theorem 2.9.1, a deterministic channel matrix H  is assumed. In 

communication scenarios the channel matrix H  is a random matrix
5
 with a given 

density ( )p H  that models the inherent randomness of the intended application. In 

general case, when H  is distributed according to some arbitrary density ( )p H , the 

input-output mutual information is expectation over all possible realizations ofH , 

i.e. assuming z is c.c.s. Gaussian, (2.42) becomes [22] 

( )
2

1
; log det H

N

z

|
   = +     σ   

H I H Hx y ΦI E           (2-43) 

2

1
log det ( )H

N

z

p d
  = +    σ 

∫ I H H H HΦ                            (2-44) 

From (2.44) it is easy to see that when 

( ) 1 for all 1,2,i i  = = =  H HPr  �., i.e. the deterministic case, (2.44) reduces 

to (2.42). For the special case when x  is an isotropic signal, i.e. 
M

P= IΦ  with 

2

z
P/γ σ� , then (2.44) becomes  

( ) ( ); log det H

N
|  = + γ  
H I HHx yI E                 (2-45) 

 

 

 

 

                                                
5
 In this thesis if the channel matrix of (2.1) is random, its statistics are also assumed to be stationary 

with respect to discrete time i . 
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2.10 Capacity of MIMO Channel - A Channel 

Decomposition Perspectives  

 

The most commonly used figure of merit in the analysis of MIMO systems is 

the total sum-rate constraint [13]. The capacity of the channel H  is given by the sum 

of the capacities of the M sub-channels (Eigenmodes of the channel) [1] and [18]; 

and can be expressed as
6
  

2

2 ,2 2
1

C , log 1
M

t i
H i

i
z z

P P

=

       γ = = + λ∑      σ σ   
H                  (2-46) 

where 
2

z
σ  is the noise variance, and 

i
P  is the power allocated to the 

thi  mode; we 

also assume that 
1

M

i t
i

P P
=

=∑  is independent of the number of antennas. This 

capacity expression can be shown to be equivalent to [1] 

    ( ) 2
C , log det H

N M

  γ   γ = +       
H I H HΦ                     (2-47) 

where 
N
I  is the N N×  identity matrix, γ  is the mean signal to noise ratio (SNR) 

per receive branch, and Φ  is the correlation matrix of the transmit data (for data at 

different antenna elements that are uncorrelated, it is a diagonal matrix with entries 

that describes the power distribution among the antennas). The distribution of power 

among the different eigenmodes depends on the amount of the CSI at the 

transmitters.  

 We now analyze the capacity that can be obtained when the receiver knows 

the channel perfectly, but no CSI is available at the transmitter. In this case it is 

optimum to assign equal transmit power to all the transmitting antennas, 

i t
P P / M= . The capacity offered by Equal Power Allocation (EPA) 

transmission scheme thus, takes on the now-famous form, [1] and [13] 

                                                
6
 Information theoretical insights of multiple antennas in cellular wireless systems are presented in 

details in Chapter 4. 
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( ) 2
, H

EPA N M

  γ   γ = +        
H I HHlog detC                        (2-48) 

The capacity of MIMO system increases linearly with ( )min ,N M , 

irrespective of whether the channel is known at the transmitter or not.   

If the transmitter has full CSI, then it can distribute the transmission power in 

a way that makes the maximum use of the available resources. The problem of 

assigning the right amount of power to available parallel channels has already been 

solved in a different context by Shannon, and is known as waterfilling [17]. The 

capacity obtained with waterfilling power allocation algorithm is referred to as 

capacity offered by Adaptive Power Allocation (APA) transmission scheme, and 

may be expressed as [72] 

( ) ( )
,

2

2
1

, 1
H i

M

APA i
i=

γ = + γ λ∑H logC                     (2-49) 

where 
i
γ  is found via waterfilling power allocation algorithm given by (2.21) and 

,H i
λ is the singular value of the channel matrix H .  

The overall BER performance of the MIMO wireless networks is dominated 

by worst sub-channels as shown in Section 2.8. Hence, the scheme optimizing the 

worst sub-channels can result the optimal BER performance. A major advantage over 

the linear transceiver schemes, the GMD scheme is also optimal in terms of the 

channel capacity. If the signal power is allocated uniformly to the M sub-channels, 

then the capacity offered by Identical Eigenmode (IE) transmission scheme can be 

obtained as [13] 

( ) 2

2
, 1

IE
M

M

 γ  γ = + λ   
H logC                      (2-50) 

where λ  is the geometric mean of the positive singular values of channel matrix H  

given by (2.12). In case the channel changes; we can compute two different types of 

capacity.  

The ergodic (Shannon) capacity: This is the expected value of the capacity, 

taken over all the realizations of the channel. This quantity assumes an infinitely long 
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code that extends over all the different channel realizations. For random ergodic 

channel matrices, the capacity definitions are easily extended to the ergodic case by 

performing the expectation of the log det term in (2.48), (2.49) and (2.50) over H .  

The outage capacity:  This is the minimum capacity that is achieved at a 

certain fraction of time, e.g., 90% or 95%. We assume that the data are encoded with 

a near Shannon limit achieving code that extends over a period that is much shorter 

than the channel coherence time. It has been shown that Low Density Parity Check 

(LDPC) code with a block length of 10 000 Bits are less than 1 dB away from the 

Shannon limit [1]. For a data rate of 1 Mbps, such a block can be transmitted within 

1 milliseconds. This is much shorter than 10 milliseconds, which is typical coherence 

time of wireless channels [1]. 

2.10.1 Capacity Simulation Results  

 

 Since the MIMO channel is changing and each channel realization is associated 

with a (Shannon) capacity value. The capacity thus becomes a random variable, with 

an associated cumulative distribution function (CDF). It is then of great interest to 

investigate this distribution function or equivalently the capacity that can be 

guaranteed for %  of all channel realizations. In this Section, we present the capacity 

simulation results over the Rayleigh distributed flat fading MIMO channel.  The 

CDF curves are obtained after averaging 5000 Monte Carlo trials of H .  

Figure 2-8a and Figure 2-8b presents the CDFs of the channel capacities of 

( ) ( ), 2,2N M =H  independent Rayleigh flat fading channel by exploiting EPA and 

APA respectively for SNR 10 dBγ = 7
. The red curves in figures present the 

capacity offered by IE transmission schemes. The two black curves in Figure 2-8a 

denotes the channel capacities of the two sub-channels when uniform power is 

allocated to both channels. On the contrary, the two black curves shown in Figure 

2-8b presents the channel capacities of the two sub-channels obtained via SVD plus 

waterfilling. The red curve is the CDF of each sub-channel capacity obtained via 

                                                

7
 Independently and identically distributed ( )i.i.d  complex Gaussian channel entries (with variance of 

each entry one) are assumed in the case of uncorrelated Rayleigh fading channel. 
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GMD. The 10 %  outage capacity offered by L  eigenmodes by exploiting each of the 

three schemes may be expressed as
8
 ( )0 1

,
C ( );

.

EPA L
p γH , ( )0 1

,
C ( );

.

APA L
p γH  and 

( )0 1

,
C ( );

.

IE L
p γH . The numerical values for 10 dBγ = , 0 dBγ =  and 

10 dBγ = −  are summarized in Table 2-1. It can be seen from the Table 2-1 that 

waterfilling algorithm is advantageous when CSI at the transmitter is available. The 

sub-channels can be used according to their capability of contributing towards 

channel capacity. Employing EPA transmission scheme to such system causes 

degradation in system performance since the best channel can be underused or the 

poor channel may be over used i.e. more power may be allocated to the poor channel.  

The capacity offered by employing IE scheme over MIMO channel is as good as to 

the capacity offered by the channel when EPA and APA are employed.  

Similarly, we repeat the simulation scenarios for ( ) ( ), 4,4N M =H . Figure 

2-9a and Figure 2-9b, shows the CDF curves for 10 dBγ =  when EPA and APA 

schemes are employed respectively. Again, the red curves in both figures present the 

CDF when IE scheme is employed. The numerical values of 10 %  outage capacity 

offered by all three transmission schemes for 10 dBγ = , 0 dBγ =  and 

10 dBγ = −  are summarized in Table 2-2. It can be seen that the total capacity 

offered via GMD is comparable to the total capacity offered via APA and EPA 

transmission schemes. At lower SNRs, 0 dBγ =  one eigenmode ( )1L =  and 

10 dBγ = −  two eigenmodes ( )1,2L =  are discarded by waterfilling power 

allocation process. On the contrary, GMD exploit all four eigenmodes such that each 

of the eigenmodes offers equal capacity without employing any bit allocation 

process. Additional figures for 0 dBγ =  and 10 dBγ = −  are included in 

Appendix B.  

                                                
8
 Probability Capacity < Abscissa means probability that the capacity offered by APA, EPA and IE 

transmission schemes less than the range of capacity values on the x-axis of the figures.  
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Figure 2-8: Capacity offered by ( ) ( ), 2,2N M =H MIMO wireless system 

with 10 dBγ = : (a) Equal Power Allocation (EPA); (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels; red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD.  
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Table 2-1: Summary of capacity (Bits/sec/Hz) offered by ( ) ( ), 2,2N M = at various 

SNR employing EPA, APA and IE transmission schemes. 

 

 

10 dBγ =  Eigen  

Mode 

No. 

(L) 
( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 1.96 1.75 3.31 

2. 4.84 5.14 3.31 

1 2L L+  6.80 6.89 6.62 

    

0 dBγ =  Eigen  

Mode 

No. 

(L) 
( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 0.63 0.34 1.41 

2. 2.46 3.07 1.41 

1 2L L+  3.09 3.40 2.82 

    

10 dBγ = −  Eigen  

Mode 

No. 

(L) 
( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 0.05 0.00 0.21 

2. 0.38 0.66 0.21 

1 2L L+  0.43 0.66 0.42 
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Figure 2-9: Capacity offered by ( ) ( ), 4,4N M =  MIMO wireless system 

with 10 dBγ = : (a) Equal Power Allocation (EPA) (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels); red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD. 
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Table 2-2: Summary of capacity (Bits/sec/Hz) offered by ( ) ( ), 4,4N M = at various 

SNR employing EPA, APA and IE transmission schemes. 

 

 

10 dBγ =  Eigen  

Mode No. 

(L) ( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 0 .62 0 .22 2.8 

2. 2.25 2.48 2.8 

3. 3.61 4.05 2.8 

4. 4.71 5.12 2.8 

1 2 3 4L L L L+ + +  11.19 11.87 11.2 

    

0 dBγ =  Eigen  

Mode No. 

(L) ( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 0.20 0.00 1.45 

2. 1.0 0.91 1.45 

3. 2.0 2.50 1.45 

4. 3.0 3.68 1.45 

1 2 3 4L L L L+ + +  6.0 7.0 5.80 

    

10 dBγ = −  Eigen  

Mode No. 

(L) ( )0 1

,

.

EPA L
p γHC ( );  ( )0 1

,

.

APA L
p γHC ( );  ( )0 1

,

.

IE L
p γHC ( );  

1. 0.014 0.00 0.16 

2. 0.098 0.00 0. 16 

3. 0.26 0.99 0. 16 

4. 0.44 1.29 0. 16 

1 2 3 4L L L L+ + +  0.81 2.28 0.64 
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The benefits of employing the GMD scheme are significant when the 

dimension of the channel is large. With the increase in transmitting and receive 

antennas, the identical eigenmodes offer more capacity with no extra complexity of 

coding/decoding and modulation/demodulation. The gain of identical eigenmodes 

with the increase in channel dimension is shown in Figure 2-10. On the contrary, 

using SVD the condition number ( )H� 9
  increases with the increase in channel 

dimension. The sub-channel capacities  via SVD suggests that Binary Phase Shift 

Keying (BPSK) or Quaternary Phase Shift Keying (QPSK) should be used to match 

the capacity of weak sub-channels and something like 512-QAM or 1024-QAM to 

the best sub-channels. The bit allocation mechanism significantly increases the 

modulation/demodulation complexity. Moreover, exploiting a constellation with size 

greater than 256-QAM is impractical for current RF circuit design technology [16] 

and [26]. For the GMD scheme, unlike the SVD, the same constellation with 

moderate size, say 16-QAM or 64-QAM, can be applied to reap the capacity of the 

most of the sub-channels.  

The capacity gain by waterfilling (compared to the equal power allocation) is 

rather small when the number of transmit and receive antenna is identical. This is 

especially true in the limit of large SNRs. When M  is larger than N , the benefits 

of waterfilling become more pronounced (see Figure 2-11). Essentially, waterfilling 

makes sure that energy is not wasted on eigenmodes that does not carry any 

significant power. This can be viewed as another trade-off between spatial 

multiplexing and beamforming gain: waterfilling reduces the number of channel 

eigenmodes that are used for communications, in order to improve the SNR on the 

actually employed eigenmodes.  

                                                

9
 ( ) ,max

,min

H

H

λ
=
λ

H� where 
,maxH

λ  and 
,minH

λ  are the maximal and minimal singular values of H . 

The condition number associated with a problem is a measure of that problem's amenability to digital 

computation, that is, how numerically well-conditioned the problem is. A problem with a low 

condition number is said to be well-conditioned, while a problem with a high condition number is said 

to be ill-conditioned. The complexity of transmission design is pronounced when SVD is employed; 

however much simple transmission design is possible with GMD [90].  
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Figure 2-10: Average diagonal value
10

 of upper triangular matrix R  with the increase 

in transmitting N  and receiving M antennas. The mean values are obtained over 2000 

trials ofH . 
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Figure 2-11: Estimated mean capacity with uniform power allocation (2.48); 

waterfilling (2.49); Identical Eigenmode (2.50); with 5N =  and 5 dBγ = . 

                                                
10

 Identical Eigenmodes of MIMO channel obtained by employing GMD.  
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With waterfilling the power is allocated preferably to the eigenmodes that 

have a good SNR. This is optimum from the point of view of the theoretical capacity. 

However, it requires that the transmitter can use a Gaussian alphabet. This implies 

that the constellation size, and thus the peak to average ratio, has to be unlimited. For 

the case of a finite-modulation alphabet, it might be preferable to use a different 

power allocation strategy. The capacity per stream is limited by where is the size of 

the symbol alphabet. It is thus wasteful to assign more energy to one stream that can 

be actually exploited by the alphabet. In that case ‘giving to the poor’ principle is 

preferable [1]. 

The probability density function (Pdf) of each eigenmode obtained via SVD 

and GMD is estimated by exploiting a numerical histogram method of Pdf estimation 

referred to as the Kernel density estimation method
11

 [4]. The estimated Pdfs of the 

eigenmodes of MIMO system with 6N M= =  are shown in Figure 2-12. The 

SVD and GMD are employed to decompose the MIMO channel into independent 

and parallel sub-channels. From the Pdf curves, it is also observed that the 

eigenmodes obtained via SVD showing variable behaviour. The eigenmodes 

4,5,6L =  are the best eigenmodes as compare to 1,2,3L = . That is why we need 

to employ bit allocation process to assign appropriate power to the eigenmodes. On 

the contrary, since the eigenmodes obtained via GMD are identical, the Pdfs of the 

eigenmodes are also identical and hence every eigenmode is contributing a wide 

range of capacities around the mean behaviour of the MIMO channel. 

 

                                                
11

 MATLAB command ‘ksdensity’ is used to compute the density estimate using kernel-smoothing 

method.  



 

 52 

Chapter 2 - MIMO Identical Eigenmode Transmission Systems (IETS) 

-20 -10 0 10 20
0

0.2

0.4

X

P
(X

)

Pdf of sixth Eigenmode L = 6

 

 

-20 -10 0 10 20
0

0.2

0.4

X

P
(X

)

Pdf of fifth Eigenmode L = 5

-10 0 10 20
0

0.2

0.4

P
(X

)

Pdf of fourth Eigenmode L = 4

-5 0 5 10
0

0.2

0.4

X

P
(X

)

Pdf of third Eigenmode L = 3

-5 0 5 10
0

0.2

0.4

X

P
(X

)

Pdf of second Eigenmode L = 2

-5 0 5 10
0

0.5

1

X

P
(X

)

Pdf of first Eigenmode L = 1

Eigenmodes via SVD

Eigenmodes via GMD
 

Figure 2-12: The Pdfs of the Eigenmodes of MIMO system( ) ( ), 6,6N M = : the red 

curves shows Pdfs of Eigenmodes obtained via GMD (Identical Eigenmode); the blue 

curves shows Pdfs obtained via SVD (variable eigenmode with the eigenmode 1L =  

is the weakest eigenmode and 6L =  is the strongest eigenmode).  
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2.11 Conclusions  

 

Efficient and less complex non-linear decomposition technique referred to as 

GMD is used for the formation of identical, parallel and independent sub-channels 

over Rayleigh flat-fading MIMO wireless networks.  The comparison of GMD and 

SVD based transmission design using BER performance curves has been done. The 

effectiveness of the strategy is observed for various numbers of transmitting and 

receiving antennas.  It is found that in SVD based transceiver design we cannot use 

the same constellation among all parallel sub-channels. Therefore, it involves the use 

of adaptive bit allocation to match the capacity of each sub-channel which increases 

the complexity.  A trade-off is always required to be defined between the capacity 

and the BER when dealing with SVD based strategy. On the other hand, for GMD 

technique, the same constellation with moderate size e.g. 16-QAM- or 64-QAM can 

be used to match the capacity of most of the sub-channels.  Results of new MIMO 

IETS ensure superior performance due to BER and sum-rate in comparison with 

conventional MIMO transmission system.   
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Chapter 3  

The Circular Gaussian 

Cellular MAC (C-GCMAC) 
  

3.1 Introduction   

 

IMO technology provides substantial gains over single antenna 

communications systems. The cost of deploying multiple antennas at 

the mobile terminals in a network can be prohibitive, at least for the immediate future. 

Distributed MIMO is a means of realizing the gains of MIMO with single antenna 

terminals in a network allowing a gradual migration to a true MIMO network. The 

approach requires some level of cooperation between the network terminals. The 

cooperating terminals form a virtual antenna array that leverages the gains of MIMO 

in a distributed fashion [1]. The concept is applied to the present cellular networks. 

Toward this end, in the last few decades, numerous papers have been written to 

analyze various cellular models using information theoretic arguments to gain insight 

into the implications on performance of the system parameters. For an extensive 

survey on this literature, the reader is referred to [27] and [28] and references there in. 

In one of the first papers to exploit the multi-user information theoretic principles, 

Wyner [29] introduced a simple yet tractable model. This model will be henceforth 

referred to as the Gaussian Cellular Multiple Access Channel (GCMAC). The model 

forms the basis of the models considered in later Chapters of this thesis.  In this 

Chapter, we proposed an empirical channel model based on the results of the trials 

carried out in Glasgow city centre.  The proposed empirical model is closer to the 

realistic cellular scenario. Another important contribution in this chapter is the 

mathematical modelling of a single user and the multi-user channel based on the 

results of experimental trials.  This model incorporates the variable channel slow gain 

M 
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among the mobile terminals and the base stations which is contrary to Wyner’s 

assumption [27], [28] and [29].   

This Chapter first presents an insight to cellular networks to explain the 

evolution of cellular networks and current infrastructure in § 3.2. Next, we explain the 

concept of Cellular MIMO Networks (CeMNets) in § 3.3. Later in § 3.4, we review 

the strategies and useful concept to create a distributed cellular MIMO systems in 

present cellular setup. This Section reviews the cooperation technique in cellular 

networks. Next, we presents the Gaussian multiple access channel in § 3.5.  In § 3.6, a 

relevant background information regarding Wyner’s MAC model and circular 

GCMAC (C-GCMAC) is introduced. This Section also identified the existence of 

circular arrangement of the base stations in Glasgow city centre; § 3.7 present an 

Empirical modelling of the channel slow gain matrix. This Section also explains the 

trial methodology and the experimental setup. In § 3.8, results of the experiments 

carried out in Glasgow city are presented and discussed. In § 3.9, we present the 

mathematical models for a single user and the multi-user scenarios which are based 

on the results of experiments, conclusions to this Chapter are given in § 3.10.  

 

3.2 An Insight to Cellular Networks  

 

Wireless networks may be broadly classified as cellular or ad hoc networks. 

A cellular network is characterized by centralized communication – multiple users 

within a cell communicate with a base station that controls all transmission/reception 

and forwards data to the mobile users. On the contrary, in ad hoc networks, all 

terminals are on an equal footing – any terminal can act as a sender or receiver of 

data or as a relay for other transmission. This Section reviews the employment of 

MIMO technology in wireless cellular networks. Later in Section 3.3, we discuss a 

new form of technology, known as distributed MIMO and summarize the recent 

development in this area. 

When mobile telephony was introduced in the 1970s, the efficient use of the 

spectrum (available bandwidth) was important to achieve a large capacity (the 

capacity here refers to the number of users served) for the whole network. The 

cellular concept was proposed which allowed the available spectrum to be reused in 
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different parts of the network. The whole area of the network is divided into small 

entities known as cells, with a base station (BS) at the centre. The neighbouring BSs 

in the network are provided with different groups of frequency channels to avoid 

interference between them. The same group of frequencies are reused at a distance in 

some other cells to keep the interference at a minimum possible level. When the 

demand increases for more users, the numbers of BSs are increased by shrinking the 

cells without requiring the additional radio spectrum [10] and [16]. 

In addition, the transmit power is kept as low as possible to avoid the 

interference. This concept of allocating channels to different cells such that 

interference is kept at a minimum is known as channel reuse or frequency reuse. The 

reuse scheme attempts to use the spectrum as efficiently as possible in order to 

provide the maximum possible network level capacity [6] and [13]. 

There can be many different causes of interference in a cellular network. It 

may be because of another user in the same cell operating in an adjacent frequency 

band, other links operating in the same frequency band or a non-cellular system that 

may be leaking energy in a cellular frequency band. Based on the possible sources, 

interference in a cellular network can be of two types [26]; one is co-channel 

interference and the other is adjacent channel interference. Co-channel or inter-cell 

interference results from the same band of frequencies reused in a nearby cell. In 

practice, the cells with the same frequency band have to be a certain minimum 

distance apart to keep the level of interference below a critical level, so that the 

communication can be reliable [26]. 

The interference from a frequency band used in the same cell or nearby cell 

which is adjacent to the desired frequency band is called adjacent channel 

interference. It arises from non-orthogonal channelization (e.g., CDMA scheme) 

within a cell (also known as intra-cell interference). In case of orthogonal 

channelization (e.g., TDMA, FDMA or orthogonal CDMA), it is mainly due to 

filtering, in which interference leaks from the adjacent frequencies into the pass 

band. With the advent of more sophisticated hardware design, it is possible to avoid 

adjacent channel interference [25], [26] and [127].  

Different techniques have been proposed to mitigate the effects of 

interference. In addition to reuse partitioning, power control has also been considered 
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[8], [25] and [42]. The received signal on a given link is monitored to satisfy a 

desired Signal to Interference and Noise Ratio (SINR) constraints with the minimum 

transmit power. This not only helps in reducing the interference but also prolongs the 

battery life of a mobile unit. Any reduction in the interference will also help in 

increasing the capacity of the network and its performance. Passive techniques have 

been developed to mitigate the interference in cellular networks. It includes cell 

splitting or sectorization, smart (directional) antennas and dynamic resource 

allocations [24]. With the advent of advanced digital communication systems and 

signal processing techniques, a form of interference mitigation has been developed 

known as the multi-user detection [72]. This is about receiver design (say, at the BS) 

where the desired signal is jointly detected with some or all interference (using the 

known statistical knowledge about the interference), so that the detected interference 

is cancelled or nulled out. Depending on the number of interferers and on the type of 

detector used at the BS, there is trade-off between the complexity and performance 

of these detectors. A limited form of these detectors can also be used in mobile 

devices to cancel only the dominant interferers [127]. 

Due to the presence of co-channel interference, cellular network is a 

competitive environment where each link of interest between a user and BS has to 

compete for network resources with other links. To be completely realistic, it is 

necessary to take account of many issues, and to include many parameters, such as 

the transmit power and the number of antennas available at each mobile and BS, 

the propagation environment and its effect on every link in the network, whether 

the channel and interference conditions are known precisely, and if so, at which 

end of the link, whether or not there is BS cooperation etc [136] and [137]. The 

inclusion of all parameters and the precise modelling of all channel conditions can 

obscure insightful analysis. One way to get around this problem is to ignore the 

less important parameters and consider only the most important ones, which 

simplifies the system model. A number of such models have been proposed and 

used to analyze the cellular networks [93], [94], [95] and [98].  

Toward this end, numerous cellular models have been formulated and 

analyzed using information theoretic principles. One such model that captures the 

essence of the uplink of a cellular channel is the Cellular Gaussian Multiple Access 
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Channels (GCMACs). The GCMAC was formulated by Wyner in [29] to model the 

uplink of a cellular network, and while being somewhat realistic, it nevertheless 

captures enough of the essential ingredients of a cellular network so that its analysis 

provides a meaningful insight to the channel’s behaviour.  

 

3.3 Cellular MIMO Networks (CeMNets) 

 

In a cellular wireless communication network, the multiple users may 

communicate at the same time and/or frequency. The more aggressive the reuse of 

time and frequency resource, the higher the network capacity will be, provided that 

transmitted signals can be detected reliably. Multiple users may be separated in time 

(time division) or frequency (frequency division) or code (code division). The spatial 

dimension in MIMO channels provides an extra dimension to separate users, 

allowing more aggressive reuse of time and frequency resources, thereby increasing 

the network capacity [127].  

Figure 3-1 shows the schematic of a cell in a MIMO cellular network. A BS 

equipped with N  antenna communicates with K  users, each equipped with N  

antennas. The channel from the base station to the mobile users (downlink) is the 

Broadcast Channel (BC) while the channel from the users to the base-station (the 

uplink) is the Multiple Access Channel (MAC). The set of rate-tuples 

( )1 1
, , ,

M
R R R�  that can be reliably supported on the downlink or uplink 

constitutes the capacity rate region for that link. Recently, an important duality has 

been discovered between the rate regions for the downlink and uplink channels 

[125], [126], [87] and [88]. This result along with other capacity results for the multi-

user MIMO systems will be discussed in Chapter 5.  

In order to understand the possible gain from the MIMO technology in the 

multi-user environment, consider the uplink of a cellular MIMO system where all the 

users simultaneously transmit independent data streams from each of their transmit 

antennas, i.e., each user signals with spatial multiplexing. To the BS, the users 

combined, appear as the multi antenna transmitter with KN antennas. Thus, the 

effective uplink channel has a dimension of N KN× . 
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Figure 3-1: CeMNets: A base-station with  N  antennas communicates with K users, 

each equipped with N  antennas.  

 

This effective channel will have a considerably different structure from the 

single user MIMO channel due to path loss and shadowing differences between the 

mobile users. However, with rich scattering and N M> , we can expect that the 

spatial signatures of the mobile users are well separated to allow reliable detection. 

Using the multi-user zero forcing (ZF) receivers will allow perfect separation of all 

the data streams at the base station, yielding the multi-user multiplexing gain of 

KN . A similar thought experiment can be applied for the downlink, where the BS 

exploits the spatial dimension to beam information intended for particular user 

towards that user and steers nulls in the directions of the other users, thus completely 

eliminating interference [1], [54] and [42].  
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3.4 Cellular Cooperation – State of The Art Technique  

 

One of the most prominent challenges of providing high rate and reliable 

transmission in aggressive wireless environments is the scarcity of radio resources, 

which includes but not limited to power, spectrum, and time. Over the last decade, 

significant work has been done to explore new radio resources [8], [13] and [127]. 

For an example, MIMO techniques [6] and [13] are extensively discussed to 

accommodate simultaneous transmissions via different antenna pairs and thus 

explore resource in space domain as discussed in the review of Chapter 2. The 

second example is cognitive radio [25], where spectrum of primary users (e.g. TV, 

microphone) can be occupied by secondary users (e.g. WLAN system subscribers) as 

long as the transmissions do not affect the primary users. On the other hand, a large 

amount of work has also been attracted to design efficient scheduling algorithms that 

best utilize existing radio resources. One of the most influential results in this area is 

cooperative communication [1], [8], [25] and [26] where the mobile users and the 

base stations in cellular network cooperate themselves to improve the system 

performance considerably. 

Recent research interests on cooperative communications are mostly derived 

from extensive results on the MIMO communications. When the multiple antennas 

are not available at the mobile handset, cooperative communications can imitate the 

signal processing and coding design developed in the MIMO communications.  The 

approach requires some level of cooperation between network terminals. This can be 

accomplished through suitably designed protocols [120], [121], [122], [123] and 

[124]. The cooperating terminals form a virtual antenna array as shown in Figure 3-2. 

This scheme leverages the gains of the MIMO in a distributed fashion. Substantial 

performance gains can be realized through this approach. The concept may be 

applied to both cellular as well as ad hoc wireless networks. Furthermore, by 

assuming cooperation at the BSs, the geographically dispersed BSs can be 

considered as a single receiver (in uplink transmission) and a single transmitter in 

downlink transmission with the multiple antennas. Similarly, the mobile users can 

also be capable of sharing the messages with each other. The resultant cellular 

network can be regarded as a virtual cellular MIMO network [130] and [141] 
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Figure 3-2: Distributed MIMO: multiple users cooperate to form a virtual antenna 

array that realizes the gain of MIMO in a distributed fashion.  

 

Base station cooperation has been shown to increase the capacity and reduce 

the BER under the current network infrastructure [1], [8], [70], [106], [107] and 

[134]. Assuming full base station cooperation in Wyner circular cellular setup, the 

multiple base stations can be considered as a single base station with multiple 

geographically dispersed antennas [8]. The uplink from the mobile user to the base 

station is then modelled as MIMO MAC and the downlink is modelled as MIMO BC 

[1]. The main idea is to form a virtual MIMO network by exploiting the intra-cell 

TDMA
1
.  

Analysis of the Multi Cell Processing (MCP) i.e. BS cooperation has been so 

far mostly based on the assumption that all the BS in the network are connected to 

the central processor via links of unlimited capacity [106] and [107]. In this case, the 

set of BSs effectively act as the multi antenna transmitter (downlink) or receiver 

(uplink) with the caveat that the antennas are geographically distributed over a large 

                                                
1
 Note that circular form of arrays is considered among the best array configuration for next 

generation of Cellular MIMO Networks (CeMNets).  
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area. Since the assumption of unlimited capacity links to a central processor is quite 

unrealistic for large networks, more recently, there have been attempts to alleviate 

this condition by considering alternative models. In [100], a model is studies where 

only a subset of neighbouring cell is connected to the central processor for joint 

processing, in [104] and [105] a topological constraint is imposed in that there exist 

links only between adjacent cells and message passing technique are implemented in 

order to perform joint decoding in uplink. Moreover, [139] focuses on the uplink and 

assumes that the links between all the BSs and a central processor has a finite 

capacity. The reader is referred to [101], [102] and [103] for a different framework 

which deals with practical aspects of finite capacity backhaul cellular systems 

incorporating MCP.  

Information theoretic analysis of cellular networks by exploiting MT 

cooperation is a more recent development. Generally, depending on the methods that 

the relays retransmit the message, cooperative protocols can be divided into three 

categories: Amplify-and-Forward (AF), where the relays simply retransmit by 

amplifying the received signal which is noise-corrupted; Decode-and-Forward (DF), 

where the relays decode the message and retransmit either the same codeword or the 

another codeword of the message; Compression-and-Forward (CF), where the relays 

decode the message and retransmit a quantized version of the message. References 

include [106] and [107] where the uplink of a two hop mesh network is studied with 

AF cooperation (half-duplex and full-duplex respectively) and [94] (half-duplex) 

[95] (full-duplex) where DF cooperation is investigated (a comprehensive tutorial on 

cooperation technique can be found in [108].   

 

3.5 Gaussian Multiple Access Channels (MAC)  

 

The classical Gaussian Multiple Access Channel (MAC) arises when two or 

more users intend to send information independent of each other, with perfect 

symbol and frame synchronization, across the same channel to a central receiver in 

the presence of AWGN. Furthermore, the classical Gaussian MAC assumes each 

user and the central receiver have a single antenna [27] and [28]. From this point, all 

channels analyzed in this thesis can be viewed as Gaussian MACs employing M  
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users each with a single transmit antenna and a central receiver with N  receive 

antennas. Therefore, as depicted in Figure 3-3, an input symbol mx  represents the 

symbol transmitted by user m . The reason for choosing this model will become 

clearer in the later chapters. For the purpose of this chapter it suffices to assume a 

Gaussian MAC of this form. This type of Gaussian MAC is formally defined as 

follows.  

 

Definition 3.5.1: (Gaussian MAC).  A Gaussian MAC may be modelled as [96]. 

+= Hy x z                                              (3-1) 

which defines a scenario with M  users (each with a single transmit antenna) where 

each user intends to send information with perfect symbol and frame synchronism 

across the same channel to a central receiver with N  receiver antennas over 

complex channel matrix 
N M×∈H C . Furthermore, ( )1 2

, , ,
T

N
= �z z z z  is a 

1N ×  vector of   i.i.d  zero mean c.c.s  Gaussian noise samples with variance 
2σ , 

and ( )1 1
, , ,

T

N
= �y y y y  is a 1N ×  vector representing the channel output.  

Hence, 
1 2

( , , , )T
M

x x x= �x are the transmitted symbols, where 
m

x  is the 
thm  

user’s transmitted symbol. Furthermore, the users are assumed to transmit 

independent, zero mean complex symbols, each subject to an individual average 

power constraint, i.e.  

   1 2
m m m

x x P m M≤ ∀ = �*[ ] , , , ,E           (3-2) 

Hence the covariance Φ  is constrained to the set of non-negative matrices with 

m m m
PΦ ≤

,
 for all 1 2, , ,m M= � . It is assumed that each user has statistical 

CSI knowledge, which translates to full CSI if  H  is deterministic. Furthermore, it is 

also assumed that the receiver has access to every user’s codebook as well as full 

knowledge of the CSI. 
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Figure 3-3: Graphical interpretation of Gaussian Multiple access channel (MAC) in 

Definition 3.5.1. The grey cloud represents the inner working of Gaussian linear vector 

memory less channel.  

 

3.6 Wyner C-GCMAC Modelling 

 

In [29], Wyner incorporated the fundamental aspects of cellular networks into 

the framework of the well known Gaussian MAC to form the Gaussian Cellular 

Multiple Access Channel (GCMAC). The Wyner’s insightful model of cellular 

network used a single parameter to represent the strength of inter-cell interference. 

Figure 3-4 illustrates the two cellular network scenarios; one is an infinite linear 

array of cells each equipped with a base station (BS) at the centre of each cell and the 

other is a finite array of cells arranged in circular fashion and equipped with a BS at 

the centre of each cell. A cell represents an area of coverage within which a number 

of users transmit information to a cell site receiver
2
 also located within the cell. 

Assuming that all users use the entire available time and frequency resource, and 

then when a single user transmits information to its intended BS, it interferes with: 

                                                
2
 In the context of terrestrial cellular communication network, a cell site receiver is also referred to as 

a base station (BS) and is interchangeably used throughout the thesis.  
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other users located within the same cells which are referred to as intra-cell interfering 

users; and users located in each of the adjacent cell which is referred to as inter-cell 

interfering users. In Figure 3-4, the sources of intra-cell and inter-cell interference at 

the BS of interest are indicated by solid and dashed arrows respectively.    

Consider a circular version of Wyner cellular model (i.e. Wyner linear array 

of cells wrap to form a circle as shown in Figure 3-4b). This model was pioneered by 

Wyner in [29] under a very simplified channel gain assumption, where the path gain 

to the closest BS is 1, the path gain to adjacent BSs is Ω  and it is zero elsewhere. 

Wyner considered optimal joint processing of all base stations. Later, Shamai and 

Wyner [27] and [28] considered a similar model with frequency flat fading and more 

conventional decoding schemes, ranging from the standard separated base station 

processing to some forms of limited cooperation. A very large literature followed and 

extended these works in various ways (for example see [31] and [32]). 

We focus on the uplink of a conventional system, such that each BS decodes 

only the users in its own cell and treats inter-cell interference as noise. We extend the 

model in two directions: 1) we consider realistic propagation channel determined by 

a position-dependent path loss, and then 2) we derive the channel model for single 

user and multi-user Cellular MIMO Networks (CeMNets) for variable channel slow 

gain among the MTs and the BSs.  
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                                                       (a) 

 

                       

                                                            (b) 

Figure 3-4: Graphical interpretation of intra-cell users (solid line) and inter-cell 

interfering users (dotted line): (a) linear arrangement of cells; (b) circular cellular 

arrangement formed by wrapping the linear cells into circle.   
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3.6.1 System Model  

 

The existence of circular cellular setup found in Glasgow city centre is shown 

in Figure 3-5. The details of each BS are summarized in Table 3-1 [140]. The 

graphical interpretation of this setup with hexagonal cells (which is more realistic 

model of cell representation) is shown in Figure 3-6  with 6N =  cells and 6N =  

BSs, arranged in a circular fashion. Assuming each cell contains K  users such that 

the system contains M NK=  users. At given BS, the amplitude of the signals 

from the inter-cell users in two adjacent cells is scaled by channel slow gain 

( )0 1,Ω ∈ . It is assumed that the channel slow gain for every user located in 

adjacent cells of given BS are offering equal inter-cell interfering levels, see [31], 

[32], [33] and [133] and references there in.  Interference from the users in cells 

located further than adjacent cells is considered negligible [93] and [94].  

It is assumed that the channel slow gain for every user located in adjacent 

cells of given BS are offering equal inter-cell interfering levels, see [31], [32], [33] 

and [133] and references there in.  Interference from the users in cells located further 

than adjacent cells is considered negligible.  

Thus, assuming a perfect symbol and frame synchronization, at a given time 

instant the received signal at each of the BS is 
3

[96] and [142] 

 

                                   
1 1 1

B T B Tj j j j i

K K
j l l l l

j j i j
l i l

y h x h x z
+ +

= =± =
= + +∑ ∑ ∑                       (3-3) 

where 
1

N
j j

B ={ }  are the BSs in each cell and 
1

{ }N
j j

T = are the MTs in each cell 

and 
l

j
x is the transmitted complex symbol from 

thK  transmitter in cell 
thj  and 

each jz is an i.i.d. c.c.s. Gaussian noise random variable with zero mean and 

variance
2

z
σ . 

                                                
3 

1 1
.mod

j j
T T N+ +�  
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Figure 3-5: Snap shot of Glasgow city centre showing circular cellular setup. Each cell 

at least has one base station to cover the entire region. Courtesy of Google Earth.  

 

Table 3-1: Details of BS arranged in circle in Glasgow City centre [140]. 

BS 

No. 

hb 

(m) 

           
c

f   

(MHz) 

Transmitter 

power  

(dBm) 

1 7 1800  39 

2 8 1800 40.8 

3 8 1800 35.7 

4 8 1800 46.1 

5 7 1800 39 

6 8 1800 36.8 
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Figure 3-6: Graphical interpretation of circular cellular setup shown in Figure 3-5. 

Intra-cell users are representing by solid arrows and inter-cell interfering users are 

represents by dotted arrows. The calculation of channel slow gain between user in cell 

#2 and BS #1 and user is cell #6 and BS #1 is shown.  

 

Each transmitted symbol is subject to the average power constraint 

*l l
j j

x x P  ≤  
E  for all ( ) ( ) ( )1 1j l N K= ×�� ��, . The 

j j

l
B Th

 
is the channel gain 

between MTs jT  and BSs jB . 

We model the channel gain as a Hadamard product of two terms 

( )
j j B T j jj j

l l l

B T B T
h g d

 = Ω   
�  where ( )

j j

l
B T

dΩ  denotes frequency flat path gain that 

depends on distance between the BS and MTs,  
B Tj j

lg   is the “small scale” fading 

term that depends on local scattering environment around the MTs and ( )�  denotes 
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the Hadamard product of the channel fading gain 
j j

l
B Tg and the channel slow gain 

j j

l
B TΩ . 

These two components of the resultant channel are mutually independent as 

they are due to different propagation effects. We assume that the path losses change 

in time on a very slow scale, and can be considered as random, but constant, over the 

whole duration of transmission. In contrast, the small-scale fading changes relatively 

rapidly, even for moderately mobile users [1]. We assumed a flat fading channel 

mode which corresponds to when the signal bandwidth is much smaller than the 

coherence bandwidth and hence in discrete time the fading impulse response can be 

modelled as single tap [30].  In addition to the parameters and assumptions, let  

[ ]
B Tj j

lg i  denote the fading coefficient of the signal from user l  of the cell j  received 

at the cell site receiver j  at a given time instant i . These complex random processes 

model the time varying changes which are not provided to the transmitter due to the 

lack of adequately fast reliable feedback link [72] and [127], and are assumed to be 

independent, strictly stationary and ergodic. Furthermore, it is assumed that the 

fading processes each have unit power i.e., 1
*

B T B Tj j j j

l lg i g i
      =        
E (where the 

expectation is over the discrete time i ). Therefore, omitting the time index i , the C-

GCMAC model in (3.3) can be extended to account for fading as follows,  

        ( )
1 1 1B T j j j j i j j ij j

K K
j l l l l l l

B T j B T B T j i j
l i l

y g x g x z
+ + +

= =± =

 = Ω + Ω +∑ ∑ ∑  
� �            (3-4) 

The empirical calculation of 
j j

l
B TΩ  is covered later in the Section 3.7. For notational 

convenience the entire signal model over C-GCMAC can be written in matrix form as 

(3.1), where 
1N×∈Cy , 

1N K×∈Cx , 
1N×∈Cz
 
is c.c.s. Gaussian noise process 

with 0  =  zE� ; 2H
z N

 =σ   IE zz  and 
×∈H C
N NK

 
which is defined as  

( )H G� �Ω
              

(3-5) 
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where 0 1|
j j

N KN l

B T

×∈ < Ω ≤RΩ  and 0 ,1| ( )
j j

l

B T
g×∈ ∈G C CNN NK

. 

In component wise notation, the N NK×  channel fading matrix 
,N K

G  is 

block-circulant matrix and defined by
4
  

   

1 1 1 2 1

2 1 2 2 2 3

1 1 1 1 1 1 1 1

1 1

,

0

0

0

0
( ) ( )

N

N N N N N N

N N N N N N

B T B T BT

B T B T B T

N K

B T B T B T

B T B T B T

− − − − − − − +

+ −

        =         

G

�







�

� � �� � �� � �� � �

g g g

g g g

g g g

g g g

       (3-6) 

 

where 
1

j j

K
B T

×∈g C is row vector representing the fading between the 
thj  BS and 

K  users in the 
thj  cell. For example, ( )

1 1 1 1 1 1 1 1

1 2 �( ) ( ) ( ), , , K
B T B T B T B Tg g g=g is the fading 

vector between the BS #1 and K  intra-cell users in cell #1. Similarly, 

( )
1 2 1 2 1 2 1 2

1 2 �= ( ) ( ) ( ), , , K
B T B T B T B Tg g gg  is the fading vector between the BS #1 and K  

inter-cell interfering users in adjacent cell #2. 

Also, the channel fading matrix can be expressed in matrix notation as  

                 

1 1 1 2 1

2 1 2 2 2 3

1 1 1 1 1 1 1 1

1 1

,

0

0

0

0

N

N N N N N N

N N N N N N

BT B T B T

B T B T B T

N K

B T B T B T

B T B T B T

− − − − − − − +

+ −

 Ω Ω Ω     Ω Ω Ω    =    Ω Ω Ω     Ω Ω Ω  

�







�

� � �� � �� � �� � �

( ) ( )

Ω      (3-7) 

 

                                                
4
 Note that the subscript 

,N K
G   refers to the number of cells ( )N  and users per cell ( )K  of a C-

GCMAC, not a number of rows and columns of a matrix as usually appears in matrix analysis texts. 

This nomenclature for circular channel matrix is used consistently throughout this thesis.  
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where 
1

j j

K

B T

×Ω ∈ R is row vector representing the channel average gain between the 

thj  BS and K  users in the 
thj  cell. The Wyner model employed very crude 

approximation of channel slow gain with no path loss variability across the adjacent 

cells [27], [28] and [29]. Therefore, the inter-cell interfering users in each of the 

adjacent cell offering equal channel slow gain to the BS of interest. In reality, the 

users can be at the edge of the adjacent cell or near the BS of interest and hence 

offering variable levels of interferences to the BSs. By exploiting Wyner’s assumption 

of equal slow gain among the MTs and BSs i.e., the slow gain of intra-cell MTs to the 

respective BS is 1 and the slow gain of every inter-cell MTs located in two adjacent 

cells to the BS in the middle cell is equal.  Therefore, the channel slow gain matrix of 

(3.8) can be rewritten as                   

                    

1 1 0 1

1 1 1 0

0

1 1 1

1 0 1 1

,

K K K

K K K

N K

K K K

K K K

 Ω Ω    Ω Ω    =     Ω Ω    Ω Ω  

�







�

� � �� � �� � �� � �Ω                       (3-8) 

 where ( )1 1, ,1
K
= � denotes 1 K×  all ones vector such that the length of vector is 

the number of users per cell and ( )0,1Ω∈  is the slow gain among the MTs and BSs. 

The block circulant channel slow gain matrix of the form (3.8) can also be represented 

by  

, ,1
1

N K N K
= ⊗Ω Ω           (3-9) 

where ⊗  denotes the Kronecker product and 
,1N

�Ω Ω  is a N N×  symmetric 

circulant matrix. Furthermore, using the properties of Kronecker products, it is 

 

2

, ,

H

N K N K
K=Ω Ω Ω            (3-10)  
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The results in (3.9) and (3.10) are very useful to exploit the channel slow gain among 

the MTs and BS individually [142]. The topic is introduced and discussed next in the 

following Section.  

3.7 Empirical Calculation of Channel Slow Gain  

 

In this Section, we define the methodology of trials carried in Glasgow city 

centre. The process of finding the slow gain among the inter-cell and/or intra-cell 

MTs and the respective BSs involves the use of networking monitoring software. We 

used software referred to as the “Net-monitor”. Net-monitor is a hidden mode on 

most Nokia cell phones used to measure network parameters. The mode can only be 

activated over a special FBUS, or MBUS cable; or in some cases over infrared [36]. 

We purchased the software with Field Test Display (FTD) Nokia 6230i from local 

vendor
5
. The FTD Nokia 6230i is a specially programmed Nokia handset to use for 

performing signal strength measurements in cellular networks. This tool provides us 

with the information about connected BSs including the channel number, cell ID and 

transmitting power etc. There are series of tests which provides information about the 

neighbouring BSs. There are several types of tests which are performed using Net-

monitor.  Later in this Section, we review the propagation models which are used to 

calculate the distance between the MT and the BS of interest. In the end of this 

Section, we define the normalized channel slow gain and summarize the trials 

scheme.  

 

3.7.1 Experimental Trials and Methodology  

 

The experiments have been carried out in conurbations such as Glasgow city 

centre.  The existence of the circular cellular structure in Glasgow city centre is 

shown in Figure 3-5. The purpose of each of the tests we used during trials is 

presented in Table 3-2. The details of each of the tests utilized are enclosed in the 

Appendix D. 

 

                                                
5
 Mobile Telecommunication International (MTI) UK,  http://www.mti-ltd.com/UK.htm.   
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Table 3-2: Summary of Tests Utilized during the Trials [36] 

 

S. 

No. 
Test Name Purpose of Test 

1. 
Test 01: Serving Cell 

Information 

Shows the received signal power and the 

channel number of the serving cell. 

2. 

Test 03 - Test 05: 

Selection 

characteristics of 

Serving cell and 

neighbour 

Shows information about the 

neighbouring cells including cell 

selection priority.  

3. 

Test 11: Cell and 

Local Area 

Information 

Shows serving cell and serving network   

information, Mobile Country Code, 

Network Code, Cell ID and sector 

number. 

4. Test 12: BTS Test  
Locks the mobile user to the base station 

of interest.  

 

 

In the following sub Sections, we explain the methodology and schemes of the 

experiments carried out in Glasgow city centre.  

 

� First using ‘Net-monitor’ software, one determines the Cell Identity (CI) code 

of each BS communicating with the MT. The software also displays the 

received signal strength (RxL) transmitted by each previously pointed out 

surrounding BS. More specifically, Test 01 in Net-monitor displays 

information related to the serving BS which includes, among others, carrier 

channel number (CH) used to communicate with the BS and cell ID of the 

serving cell. The CH is used to determine the carrier frequency (fc ) in MHz of 

the signal transmitted by the serving BS and received at the handset [16]. 

 

� The Test 03 in Net-monitor shows information related to the adjacent cells in 

terms of channel (CH) and received signal strength (RxL). The use of Test 12 

allows us to force the handover by communicating directly with the adjacent 
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cells, or equivalently, adjacent BS, and therefore recording the associated CH 

and RxL.  

 

� In order to determine the location of the BS, one uses the information 

available from the government [140], this updates the location of GSM and 

UMTS BS locations throughout the whole UK. The location of the BSs is also 

visible on the Google Earth. The antenna height and transmitter power of each 

BS involved in experiment is provided by Ofcom which are very useful for 

calculating the distance 
j j

l

B T
d  between the MT and the BS. The available 

information for each BSs arranged in circle in Glasgow city centre is shown in 

Table 3-1 [140]. Using ‘My Location’
6
 feature provided by Google Maps, 

one can find out the location of MT. This feature is very helpful as it updates 

the MT location on Google Maps
7
.   

 

� The distance between the each BS and the MTs can be determined using one 

of the well known empirical propagation models. There is range of models 

which can be used. These models includes Hata-Okumura model, Cost 231 

extended Hata’s model, Walfish-Ikegami model and ECC model [1] and [8]. 

These models use the information about the received signal strengths as well 

extra information about each BS which is recorded using Net-monitor 

software. Some of these models also require additional information regarding 

the structure of the environment.  

 

                                                

6
The “My Location” feature is available for most web-enabled mobile phones, including Java, 

Blackberry, Windows Mobile, and Nokia/Symbian devices. This is beta version but Google is 

planning to launch it officially with effective coverage and accuracy.  

7
 The “My Location” feature takes information broadcast from mobile towers near mobile phone to 

approximate the current location on the map - it's not GPS, but it comes pretty close.  
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� Once the BS-MT distance is obtained using one of the propagation models 

for the serving BS and each of the two adjacent BS, the normalized channel 

slow gain between the BS and the MTs can be determined.  

 

� The trials have been carried out for one set of three cell i.e. one serving cell 

and the two adjacent cells. The similar patterns are assumed for each of the 

cells arranged in a circle. Due to lack of ability of device, the multi-user 

testing is not possible. However, we can still assume that each user in the 

multi-user case is offering gains to the BS of interest by different means. 

  

3.7.2 Calculation of Channel Slow Gain 

 

The average normalized channel slow gain between the MTs j iT +  in two 

adjacent cells and the BSs jB , 
j j

l
B T
Ω  in (3.7) can be calculated by the path loss 

model given by [35] 

          

/2

j j

j j i

j j i

n

B Tl
B T l

B T

d

d+

+

  Ω =    
; 1i =±           (3-11) 

where 
j j

l
B T id + is the distance between the 

thK  MT j iT + and BS jB  as shown in 

Figure 3-5 and n is the path loss exponent. It is assumed that the path loss exponent 

for the urban cellular environment is 4 [8] and [16]. 

For detailed explanations of these models, the reader can consult reference 

[1]. Each model provides an expression of the path loss of the signal transmitted by 

BS transmitter (Tx) and received at the MT receiver (Rx) as a function of the 

distance between the two entities BS and MT.  

The received signal power (RxL) and the frequency (
c

f  ) of the signal will be 

measured by the handset using the network monitoring software ‘Net-monitor’. 
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While the transmitted signal power (TxPwr) and the BS height can be retrieved from 

the BS data base [140].  Assume that the MT is at a distance d Km from the BS.  

Let P
Tx  

denote the average power transmitted by the BS and P
Rx

  denote the 

average power received at the MT. Then, in a typical wireless channel, we have 

( )PL d P P= −
Tx Rx

          (3-12) 

where ( )PL d  is the average path loss at distance d in Km.  

The 
j j

l
B Td  in (3.11) can be determined by using one of the empirical 

propagation models
8
. Next, a propagation model is employed to accurately determine 

the distance. According to the “Sub-urban Macro” scenario which is based on the 

modified COST-231 Hata urban propagation model and defined in [16], distance 

dependant path loss can be expressed in a simplified form as  

( ) ( )
( )

10 10

10 10

44 9 6 55 45 5

35 46 1 1 13 82 0 7

. . log log .

. . log ( ) . log ( ) .

j j

l

b B T

m c b m

PL d h d

h f h h

= − + +

− − + +C
     (3-13) 

( )PL d : path loss in dBs. 

j j

l
B Td : MT-BS distance is in Km. 

m
h : height of mobile phone in m.  

c
f  : carrier frequency in MHz. 

b
h : height of BS in m.  

C : constant factor define as  

                                                
8
 First generation GSM systems operate at 900 MHz band. As the demand on the service increased, 

allocation of new channels to the service has been provided by assigning 1800 MHz band to the 

system. Hence, first system can use Hata Model for prediction since Hata Model covers frequency 

range of 100 to 1500 MHz. However, second system cannot. COST (COperation européenne dans le 

domaine de la recherche Scientifique et Technique) is a European Union Forum for cooperative 

scientific research which has developed COST231 model which covers frequency range of 1500 MHz 

to 2000 MHz  [16].  
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0 dB for medium city

3 dB for metropolitian areas

= 
C

 

Setting these parameters to 30 m
b

h = (effective BS height); 1 m
m

h = ; 

and 1800 MHz
c

f = , the path-loss for medium city environments become, 

( ) 10
35 14 342 81. log .

j j

l

B T
PL d d= + .  

 

3.8 Results of Experimental Trials – Findings and 

Discussions  

 

In [29], it is assumed that the path loss factor for every user in both adjacent 

cells is same i.e. all the users are located at equal distance from the BS of interest. 

For the first time, to the best of our knowledge; we extend the Wyner C-GCMAC 

model by assuming that all the users in both adjacent cells are experience fading with 

different means
9
. The channel slow gain is variable across the cell such that there are 

at least three classes of users in each cell. This has been tested during the trials 

carried out in Glasgow city centre using Net-monitor [142].  

The Test 01 in Net-monitor shows that the received power at the MT is 

variable and is dependent on the distance between the BS of interest and MT. The 

signal received at the BS is the sum of the signals from intra-cell MTs and scaled 

version of the inter-cell MTs. The users located in the close vicinity of the BS of the 

interest offering higher level of interference. On the contrary, the users located at 

boundary of the adjacent cell are offering low or may be negligible level of 

interference. Using Test 12 in Net-monitor, the handset can be locked to the BS of 

interest such that there will be no handover to the adjacent BS even the received 

signal is disappeared. Exploiting this feature we able to find that when the power 

received level reaches -85 dBm the user is on the boundary of the cell of interest and 

the user is considered as an edge intra-cell MT. With the help of ‘My Location’ 

feature in Google Map it is possible to locate the current position of the MT.  

                                                
9
 As would occur, for example, if the two users are at different distance from the BS. 
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When we moved further away from the BS of interest, the received power 

becomes more dissipated. It is found that when power is in the  range -85 dBm  and -

90 dBm the user is just on the connecting edge of one of the adjacent cell. When the 

received power is between -90 dBm and -100 dBm, the user is almost located around 

the centre of the adjacent cell. Finally, when the received power is degraded more 

than -100 dBm the user is located at the maximum distance from the BS of interest 

and offers low level of interference. This exercise has been proved that the MTs in 

the adjacent cells do not offer equal interfering level to the BS of interest. The 

channel slow gain is variable across the cell as it strongly dependent on the distance 

between the MT and the BS of interest. Therefore, we split the cell into three zones 

depending on the distance between the MTs and the serving BS which are defined as 

follows
10

: 

� zone #1: the near zone where interfering MT are located at minimum 

distance from BS of interest and offering high level of interference.  

� zone #2: the near-far zone where inter-cell interfering MT offering 

moderate level of interference. 

� zone #3: the far zone where the MTs are located at the maximum 

distance from the BS of interest and offering low level of interference. 

  

The details of cell splitting into zones depending of level of interference are 

summarized in Table 3-3. 

Table 3-3: Details of Cell Splitting  

 

zone # 
RxL 

(dBm) 
Range of Slow Gain  

1 −85 to −90 1 0.7> Ω ≥  

2 −90 to −100 0.6 0.3≥ Ω ≥  

3 <−100 0.2 0≥ Ω ≥  

 

 

                                                
10

 Note that cell splitting throughout this thesis refers to formation of zones in each cell of Wyner C-

CGMAC, not the cell splitting which is actually based on sectored antennas as in traditional cellular 

literature texts.  
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The modified circular representation of Figure 3-6 is shown as Figure 3-7. 

This tailored figure shows that each of the adjacent cells is split into three zones. The 

users close to the serving BS is considered as a maximum interfering MTs. This zone 

is referred to as zone #1. The users in zone #1 are at minimum distance from the 

serving BS and offering maximum level of interference. The users located far away 

from the BS of interest i.e. close to the opposite edge of the adjacent cell are 

considered as minimum interfering MTs. Therefore, when the users are offering 

minimum level of interference to the serving BS they are located at maximum 

distance from the BS of interest. This region of the cell located far away from BS of 

interest is referred to as zone #3. There are users, neither located in zone #1 nor in 

zone #3 i.e. the users neither located at maximum distance nor at the minimum 

distance from the BS of interest. The region where the users offering moderate level 

of interference to the BS of interest located at moderate distance is referred to as 

zone #2. Figure 3-7a represents a scenario when at BS #1 the signal is received from 

intra-cell MTs and inter-cell MTs in two adjacent cells numbered as (2) and (6).  

Similarly, Figure 3-7b - Figure 3-7f shows that the signal received at next 
thj  

BS in anti clock-wise direction from intra-cell MTs and inter-cell MTs in ( )th

1j −  

and ( )th

1j +  adjacent cells. The each subsequent figure represents a 1 NK×  row 

vector which constitutes a N NK×  channel matrix at the end. An experimental 

trial reveals that the channel slow gain is variable across the cell which is contrary to 

the Wyner’s original assumption [29]. The same has been shown in [142].  
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(a) 

 
(b) 

 
 

 

Figure 3-7: Graphical interpretation of circular cellular setup representing the 

division of each cell into three zones.  (a) the signal is received at BS #1 from intra-

cell MTs and inter-cell MTs in two adjacent cells (2) and (6); (b) the signal is 

received at BS #2 from intra-cell MTs and inter-cell MTs in two adjacent cells (1) 

and (3).    
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(c) 

 
(d) 

 

  
Figure 3-7: Graphical interpretation of circular cellular setup representing the 

division of each cell into three zones.  (c) the signal is received at BS #3 from intra-

cell MTs and inter-cell MTs in two adjacent cells (2) and (4); (d) the signal is 

received at BS #4 from intra-cell MTs and inter-cell MTs in two adjacent cells (3) 

and (5).    
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(e) 

 
(f) 

 

 
Figure 3-7: Graphical interpretation of circular cellular setup representing the 

division of each cell into three zones.  (e) the signal is received at BS #5 from intra-

cell MTs and inter-cell MTs in two adjacent cells (4) and (6); (f) the signal is 

received at BS #6 from intra-cell MTs and inter-cell MTs in two adjacent cells (5) 

and (1).    
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3.9 Modelling of Deterministic Channel with Variable 

Slow Gain  

 

In this Section, we introduce the modelling of deterministic channel with 

variable slow gain among the MTs and respective BSs for a Single User Cellular 

MIMO Networks (SU-CeMNets) and the Multi-user Cellular MIMO Networks (MU-

CeMNets) [144]. In each case, we present a set of examples to explain the variation 

of channel slow gain across the inter-cells and across the zones inside the cell. The 

same analogy will be used throughput the thesis in discussions and illustrations in 

later chapters. In order to understand the examples, we are presenting single user 

1K =  and multi-user 2K =  and 3K =  scenarios separately in the following 

sub-Sections:  

3.9.1 Single User Cellular MIMO Networks (SU-CeMNets) 

( 1K = ; 2 Inter-Cell Interfering MTs) 

 

There are two types of scenarios as explained below:  

 

i. When MTs in each of the adjacent interfering cells offer interference 

within the same range i.e., both the MTs are located in the same zone.  

ii. When MT in both adjacent cells are located in different zones. Therefore, 

they are offering different level of interference to the BS of interest.  

 

Consider the later type of scenario, the Wyner C-GCMAC as shown in Figure 3-7, 

the total number of active MTs in adjacent two cells are given by 

2M NK K= = , where 1,2,�K =  is the active MTs in 
thj  cell. In order to 

derive the channel slow gain with respect to the location of MTs in the cells, we split 

each cell into three zones as explained in previous Section 3.8 and shown in Figure 

3-7. The possible combinations of locations of MTs in adjacent cells across the three 

zones can be calculated generally as 3M
.  
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Table 3-4: Possible combination of location of users  

K =1 (2 interfering users for each cell) 

 

location of user #1 

zone #1 zone #1 zone #1 zone #2 zone #1 zone #3 

zone #2 zone #1 zone #2 zone #2 zone #2 zone #3 

 

zone #3 zone #1 zone #3 zone #2 zone #3 zone #3 

 

 

Consider a single user case where 1K =  and there are 
23 9= possible 

combination of location of users in both adjacent cells across the zones. The location 

of MTs is presented in the Table 3-4. The table clearly illustrated the location of 

users 
1j

T +  and 
1j

T − in adjacent cells. The diagonal of the table represents the 

situation when both users are located in same zone i.e. (level of interference varies 

within specific range). Similarly, each row is representing a situation when user 

1j
T +  is fixed in either of the zone and user 

1j
T −  is changing its position across the 

cell from zone #1 to zone #3. 

We introduce a more realistic model that the MTs in both adjacent cells can 

be located in same zone or different zone but covering a range of distances from the 

BS of interest or range of channel slow gain between the BS of interest and the MTs. 

Furthermore, for simplicity it is also assumed that the resultant channel slow gain 

matrix over N  cells arranged in circular fashion as shown in Figure 3-6 and 

M KN=  users (with 1K =  under present scenario) is circulant.  
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Lemma 3.9.1: (Formation of Circulant matrix [39]) Let S  be the circular 

permutation operator, viewed as N N×  matrix relative to the standard basis for 

6
R . For given circular cellular setup, 1K = , 6N M NK= = = . Let 

{ }1 2 6
, , ,�e e e  be the standard row basis vectors for 

6
R such that 1i ie e +=S  

for 1,2, ,�i N= . Therefore, the shift operator matrix S  relative to the defined 

row basis vectors for 
6
R can be expressed as [39]                                                       

 

                                    

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

1 0 0 0 0 0

        =         

S             (3-14) 

The matrix S  is real and orthogonal, hence 
1 T− =S S  and also the basis vectors 

are orthonormal for 
6
R . The path loss between the MTs  jT  and the BSs  jB  can 

be viewed as a row vector of the resultant N M×  circular channel slow gain 

matrix Ω  and can be expressed as
11

 ( ) ( )
+1 1

1, , ,0 ,0 ,0 ,:
j j j j j j-B T B T B T

= Ω Ω ΩΩ
 

where 
j jB T

Ω
 
is the slow gain between the intra-cell MT and the respective BS and 

+1j jB T
Ω

 
and 

1j j-B T
Ω  are the slow gain between the MTs in the adjacent cell on the 

right side and right side of the BS of interest respectively. It is known that the shift 

invariant circular matrix Ω  can be expressed as a linear combination of powers of 

the shift operator S  [39]. Therefore, the resultant circular channel slow gain matrix 

in this scenario can be expressed as  

+1 1
,1 j j j j

T

N N B T B T −
= + Ω + ΩIΩ S S                     (3-15) 

                                                

11
 We used MATLAB format to express the row vector. For an example, ( )1, :Ω  shows first row 

vector with all columns ofΩ .  



 

 87 

Chapter 3 - The Circular Gaussian Multiple Access Channel 

where 
N
I  is N N×  identity matrix and S  is the shift operator. Let us define  

1j jB T R+
Ω = Ω  as a channel slow gain of user on the right side of the given BS and 

1j jB T L−
Ω = Ω  is a slow gain for user on the left side of the given BS. The resultant 

empirical form of Ω  becomes   

       
,1

1 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 1

R L

L R

L R
N

L R

L R

R L

 Ω Ω    Ω Ω    Ω Ω  =   Ω Ω    Ω Ω   Ω Ω  

Ω           (3-16) 

Furthermore, for multi-user scenario with equal channel slow gain among the MTs 

in adjacent cell and BSs i.e., when 1K > , the channel slow gain matrix model can 

be formulated as  

{ } { }
+1 1

,
1 1

1
j j j j-

K K
l l T

N K K N B T B T
l l= =

= ⊗ + Ω ⊗ + Ω ⊗IΩ S S         (3-17) 

 

3.9.2 Empirical Examples
12

  

 

There can be several scenarios based on the location of MT in adjacent cell 

when   K =1 (2 inter-cell interfering MTs). In the first empirical example, we assume 

that both MTs 1jT +  and 1jT −   are located in zone #1 and offering variable 

interference within the zone #1. The channel matrix of (3.16) can be expressed as   

                                                
12 The empirical examples are presented only to show that the slow gain among the users located in 

two adjacent cells to the BS of interest is variable. In simulations, we perform spatial averaging in 

order to remove the effect of fast fading and make sure that the possible random errors due to fast 

fading are smoothed out.  
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1 0 9 0 0 0 0 7

0 7 1 0 9 0 0 0

0 0 7 1 0 9 0 0

0 0 0 7 1 0 9 0

0 0 0 0 7 1 0 9

0 9 0 0 0 0 7 1

. .

. .

. .

. .

. .

. .

 
 
 
 
 
 
 
  
 

Ω=   

This is the channel slow gain matrix where both interfering MT are located in 

zone #1 and offering high level of interference to the given BS. However, every 

1jT +  interfering MT is offering a slow gain 0.9 and every 1jT −  interfering MT is 

offering a slow gain 0.7.  Similarly, MT 1jT +  is fixed in zone #1 and MT 1jT −  is 

located in zone #2 such that the channel matrix becomes  

 

1 0 9 0 0 0 0 3

0 3 1 0 9 0 0 0

0 0 3 1 0 9 0 0

0 0 0 3 1 0 9 0

0 0 0 0 3 1 0 9

0 9 0 0 0 0 3 1

. .

. .

. .

. .

. .

. .

 
 
 
 
 
 
 
  
 

Ω=   

The overall interference level of the channel is reduced and the interfering 

MT is offering medium level of interference which may be advantageous with 

respect to information theory analysis (this feature is covered in next Chapter 4). 

Similarly, we assume MT 1jT +  is still fixed in zone #1 and MT 1jT −  is located in 

zone #3 (far zone) such that the channel matrix becomes 

1 0 9 0 0 0 0 1

0 1 1 0 9 0 0 0

0 0 1 1 0 9 0 0

0 0 0 1 1 0 9 0

0 0 0 0 1 1 0 9

0 9 0 0 0 0 1 1

. .

. .

. .

. .

. .

. .

 
 
 
 
 
 
 
  
 

Ω=    

 

This channel shows that among the 2 interfering MTs one is located in close 

vicinity of BS of interest and offering high level of interference to the BS while other 
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MT is located at the maximum distance from the BS of interest and offering low 

level of interference.  

Similarly, several examples can be generated to show that every mobile 

terminal in each of the adjacent cells is offering variable level of inter-cell 

interference to the base station of interest i.e. channel slow gain is variable in each 

cells across the three zones. The range of each zone is given in Table 3-3. The 

empirical exmaples are presented to show the possible numerical values of slow gain 

among the MTs and the BSs. However, in the simulations the slow gain among the 

MTs and the BSs are the average of the gains with in the range of respective zone.  

3.9.3 Multi-user Cellular MIMO Networks (MU-CeMNets)    

(K > 1; 2 K Inter-Cell Interfering MTs) 

 

In the multi-user case, more than one MT is contributing to interfering level. It 

is assume that the inter-cell multiple interfering users can be located in either zone or 

can be distributed across the zones. The inter-cell interfering users in each of the 

adjacent cell offer variable channel slow gain across the cell to the BS of interest 

depending on the location of MTs and the channel slow gain matrix is derived as 

[144] 

 

( )1 2

1 1 1 ,

�
� K

N K N N N N K
= ( ) ( ) ( )

, , , ,
Ω Ω Ω Ω P           (3-18) 

where  
,1

( )K N N
N

×∈Ω R   is 
thK  user channel matrix as defined in (3.16) with 

variable slow gain and 
,

�
NK NK

N K
×∈ PP  is permutation matrix which transforms 

the concatenated channel matrix in to N NK×  multi-user resultant channel matrix. 

The transformation is shown in Figure 3-8.  
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N NK× N N× N N×

NK NK×

=

 

Figure 3-8: Transformation of individual user channel matrix into resultant channel 

matrix by exploiting Permutation matrix (3.18).  

 

As an example, we consider two scenarios to present the modelling of the 

channel matrix for the multi-user case which incorporates the variable slow gain 

among the base stations and the mobile terminals. However, the details of formation 

of permutation matrix 
,N K

�
P  are included in Appendix E.  

 

Case I: When K = 2 and N = 6, the resultant channel matrix can be expressed as  

( )1 2

6, 2 1 1 6, 2

�
N K N N N K= = = == ( ) ( )

, ,
Ω Ω Ω P          (3-19) 

The channel slow gain matrices 
1

1N
( )

,
Ω  and 

2

1N
( )

,
Ω  for user 1 and user 2 respectively 

can be modelled by using (3.16) and the permutation matrix 
12 12

6, 2

�
N K

×
= = ∈ PP   

may be expressed as following  
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6, 2

1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1

 

N K= =

      =  

�
P



                            (3-20) 

 

   Case II: When K = 3 and N = 6, the resultant channel matrix can be expressed as  

( )1 2 3

6, 3 1 1 1 6, 3

�
N K N N N N K= = = == ( ) ( ) ( )

, , ,
Ω Ω Ω Ω P         (3-21) 

The channel slow gain matrices 
1

1N
( )

,
Ω , 

2

1N
( )

,
Ω  and 

3

1N
( )

,
Ω  are for user 1, user 2 and user 

3 respectively and can be modelled by using (3.16). The permutation matrix 

18 18

6, 3

�
N K

×
= = ∈ PP  may be expressed as  
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6, 3

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

N K= = =
�
P

0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 1 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

         



  

       (3-22) 

In a multi-user scenario, there are 2K  inter-cell interfering in adjacent cells 

and offering variable level of interference. The variation in interference level is 

advantageous from information theory perspectives which is explained and analyzed 

in next chapter. By varying the interference level, various scenarios are created in 

order to highlight the difference when channel model based on variable in-cell 

interference is employed.  
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3.10 Conclusions  

 

This chapter introduced Wyner’s C-GCMAC which incorporated the 

fundamental aspects of a cellular network into the framework of well known 

Gaussian MAC. Wyner’s analysis in [29], was one of the first papers to analyze 

cellular networks using information theoretic arguments for linear cellular setup. In 

this chapter, we extended the Wyner’s GCMAC to C-GCMAC for variable inter-cell 

interference levels. The channel slow gain matrix between the BS and the MTs in 

adjacent cells is derived using experimental setup of circular cellular setup in 

Glasgow city centre. The experiments are carried out using network monitoring 

software referred to as Net-monitor. It is found that channel slow gain is variable 

across the cells; it is minimum when the users are located far away from the BS and 

it is maximum when uses are located near the BS of interest. Therefore, the entire 

cell is split into three zones depending on the distance between the interfering user 

and the BS. The interfering user offers a high level of interference when the users are 

located in close vicinity of the BS of interest. The interfering user offers medium 

level of interference when the users are located at medium distance from the BS of 

interest.  Finally, the interfering user offers minimum level of interference when the 

users are located far away from the BS of interest. This chapter presents an empirical 

modelling of the channel slow gain by exploiting the variable inter-cell interference 

level strategy. Finally, the mathematical models for a single user and the multi-user 

scenarios are derived to incorporate the variable slow gain among the MTs and the 

BSs. This Chapter is an attempt to model the Wyner like cellular setup as close as 

possible to real scenario which forms the foundation of the discussions and 

investigations in the later Chapters. 
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Chapter 4  

Information Theoretic 

Analysis 
 

4.1 Introduction  

 

he ever growing demand for wireless communication services has 

necessitated the development of systems with high bandwidth and 

power efficiency. In the last decade, recent developments in the Information Theory 

of wireless communication systems with multiple antenna and multiple users have 

provided additional newfound hope to satisfy this demand. Toward this end, 

numerous papers have been written to determine the information theoretical 

limitations of these systems. Thus, the main objective of this chapter is to analyze the 

information theoretic behaviour of the Wyner C-GCMAC when inter-cell 

interference levels are variable across the cell. The performance analysis includes 

analytical presentation of sum-rate expressions over multi-user and single user 

decoding strategies with and without intra-cell time division multiple access 

(TDMA). In § 4.2, an important information theoretic quantity – MMSE is 

introduced which is used throughout the chapter during the analytical discussions on 

Wyner C-GCMAC.  In § 4.3 and § 4.4, capacity region of MAC and C-GCMAC are 

presented. In § 4.5, performance measures for C-GCMAC are presented. In this 

Section, the multi-user joint decoding, single user decoding, single user decoding 

with intra-cell TDMA and optimal joint decoding techniques are presented; the main 

contribution of this chapter is to highlight the advantage of variable inter-cell 

interference gain between the interfering users and the given BS. The capacity 

expressions are derived to include the effect of variable inter-cell interference level 

of each of the users in two adjacent cells. In § 4.6, we use recent results of large 

T 
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random matrices to study the asymptotic behaviour of C-GCMAC and compare the 

performance with linear GCMAC. In § 4.7, numerical examples and discussions 

based on various simulation experiments are presented. This Section includes an 

eigenvalue distribution perspective as well to highlight the cause of improvement in 

optimum joint decoding capacity. Later in sub-Section 4.7.6, we summarize the 

discussions on simulation results. The impact of variable slow gain is summarized in 

Table 4-1 and Table 4-2 and presented in this Section. In § 4.9, a novel derivation of 

the upper bound on optimum joint decoding is presented using the Hadamard 

inequality, the application of the Hadamard inequality is justified with the support of 

several scenarios presented in this Section. Conclusions to this chapter are given in § 

4.10.   

 

4.2 Mean Square Error   

 

An important quantity, which is used as a figure of merit in the information 

theoretical analysis of Gaussian linear vector memory less channels, is the MMSE. 

The MMSE determines the maximum achievable Signal to Interference and Noise 

Ratio (SINR). After filtering the channel output y using a linear filter. Recently in 

[40] and [41] it was shown that there is a close relationship between mutual 

information and MMSE. In this Section, these fundamental properties will be 

explored.  

To find the MMSE, let y be the output symbols from a channel described by 

(3.1), with a deterministic channel matrix H and input covariance Φ . Let x̂ y= A  

define a linear filtering operation, i.e. the channel output y are linearly filtered using 

a M N×  filter matrix A. The linear MMSE filter is chosen to minimize the mean 

square error of the filter output [42], i.e.  

2
arg minˆ ˆx x

 
= − 

  A

A E                 (4-1) 
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It is well known that the error sequence is orthogonal to the filter input [42], i.e. 

( )ˆ H −  
x x yE  and hence ˆH H   =      

x y x yE E [42] and [43]-[45]. Use of this 

property results in  

         ( )2ˆ H H

z N
σ + =A I H H HΦ Φ                 (4-2) 

from which a solution for Â  can be obtainable. Using this filter, MMSE can be 

determined as follows
1
.  

( )( ) ˆ ˆ ˆˆ ˆx x x x x x x y yy
       − − = − +              

A A AE E E E
H H H H H H

 

                      

( )2ˆ ˆ ˆ ˆH H H H
z N

= − − + σ +AH H A A I H H AΦ Φ Φ Φ  

      ( )ˆ
M

= −I AH Φ                                  (4-3) 

where the last line follows from the use of property (4.2). Using this property again, 

the MMSE of the 
thk filtered output symbols is therefore,  

( ) ( )( )2; ,
,

ˆ ˆ
H

k z
k k

  σ − −     
H �mmse Φ E x x x x  

( )
1

2

,

H H
z N

k k

− = − σ +   
H I H H HΦ Φ Φ Φ           (4-4) 

The arithmetic mean over the M  filtered output symbols is given by  

( ) ( )2 2

avg
1

1
; , ; ,

M

z k z
kM =

σ σ∑H H�mmse mmseΦ Φ  

21
ˆ

M

 
= − 

  
x xE  

( ) 1
21

tr
H H

z NM

− = − σ +   
H I H H HΦ Φ Φ Φ           (4-5) 

For the special case when 
M

P= IΦ ,  (4.5) reduces to:  

                                                
1
 Using the property that the expectation and trace commute [90].  
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( ) ( )
1

avg
; tr H H

N

P

M

− γ − γ + γ   
H I H I HH H�

M
mmse         (4-6) 

( )
11

tr 1H
N

N
P

M M

−   = + γ + −    
I HH                                         (4-7) 

( ) 1

tr H

M

P

M

− 
 = + γ
  
I H H                                                                  (4-8) 

There exist a fundamental relationship between this MMSE and mutual information 

[45], [40] and [41]. To see this relationship, differentiate (2.45) with respect to γ  to 

yields  

( ) ( )
1

; tr H H
N

d

d

− = + γ   
H H I HH H|x y

γ
I                       (4-9) 

 

Combining (4.6) and (4.9) it follows that  

( )avg

1
; 1 ( ; | )

N d
= P

M d N

   γ − γ       
H Hx ymmse

γ
I                      (4-10) 

Other useful generalization and extensions to the fundamental relationship between 

mutual information and MMSE can be found in [47] and [48].  

 

4.3 Capacity Regions of Multiple Access Channels 

(MAC) 

 

Multiple access channels are characterized by a set of rate vectors known as 

the capacity region. To derive the capacity region of the Gaussian MAC given in 

Definition 3.5.1 the following lemma is employed
2
.  

 

Lemma 4.4.1 [137]: Let A be an arbitrary L K×  matrix, and define the diagonal 

matrix ( )2 2

1
, ,=D �

K
diag d d , where 

k
d is real for all 1, ,= �k K . Then 

                                                
2
 Note that the Lemma 4.4.1 is a well known result in the literature of Gaussian MAC, see for example 

[137].  
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( )2 2

1
ˆ , ,=D �

K
diag W W  is a global solution to the constrained maximization 

problem 

( )maximize: log det H+I ADA
L

         (4-11) 

2subject to: , 1, , .≤ ∀ �
k k

d W k = K                     (4-12) 

Proof (4.11): For maximization problem described by (4.11), construct the following 

Lagrangian  

           ( )2

2
1

1
( ) log det

K
H

L k k k
k

z

v d W
=

  = + − −∑   σ 
I ADAq,vL                (4-13) 

where 
1
, ,( )v = �

K
v v  is a set of Lagrangian multipliers corresponding to the 

inequality constraints (4.12), and 
1
, ,( )d = �

K
d d . Note that for any A, since D is 

positive semi-definite, then 
H

L
+I ADA is positive definite Hermitian. 

Furthermore, since log det X is a strictly concave function on the convex set of 

positive definite Hermitian matrices [24], and then any local solution to (4.12) is also 

a global solution [49].  

 Suppose ( ) ( )2 2 2 2

1 1
, , , ,ˆ ˆ ˆ=D � �

K K
diag d d = diag W W is the solution to 

(4.11). For D̂ to be a local (and hence global) maximum of (4.11) the Kuhn-Tucker 

necessary conditions state [49] that a vector 
1
, ,ˆ ˆ ˆ( )v = �

K
v v  must exist, satisfying  

2 0ˆ − ≤
k k

d W              (4-14) 

( )2 0ˆ
k̂ k k

v d W− =                (4-15) 

0
k̂

v ≥                (4-16) 

, 0ˆ ˆ( )
k

d

∂
=

∂
L d v              (4-17) 
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for all 1, ,k K= � . Since 
2ˆ
k k

d W=  by supposition, it is obvious that conditions 

(4.14) and (4.15) are satisfied. It remains to show that the there exists positive 

scalars, i.e. (4.16), which also satisfies (4.17). Differentiating (4.13) with respect to 

k
d  at ˆ=D D  and equating to zero yields  

( )
1

tr †ˆˆ H
k K k k

v
− 

 = +
  
I ADA a a           (4-18) 

where 
k
a denotes the 

thk column vector of A. Since ˆ H
K
+I ADA  is positive 

definite, its inverse is also positive definite. The unit rank matrix 
†

k k
a a  is positive 

semi-definite Hermitian. Hence, by [24] the product inside the trace of (4.18) is also 

positive semi-definite. Therefore, 0
k̂

v ≥  for all 1, ,k K= �  and conditions 

(4.16) and (4.17) are satisfied, which implies D̂  is a global solution to the 

maximization problem (4.11).         

 

Theorem 4.4.1 [27]: (Gaussian MAC Capacity Region). Let = +Hy x z  models 

a Gaussian MAC as a given in Definition 3.5.1. Let 
1
, ,( )

M
P P= �P  denote a 

vector of average power constraints, i.e. 
m

P corresponds to mth
 user’s average 

power constraint (3.2). Let 
1
, ,

M
R R�  denote the rate in Bits/sec/Hz per channel 

usage assigned to user 1, ,M�  respectively. Let ( )SR denote a rate vector for a 

subset of users { }1, ,S M∈ � , e.g. if { }2,5,7S = then { }2 5 7
, ,( )S R R R=R . 

Similarly, let ( )SP  denote the vector of average power constraints corresponding 

to a subset of users S. Assuming H is deterministic, and then the capacity region is 

given by  

       ( ) {2, , cl co : 0,( )
z m

S R m Sσ = ≥ ∀ ∈HC P R  
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 { }
2

1
, 1, ,log det ( ) ( ) ( )H

m N
m S

z

R S S S S M
∈

    ≤ + ∀ ⊆∑     σ  
I H H �Φ     (4-19) 

where cl and co denote  the closure and convex hull operations respectively, ( )Sx  

is a subset of user symbols, ( )SH is an | |N S×  sub-matrix of H resulting from 

removing column vectors corresponding to 
CS  (where 

CS  denotes the compliment 

set of S), and ( ) = diag( ( ))S SΦ P is a | | | |S S× diagonal matrix.  

Proof (4.19): Using [22] and [27], i.e. for M – user MAC the capacity region is the 

closure of the convex hull of the rate vectors satisfying  

( ) { }; , 1, ,( ) | ( )C
m

m S

R S S S M
∈

≤ ∀ ⊆∑ H �I x y x         (4-20) 

for some product distribution
1 1 2 2
( ) ( ) ( )

M M
p x p x p x� . Using Theorem 2.9.1 and 

Lemma 4.4.1 (satisfying the constraints (4.14) - (4.17)), it follows that for all subsets 

{ }1, ,S M⊆ �  the mutual information quantity in (4.20) is maximized when each 

user transmits zero mean c.c.s. Gaussian distributed symbols, at its maximum 

allowable average power, i.e. 
1

diag ,( , )
M

P P= �Φ . Thus, it follows that  

( ) { }
2

1
; , 1, ,( ) | ( ) log det ( ) ( ) ( )C H

N

z

S S S S S S M
  ≤ + ∀ ⊆   σ 

H I H H �I x y x Φ  

this completes the proof.             

 

4.4 Capacity Region of C-GCMAC 

 

In decoding the received symbols, it is assumed that a super receiver has 

delay-less access to the user’s codebook and received symbols as well as full 

knowledge of the CSI. Thus in effect, the model can also be interpreted as single cell 

(decoding all users) using macroscopic antenna diversity, with receive antennas 

spaced in a wide area linear array [27] and [50]. Moreover, the C-GCMAC is 
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equivalent to the Gaussian MAC in Definition 3.5.1 as shown in Figure 3-3 with 

M NK=  users and the N  receive antennas represents the N  BS antennas.  

The notion of a super receiver in a terrestrial setting may be unrealistic, since 

the cell site receivers (BS) are usually separated by vast distances. In [50], Grant et. 

al. showed that the same optimum joint decoding done by a super receiver can be 

achieved in a decentralized manner (whereby only local communication between BS 

is required) using well known forward-backward algorithm [52] (commonly 

associated with the decoding of Turbo codes [51]). Using this strategy, each cell site 

receiver performs only part of the required computation and passes its information on 

to adjacent cells. In [53], it was shown that linear MMSE filtering can also be 

performed in a distributed fashion. However, these distributed decoding techniques 

still require delay-less access between a cell site receiver and its adjacent cell site 

receiver.  

The C-GCMAC falls under the framework of the Gaussian MAC discussed in 

Section 3.1. There are however, a few subtle differences relating to the nomenclature 

used in our definition of C-GCMAC in Section 3.6. These differences can be 

accounted for as follows. Let 
,n k

R  be the information rate of user k in cell n and 

define the rate vector 
,

( ) ( )
n k

R S R=  for all ( ),n k S∈ , where S ⊆ S  is a set of 

users, and { } { }1, , 1, ,N K= ×� �S . Therefore, using Theorem 2.9.1, the 

capacity region of linear C-GCMAC is [127] 

 

     ( ) {, cl co : 0,
,

( )
n k

S R n Sγ = ≥ ∀ ∈HC R  

( ) ,,
( , )

log det ( ) ( )H

n k N
n k S

R S S S
∈

≤ + γ ∀ ⊆∑ 
I H H S  .                         (4-21) 

where 
2/
z

Pγ = σ . cl and co are closure and convex hull operations respectively, 

( ) { },n k
x S x=  for all ( ),n k S∈  and 

CS denotes the compliment of the set S. 
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4.5 Performance Measure of Cellular Systems 

 

In this Section two information theoretic performance measures commonly 

employed in analysis of Gaussian MACs are introduced; joint optimum decoding 

capacity ( )opt
C  and the capacity offered by MMSE filtering followed by single user 

decoding ( )mmse
C , which are both measured in Bits/sec/Hz per receive antenna

3
 

[27], [28], [29], [94], [95], [98] and [147]. For the C-GCMAC, there is only one 

receive antenna per cell and so this unit of measurement can be interpreted as the 

number of Bits/sec/Hz per cell. In this Section, additional information theoretic 

performance measures specific to a cellular setting are introduced, which are used 

consistently in this thesis henceforth. These measures include capacity offered by 

various single user and multi-user decoding strategy. These quantities are used to 

compare and contrast the capacity of the system when various transmission protocols 

and receiver decoding strategies are employed.  

4.5.1 Multi-user Joint Decoding  

 

The complexity of the joint decoding systems is exponential with the increase 

in number of users M  of the system. The users can be jointly decoded by employing 

a super receiver, rendering the system impractical [27]. In order to reduce the 

complexity, one way is to relax the number of users to be jointly decoded. Consider a 

scenario when each BS optimally joint decodes only those users local to its own cell, 

treating users from adjacent cell as noise. This decoding strategy referred to as cell 

optimum joint decoding since decoding can be performed locally at the BS [27] and 

[28]. The total ergodic sum capacity per 
thj  cell using cell optimum joint decoding 

strategy
4
 is denoted by 

cell
C ( )H  and for C-GCMAC as defined in (3.1) is given by 

[98] 

                                                
3
 In [27]-[29], all quantities were measured in nats per cell, throughout the thesis we measured all 

quantities in Bits/sec/Hz.  
4
 Assuming all users transmit c.c.s. Gaussian symbols at the maximum average power constraint.   
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H
cell
C E

=

,            (4-22) 

where γ  is the signal to noise ratios (SNRs). Using the Hadamard decomposition of 

fading channel (3.5), the capacity over the fading channel can be expressed as
5
  

        

+ +

2

1
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1 1

); 1

1

( ( ) log
j j j j

j j i j j i

l l
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=

± =

   γ Ω ∑     γ = +     + γ Ω∑ ∑     

H
�

�

E
cell
C

K

l

=

 ,    (4-23) 

In the absence of fading (non-fading case) between the MTs and BSs, the capacity 

expression over deterministic channel reduced to
6,7 

        

+

2 2

1 1

; 1

1
cell

C ( ) log

j j i

K
l

B T
i l

K

± =

   γ  γ = +    + γ Ω∑ ∑   

H

=

 ,              (4-24) 

From (4.24), it can be seen that using this decoding strategy the system is inter-cell 

interference limited since  

    

+

2 2

1

1
; 1

cell
,

C ( ) loglim

j j i

K

B T
i

γ→∞

±

     γ = +    Ω∑   

H

=

.                 (4-25) 

                                                
5
 The complex coefficients

j j

l

B T
g , 

+1j j

l

B T
g , and 

1j j

l

B T
g

−
∈ C  designate the flat fading processes 

experienced by the thl user in thj , ( ) th1j + , and ( ) th
1j− cell respectively.  The channel slow 

gain
j j

l

B T
Ω , 

1j j

l

B T +
Ω , and 

1j j

l

B T −
Ω ( )0,1∈ R represents the shadow fading by thl user in thj , ( ) th1j + , 

and ( ) th
1j− cell respectively.  

6
 1

j j

l

B T
Ω = ; Gain of intra-cell MTs.  

7
 The non-fading case is treated as a special case where all the variances of the fading r.v.’s are set to 

zero. 
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4.5.2 Single User Decoding  

 

Single user decoding refers to the strategy where only a single user is decoded 

and all other interfering users including the intra-cell users are treated as noise. This 

decoding strategy offers the lowest complexity among the decoding strategies used 

by most practical multi-access communication systems [1]. The total sum capacity 

per cell by exploiting single user decoding is denoted by ( );p γH
sud

C ( ) and for C-

GCMAC is given by  [98] and [142] 

+

2

2 2 211

1 1 1

; 1

1

j j

j j i j j

l
K B T

Kl l l
B T B T

i l

h
p

h h
−=

± = =

    γ     γ = +∑        + γ + ∑ ∑ ∑          

H( ( ) ) log
sud
C E

K

= l

, (4-26) 

Applying the Hadamard decomposition as defined in (3.5), (4.26) becomes  

+ +

2

2 2 211

1 1 1

); 1

1

( ( ) log
j j j j

j j i j j i j j j j

l l

K B T B T

Kl l l l l

B T B T B T B T
i l

g
p

g g
−=

=± = =

    γ Ω     γ = +∑        + γ Ω + Ω∑ ∑ ∑          

H
�

� �
sud
C E

K

l

                 (4-27) 

In the absence of the fading between the MTs and BSs, the capacity for deterministic 

system ( ); γH
sud

C  may be expressed as
7,8

  

    

+

2 2 21

1 1 1

; 1

1

( ) log

j j i j j

K K
l l
B T B T

i l l

K
−

=± = =

    γ  γ = +      + γ Ω + Ω ∑ ∑ ∑       

H
sud
C ,   (4-28) 

Furthermore, as the number of users per cell increases andγ→∞ , the  

( ); γH
sud

C  is intra-cell interference limited and expressed as  
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+

2

1

1
;

1
,

( )lim

j j i

K

B T
i

→∞

±

=
+ Ω∑

H
γ

γ
sud
C .         (4-29) 

4.5.3 Single User with TDMA 

 

In most of the cellular setups, the intra-cell users are assigned orthogonal 

channels through either time or frequency division multiple access (TDMA/FDMA) 

to eliminate the intra-cell interferences [1]. This transmission protocol is referred to as 

intra-cell TDMA.  By exploiting the intra-cell TDMA the entire transmission period is 

divided into K  non-overlapping time slots. Each of the K  users within a cell is 

assigned one of the time slots in which to transmit information. Only 1 out of the total 

K  users within the same cell will be active simultaneously.  Hence, we can reduce 

the number of simultaneously active users within the cell and alleviate the burden of 

multi-user detection at the receiver [1]. However, since the average power constraint 

*x x PE
 
 
 

≤  is over the entire transmission period and each user only transmits for 

th1 K/  of this period. Hence, each user transmits at a power of KP  within its time 

slot. The total capacity for 
thj cell, ( )Htdma

sudC is given by [98] and [142] 

( )
2

2 2

1

; 1

1

( ) log
j j

j j+i

B T

B T
i

h
p

h
=±

    γ     γ = +       + γ ∑          

H

�

�

tdma

sud
C E ,          (4-30) 

 

where Kγ= γ�
 is the total signal to noise ratio of the system. The denominator 

of the argument reflects the fact that for each MT in 
thj  cell there are interferers 

located in the neighbouring cells. Using (3.5) the Hadamard representation of the 

capacity is given by 
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For non-faded case (4.31) reduces to  

+

2 2
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.                (4-32) 

4.5.4 Optimum Decoding Capacity  

 

Theorem 4.4.1 states that for a Gaussian MAC described by Definition 3.5.1., 

the optimum transmit strategy is when each user transmits i.i.d. c.c.s. Gaussian 

symbols at its maximum average power constraint. The majority of the Gaussian 

MAC’s analyzed in this thesis assume a uniform average power constraint across all 

users, i.e.
1 2 M

P P P P= = = =� , where 2

z
P/γ σ� . Furthermore, the sum rate 

constraints in (4.21) is reduce to  

( ) { }1, ,log det ( ) ( )H
m N

m S

R S S S M
∈

≤ + γ ∀ ⊆∑ I H H �        (4-33) 

 Only those rate vectors ( ) ( )1
, , ;

M
R R ∈ γH� CR= are said to be achievable, 

i.e. each user can transmit at its allocated rate according to R reliably over the 

channel. A two user systems (4.33) defines three sum rate constraints and ( ); γHC  is 

a two dimensional pentagon (bevelled box) [127]. For three users, (4.33) defines 

seven constraints and ( ); γHC  is a three dimensional polytope [127]. In general, for 

an M user systems, there will be 2 1M −  sum rate constraints and interpretation of 

( ); γHC becomes difficult. In the analysis of some channels (e.g. CDMA channels 
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with a large number of users), insights can only be gained by observing the 

asymptotic behaviour (large system analysis) of the channel, i.e. taking 

,N M →∞with 
,

lim
M N

M

N→∞ β�  constant, in which case it is impossible to 

analyze the entire capacity region. The most commonly used figure of merit in the 

analysis of large systems is the normalized total sum rate constraint, which in this 

thesis is referred to as the optimum decoding capacity. For a Gaussian MAC with 

uniform average power constraints, this is defined as [1], [13] and [97] 

( )2

1
,( ) log det H

NN
γ = + γH I HH

opt
C          (4-34) 

which has units of Bits/sec/Hz per receive antenna.  

For random ergodic
8
 channel matrices, the proof of Theorem 4.4.1 is easily 

extended to the ergodic case by performing the expectation of the log det term in 

(4.34) over H. Thus, when H  is random and ergodic, the optimum decoding 

capacity is [13] and [97] 

 ( )2

1
,( ( ) ) log det H

N
p

N
 γ = + γ  

H I HH
opt
C E          (4-35) 

In the left hand side of (4.35), the dependence on ( )p H  signifies that the 

channel matrix is ergodic with density ( )p H . The BSs are herein assumed to be able 

to jointly decode the received signals in order to detect the transmitted vector x. 

Applying the Hadamard decomposition toH  as defined in (3.5), (4.35) becomes 

( )2

1
, H

N
p

N
 γ = + γ  

G I G G� � �( ( ) ) log det ( )( )
opt
C Ω Ω ΩE       (4-36) 

 

 

                                                
8
 In this thesis a random ergodic channel matrix is where i   H , at each time index, i  is chosen 

independently at random form a given probability density function ( )p H .  
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Optimum Decoding Capacity over the non-Fading Channel  

For C-GCMAC over non-fading environment i.e. deterministic channel, when 

optimum joint decoding is performed, it is found that the same total capacity per cell 

can be achieved when intra-cell TDMA is employed, or when the system has only 

one user per cell, each transmitting at a power of KP , i.e.  

tdma, , ,( ) ( ) ( )Kγ = γ = γH H H
opt opt opt
C C C            (4-37) 

Proof of (4.37): From (4.34), for the non-fading case , γH( )
opt
C  is expressed as

9
  

( )2

1
,( ) log det H

NN
γ = + γH I

opt
C ΩΩ   

Recall from (3.11), we have  
2

, , ,1

H

N K N K N
K=Ω Ω Ω   

       ( )2

2 ,1

1
log det

N N
K

N
= + γI Ω        

       
tdma

, ,K= γ = γH H( ) ( )
opt opt
C C                                              

This proves that when optimum decoding capacity is employed, any orthogonal 

intra-cell resource sharing scheme (time or frequency) with total power KP  is 

capacity achieving. The simulation results are shown later in Section 4.7.  

4.5.5 Equal Rate Capacity 

 

Recall from previous Section 4.5.4 that 
opt

C  is related to the total sum-rate 

bound of (4.33) as follows  

      ( ), 2
( , )

log det ,H
n k N

n k

R N
∈

≤ +γ = γ∑ I HH H
S

optC ( )            (4-38) 

                                                
9 Proof is only valid when MTs in thj , th1j + , and th1j − cell are offering identical slow gain to the 

thj  BSs.  
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The total sum rate constraint (4.38) is merely a bound on the total sum of the 

individual user rates beyond which communication with arbitrarily low probability of 

error is impossible. It does not reveal any information about the rate vectors of (4.33) 

that can achieve this bound. More often than (particularly if the capacity region is 

asymmetric), these rate vectors will require individual users to transmit at different 

rates. In practical cellular networks the user application dictates the required rate and 

service providers guarantee a minimum/maximum rate that is equal for all users (in 

order to sustain a variety of service). Thus important information theoretic quantity 

in the analysis of cellular networks is the capacity of the system when the users are 

constrained to transmit simultaneously at the same rate. This is in fact Wyner’s 

definition of capacity [29]. When optimum joint decoding is employed, this is the 

same as finding largest equal rate vector of (4.33), which can be determined by 

finding the ‘biting constraint’
10

, see below.   

Lemma 4.5.1: (Biting Constraint) The biting constraint is defined as average mutual 

information constraint of a Gaussian MAC that results in the smallest rate vector 

with equal rates. i.e.
11

  

    ( )( ( ), ) max min logdet ( ) ( )H
N

S

K
p S S

S⊆
γ = + γH I H HeqC

S

  (4-39) 

The minimization in (4.39) is over 2 1NK −  possible constraints and eqC is referred 

to as the equal rate capacity measured in Bits/sec/Hz per cell. If the biting constraint 

is the total sum rate constraint then optC  is achievable with equal rate users. 

Otherwise eqC is penalized in that more capacity is possible by allowing users to 

transmit at different rates i.e. <eq optC C . 

Furthermore, Wyner showed that asymptotically, the sum rate bound is the biting 

constraint, meaning that C
opt

 is achievable with equal rate users and the 

minimization in (4.39) is unnecessary. i.e.  

                                                
10 

In this thesis the biting constraint is defined as the mutual information constraint of a Gaussian 

MAC (for example (4.21)) that results in the smallest rate vector with equal rates.
 

11 
Wyner’s results are measured in terms of nats per user, which is the same as dividing (4.39) by K . 
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eq opt
C , C ,lim ( ) lim ( )

N N→∞ →∞
γ = γH H               (4-40) 

 

4.5.6 Linear MMSE Filtering Capacity  

 

Optimum multi-user detection is achieved when the received sequence is 

optimally joint detected, i.e. the optimal multi-user receiver must make joint 

decisions, rather than treating interfering users as noise. In general, the multi-user 

detection problem is NP-Hard [54]. To make the problem even more difficult, to 

achieve optimum decoding capacity, information theory indicates that multi-user 

coding techniques are required (e.g. joint-typical set decoding [22]). This problem 

has lead to intensive effort by researchers to find practical methods that optimize the 

trade-off between performance and complexity. In recent years, a vast number of 

sub-optimal multi-user joint decoding algorithms have emerged based on the turbo 

principle (discovered by Berrou et. al. for the iterative decoding of Turbo codes) 

whereby the users signals are iteratively decoded (see [59], [60], [61], [62] and [64] 

for initial contributions on this topic). However, the complexity of such algorithms is 

still exponential with the number of usersM . From a practical point of view, 

decoders, or estimators with linear or (at worst) polynomial complexity are preferred. 

One technique that has received much attention in the literature is the combination of 

linear filtering and interference cancellation [55]. Of particular importance is the 

linear MMSE filter, which has polynomial complexity and obtains the maximum 

achievable SINR by a linear filter [46]. For this reason, the MMSE is particularly 

important figure of merit in the information theoretic analysis of wireless 

communication systems.   

The simplest sub-optimal multi-user decoding technique that involves linear 

MMSE filtering is to perform single user decoding directly from the filter outputs. 

Suppose (3.1) models a Gaussian MAC as given in Definition 3.5.1 with uniform 

average power constraint
1 2 M

P P P P= = = =� . Furthermore, suppose the users 

transmit symbols with 
M

P= IΦ (although this may not be the optimum transmit 
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strategy when MMSE filtering is employed). For this special case the MMSE for 

user k (4.4) reduces to  

( ) ( ) 1

; †

,
k M

k k

P
− 

γ = + γ 
  

H I H Hmmse .         (4-41) 

Assuming the above MMSE is Gaussian distributed then the capacity of the Gaussian 

MAC (in Bits/sec/Hz per receive antenna) when linear MMSE filtering followed by 

single user decoding is employed is given by  

    mmse 2
1

1
( ); log

mmse ( ; )
C ( )=

M

k k

P
p

N =
γ ∑

γ
H

H
         (4-42) 

( ) 1

2
1 ,

1
log

M
H

M
k k kN

−

=

 = + γ∑  
 
I H H .                 (4-43) 

 

4.6 The Limiting Eigenvalue Distribution  

 

In the last few years, Random Matrix Theory (RMT) has been applied to 

solve several problems in Information theory. In particular a large amount of 

literature has emerged on the study of multi-user and multi-antenna wireless 

communication systems that employ concepts from RMT. The objective of this 

section is to introduce only those concepts from RMT that are useful in 

understanding of Information theoretic aspects of C-GCMAC. In this Section, we 

derive the optimum coding capacity and MMSE capacity for asymptotic case. Now, 

we consider following definitions to support the analysis of random matrices [67], 

[21], [23] and [128].  

Definition 4.6.1 [21]: (Empirical Eigenvalue Distribution). Let A be a N N×  

Hermitian matrix. The empirical eigenvalue distribution of  A is defined as  

{ }
1

1
1( ) ( )

N
N

i
i

F x x
N =

λ ≤∑A
A�           (4-44) 

where { }1 ⋅ is the indicator function.  



 

 112 

Chapter 4 - Information Theoretic Analysis 

In Definition 4.6.1, if A is a random matrix, then the empirical eigenvalue 

distribution of a random probability measure on R and in probability theory, such a 

measure is often referred to as distribution on the space of probability measure.  

Definition 4.6.2 [21]: (Limiting Eigenvalue Distribution). Let A be a random 

N N× Hermitian matrix, normalized such that 1  =  AE . In the limit as 

N →∞  with 1  =  AE , suppose the empirical eigenvalue distribution of A, a 

random probability measure on R , converges almost surely (a.s.) to a non-random 

probability measure, i.e.   

. .
lim ( ) ( )N

a sN
F x F x

→∞
→

A A
          (4-45) 

then the function ( )F x
A

is defined as the limiting eigenvalue distribution.  

In addition to Definition 4.6.2, if (4.45) is differentiable with respect to x, then 

( )p x
A

 denotes the limiting eigenvalue density of the random matrix A. 

 

Asymptotic Capacity interms of Eigenvalues of Channel  

 
In this sub-Section we derived asymptotic optimum joint decoding capacity 

and MMSE capacity using the Definition 4.6.1 and Definition 4.6.2. Using the 

property 1det( ) ( )N
i i== λ∏A A  for an arbitrary N N×  matrix A, from (4.35) it 

follows that  

( )2
1

1
; 1

N
H

i
i

p
N =

 
 γ = + γλ (∑  

H HH
opt

C ( ( ) ) log )E          (4-46) 
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Since H is a random matrix and the N N×  Hermitian matrix 
HHH  and has a 

limiting eigenvalue distribution ( )HHH
F x . Taking  ,N M →∞  with 

,
lim /

N M
N M→∞ β� , (4.46) becomes                            

        ( )2
1

1
; 1

N
H

iN M N M i

p
N→∞ →∞ =

 
 γ = + γ λ (∑  

H HH
opt, ,

lim C ( ( ) ) lim log )E   (4-47) 

Finally, the asymptotic value of (4.47) becomes                    

                                   
0

1 Hx dF x
∞

= + γ∫ HH
log( ) ( )                    (4-48) 

For the same channel model assumptions and the property 

1

tr ( )
N

i
i=

= λ∑A A  for an arbitrary N N×  matrix A, from (4.7) it is straight 

forward to show that  

               
avg

1

1 1
mmse ; 1

1

N

H
i

i

N
p P

M M=

 
 γ = + −∑ 

+ γλ  
H

HH
( ( ) )

( )
        (4-49) 

where 
avg

mmse ;( ( ) )p γH  is the average MMSE over random matrix H with 

density ( )p H . The capacity offered by MMSE filtering followed by single user 

decoding over the fading channel H is given by  

2
1

1
;

mmse ;mmse
C ( ( ) ) log

( )

N

i

P
p

N =

 
 γ = ∑  γ  

H
H

E          (4-50) 

substituting (4.49) into (4.50), we have MMSE capacity  

2
1 1

1 1 1
1

1
log

( )

M N

H
i i

i

N

N M M= =

 
 = − + −∑ ∑ 

+ γλ  HH
E          (4-51) 

when intra-cell TDMA is employed (4.51) becomes 
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tdma

mmse 2
1

1 1
;

1
C ( ( ) ) log

( )

N

H
i

i

p
N =

 
 γ = − ∑ 

+ γλ  
H

HH
E           (4-52) 

 

Now, we find the asymptotic MMSE capacity by assuming that ,N M →∞  with 

,
lim /

N M
N M→∞ β� , then (4.52) becomes 

mmse
0

1 1 1
; 1

1,
lim C ( ( ) ) log ( )H

N M
p dF x

x

∞

→∞

  γ = −β + −  β + γ β 
∫ HH

H  (4-53) 

 

MMSE Capacity over non-Fading Channel   

 

In this Section, we derive MMSE capacity for the non-fading channel and use 

the results in the next section to calculate the asymptotic capacity.  The capacity 

offered by MMSE filtering followed by single user decoding schemes for the non-

fading scenario can be derived from (4.53) as  

mmse 2
1

1 1
C ; 1

1
( ) log

( )

N

H
i

i

M N

N M M=

 
 γ = − + −∑ 

+ γλ  
H

ΩΩ
      (4-54) 

Since M NK= , (4.54) may be expressed as  

           
2

1

1 1 1
1

1
log

( )

N

H
i

i

K
NK K=

 
 = − + −∑ 

+ γλ  ΩΩ
      (4-55) 

Also, when intra-cell TDMA is employed i.e. substituting 1K =  in (4.55), we have  

tdma

mmse 2
1

1 1
C ;

1
( ) log

( )

N

H
i

i
N =

 
 γ = − ∑ 

+ γ λ  
H

ΩΩ
        (4-56) 

 

Asymptotic Capacity for Non-Fading Scenario  

 
In this Section, we derive the asymptotic optimum joint decoding capacity 

and MMSE capacity over non-fading scenario by exploiting the circular cellular 
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setup of the base stations. It is to note that in this case the deterministic channel Ω  is 

a circulant as shown in (3.16). It is well known that the eigenvalues of a circulant 

matrix are obtainable by evaluating the Discrete Fourier Transform (DFT) of its first 

row [58], [38] and [65]. Hence, the eigenvalues of Ω  in (4.54) – (4.56) can be 

expressed as 

      1 2 2
i R L

i N i Nλ Ω = +Ω π +Ω π( ) cos( / ) cos( / ) 1, ,i N= �    (4-57) 

Also, if 
i

i

N
θ = , we may expressed (4.57) as  

, 1 2 2
i i R i L i
λ Ω θ = +Ω πθ +Ω πθ( ) cos( ) cos( )  

Thus, in the limit as N →∞ , lim
iN→∞
θ = θ  and (4.57) becomes  

, 1 2 2( ) cos( ) cos( )
R L

λ Ω θ = +Ω πθ +Ω πθ          (4-58) 

and (4.54), (4.55) , (4.56) respectively becomes 

( ) ( )
1 2

0

; 1 ,
opt

lim C log
N

K d
→∞

 γ = + γλ Ω θ θ  ∫H          (4-59) 

( ) ( )
11 2

0

1 1
; 1 , 1

mmse
lim C log log

N
K K d

K
K

−

→∞

     γ = − + γλ Ω θ θ + −       
∫H  

       (4-60) 

( ) ( )
11 2

0

1
; 1 ,tdma

mmse
lim C log log

N
K d

K

−

→∞

     γ = − + γλ Ω θ θ      
∫H          (4-61) 
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Capacity for Linear Cellular Scenario  

 
It is known that for linear cellular setup as shown in Figure 3-4a, the channel 

gain matrix is a tri-diagonal channel matrix [96], [97] and [98]. It is observed that 

apart from the bottom left and top right corner entries, it is almost circulant, i.e.
12

  

,1 ,1

1 0 0 0 1 0 0 0 0

1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1

0 0 0 1 0 0 0 0 1

R L R

L R L R

L R L R

N N
L R L R

L R L R

R L L

   Ω Ω Ω       Ω Ω Ω Ω        Ω Ω Ω Ω    = =    Ω Ω Ω Ω       Ω Ω Ω Ω        Ω Ω Ω      

�
�Ω Ω  

       (4-62) 

Therefore, Ω  and 
�
Ω are in fact asymptotically equivalent [29], i.e.  

Definition 4.6.3 (Asymptotic Equivalent Matrices) [38] and [58]. Let A and B  be 

two N N×  bounded matrices such that ( )max H

k k
Mλ ≤ ≤∞A A and 

( )max H

k k
Mλ ≤ ≤∞B B . Then A and B  are said to be asymptotically

13
 

equivalent denoted by A B�  if 
1

0lim
N

N
→∞

− =A B . 

In [58] and [38], it is shown that any finite order Toeplitz matrix is 

asymptotically equivalent to a circulant matrix constructed by filling in the bottom 

left and top right corner entries of the original Toeplitz matrix with appropriate 

entries. This is shown to imply that their eigenvalue behave similarly. Recall from 

(4.59) and (4.69) that 
opt

C  and 
mmse

C  are dependent on the eigenvalues of the 

channel matrix. Therefore, the capacity derived in (4.59), (4.60) and (4.61) can also 

                                                
12

 Note that 
,1N

�
Ω is a N N×  tri-diagonal matrix for the linear GCMAC. The setup is shown in Figure 

3-2a. Also note that 
,1N

�
Ω is a non-symmetric tri-diagonal matrix where users are offering variable 

slow gain to the BSs, not like [27]-[29] where users are offering equal slow gain to the BS of interest 

and the slow gain channel matrix is symmetric tri-diagonal.   
13

 In the limit as N →∞ . 
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be used to evaluate the capacity for linear cellular setup. Next Section presents the 

simulations to show this fact (See Figure 4-10).  

 

4.7 Simulations and Discussions  

 

In this Section, we present numerical examples and discussions on capacity 

offered by C-GCMAC with decoding strategies.  

4.7.1 Capacity Variation over Range of SNR and Ω  

 

In order to analyze the dependency of the capacity on inter-cell interfering gain 

between the given BS and MTs of the adjacent cells, we present the 3D view
14

 of 

( );
cell

C γH , ( );
opt

C γH , ( );
sud

C γH  and ( );tdma
mmse

C γH  (Bits/sec/Hz) in Figure 

4-1, Figure 4-2, Figure 4-3 and Figure 4-4 respectively. In each case, it is assumed 

that the inter-cell interfering MTs are at the same distance from the given BS. In 

Figure 4-1a, we present the first case, where only 1K =  intra-cell MTs are jointly 

decoded at the local BS over deterministic channel. The figure shows that the cell 

optimum decoding strategy offers higher capacity for low level of inter-cell 

interference. The increase in capacity at higher SNRs for low level of inter-cell 

interference is also evident from the Figure 4-1. For example, at γ  = 40 dB and Ω  = 

0.2, 
cell

C = 3.5 Bits/sec/Hz. In Figure 4-1b, we present the case, where only 5K =  

intra-cell MTs are jointly decoded at the local BS. From the figure it is observed that 

with the increase in number of intra-cell MTs to be jointly decoded, the increase in 

capacity is evident. For example, at γ  = 40 dB and Ω  = 0.2, 
cell

C = 4 Bits/sec/Hz. 

However, it is important to note that the cell optimum capacity is advantageous only 

when the inter-cell interfering users are farthest away from the given BS.  

In Figure 4-2a and Figure 4-2b, we present capacity using optimum decoding 

strategy over deterministic channel with 1K = and 5K = respectively. In Figure 

                                                
14

 MATLAB command surf and surfc are used to view 3D behaviour of mathematical functions over a 

rectangular region. Particularly, capacity (Bits/sec/Hz), slow gain (Ω ) and SNR (dBs) are on z-axis, 

y-axis and x-axis respectively.  
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4-2, we present the case when KN users are jointly decoded at the super central 

receiver. The figure shows that the optimum decoding strategy is advantageous over 

cell optimum decoding strategy specifically at high levels of inter-cell interference. 

The cell optimum decoding strategy is interference limited therefore it offers lowest 

capacity of multi-user decoding strategies. The optimum decoding scheme is the best 

strategy in terms of capacity, however the exponential complexity withN , renders it 

impractical for any realistic cellular system.   

In Figure 4-3a and Figure 4-3b, we present the capacity variation over range of 

SNR and inter-cell interference using single user decoding strategy over 

deterministic channel with 1K = and 5K = respectively. In Figure 4-3a, it is 

shown that capacity offered by single user decoding strategy is equal to the capacity 

offered by cell optimum decoding strategy for 1K = . In Figure 4-3b, we present the 

case when 5K = MTs are active in each cell and employing single user decoding 

strategy i.e. single MT is decoded and all other inter-cell and intra-cell MTs are 

treated as noise. This figure shows that the single user decoding scheme offers 

minimum capacity for 1K >  in comparison with multi-user decoding schemes. The 

figure also shows that the system employing single user decoding scheme for K >1 is 

intra-cell interference limited. Similarly, Figure 4-4a and Figure 4-4b shows the 

capacity when linear MMSE filtering followed by single user decoding is employed 

over non-fading channel when 1K = and 5K = respectively. It can be seen from 

Figure 4-4a, that capacity increases with 0Ω→ . However, the increase in capacity is 

significant at higher levels of SNR. The abrupt fall in capacity curves are due to ill 

conditioned non-fading channel matrix. It is reported in Chapter 5 that as 0.5Ω→ , 

rank of the channel matrix reduces and subsequently the MMSE is effected. The 

phenomenon is discussed in Section 5.6.6. Similarly, with the increase in number of 

users the average capacity increases and the behaviour of the capacity curves is same 

as we observed for single user case.  
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Figure 4-1: Variation of capacity using cell optimum decoding strategy over range of 

SNRs and inter-cell interference levels; (a) 1K =  (2 inter-cell interference seen by 

each BS); (b) 5K =  (10 inter-cell interference seen by each BS). 
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Figure 4-2: Variation of capacity using optimum decoding strategy over range of SNRs 

and inter-cell interference levels; (a) 1K =  (2 inter-cell interference seen by each BS); 

(b) 5K =  (10 inter-cell interference seen by each BS). 
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Figure 4-3: Variation of capacity using single user decoding strategy over range of 

SNRs and inter-cell interference levels; (a) 1K =  (2 inter-cell interference seen by 

each BS); (b) 5K =  (10 inter-cell interference seen by each BS). 
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Figure 4-4: Variation of capacity using MMSE filtering followed by single user 

decoding with intra-cell TDMA strategy over range of SNRs and inter-cell interference 

levels; (a) 1K =  (2 inter-cell interference seen by each BS); (b) 5K =  (10 inter-cell 

interference seen by each BS). 
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4.7.2 Optimal Capacity for Single and Multi-user Scenario 

 

In this section, we present comparison of decoding strategies over non-fading 

and fading channel. The analysis is supported by numerical examples to illustrate the 

effect of slow gain on C-GCMAC capacity. Figure 4-5 shows cellC , 
optC , sudC  and 

tdma
sudC over the deterministic C-GCMAC with 1K =  and 2K =  for γ=0  dB.  

This figure shows that when only a single user is active in each cell, it is observed 

that = = =tdma tdma

cell sud cell sud
C C C C( ) ( ) ( ) ( )H H H H  for the C-GCMAC. In the 

multi-user case, when 2K = , it is observed that the per cell capacity offered by 

system exploiting cell optimum decoding, in combination with intra-cell TDMA and 

single user decoding  in combination with intra-cell TDMA are equal for any number 

of MTs over C-GCMAC, i.e. ( ) ( ) ( )= =H H Htdma tdma

cell cell sud
C C C . In this case, 

( )H
sud
C offers the lowest per cell capacity due to intra-cell interfering limited 

behaviour of the system. It is shown that when 0Ω→ , the 
optC decreases with Ω . 

On the contrary, cellC  and sudC  increase with Ω . 

Figure 4-6 shows cellC ,
optC , sudC  and tdma

sudC  for a deterministic C-GCMAC 

with K=1 and K=2 for γ= 5 dB. This figure also shows that when only one user is 

active in each cell, = = =tdma tdma

cell sud cell sud
C C C C( ) ( ) ( ) ( )H H H H  for the non-

fading C-GCMAC. However, the increase in capacity in each case is observable due 

to the increase in SNR. In multi-user scenario, when K = 2 in each cell, it is observed 

that as 0Ω→ the cell optimum decoding strategy offers substantial gains over 

single user decoding, single user decoding with TDMA and cell optimum decoding 

with TDMA. The increase in cellC  is obvious with the increase in users to be jointly 

decoded. It is observed that as 0γ →  cellC , sudC  and tdma
sudC  follows 

optC for 

0.1Ω<  when 1K =  (see Figure 4-5a). On the other hand only cellC  and tdma
sudC  

follows 
optC  for 0.1Ω <  when number of active users increases to 2K =  per cell 
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(see Figure 4-5b). Therefore, in multi-user scenarios, for 0.2Ω 
  the single user 

decoding strategy with intra-cell TDMA is optimal. It has been shown that the single 

user decoding scheme shows intra-cell interference limited behaviour in multi-user 

scenario. Figure 4-6a and Figure 4-6b shows that with the increase in SNR i.e. 

5 dBγ=  the threshold for which cellC , sudC  and tdma
sudC  follows 

optC  is deceased to 

0.1Ω 
 . On the other hand cellC  = tdma
sudC =

optC  as 0Ω→  when number of 

active users per cell increases at higher SNR (see Figure 4-6b).  
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Figure 4-5: Summary of C-GCMAC decoding strategies, 6N = , 1γ = dB: optimum 

decoding capacity; intra-cell TDMA with linear MMSE filtering capacity; cell 

optimum decoding capacity; single user decoding capacity.  
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Figure 4-6: Summary of C-GCMAC decoding strategies, 6N = , 5 dBγ = : 

optimum decoding capacity; intra-cell TDMA with linear MMSE filtering capacity; 

cell optimum decoding capacity; single user decoding capacity. 
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Let us take a closer look at the impact of fading on the optimum decoding 

strategy over C-GCMAC over various SNR scenarios. In this sub-section we analyze 

the effect of inter-cell interference when wideband (multi-user decoding) decoding 

and intra-cell TDMA decoding strategies are employed. Figure 4-7 and Figure 4-8 

shows 
opt

C  over fading, non-fading and fading with intra-cell TDMA strategies for 

2K =  and 5K =  per cell respectively. From both figures it can be seen that at 

both low and high SNR, when intra-cell TDMA is employed the capacity of the 

fading channel exceeds that of the non-fading channel for moderate levels of inter-

cell interference i.e. 0 4.Ω = . It can be also be seen when wideband transmission is 

employed this threshold level of Ω  decreases with the increase in number of users to 

be jointly decoded. For an example, from Figure 4-7 when 2K =  per cell, fading 

does not improve the optimum decoding capacity beyond the non-fading channel 

until 0 3.Ω ≈  at both low and high SNR. Similarly, from Figure 4-8 when 

5K = per cell, where the threshold reduces to 0 2.Ω ≈ .  

4.7.3 Special Case: Large Number of Users per Cell with No 

Intra-cell TDMA 

 

In [63], Somekh and Shamai also analyzed the scenarios when no intra-cell 

TDMA is employed and system contains a large number of users per cell. They 

showed that intra-cell TDMA is suboptimal when fading is present, i.e.  

( ) ( ); ;tdma
opt opt

C ( ) C ( )p pH Hγ ≥ γ                               (4-63) 

this is in contrast to the non-fading channel, where wideband and intra-cell TDMA 

transmission schemes achieve the same optimum decoding capacity [29]. 

Furthermore, in [63], Somekh and Shamai used the strong law of large number to 

show that 
HHH  converges to the diagonal matrix ( )2 21

R L N
K +Ω +Ω I  as K  

increases, and hence  
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Figure 4-7:  Summary of optimum decoding strategy over C-GCMAC, 6N = , 

2K = . 
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Figure 4-8: Summary of optimum decoding strategy over C-GCMAC, 6N = , 

5K = . 
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( ) ( )( )2 2; 1 1
opt

lim C ( ) log
R LK

p K
→∞

γ = + γ +Ω +ΩH          (4-64) 

Figure 4-9a and Figure 4-9b shows capacity over fading and non-fading 

channels using MMSE filtering followed by single user decoding with 1Kγ =  and 

10Kγ =  respectively. From the figure it can be seen that for intra-cell TDMA 

(which corresponds to the 1K = curves), like the optimum decoding scenario in 

Figure 4-7 and Figure 4-8, fading does not improve capacity beyond the non-fading 

channel until 0 4.Ω ≈ . Similarly, for the wideband scenario (which corresponds to 

5K =  curves), where the threshold reduces to 0 2.Ω ≈ . Another interesting 

observation is that for low levels of SNR when fading is present, there is not an 

overly large advantage in terms of capacity (as in the case of non-fading channel 

capacity) as compared with the case when intra-cell TDMA is employed (compare 

solid red curve with sold blue curve in Figure 4-9a). Of course, from a decoding 

complexity point of view, intra-cell TDMA is still preferable.  At high SNR, capacity 

using intra-cell TDMA ( 1K = ) outperforms the capacity of wideband transmission 

( 5K = ) (see Figure 4-9b).  

 

4.7.4 Special Case: Capacity Performance of Asymptotic 

Channel Matrices  

 

The comparison of ( );optC γH  and ( );tdma
mmseC γH  over the deterministic 

Circular-GCMAC and Linear-GCMAC is shown in Figure 4-10. This figure presents 

a special case when N → ∞ . The capacity offered by such asymptotic channel 

matrices is compared with capacity offered by finite order channel matrices i.e. when 

1K =  and 6N NK= = . The Capacity using the optimum joint decoding 

strategy and MMSE filtering followed by single user decoding with intra-cell TDMA 

over circulant-GMAC is equal to the capacity offered by these techniques over 

linear-GMAC. Thus in the limit as N →∞ , circulant matrix and tri-diagonal 

matrix are asymptotically equivalent (compare the solid black curve with the red dots  

and the solid blue curve with the brown dots in Figure 4-10a and Figure 4-10b).  
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Figure 4-9: Capacity of circular cellular channel with Rayleigh fading when linear 

MMSE filtering followed by single user decoding is employed: solid lines fading 

channel capacity with 1000 trials per simulation point; dashed lines, non-fading 

channel capacity.  
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Figure 4-10: Summary of capacity over deterministic C-GCMAC and linear-GCMAC 

for 2K = ; (a) 0 dBγ =  (b) 10 dBγ = . 
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At low range of SNR, capacity offered by finite order channel matrix e.g. 

6N =  follows capacity offered by channel matrix where N →∞  till medium 

range of interference 0.6Ω≈  (see Figure 4-10a) where as at high SNR this 

threshold increases to 0.7Ω≈ . Thus, at low level of interference the information 

theoretic performance of linear-GCMAC and circular-GCMAC are approximately 

same.  

4.7.5 Contribution of Variable Inter-cell Interfering Gain  

 

In this Section, we present the performance analysis of capacity using cell 

optimum decoding, optimum joint decoding, single user and single user with intra-

cell TDMA decoding strategies over the variable inter-cell interference gain between 

the MTs and the given BS [142].  

4.7.5.1    Effect of Variable Inter-Cell Interference over Non-Fading 

Channel  

 

Let us first consider the case when the fading between the MTs and the given 

BS is not present. Figure 4-11, Figure 4-12 and Figure 4-13 presents capacity 

variation when 1K =  user per cell is active which corresponds to two interfering 

users for each BS.  The figures present the scenario when inter-cell interference of 

one of the inter-cell interfering user is fixed and the interference level of other user 

varies at full range of interference i.e. ( )0,1Ω ∈ . Each of the three figures has sub-

figures to show the effect of variable inter-cell interference. It can be seen from 

Figure 4-11 that cell optimum decoding capacity increases drastically when 

interference level of one of the inter-cell interfering user is fixed and interference 

level of the other user varies. It is interesting to note that capacity increases when 

0Ω→ . In each figure, the black curve with circle marker shows the capacity 

offered by decoding strategy when both users are offering equal inter-cell interfering 

gain. For example, from Figure 4-11a, where interference level of one user is 

0.9Ω =  i.e. one user is offering high level of interference and the interference level 

of other user is varies from 0 to 1. Cell optimum capacity increases from 0.6 

Bits/sec/Hz to 1.3 Bits/sec/Hz as 0Ω→ .  
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Similarly, when the interference level of one of the user is fixed at 0.2Ω =  

i.e. low level interference and interference level of the other user is 0.2Ω< , the 

capacity improvement is up to 1 Bit/sec/Hz in contrast with the case when both of the 

users are offering interference level of 0.2Ω =  (see Figure 4-11e).  

Figure 4-12 shows optimum decoding capacity over non-faded channel by 

varying the inter-cell interference of only one user among the two interfering users 

while the interference level of other user is fixed. It is interesting to note that 

optimum decoding capacity increases with the decrease in inter-cell interference 

level 0 5.Ω>  of one user when interference level of other user is fixed at 

0 5.Ω ≥ . For an example, when the inter-cell interference level is fixed at 

0 6.Ω = , the variation in inter-cell interference level of other user doesn’t increase 

the capacity till 0 5.Ω = . It can be seen from the Figure 4-12a, Figure 4-12e and 

Figure 4-12f that when interference level of one of the user is fixed at high or low 

level, the advantage of varying the interference of the other user is not as great as 

when interference is fixed at a medium level of interference.  

Figure 4-13 shows the capacity when linear MMSE filtering followed by 

single user decoding is employed over non-fading channel. It can be seen from 

Figure 4-13a, that when interference offered by one of the user is fixed at high level, 

the capacity increases till the interference level of the other user reaches 0 5.Ω = . It 

is observed that when the interference level of one user is fixed to moderate level, the 

variability of interference of other user doesn’t increase the capacity till 0.5. When 

interference level of one of the user is fixed at moderate level such that 0 5.Ω ≥ , 

the capacity increases for 0 5.Ω<  (see Figure 4-13b and Figure 4-13c). On the 

other side, when interference of one of the user is fixed at 0 5.Ω < , the capacity 

increases only when the interference level of the other user is greater than the fixed 

interference level (see Figure 4-13d and Figure 4-13e). For an example, when 

0 4.Ω =  the higher capacity can only be guaranteed when the interference of the 

other user is 0 4.Ω <  (see Figure 4-13d) 
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Figure 4-11: Summary of capacity using cell optimum decoding strategy with 1K =  (2 inter-

cell interference) over non-faded circular channel by varying the inter-cell interference of users 

1j
T

−
and fixing the interference level of users 

1j
T

+
 at (a) 0.9

R
Ω = ; (b) 0.6

R
Ω = ; (c) 

0.5
R

Ω = ; (d) 0.4
R

Ω = ; (e) 0.2
R

Ω = ; (f) 0
R

Ω = ; Curve with black circle marker is 

the capacity when users in both adjacent cells offers equal level of inter-cell interference.  
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Figure 4-12: Summary of capacity using optimum decoding strategy with 1K =  (2 inter-cell 

interference) over non-faded circular channel by varying the inter-cell interference of users 

1j
T −

and fixing the interference level of users 
1j

T +
 at (a) 0.9

R
Ω = ; (b) 0.6

R
Ω = ; (c) 

0.5
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Ω = ; (d) 0.4
R

Ω = ; (e) 0.2
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Ω = ; (f) 0
R

Ω = ; Curve with black circle marker is 

the capacity when users in both adjacent cells offers equal level of inter-cell interference. 
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Figure 4-13: Summary of capacity using MMSE filtering with intra-cell TDMA strategy with 

1K =  (2 inter-cell interference) over non-faded circular channel by varying the inter-cell 

interference of users 
1j

T −
and fixing the interference level of users 

1j
T +

 at (a) 0.9
R

Ω = ; (b) 

0.6
R

Ω = ; (c) 0.5
R

Ω = ; (d) 0.4
R

Ω = ; (e) 0.2
R

Ω = ; (f) 0
R

Ω = ; Curve with black 

circle marker is the capacity when users in both adjacent cells offers equal level of inter-cell 

interference. 
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4.7.5.2    Effect of Variable Inter-Cell Interference over Fading Channel  

 

In this sub Section, we present the effect of variable inter-cell interference on 

decoding strategies over the fading channel. The analysis is supported by 

complementary cumulative distribution function (CCDF)
15

 curves obtained using cell 

optimum decoding strategies, optimum decoding, single user with TDMA and single 

user decoding strategies. In all simulation experiment, we assumed that the link 

between the given BS and MTs is Rayleigh flat faded. The CCDF curves are 

obtained after averaging 5000 Monte Carlo trials of resultant channel matrix H. The 

CCDF curves are used to analyze how often the capacity is above the threshold. For 

clarity of understanding, we denote 
1 K

RΩ
×∈R  as an interfering gain vector for the 

inter-cell MTs located on right side of the given BS i.e. between the MTs 
1j

T + and 

BS. Likewise 
1 KΩL
×∈R  is for the inter-cell MTs located on left side of the given 

BS i.e. between the MTs 
1j

T − and BS. The capacity
cell

C ,( ( ) )p γH , 

opt
C ,( ( ) )p γH , 

sud
C ,( ( ) )p γH  and 

tdma

sud
C ,( ( ) )p γH are obtained at 20 dBγ = for 

1K =  (two inter-cell interfering users) and K = 2(four inter-cell interfering users). 

A reasonable performance indicator is the capacity that can be supported with 10% 

outage.  

Figure 4-14, Figure 4-15 and Figure 4-16 presents the scenario for K = 1 (2 

interfering users) when interference level of only one of the user among the two 

interfering users is variable. Figure 4-14 shows when user 
1j

T − is located in zone #1 

i.e. user offering high level of interference and located in close vicinity of given BS. 

                                                
15 For every real number x , the CDF of a real-valued random variable X  is given by 

( ) ( )X
x F x X xp= ≤�  where the right side represents the probability that the random variable 

takes on a value less than or equal to x . Sometimes, it is useful to study the opposite question and ask 

how often the random variable is above a particular threshold. This is called the complementary CDF 

(CCDF), define as ( ) ( ) ( )c
F x X > x 1 F xp= = − where ( )c

F x is commonly referred to as reliability 

function in engineering literature [90].  
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The interference level of other user 
1j

T +  varies as it moves from zone #1 to zone #3 

(see Figure 4-14a - Figure 4-14c). The CCDF curves of capacity with circle marker 

are for the scenario when both interfering users are offering equal level of 

interference. Similarly, the CCDF curves of capacity with square marker are for the 

scenario when interference level of one user is variable. Figure 4-14a show when 

both interfering users are located in zone #1 which corresponds to interference level 

0 7 1. ≤Ω ≤ . The capacity offered is compared with when both user offers equal 

interference level. It can be seen that the capacity offered with variable inter-cell 

interference with in zone #1 is equal to the capacity offered when inter-cell 

interference level of users is 0 8.Ω = . It is also found that capacity with variable 

interference is greater than the capacity when both users are offering high level of 

interference i.e. 0 9.Ω = .  

Figure 4-14b shows the CCDF curves when one user 
1j

T −  is in zone #1 and 

another user 
1j

T +  is moved to zone #2 which corresponds to range of 

interference0 3 0 7. .≤Ω ≤ . The capacity with variable slow gain outperforms the 

capacity when interference level of both users is equal i.e. both are offering high 

level of interference while located in zone #1.  

Figure 4-14c shows the CCDF curves when user 
1j

T − is in zone #1 and 

another user 
1j

T +  is moved to zone #3 which corresponds to range of 

interference0 0 2.≤Ω ≤ . The capacity with variable interference outperforms the 

capacity when interference level of both users is equal i.e. both are offering high 

level of interference while located in zone #1. 

Figure 4-15 shows the CCDF curves when one user 
1j

T −  is located in zone 

#2 and other user 
1j

T + is located in zone #1 (see Figure 4-15a), in zone #2 (see 

Figure 4-15b) and in zone #3 (see Figure 4-15c). The capacity offered with variable 

interference is compared with the capacity offered when both users are offering equal 
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level of interference (medium level interference) while staying in zone #2 i.e. when 

both users are offering equal interference of the range 0 3 0 7. .≤Ω ≤ .  

Figure 4-16 shows the CCDF curves when one user 
1j

T − is located in zone #3 

and other user 
1j

T + is located in zone #1 (see Figure 4-16a), in zone #2 (see Figure 

4-16b) and in zone #3 (see Figure 4-16c). The capacity using cell optimum, single 

user with TDMA and single user decoding strategies outperforms the capacity when 

interference level of both users is equal (both users are offering high level of 

interference of range 0 7 1. ≤Ω ≤  (see Figure 4-16a) and when both users are 

offering medium level of interference of range 0 3 0 7. .≤Ω ≤  (see Figure 4-16b). 

Figure 4-16c shows the scenario when both users are located in zone #3 with variable 

interference level. The capacity with variable interference level outperforms the 

capacity when interference level of both users is 0 1.Ω = .  It is interesting to note 

that variable interference level strategy is advantageous when at least one of the users 

is offering low level of interference. For example, the fractional gain yielded by 10% 

outage capacity
16

 using cell optimum decoding strategy denoted by 

0 1

cell
C ,

.( ( ) )p γH with variable interference level (user 
1j

T −  located in zone #3 and 

user 
1j

T +  located in zone #1) is 54% over capacity offered by decoding strategy when 

both users are offering interference 0 7.Ω = (see Figure 4-16a). Similarly, fractional 

gain yielded by 
0 1

cell
C ,

.( ( ) )p γH  when user 
1j

T −  located in zone #3 and user 

1j
T + located in zone #2 over the capacity when both user are offering equal 

interference level 0 3.Ω =  is 8%  and is increases to 36 % when 0 4.Ω =  (Figure 

4-16b). Similarly, the fractional gain yielded by 
0 1

cell
C , .( ( ) )p γH  when both users 

are located in zone #3 over the capacity when both users are offering equal interference 

level 0 1.Ω =  is 25%. This is to note that this fractional gain in capacity using 

variable interference over equal interference level increases with the increase in 

                                                
16

 The outage capacity is the capacity that is attained with some given probability (when it is not 

satisfied, an outage event is declared).  Throughout the thesis the outage probability is 0.1.  
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interference level of both users (see Figure 4-16a and Figure 4-16b and compare 

curves with square marker with the curves with circle marker). It can be seen from 

the Figure 4-14, Figure 4-15 and Figure 4-16 that variable interference strategy is not 

advantageous for optimum decoding capacity since we compare the capacity 

obtained with variable interference with the capacity obtained using equal 

interference for both users when they are located in higher zone. Since optimum 

decoding capacity increases with the increase in interference level therefore when we 

compare the optimum decoding capacity with variable interference with capacity  

 by users located in low zone (this comparison is discuss in detail in the next 

subsection).  In Figure 4-17, Figure 4-18 and Figure 4-19 we present the scenario for 

K = 2 (4 interfering users for each BS) when interferene level of users is variable
17

. 

Figure 4-17 shows CCDF curves of capacity offered by optimum decoding strategy 

when maximum 4 and minimum 3 users are located in zone #1 (high level 

interference) with variable interference level in the range 0 7 1. <Ω < . It can be 

seen from Figure 4-17a when 4 users are located in zone #1 with variable 

interference (CCDF curves with square marker) and when 4 users are offering equal 

level of interferene 0 9.Ω =  (CCDF curves with the circle marker). Improvement 

in 
cell

C ,( ( ) )p γH ,  
sud

C ,( ( ) )p γH  and 
tdma

sud
C ,( ( ) )p γH  is observed with variable 

level of interference when compare with capacity offered by equal level of 

interference. It is interesting to note that 
cell

C ,( ( ) )p γH ,  
sud

C ,( ( ) )p γH  and 

tdma

sud
C ,( ( ) )p γH increases when at least one of the interfering user offer low level of 

interference (see Figure 4-17b and Figure 4-17c ).  

                                                
17 In the multi-user scenario for example 2K = , where channel slow gain is variable in each of the 

adjacent cells across the zones,  the location and number of users are expressed as zone #1(2 user) i.e. 

both users are located in zone 1. Similarly, when one user is located in zone 1 and other user is located 

in zone 2; the location and number of users are expressed as zone #1(1 user), zone #2(1 user).  
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Figure 4-14: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell interfering 

users (circle marker): (a) both users are located in zone #1 (b) one user is located in 

zone #1 and other is in zone #2 (c) one user is located in zone #1 and one is in zone #3.  
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 Figure 4-15: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell interfering 

users (circle marker): (a) one user is located in zone #2 and other is in zone #1 (b) both 

users are located in zone #2 (c) one user is located in zone #2 and other is in zone #3.  
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Figure 4-16: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell interfering 

users (circle marker): (a) one user is located in zone #3 and other is in zone #1 (b) one 

user is located in zone #3 and other is in zone #2 (c) both users are located in zone #3. 
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In Figure 4-18, we present the scenario when most of users are offering a 

medium level of interference of range0 3 0 7. .<Ω < . For example Figure 4-18a 

shows the scenario when 3 users are offering medium level of interference (zone #2) 

and 1 user is offering high level of interference (zone #1). The improvement in 

capacity can be seen by comparing capacity with variable interference level over 

capacity with equal interference when 0 9.Ω = . Similarly, in Figure 4-18b all 4 

users are located in zone #2 i.e., they are offering medium level of interference. The 

capacity with variable interference (curves with square marker) outperforms the 

capacity with equal interference level 0 6.Ω = . In Figure 4-18c, 3 users are located 

in zone #2 and 1 user is located in zone #3 (low level of interference). Further 

improvement in capacity is due to the fact that with the decrease in interference level 

the capacity increases.  

In Figure 4-19, we present the CCDF curves when most of the users offer low 

level of interference (zone #3). For an example, Figure 4-19a shows the scenario 

when 3 users are offering low of interference (zone #3) and 1 user offering high level 

of interference (zone #1). The CCDF curves with variable interference outperform 

the capacity curves when users are offering equal interference level 0 9.Ω = . İt can 

be seen that variable interference is extremely advantageous for cell optimum, single 

user with intra-cell TDMA and single user decoding strategies when more than 2 

users are offering low levels of interference as compared to the scenario when 

interfering users offering equal interference level.   
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Figure 4-17: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell 

interfering users (circle marker) with 2K =  and 20 dBγ = : (a) zone #1(4 users); 

(b) zone #1(3 user), zone #2(1 user); (c) zone #1(3 user), zone #3(1 user). 
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Figure 4-18: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell interfering 

users (circle marker) with 2K =  and 20 dBγ = : (a) zone #2(3 users), zone #1(1 

user); (b) zone #2(4 user); (c) zone #2(3 user), zone #3(1 user). 
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Figure 4-19: Summary of comparison of capacity over faded C-GCMAC offered by 

variable inter-cell interfering users (square marker) and with equal inter-cell interfering 

users (circle marker) with 2K =  and 20 dBγ = : (a) zone #3(3 users), zone #1(1 

user); (b) zone #3(3 user), zone #1(1 user); (c) zone #3(4 user). 
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4.7.5.3    Eigenvalue Distribution Perspective  

 

In this sub-Section, we present the optimum joint decoding capacity with 

variable inter-cell interference for K = 1 and γ= 20 dB. The analysis is supported by 

CCDF curves obtained over 5000 Monte Carlo simulation trials of channel matrix H. 

The gain in optimum capacity is compared with the capacity offered by optimim 

decoding strategy when users are offering equal level of interfrence while located in 

low interference zone. For example, Figure 4-20 shows gain yielded by optimum 

decoding capacity when interference level of user 
1j

T −  is increases while user 
1j

T +  

is located in zone #3. In Figure 4-20, the Solid line (capacity when both users are 

offering equal level of interference) is compared with the dashed line (when one user 

1j
T −  is moved to medium level of interference zone #2) and the dashed dot line 

(when user 
1j

T −  is moved to high level of interference zone #1). The frational gain 

yielded by 
0 1

cell
C , .( ( ) )p γH  when user 

1j
T +  is offering a low level of interference 

(zone #3) and 
1j

T −  is offering a high level of interference (zone #1) over 

0 1

opt
C ,p γH .( ( ) )  when both users are offering low level of interfernce is 10%. It is 

interesting to note that variable interference level strategy is advantageous for 

optimum decoding strategy when at least one of the users is offering high level of 

interference.  

The improvement in capacity over the fading channel when variable inter-cell 

interference strategy is employed is analyzed using power distribution analysis of 

eigenvalues of 
HHH  in each scenario. Figure 4-21 shows the power distribution of 

eigenvalues of 
HHH in descending order. It can be seen from the figure that last 

four eigenvalues are the main contributing eigenvalues to improve the capacity. The 

mean power of the eigenvalues increases with the increase in inter-cell interference 

level of one of the user, compare Figure 4-21b with Figure 4-21a and Figure 4-21c 
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with Figure 4-21a. The mean gains of each eigenvalue are also shown in each figure. 

For example, the mean gain of largest eigenvalue when both users are offering low 

level of interference is 6.7 dB. Similarly, when one of the users is offering medium 

level of interference (located in zone #2)  the mean gain is improved to 8.2 dB and 

when this user offer high level of interference (located in zone #1) the mean gain 

increases to 9.6 dB which corresponds to increase in optimum decoding capacity by 

varying the interference level. The similar kind of investigation can be established 

from Figure 4-24. The increase in optimum capacity is obvious when one of the 

mobile users moved to lower zone.  
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Figure 4-20:  Improvement in optimum decoding capacity over faded C-GCMAC by 

exploiting variable inter-cell interference gain between the user and given BS; 

1K = and 20 dBγ = .  
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Figure 4-21: Summary of power distribution of the eigenvalues of HHH for 1K =  

(2 inter-cell interference for each BS): (a) zone #3(2 users); (b) zone #3(1 user), zone 

#2(1 user); (c) zone #3(1 user), zone #1(1 user).  
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In Figure 4-22, we present the optimum joint decoding capacity with variable 

inter-cell interference for K = 2 (4 inter-cell interference for each BS) and γ= 20 dB 

over Rayleigh flat fading channel. The Solid black line shows CCDF of capacity 

offered by optimum decoding strategy when all 4 users are located in zone #3 with 

an equal level of interference 0 1.Ω = ; the dashed black CCDF curves is for 

capacity when 3 users are located in zone #3 i.e. offeirng low level of interference 

and 1 user is moved to zone 2 (medium level interference). The fractional gain in 

capacity over the scenario when 4 usres are offering low level of interference is 3 %. 

Similarly, the capacity increases with the increase in number of users offering high 

level of interference. Finally, the fractional gain in capacity when 2 users are located 

in zone #1 (high level of interference) and 2 users are located in zone #3 (low level 

of interference) over the scenario when 4 users offeirng low level of interference is 

15 %. The gain in capacity due to variable level of interference is due to 

improvement in mean power of eigenvalues of 
HHH . The power distribution of 

eigenvalues of the channel matrix is shown in Figure 4-23. It can be seen from the 

figure that the last four eigenvalues are more contributing to the capacity. For 

example, the mean power of largest eigenvalue when all 4 users are offering low 

level of interference is 
6

9λ = dB (see Figure 4-23a). This gain increases to 

6
11 7λ = . dB when 2 users are offering low level of interference and two are 

offering high level of interference (see Figure 4-23f). The mean gain of each 

eigenvalue for various scenarios is mentioned in Figure 4-23a - Figure 4-23f.  
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Figure 4-22: Improvement in optimum decoding capacity over faded C-GCMAC by 

exploiting variable inter-cell interference gain between the user and given BS; 2K =  

and 20 dBγ = . 
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Figure 4-23: Summary of power distribution of eigenvalues of HHH for K =2 (4 

inter-cell interference for each BS): (a) zone #3(4 users); (b) zone #3(3 user), zone 

#2(1 user); (c) zone #3(2 user), zone #2(2 user); (d) zone #3(3 user), zone #(1 user); 

(e) zone #3(2), zone #1(1 user), zone #2(1 user); (f) zone #3(2 user), zone #1(2 

users). 
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Figure 4-24: Improvement in optimum decoding capacity over faded C-GCMAC by 

exploiting variable inter-cell interference gain between the user and given BS; K = 1 

and γ = 20 dB. 
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4.7.6 Remarks on Simulation Scenarios  

 

Several remarks on simulation scenarios are now in order: 

 

 Summary of simulation results for a single user case 1K = and for the multi-

user case 2K =  are presented in Table 4-1 and Table 4-2 respectively.  

 It is recognized that the spectral efficiency of the cell optimum decoding 

capacity, single user decoding capacity and single user decoding with intra-

cell TDMA is improved by varying the channel slow gain among the mobile 

terminals and the BSs.  

 It is found that for a single user scenario i.e. 1K =  

( ) ( ) ( )tdma

cell sud sud
; ; ;p p pγ γ γH H HC ( ) = C ( ) = C ( ) . The same has been shown in 

Table 4-1, it can be seen that cell optimum decoding capacity increases when 

at least one of the interfering mobile terminals in two adjacent cells is 

offering low level of inter-cell interference. On the contrary, optimum 

decoding capacity increases when at least one of the mobile terminals offers 

high level of inter-cell interference.  

 By exploiting the variable channel slow gain among the mobile terminals and 

the BSs cell optimum decoding strategy is the optimal solution to achieve the 

capacity in the single user case.   

 For the multi-user case 2K = , there are 4 inter-cell interfering mobile 

terminals which are located in two adjacent cells. It can be seen from Table 

4-2 that the capacity offered by the cell optimum decoding, single user 

decoding and single user decoding with TDMA increases when at least one 

the mobile terminals out of 4 interfering terminals is located in higher zone 

i.e. offering low level of inter-cell interference.  

 By comparing the gains in cell optimum decoding capacity, we can see that 

the benefits of cell optimum decoding capacity over a single user decoding 

capacity for low levels of inter-cell interference. It is found that when 0Ω→ , 

(4.25) is unbounded, where as (4.29) approaches unity (compare the cell 

optimum capacity and optimum joint decoding capacity in scenario 9 in Table 

4-2).  
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 It is found that for low levels of inter-cell interference 

( ) ( )cell opt
; ;p pγ ≈ γH HC ( ) C ( ) by exploiting the channel slow gain 

independently for each of the mobile terminals in both the adjacent cells 

across the three zones. (See Figure 4-16c for a single user case and Figure 

4-19c for multi-user case).  

 

Table 4-1: Summary of Impact of variable channel slow gain on the Capacity 

for 1K = . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1j
T −

 

 

1j
T +

 

 

( ) ( ) ( )0 1 0 1 0 1
tdma

cell sud sud
; ; ;p p pγ γ γH H H

. . .

C ( ) = C ( ) = C ( )  ( )0 1

opt
;p γH

.

C ( )  
Scenario 

No. 

User 1 

 

User 2 

 

Bits/sec/Hz 

1.  zone#1 zone#1 1.0 5.4 

2.  zone#1 zone#2 1.32 5.2 

3.  zone#1 zone#3 1.75 5.0 

4.  zone#2 zone#1 1.31 5.19 

5.  zone#2 zone#2 1.82 4.92 

6.  zone#2 zone#3 2.62 4.79 

7.  zone#3 zone#1 1.74 5.0 

8.  zone#3 zone#2 2.62 4.72 

9.  zone#3 zone#3 4.8 4.7 
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Table 4-2: Summary of Impact of variable channel slow gain on the Capacity 

for 2K = . 

 

1j
T −

 
1j

T +
 ( )0 1

cell
;p γH

.

C ( )

 

( )0 1
tdma

sud
;p γH

.

C ( )

 

( )0 1

sud
;p γH

.

C ( )

 

( )0 1

opt
;p γH

.

C ( )

 Scenario 

No. 
User  

1 

User 

2 

User 

1 

User 

2 
Bits/sec/Hz 

1.  
zone 

#1 

zone 

#1 

zone 

#1 

zone 

#1 
0.9 1.0 0.8 7.1 

2.  
zone 

#1 

zone 

#1 

zone 

#1 

zone 

#2 
1.0 1.0 0.9 7.0 

3.  
zone 

#1 

zone 

#1 

zone 

#1 

zone 

#3 
1.2 1.0 0.9 6.9 

4.  
zone 

#2 

zone 

#2 

zone 

#2 

zone 

#1 
1.5 1.4 1.2 6.65 

5.  
zone 

#2 

zone 

#2 

zone 

#2 

zone 

#2 
1.9 1.8 1.4 6.46 

6.  
zone 

#2 

zone 

#2 

zone 

#2 

zone 

#3 
2.2 1.9 1.5 6.35 

7.  
zone 

#3 

zone 

#3 

zone 

#3 

zone 

#1 
2.6 1.9 1.7 6.35 

8.  
zone 

#3 

zone 

#3 

zone 

#3 

zone 

#2 
3.7 2.8 2.2 6.15 

9.  
zone 

#3 

zone 

#3 

zone 

#3 

zone 

#3 
6.1 5.6 2.7 6.0 

 

 

4.8 Upper Bound on Optimum Decoding Capacity  

 

In this Section, a novel expression for a new upper bound on optimum joint 

decoding capacity over the Wyner C-GCMAC is derived by exploiting the Hadamard 

inequality [69]. The upper bound can be considered as the maximum capacity that 

can be achieved by exploiting the Hadamard inequality over Wyner C-GCMAC. 

However, a lower bound solution to the capacity when optimum joint decoding is 

employed is still unknown.  

We consider an architecture where BSs can cooperate to jointly decode all 

users’ data (macro-diversity). Thus, we dispense with the cellular structure altogether 

and consider the entire network of BSs and users as a MAC. Each user has a link to 

each BS and BSs cooperate to jointly decode all users’ data. Since BSs are typically 

not mobile, BSs can share information using high speed reliable connections over 

wireline links or wireless links [31]. Assume firstly that the receiver has perfect CSI 
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while the transmitter knows neither the statistics nor the instantaneous CSI. In this 

case, a sensible choice for the transmitter is to split the total amount of power equally 

among all data streams and, consequently, an equal-power transmission scheme takes 

place. The justification for adopting this scheme, though not optimal, originates from 

the so-called maxmin property [127] which demonstrated the robustness of the above 

mentioned technique for maximizing the capacity of the worst fading matrix. For the 

Wyner C-GCMAC with a uniform average power constraint, the sum-capacity of the 

system when optimum joint decoding is performed is expressed (4.35) [13] and [97].   

The Base Stations (BSs) are herein assumed to be able to jointly decode the 

received signals in order to detect the transmitted vectorx . It has been shown that 

the multi-user decoding strategies are distinctly advantageous over single user 

decoding strategies [27] and [28].  The Hadamard representation of the optimum 

joint decoding capacity is also expressed as (4.36) by substituting (3.5) into (4.35). 

The Hadamard product and Kronecker product of the two matrices G  and Ω  are 

related by following Theorem 4.8.1.  

Theorem 4.8.1: (Hadamard product and Kronecker product) [69] 

Let G  and Ω  be arbitrary N M×  matrices. Then [24], [68] and [69]  

( )T

N M
= ⊗G G� P PΩ Ω                         (4-65) 

where NP  and MP  are 
2n n× and 

2m m×  partial permutation matrices 

respectively. The 
thj  column of NP  and MP  has 1 in its ( )( )1j n j− + th

 and 

( )( )1j m j− + th 
 position respectively and zero elsewhere. The proof of (4.65) is as 

follows:  

Proof of (4.65): Compute  

( )

( )
11 1 11

( ) ( )
11

( )
1

M
M

T N N
N M NN

M
N NM MM

g g E

E E

g g E

       ⊗ =             

G

�

�� 
 
 


�

P P

Ω Ω

Ω

Ω Ω

 

( )1 2
1

, , ,
M

M
k k Nk kk

k

diag g g g E
=

= ∑ � Ω  
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1

M

ik ij jk
k

g
=

= Ω δ∑  

ij ijg= Ω =G �Ω            

The following corollary lists several useful properties of the partial 

permutation matrices NP  and MP . 

 

Corollary 4.8.2
18

: 

For brevity, the partial permutation matrices NP  and MP  will be denoted by 

P  unless it is necessary to emphasize its order. In the same way, the matrices NQ  

and MQ , defined below, is denoted by Q .  

i. NP  and MP  are the only matrices of zeros and ones that satisfy 

(4.65) for all G and Ω . 

ii. 
T = IP P and 

T
PP is the diagonal matrix of zeros and ones, so 

0 1T≤ ≤PP . 

iii. There exists a ( )2 2n n n× −  matrix NQ  and ( )2 2m m m× −  

matrix MQ  of zeros and ones such that ( )�π PQ  is the 

permutation matrix. The matrix Q  is not unique but for any choice of 

Q , following holds;  

0T =P Q ; 
T = IQ Q   and  

T T= −IQQ P P  

iv. Using the properties of a permutation matrix together with the 

definition of π  in (iii); we have  

( )
T

T

T

  =    
ππ

P
PQ

Q
 

T T= + = IPP QQ  

 

                                                
18

 As an example, for 6N = and 1K =  the permutation matrices 36 6×∈ PP and 
36 30×∈PQ are 

presented in Appendix F.  



 

 161 

Chapter 4 - Information Theoretic Analysis 

Theorem 4.8.3: (Hadamard Inequality) [68] 

Let G  and Ω  be arbitrary N M× matrices. Then  

( )( ) ( , )

HH H = +ΓGG G G� � �ΩΩ Ω Ω
PQ

        (4-66) 

where ( ) ( )( , )

HT T
N M M NΓ = ⊗ ⊗G G

PQ
P Q Q PΩ Ω  and we called it the Gamma 

Function. 

From (4.66), we can deduce [69]  

              ( )( )HH H ≥GG G G� � �ΩΩ Ω Ω                      (4-67) 

This inequality is referred to as the Hadamard inequality which will be 

employed to find the upper bound on the capacity (4.36). Also, (4.67) ensures that  

                 ( )( )HH H =GG G G� � �ΩΩ Ω Ω  for 0( , )Γ =
PQ

          (4-68) 

Proof of (4.66): 

Using the well known property of the Kronecker product 

( )( )AC BD A B C D⊗ = ⊗ ⊗  [68], we have 

   ( )( )HH H⊗ = ⊗ ⊗GG G GΩΩ Ω Ω     

Corollary 4.8.2(iii) ensures that
T T

M M M M+ = IP P Q Q , subsequently we have 

                                 ( )( )( )HT T
M M M M= ⊗ + ⊗G GΩ ΩP P Q Q  

                                ( ) ( ) ( ) ( )H HT T
M M M M= ⊗ ⊗ + ⊗ ⊗G G G GΩ Ω Ω ΩP P Q Q  

Multiply each term by partial permutation matrix P  of appropriate order to ensure 

Theorem 4.8.1.  

( ) ( ) ( )

( ) ( )

HT H H T T
N M N M M N

HT T
N M M M

⊗ = ⊗ ⊗

+ ⊗ ⊗

GG G G

G G

ΩΩ Ω Ω

Ω Ω

P P P P P P

P Q Q P

  

Recall from Theorem 4.8.1, i.e. ( ) ( )T ⊗ =G G�P PΩ Ω , we have  

( )( ) ( ) ( )H HH H T T
N M M M= + ⊗ ⊗GG G G G G� � �ΩΩ Ω Ω Ω ΩP Q Q P        

This proves (4.66).                                                                                                      � 
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4.8.1 Upper Bound on Optimum Capacity  

In this Section, we first introduce the upper bound on optimum capacity using 

Jensen’s Inequality and then we derive the upper bound using the Hadamard 

Inequality as defined in (4.66).  

 

 

Theorem 4.8.4: (Jensen’s Inequality) 

For any concave function [22]  

( )f X f X   ≤      E E             (4-69) 

Using concavity of ( )log .  and Jensen’s inequality, we 

have ( )log logX X   ≤      E E . The upper bound on optimum capacity is given by  

   ( ( ); ) C ( ( ); )p pγ ≤ γH H�
opt optC    

    ( )2

1
log det H

N
N
  = + γ    

I HHE�                 (4-70) 

The Hadamard representation of upper bound using Jensen’s inequality is expressed 

as  

                          

( )( )( )2

1
( ( ), ) log det

H

Np
N

  γ = + γ    
G I G G� � � �optC Ω Ω ΩE         (4-71) 

   

The upper bound on optimum capacity using the Hadamard inequality (4.66) is given 

by 

( ( ), ) ( ( ), )p pγ ≤ γG G� �optoptC CΩ Ω  

  ( ) ( )( )2

1
log det H H

N
N

 = + γ  
I GG �E ΩΩ                       (4-72) 

This is to note that (4.72) is the unique application of (4.66). However, an 

analytical closed form expression for (4.36) can be derived using (4.72). The work is 

part of on-going research [144].  
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4.8.2 Tightness of Hadamard Upper Bound  

 

In this Section, we show that the new Hadamard upper bound on 
opt

C  

converges to the conventional capacity at low SNRs whereas at high SNRs, the offset 

from the conventional capacity is constant which is advantageous. In general, the 

absolute gain ∆  inserted by Hadamard upper bound is given as [144] 

( ) ( ); ;p p∆ = γ − γG G� �opt opt
C ( ) C ( )Ω Ω          (4-73) 

which asymptotically tends to zero as 0γ → , given as  

      ( )( )( )2 ,0

1
1 trlim log

Nγ→
∆ = + γ ΓE

P Q
        (4-74) 

Proof of (4.74): Using (4.73), we have  

( )

( )

2

2

1

1

log det

log det (

H H
N

H
N

N

N

   ∆ = + γ    
   − + γ    

I GG

I G G

�

� �

ΩΩ

Ω)( Ω)

E

E

 

      
( )
( )2

1 det
log

det (

H H

N

H

N
N

  + γ      =     + γ     

I GG

I G G

�

� �

ΩΩ

Ω)( Ω)
E  

      
( )
( )2

1 tr1

1 tr
log

( )( )

H H

HN

  + γ      =     + γ     

GG

G G

�

� �

ΩΩ

Ω Ω
E  

where we have made use of property
19

 
2

1 trdet( ) ( ) ( )+ ε = + ε + εI A A O [90]. 

We can now show that using Hadamard inequality (4.67), we have  

      
( ) ( )

( )
,

2

1 tr tr1

1 tr

( )( )
log

( )( )

H

HN

  + γ + γ Γ      =     + γ     

G G

G G

� �

� �

Ω Ω

Ω Ω
E

P Q
 

                                                
19

 Terms with higher power of ε can be ignored ⇔ 0 2 3x xε ≈ ∀ = �; , , [89]. 
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( )

( )
,

2

tr1
1

1 tr
log

( )( )HN

   γ Γ    = +     + γ     G G� �Ω Ω
E

P Q  

as 0γ → , we may have  

( )( )( )2 ,0

1
1 trlim log

Nγ→
∆ = + γ ΓE

P Q
 ; which proves (4.74).    

4.8.3 Simulation Results and Comparisons  

 

The upper bound on optimum joint decoding capacity over flat faded C-

GCMAC for 1K =  is shown in Figure 4-25. The curves are obtained over 5000 

Monte Carlo simulation trials ofH . It is shown that the capacity upper bound using 

Hadamard inequality (4.72) is improved as compared to capacity upper bound using 

Jensen’s inequality (4.71) (compare blue curve with red and black curves). The 

improvement in Bits/sec/Hz is shown in Figure 4-26 with respect to range of SNRs 

and inter-cell interference levels. The difference between the two upper bounds is 

constant over medium to higher range of SNRs. The improvement in upper bound is 

constant for Ω  > 0.4. As the SNR approaches zero, both upper bounds gets closer to 

each other.  

The improvement in capacity using the Hadamard inequality over a non-fading 

channel is shown in Figure 4-27a and over a fading channel is shown in Figure 

4-27b. It is observed that the improvement in capacity over a non-fading channel 

using the Hadamard inequality increases with the increase in SNRs and with the 

increase in inter-cell interference. The effect is significant at higher SNRs. For 

example, at γ  = 40 dB and Ω= 0.9, the gain is ∆  = 3.1 Bits/sec/Hz. On the other 

hand, γ  = 40 dB and Ω= 0.1, and gain is ∆  = 1.5 Bits/sec/Hz. From the Figure 

4-27b, it is shown that gain in capacity over fading channel using Hadamard 

inequality is almost constant with respect to level of inter-cell interference (except 

the case when there is no inter-cell interference). It is also demonstrated that 

as 0γ→ , the gain 0∆≈ and both capacities are getting closer to each other i.e. 

( )( ) ( )( )opt opt
C ; C ;p pγ ≈ γH H . 
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Figure 4-25: Summary of capacity comparison: capacity using (4.72) Hadamard 

inequality with low level of interference (blue curve); capacity using (4.71) Jensen’s 

inequality (red curve); capacity using (4.72) Hadamard inequality with no intra-cell 

interference (red dots); capacity using (4.36) with no intra-cell interference (green 

square); capacity using (4.36) with low level of interference (black curve).  

 

Figure 4-26: Difference between the capacity using Hadamard inequality and using 

Jensen’s inequality with respect to inter-cell interference and SNRs with 1K = .  
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(a) 

 

     (b) 

 

Figure 4-27: Difference between capacity using Hadamard inequality (4.72) and 

capacity using (4.36) with 1K = : (a) over non-faded circular cellular channel; (b) over 

faded C-GCMAC.  
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4.8.4 Special Case: No Inter-cell Interference (Employing Inter-

cell TDMA) 

 

In this Section, we discuss the applications of (4.67) and (4.68) in the Wyner 

C-GCMAC to justify the use of the Hadamard inequality. Now, we present following 

scenarios when inter-cell TDMA is employed or users from the adjacent cells are 

ignored [141].  

a. Single User Case 1K = :  

 

Note that (4.68) holds if and only if 0( , )Γ =
PQ

, which is equivalent 

to ( ) 0T
N MΩ⊗ =GP P . It is found that 0( , )Γ =

PQ
 only when

,1N
G  and ,1NΩ  are 

diagonal matrices
20

. Let us define 
N NG C

×∈ such that 0,1( )i jg ∈ CN  if i j=  

and 0i jg =  if i j≠ . Similarly, 
N N×∈ RΩ such that 1

i j
Ω =  if i j=  and 

0i j =Ω  if i j≠  i.e. 
,1N N
= IΩ .   

This is considered as a special case in C-GCMAC modelling when each base 

station only decodes only a local user
21

 and there is no inter-cell interference. The 

resultant channel matrix is a diagonal matrix such that
22

 ( )T
N M⊗ =0G ΩP Q  and 

subsequently (4.68) holds.  

Proof of (4.68)
23

 : 

To arrive at (4.68), we first notice from (4.66) that ( )T T
N M M⊗ =G 0ΩP Q Q  and 

using the fact from Corollary 4.8.2(iii) that 
T T

M M M M= −IQ Q P P , subsequently 

we have  

( )( ) 0T T
N M M⊗ − =G IΩP P P   

( ) ( )T T T
N N M MΩ Ω⊗ = ⊗G GP P P P  

                                                
20

 In single user scenario, the channel matrix H  is diagonal only when inter-cell TDMA is employed.  
21

 Intra-cell users.  
22 It is to note that ( )T

N M⊗ =0GP QΩ  iff 1K =  and G  and Ω are diagonal matrices. However, in 

multi-user scenario the result of (4.68) is still valid if intra-cell TDMA is employed.  
23

 For the sake of simplicity all the indices have been omitted.   
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Multiply both sides by ( )H N⊗G Ω P  

( )( ) ( ) ( )H HT T T
N N N M M N⊗ ⊗ = ⊗ ⊗G G G GΩ Ω Ω ΩP P P P P P  

( ) ( ) ( )HT H H T T
N N N M M N⊗ = ⊗ ⊗GG G GΩΩ Ω ΩP P P P P P  

Recall from Theorem 4.8.1 i.e. ( )T G G�⊗ =Ω ΩP P , finally we arrive at 

( )( )
HH HGG G G� � �=ΩΩ Ω Ω  

when ( , )Γ PQ = 0.             

 

The scenario is simulated and shown in Figure 4-25. This is the case when 

0
,

Γ =
PQ

, subsequently ( )( ) ( )( )opt opt
C ; C ;p pγ = γG G� �Ω Ω  i.e. the 

capacity using (4.36) is equal to the upper bound on optimum joint decoding capacity 

using (4.72) and subsequently (4.68) holds true; compare the green square markers 

and the red circle makers. It is also demonstrated that   

( ) ( )
0 0

( ), lim ( ),p p
Ω= Ω→

γ ≈ γG G� �Ω ΩoptoptC C ; observe the black curve when 

inter-cell interference between the users and the given BS is low i.e. 0Ω→ . 

 

b. Multi-user Case 1K >  with Intra-Cell TDMA:  

 

In the multi-user case when K  users are active in each of the adjacent cell, the 

channel matrix is no longer diagonal and hence (4.68) is not valid and subsequently 

0Γ ≠PQ( , ) . However, the result of (4.68) is still valid when intra-cell TDMA (i.e. 

only 1 user is active in each cell) is employed.  

For an example, when 2K =  the channel slow gain matrix can be modelled 

as
24

 (3.19) 

                                                
24 Recall form Chapter 3 that 

N K,
Ω  is a N NK× channel slow gain matrix as defined in (3.8)  
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( )1 2

1 1 ,N K N N N K
=

�
( ) ( )

, , ,
PΩ Ω Ω            (4-75) 

where 
1 2

1 1N N N
= = I( ) ( )

, ,
Ω Ω  and 

,N K

�
P  is NK NK×  permutation matrix as 

defined in (3.20). Similarly,  

( )1 2

1 1 ,N K N N N K
=G G G

�
( ) ( )

, , ,
P            (4-76) 

where ( )0 ,1 ; and 0 ;
i j i j

g i j g i j∈ ∀ = = ∀ ≠CN . The resultant 

channel matrix H can be expressed as  

( ),N K N K N K
=H G �

, ,
Ω            (4-77) 

In matrix notation, (4.77) can be expressed as (4.81)  

Let us assume that intra-cell TDMA is employed i.e. only 1 user is active in 

each cell. Given that 
tdma

lΞ  is a intra-cell TDMA user coder
25

 for 
thl  intra-cell user 

such that  

,1 , tdma

l l

N N K
= ΞH H             (4-78) 

where 
tdma

lΞ  can be designed as follows:  

 

TDMA User Coder:  

 

For N NK× channel matrix
,N K

H , 
tdma

lΞ  is a NK N×  matrix which 

transforms the resultant multi-user channel into single user per cell channel. The 

thj column of 
tdma

lΞ  has 1 in its ( )( )
th

1l j K+ −  position and zero elsewhere, 

where 1,2,…,l K= . As an example, for user one, 1l = 26
 

                                                
25

 This is to note that TDMA user coder is not a coding technique. The coder is used in simulations to 

employ intra-cell TDMA. This is the implementation technique.  

26 For 2l = ; The thj column of 2

tdma

l=Ξ  has 1 in its ( )( )
th

2 1j K+ −  position and zero elsewhere, i.e. 

for 1,2, ,6j = � 2

tdma

l=Ξ  has 1 at 2, 4,6,8,10 and 12 positions. 
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1

tdma

1 0 0 0 0 0

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

l=

               Ξ =                

                   (4-79) 

In matrix notation, (4.78) can be expressed as (4.82).  

Subsequently, the channel after employing intra-cell TDMA becomes 

( )1 1 1

,1 ,1 ,1

l l l

N N N

= = ==H G �Ω            (4-80) 

where 
,1

l

N
G and 

,1

l

N
Ω  are exactly diagonal matrices as discussed in previous single 

user case. Hence (4.67) holds equality and (4.68) is valid.  

 



  
1
7
1
 

C
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( ) ( )
( ) ( )
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( ) ( )
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6 6

1 1 2 2

1 1 2 2

1 1 2 2

1 1 2 2
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1
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Ω
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� �

� �

� �

� �

� �

�( ) ( )
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B T B T B T
g

                        Ω  �

                    

( )
( )

( )
( )

( )
( )

1 1 1 1

2 2 2 2

3 3 3 3

4 4 4 4

5 5 5 5

6 6 6 6

1 1

1 1

1 1

,1 1 1

1 1

1 1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0
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0 0 0 0 0

B T BT

B T B T

B T B T

N
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g

g

g

g

g

g

 Ω     Ω    Ω  =   Ω     Ω     Ω  

H

�

�

�

�

�

�

  

(4-81) 

 

(4-82) 
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c. Multi-user Case 1K >  without Intra-Cell TDMA:  

 

It is well known that the increase in number of users to be decoded jointly 

increases the channel capacity [27] and [28]. From (4.81), it can be seen that with 

inter-cell TDMA and without intra-cell TDMA the local users are located along the 

main diagonal of a rectangular matrix.  

The optimum joint decoding capacity obtained using (4.36) is shown in Figure 

4-28. The upper bound on the capacity using the Hadamard inequality is also shown 

in this figure. It can be seen that improvement in capacity is significant. The gain is 

depending on the number of intra-cell users to be jointly decoded (see Figure 4-29). 

Thus, using inequality (4.67), the multi-user Cellular MIMO Networks (MU-

CeMNets) offers ( )2
log K  times higher capacity as compared to the conventional 

capacity definition when inter-cell TDMA is employed i.e. using (4.36), 

( )2
log K∆=  (see Figure 4-29). As a by-product of employing the Hadamard 

inequality in this scenario, we also observed that  

( )( ) ( )( )( )1
H HH H K= + −GG G G G G� � � � �ΩΩ Ω Ω Ω Ω         (4-83) 

( )( )HK= G G� �Ω Ω  

Thus, using an inequality (4.67), the multi-user Cellular MIMO Networks (MU-

CeMNets) offers ( )2
log K times higher capacity and it has been demonstrated that 

the gain is dependent on the number of intra-cell users to be jointly decoded. This is 

to note that the result (4.83) is only valid when inter-cell TDMA is employed in the 

multi-user scenario.  
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Figure 4-28: Variation of capacities with respect to number of intra-cell users K  

employing inter-cell TDMA and exploiting the Hadamard inequality (4.67) 

for 10 dBγ = .  

 

Figure 4-29: Gain in capacity using Hadamard inequality (4.67) without intra-cell 

TDMA for 10 dBγ = . 
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4.8.5 Hadamard Inequality for Rank-one channel matrix
27

:  

In the case that A and B are rank-one matrices, we can also derive an alternate 

version of (4.66) that also proves (4.67) for such matrices. Let us define 

Huv=A and 
Hw z=B , where u, v, w, z are 1N×  column vectors which 

corresponds to a vector channel between the user in any of  N  cells and every N   

BS. Then,  

( )( )Hu w v z=A B� � �             (4-84) 

also is of rank at most one, and we calculate that  

                 ( )( ) ( )( ) ( )( )H H H
u w v z v z u w=A B A B� � � � � �            (4-85) 

           ( )( )2 H
v z u w u w= � � �            (4-86) 

On the other hand, we have  

            ( )( ) ( )2H H H Huv vu v uu= =AA            (4-87) 

( )( ) ( )2H H H Huv vu v uu= =BB            (4-88) 

This gives the formula, 

( ) ( ) ( ) ( )2 2H H H Hv z uu w w=AA BB� �           (4-89) 

  ( ) ( )2 2 H Hv z uw u w= �           (4-90) 

Comparing these formulas, we obtain the identity  

( ) ( ) ( )( )
2 2

2

HH H v z

v z
=AA BB A B A B� � �

�
         (4-91) 

In particular, since the norm is sub-multiplicative relative to the Hadamard product: 

v z v z≤� ,            (4-92) 

                                                
27

The proof can be extended for channel matrix of any rank 1L > since if a matrix A  is 

diagonalizable matrix of size N  and rank L . Then there are L  square matrices
1 2

, ,+
L

+ +A A A� , 

each of size N  and rank 1 such that 
1 2

, ,+
L

= + +A A A A� [90]. Using Eq. (4.94) for each of the 

rank 1 matrix, desired result can be obtained. The result can be applied to the correlated scenario 

where the rank of matrix may reduce to 1.                   
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Equation (4.91) gives another proof of (4.66) in this special case.  

4.9 Conclusions  

 

This chapter discussed the fundamental principals from information theory 

and random matrix theory for C-GCMAC. Inter-cell interfering users used to be 

considered at the same level of interference in both adjacent cells [27], [28] and [29]. 

We exploit the slow gain of inter-cell interfering users in both adjacent cells 

separately in order to increase the cell optimum capacity and reduce the fractional 

gain in 
opt
C  over 

cell
C  at moderate SNR. We derive the capacity when two or more 

MTs experience fading with different means. For example, if two MTs are located at 

different distances from the BS of interest. It has been shown that the cell optimum 

decoding strategy is optimal at low levels of inter-cell interference. The cell optimum 

decoding scheme suffers from interference limited behaviour and offers the lowest 

capacity of multi-user decoding schemes at high level of interferences. Multi-user 

decoding strategy is advantageous over single user decoding at all level of 

interferences since the single user decoding is intra-cell interference limited. It has 

been shown that optimal performance is attainable using intra-cell TDMA; and, that 

inter-cell TDMA is distinctly sub-optimal.  

Finally in Section 4.8, a new upper bound referred to as the Hadamard upper 

bound is derived for optimum joint decoding capacity for Wyner C-GCMAC. New 

results have been shown to compare the upper bound to the well known Jensen’s 

upper bound. The gain in optimum capacity is referred to as Gamma capacity which 

is the maximum capacity achieved by employing optimum joint decoding. However, 

the modified form of an inequality is introduced in Section 4.8.4c (without intra-cell 

TDMA). It has been shown that for the multi-user scenario, the optimum joint 

decoding is optimal choice in terms of the capacity when inter-cell TDMA is 

employed. The increase in capacity is ( )2
Klog  times more as compared to the 

situation when intra-cell TDMA is employed (see sub-Sections 4.8.4a and 4.8.4c). 

Furthermore, the improvement in optimum joint decoding capacity is the original 

application of the Hadamard inequality. 
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Chapter 5                         

Transmission Design for 

Wyner C-GCMAC  
 

5.1 Introduction  

 

he radio spectrum is one of the most precious resources in the wireless 

network environment. Multiple-input multiple-output (MIMO) wireless 

networks, which employ multiple transmitting and receiving antennas at both sides 

of the communication link, are an extremely promising way to cope with the 

challenges of future generation networks. This chapter deals with the performance 

analysis based on simulation of two types of transmission strategies namely: V-

BLAST MMSE and Zero Forcing – Dirty Paper Coding (ZF-DPC); design by 

employing recent decomposition techniques referred to as Geometrical Mean 

Decomposition (GMD) over Wyner uncorrelated and correlated C-GCMACs as 

introduced in Chapter 2 [143], Section 2.7. The impact of inter-cell interference on 

information theory has been investigated in the previous Chapter 4. The reliance of 

Bit Error Rate (BER) on the inter-cell interference over both uncorrelated and 

correlated scenarios is the key contribution of this chapter. The analysis is 

established in the light of eigenvalue analysis and power distribution of the 

eigenvalues of the channel matrix. Furthermore, a new model for a correlated Wyner 

circular cellular setup is derived. This fading model is based on rearranging the 

entries of random channel fading matrix G , such that the channel appears as an 

unsystematic correlated structure. The channel is referred to as the Permuted channel 

throughout the chapter. The Chapter is organized as follows: § 5.2, presents an 

introduction to the cellular structure and transmission techniques; § 5.3, presents an 

overview of correlated Wyner structures, this Section also includes understanding of 

correlated and uncorrelated channels by analyzing the eigenvalue distributions; and § 

T 
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5.4, presents our proposed correlated structure derived by rearranging the entries of a 

random matrix; § 5.5, presents an insights into the transmission design over the 

Wyner channels by exploiting GMD; § 5.6, presents simulation results and 

discussions. A typical behaviour of correlated channel due to rank reduction is 

investigated and reported in sub-Section 5.6.6 and regularization of such channel 

matrix is discussed as follows; conclusions to the Chapter are in given in § 5.7.  

 

5.2 Transmission Strategies  

 

Consider the modified Wyner’s circular cellular setup as shown in Figure 5-1, 

with simple scheduling under the assumption of N  identical cells and K  identical 

users i.e. they have same the propagation loss (constant for non-fading channel and 

i.i.d for flat fading channels) towards the cell sites; employing the same 

communication protocols and are subjected to an equal power constraint. The 

identical cells in such setup are defined in the same spirit. In most of the cellular 

setup, the intra-cell users are assigned orthogonal channels through either time or 

frequency division multiple access (TDMA/FDMA). The intra-cell TDMA is optimal 

in terms of per cell sum rate when the out-of-cell interference in non negligible [70]. 

The rate expression in this case depends only on the total cell power. Hence it is 

enough to consider one user per cell using the total cell power constraint [70] and 

[71]. By exploiting the intra-cell TDMA only 1 out of the total of K  users within 

the same cell will be active simultaneously. Hence, we can reduce the number of 

simultaneously active users within the cell and alleviate the burden of multi-user 

detection at the receiver [70].  

In this Chapter, we focus on the Wyner like CeMNets with base station (BSs) 

cooperation (MCP) and mobile terminal cooperation (mobile conferencing) [108], 

[127] and [97] as reviewed in Chapter 3, Section 3.4.  Therefore, for the uplink 

where receiver (BSs) performs multi-cell processing while transmitter (MTs) is 

allowed to cooperate over finite capacity link
1
 (see Figure 5-2); all the MTs are able 

to exchange the local messages with all the other active MTs in the network.  

                                                
1
 Finite capacity links that are available to enable cooperation are considered as additional spectral 

resources orthogonal to the main uplink or downlink channel.  
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Figure 5-1: Graphical interpretation of circular cellular setup representing the division 

of each cell into three zones: zone #1 near zone; zone #2 near-far zone; zone #3 far 

zone.  

The system at hand is thus equivalent to virtual MIMO system for which 

standard waterfilling algorithm is known to be optimal in terms of sum-rate [100] 

and [94]. For more information on the BS and MT cooperation readers may referred 

to [107], [127], [135], [136] and the references there in. However, a sum-rate 

analysis of such networks is out of scope of this thesis.  

The main focus of the Chapter is on the simulation of transmission schemes 

over correlated and uncorrelated Wyner Circular cellular setup by exploiting recently 

introduced decomposition technique GMD as we discussed in Chapter 2 [2] and 

[143]. The transmission design over such scenarios may have two implementation 

forms. One is the combination of GMD with linear precoder and a Minimum Mean 

Squared Error Vertical Bell Labs Space Time (V-BLAST - MMSE) detector, which 

is referred to as GMD V-BLAST with MMSE, and the other comprises of a Dirty 

Paper Coding Zero Forcing (ZF-DPC) precoder and a linear equalizer followed by a 

DP precoder, this is referred to as GMD ZF-DPC. 
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Figure 5-2: Node diagram of Uplink of cooperative Wyner C-GCMAC. For the sake of 

graphical simplicity we show only one MT active in each cell.  At the given BS, the 

received signal is the sum of the signal from intra-cell MTs (the solid arrows) and from 

inter-cell MTs located in two adjacent cells only (the dotted arrows). The amplitude of 

the signals from the inter-cell users in two adjacent cells is scaled by channel slow gain 

( )0,1Ω ∈ . Users located farther away than the adjacent cells are ignored for the sake of 

simplicity in channel modelling.  

 

Hence, by exploiting either the sequential signal cancellation or the ZF-DPC, 

we can regard the MIMO channel as identical, parallel and independent pipes for 

data transmission (as shown in Figure 2-5). 
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5.3 Correlated Wyner C-GCMAC 

 

In general, the Wyner channel transmission links (matrix entries), may have 

uncorrelated, semi-correlated and fully correlated fading statistics. There will also be 

difference in the BER performance and spectral efficiency for the different types of 

channels. In this chapter we investigate the performance of transmission schemes 

over correlated and uncorrelated channel types. The correlated channel can be 

modeled by well established Kronecker MIMO correlated channel models [1], [127] 

and [8]. Also, in [134], a model based on actual measurements for in-door setup is 

introduced. There are many other recently introduced MIMO correlated channel 

models [12].  

We consider a simple correlated model in order to observe the impact of inter-

cell interference on such a correlated structure [75]. Consider a scenario, where a 

cluster of scatterers are situated far from the transmitters and receivers and they are 

assumed to be scattered in space such that within each clusters there is a multitude of 

scatterers and the scatterers are assumed to have complex Gaussian scattering 

coefficients. The cluster looks like a point source and almost all the incident waves 

form the scatterers of the cluster has approximately the same angle of incidence form 

the transmitter (see Figure 5-3).  Obviously, this scenario creates a correlated channel 

matrix with individual entries (each transmission link) be Rayleigh fading.
2 ,3

 . 

Consider a Wyner cellular setup as shown in Figure 5-3 with N  transmitters 

and M NK=  receivers with ν clusters far from the transmitter and receiver [75]. 

Within each cluster, there are about κ  scatterers. Let NG  is the MIMO transmission 

matrix connecting the N  transmitters and ν  clusters and having a dimension 

ofN×νκ . Similarly, MG  is the MIMO transmission matrix connecting the M  

receivers and ν  clusters and having a dimension ofM×νκ , then the resultant  

                                                
2
 For simplicity, our model assumes a random scattering coefficient for each scatterer. In real case, the 

scattering coefficients depend on array geometry, material properties of the scatterers, polarization of 

incident waves and so on.  
3 The cluster is far from the transmitter and receiver such that it looks like a point source for the 

transmitter and/or receiver. In this case the propagation path lengths traversed by each individual 

scattered wave (the path scattered from scatterers) are almost identical as seen from each transmitter 

and/or receiver [75].  
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Figure 5-3: Transmitter and Receiver in a clustered scattering wireless environment: 

Clusters are assumed far from the transmitter and receiver (illustration of simple 

correlated Rayleigh fading scenario) 

 

correlated fading channel matrix may be expressed as [75] 

H
N M=G G G              (5-1) 

The above MIMO correlated fading channel is computed by taking into 

consideration the scattering coefficients. For Wyner C-GCMAC setup, the resultant  

channel H is the Hadamard product of the channel fading matrix G  and the channel 

slow gain matrix Ω  when  1K = , and can be expressed as
4
 [75] and [127] 

       ,1
H

N M N=H G G �Ω  

            ,1 ,1N N=G �Ω               (5-2) 

This simple model will be used to model the correlated Wyner cellular setup 

throughout this Chapter.  

                                                
4
 N M= . 
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5.3.1 Eigenvalue Distribution of Correlated Structure  

 

In this sub-Section, we investigate the power distribution of the eigenvalues 

of the correlated Wyner structures and compare these with the power distribution of 

eigenvalues of uncorrelated Wyner structure.  Consider the correlated scenario 

where 6N M= = ; the number of clusters is 1ν= and number of scatterers is 

25κ= . The eigenvalue distribution of resultant correlated channel H (as 

demonstrated before for uncorrelated channel in Section 4.7.5.3) is shown in Figure 

5-4a and Figure 5-4b for low level of interference i.e. 0.3Ω=  and high level of 

interference i.e. 0.9Ω=  respectively.  It can be seen from Figure 5-4a that the first 

two Eigen channels with the smallest mean gain are so weak that pouring power may 

be wasteful. The mean gain of the third Eigen channel is 2.0 dB less than the 

conventional systems with one antenna on both side of the transmission link (see 

black dotted curve). Consider the last three Eigen channels with the corresponding 

mean gain 4 4dBλ = , 5 7dBλ =  and 6 9.8dBλ =  which share the total 

transmitter-receiver mean gain
5
. The increment in gain is significant as compared to 

conventional system with one antenna on both side of transmission link. Similarly, 

Figure 5-4b shows the eigenvalue distribution of correlated channel when the level of 

interference increases to 0.9Ω= . It is observed that with the increase in inter-cell 

interference the channel becomes highly correlated and the first three Eigen channels 

are so weak such that the mean power of all Eigen channels reduced to 

1

6 1dB
i=
λ =−

 
 for 0.9Ω=  from 

1

6 1.5 dB
i=
λ =  for 0.3Ω= .  

In order to compare the eigenvalue distribution of the correlated structure, we 

present the eigenvalue distribution of the uncorrelated structure in Figure 5-5a  and 

Figure 5-5b for low level of inter-cell interference and high level of inter-cell 

interference respectively. It can be seen from the Figure 5-5a  that the first two Eigen 

channels with the smallest gain are so weak that pouring power may be wasteful. The 

mean gain of the third Eigen channel is 0.8 dB  less than the conventional systems 

                                                
5 Mean gains (average eigenvalues) are obtained after averaging 5000 Monte Carlo trials of resultant 

channel matrixH . 
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with (see black dotted curve) which is 2.0 dB  less than the conventional system in 

case of correlated channel. The mean gains of the last three Eigen channels are 

4 4.1dBλ = , 5 6.3dBλ =  and 6 8.5dBλ = which are more than the mean 

gain of the conventional ( )1,1  systems (see the black dotted curve).  It is observed 

that the behaviour of the uncorrelated channel is identical to the correlated channel 

for low level of inter-cell interference. Investigations on this statement are provided 

later in this chapter in Section 5.6.4. Figure 5-5b shows that scenario, when the inter-

cell interference between the MTs and BS is increase to 0.9Ω=  in the presence of 

uncorrelated fading channelG . It can be seen from the figure that with the increase 

in inter-cell interference levels the number of effective distinct paths increases. From 

Figure 5-5a, the behaviour of Eigen channels of correlated channel is close to the 

behaviour of uncorrelated channel. The correlation between the transmission link 

decreases with the increase in inter-cell interference and hence this indicates that we 

are getting closer and closer to the fully uncorrelated Rayleigh fading scenario with 

uncorrelated transmission links (i.i.d channel matrix entries). In this case the 

performance of transmission schemes will get better as there will be a higher 

possibility of recovering the transmitted sub-streams independently. 

Correspondingly, the diversity order of the eigenmodes will be enhanced and besides 

that the number of available transmission pipes (eigenmodes) will increase 

effectively and enhancing the total spectral efficiency.  Also, the mean power of all 

eigenvalues increases to 
1

6 4.6dB
i=
λ =  for 0.9Ω=  from 

1

6 1.7
i=
λ =  dB for 

0.3Ω= . At low level of inter-cell interference, the mean power of eigenmodes is 

almost identical.  

 

 

 

 

 

 



 

 184 

Chapter 5 - Transmission Design for Wyner C-GCMAC 

-30 -25 -20 -15 -10 -5 0 5 10 15 20
-5

-4.5

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

lo
g

 C
D

F

Power (dBs)

 

 

λ
1

λ
2 λ

3 λ
4

λ
5 λ

6

λ
(1,1)

<λ
1
> =  - 9.0 dB

<λ
2
> =  - 3.0 dB

<λ
3
> =  0.2 dB

<λ
4
> =  4.0 dB

<λ
5
> =  7.0 dB

<λ
6
> =  9.8 dB

<λ
(1,1)

> =  2.2 dB

 
(a) 0.3Ω=  
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 (b) 0.9Ω=  

Figure 5-4: The distribution of eigenvalues of the ( ) ( ), 6,6N M =H  Wyner correlated 

cellular setup with only one cluster of scatterers: (a) when MTs are offering low level 

of inter-cell interference; (b) when MTs are offering high level of interference. The 

dotted black line shows the theoretical Rayleigh, the power distribution of the ( )1,1H  

case. The SISO scenario is given for reference purpose.  
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(b) 0.9Ω=  

Figure 5-5: The distribution of eigenvalues of the ( ) ( ), 6,6N M =H Wyner 

Uncorrelated cellular setup with only one cluster of scatterers: (a) when MTs are 

offering low level of inter-cell interference; (b) when MTs are offering high level of 

interference. The dotted black line shows the theoretical Rayleigh, the power 

distribution of the ( )1,1H  case. The SISO scenario is given for reference purpose.  
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5.3.2 Rank of Hadamard Product  

 

When the fading statistics are correlated, the rank of the channel fading 

matrix G  in (3.5) is reduced subsequently affecting the statistics of the overall 

resultant Hadamard channel. The rank reduction is the inherent property of the 

Hadamard operation between the channel gain matrix and channel slow gain matrix
6
. 

In this Section, we introduce important theorems to produce more accurate analysis 

of system performance when the channel is correlated and the rank is reduced.  

 

Theorem 5.3.1 [24]: If A and B  are complex N M× matrices with arbitrary ranks 

A
r  and 

B
r  respectively. Then the rank of ( )A B� denoted by 

A B
r
�

 , can be 

expressed as  

( ) ( ) ( ){ }Rank max Rank , Rank≥A B A B�            (5-3) 

or equivalently, { }max ,
A B A B

r r r≥
�

 

 

Theorem 5.3.2: If A  is a N M×  positive definite matrix, then 

( ) ( )Rank Rank≥A B B�       or equivalently, 
A B B

r r≥
�

.  If 1
A

r = , then 

( )Rank
A B

r=A B
�

�  is given by  

( ) ( )Rank Rank=A B B�  

      or equivalently, 
A B B

r r=
�

             (5-4) 

 

Our proof of (5.4) is included in Appendix G.  

 

 

                                                
6
 The rank reduction in Wyner C-GCMAC is due the fact that more than one eigenvalues of channel 

slow gain matrix are approaching zero at more than one instances. The details are covered later in sub-

Section 5.6.6.  
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5.4 Hadamard Permuted Channel (HPC) 

 

There are different types of correlated structures [1]. In fact, although in 

mathematics and statistics the definition of correlation is unique; in the Cellular 

MIMO Networks (CeMNets) context where random matrices exist there could be 

different definitions for correlation. In the widest sense, by a correlated MIMO 

structure, we mean a structure in which there is some kind of dependency between 

the signals. Two different classes of correlated MIMO structures can be 

distinguished: systematic and unsystematic [127]. A systematic correlated structure 

is a structure in which the correlation between the signals is embedded in the channel 

matrix i.e. the correlation arises from some random variables being repeated, alone or 

in linear combinations, in the channel matrix; even if the individual variables values 

are independent. So, the correlation is distinguishable by just observing the channel 

matrix configuration without needing to investigate the elements themselves. In this 

case the correlation is in some way fixed or predictable. On the contrary, an 

unsystematic structure introduces a random correlation between the signals and 

doesn’t obey a fixed or pre-defined configuration. So, for this class of correlated 

structure it is not possible to determine the correlation just by investigating the 

channel matrix and we need to know the elements.[75]  

5.4.1 Modelling of HPC 

The fading channel statistics depends on the number of clusters between the 

transmission links. When there is only one or very few clusters (a cluster consisting 

of multitude of scatterers) in the radio channel there will not be enough distinct paths 

between the transmission link to recover the data streams independently. Therefore, 

there will be a strong correlation between the transmission links (channel matrix 

entries) [75]. The proposed unsystematic correlated fading channel matrix is 

modelled by rearranging the entries of i.i.d completely random channel matrix G  

and by exploiting the circular arrangement of the base stations in Wyner like cellular 

setup. The proposed correlated channel model is referred to as the Hadamard 

Permuted Channel (HPC) ssince the new correlated channel fading matrix is the 

permuted version of the i.i.d completely random matrix. It is important to note that 
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no random variables are repeated in such unsystematic correlated fading channel 

matrix. However, propagation conditions may cause the random variables to become 

correlated. 

 Consider a circulant systematic structure 
cG  such that every row is the cyclic 

shift of the row above it, in the resultant matrix. The circular matrix can be 

constructed by exploiting the circular permutation operatorS , viewed as N N×  

matrix relative to the standard basis for
N
R as shown in Chapter 3, lemma 3.9.1 [39].  

 If the first row of the circulant structure 
cG  is expressed as 

( )1 0 1 2 1
= , , , ,c c c c c

N
g g g g −�g  such that

,
0,1c

i j
g ∈ ( )CN . Using lemma 3.9.1, it is 

known that the shift invariant circular matrix 
cG  can be expressed as a linear 

combination of powers of the shift operator S .  

 

                              
1

0

N
j

j
j

g
−

=
= ∑G Sc c

     for 0,1,2, , 1j N= −�                     (5-5) 

 
2 3 4 5

0 1 2 3 4 5

c c c c c cg g g g g g= + + + + +I S S S S S  

where I is the identity matrix and S  is the shift operator. In matrix notation, the 

circulant structure can be expressed as  

 

0 1 1

1 0 2

1 0

c c c
N

c c c
c N N

c c

g g g

g g g

g g

−

− −

       =        

�

�


 
 � 


� �

G                                      (5-6) 

           

The modelling of the proposed HPC by exploiting the permutation distance is based 

on the following corollary.  

 

Corollary 5.4.1:  To find the 
thi  row of the permuted channel matrix

�
G , we 

compare the possible permutations of entries in the 
thi  row of the i.i.d channel 
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matrix G with the 
thi row of circulant channel matrix 

cG . The metric we defined to 

compare the possible permutations of 
thi  row, is the permutation distance

p

i
Γ , and is 

given by  

( )
2

, ,
1

N
p p c
i i j i j

j

g g
=

Γ = −∑              (5-7) 

where i  and j  are the number of rows and columns respectively given by 

1,2,i N= � and   1,2,j N= �  respectively; 
p
i,j

g  is the ( )th th,i j  entry of the 

thp  permuted row vector 
p
i
g of G , and 

c
i,j

g is the ( )th th
,i j  entry of the row vector 

c
i
g  of 

cG .   

The permutation which gives the smallest permutation distance 
p

i
Γ  will be 

set as a 
thi  row of the new rearranged channel matrix

�
G referred to as Permuted 

channel.  If 
p
i
g  is the 

thp  permutation of the 
thi  row vector of the random matrix G  

which gives smallest permutation distance with the 
thi  row of 

cG , then 
p
i
g  will be 

set as the 
thi  row of the Permuted channel matrix 

�
G . 

5.4.2 Example of Formation of Permuted Channel  

As an example, let us define a matrix ( )3 3 0,1× ∈G RN , in order to 

illustrate the formation of Permutated matrix.  

1

2

3

0.3509    1.1082    0.7508

0.8921    0.0259    0.5002

1.5783    1.1106    0.5173

           = =             

G

g

g

g
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where 
i
g is the thi row of G  such that each row has 3 6!p = =  possible 

permuted versions define as { } 3!

1

p
p
i p

=

=
g  . Similarly, { }

3

1

i
c
i i

=

=
g  are the i  rows of the 

reference circulant matrix. The permutation distances between the 
thp  permuted 

version of 
thi  row of G  and 

thi  row of 
cG  is calculated from (5.7) and numerical 

values are shown in Table 5-1. 

 

Table 5-1: Numerical values of Permutation distances among the thp  permutation of  
thi  row of G  and thi  row of reference channel matrix from (5.7) 

 

p  
1

pΓ  
2

pΓ  
3

pΓ  

1 0.1999 0.3496 0.7164 

2 0.0767 0.5338 1.1515 

3 0.4040 0.9847 0.5173 

4 0.6319 0.8327 1.5783 

5 0.2310 0.8212 1.1106 

6 0.4931 0.4848 1.5783 

From the Table 5-1, it is clear that the permutation distances 
2

1

p=Γ , 
1

2

p=Γ and 
3

3

p=Γ  

are the smallest distances and hence according to Corollary 5.4.1., the corresponding 

permuted  row of the 
thi  row of G  will be set as the 

thi  row of the Hadamard 

Permuted channel matrix 
�
G , as shown below:  

2

1

1

2

3

3

 0.3509    0.7508    1.1082

 0.8921    0.0259    0.5002

 1.1106    1.5783    0.5173

p

p

p

=

=

=

           = =             

G
�

g

g

g

 

The resultant matrix is referred to as a non-systematic type of correlated structure.  
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5.5 Transmission Design over Parallel, Independent and   

Identical Pipes
7,8

 

 

In this Section, we present the transmission design over Wyner C-GCMAC. 

We first review the linear Minimum Mean Square Error (MMSE) detector and then 

present V-BLAST MMSE detector based on QR decomposition and GMD. Later, in 

this Section, we review Zero Forcing Dirty Paper Coding (ZF-DPC) scheme for 

Wyner C-GCMAC in order to provide comparative analysis for the transmission 

designs. At the end of this Section, we show the formation of identical, parallel and 

independent transmission pipes over Wyner cellular MIMO channel by exploiting 

GMD as we introduced in Chapter 2, Section 2.7.2.   

 Recall from Chapter 2, for wireless communication systems with M  

transmitters and  N  receivers, then the overall input output transmission equation 

becomes = +Hy x z  , where 
1M×∈ Cx  is the transmit signal vector, 

1N×∈y C  is the received signal vector, 
N M×∈H C  is the channel matrix with the 

n,m
h element denoting the fading coefficient between the 

thn  transmitting and 
thm  

receiving antennas. As in (2.1), we again assume 
2H
x M

  = σ  
IE x x  and  

( )20 ,
z N
σ ICNz ~  is zero mean complex circularly symmetric Gaussian noise, 

N
I  

is the identity matrix with dimension N . We also define the SNR as  [6] 

   

2

2 2

1
H

x

z z

 
σ  γ = =

ασ σ
�

E x x
   

where α  is the noise to signal ratio define as 

2

2

z

x

σ
α =

σ
.  

                                                
7 Precoding over the uplink clearly requires every node to be aware of the messages to be sent by the 

other terminals (at least of the neighbours, as in [138] not only the CSI i.e. either inter-cell or intra-cell 

conferencing at the user terminals plus CSI at the Tx to design precoder. 
 

8
 For more details, the reader is referred to [135] and [136].  
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In the following sub-Section, we first review the linear MMSE and then 

present the GMD version of the V-BLAST scheme followed by QR version of V-

BLAST. 

5.5.1 Linear MMSE 

 

The linear detector is a suboptimal detection scheme for estimating the 

transmitted signals. The block diagram of linear detection is shown in Figure 5-6. 

The receive vector y is multiplied with a filter matrix w  followed by a parallel 

decision on all layers.    

It is well understood that in case of zero forcing (ZF) detection small 

eigenvalues of HH H will lead to large errors due to noise amplification [73]. The 

problem of noise enhancement has already been addressed [1] and [74].   

In order to improve the performance of the linear detector the noise term can 

be included in the design of filter matrix w . This is done in the MMSE detector, 

where the filter w  represents a tradeoff between the noise amplification and 

interference suppression [1]. Minimizing the mean square error (MSE) between the 

actually transmitted symbols and the output of the linear detector leads to a filter 

matrixw , given by [1]  and [8],  

( ) 1H H
M

−
= +αH H I Hw             (5-8) 

Subsequently the nulling vector for 
thi  layer is given by  

1

1

i
H H

i j j i
j

w h h h

−  = α∑   
I

=

+             (5-9)  

The resulting filter output is given by  

 =�x wy             (5-10) 
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+ wH

z

x y x̂�x

 

 

Figure 5-6:  Block diagram of a transceiver design with linear detector. 

 

where �x is the filter output vector and y  is the received vector. The derivation of 

nonlinear version of MMSE detection algorithm is presented in Section 5.5.3 and 

Section 5.5.4, we define an ( )N M N+ × augmented channel matrix and 

( ) 1N M+ ×  augmented received vector as follows [127]    

       

N

 
 =  α  

H
H

I
 ;     

1N

 
 
 
  

=
0

x

y
y           (5-11) 

            

With these definitions we can rewrite the nulling matrix (5.8) as  

       

1

H H
M M

M

−       = α α       α    

H
H I H I

I
w          (5-12) 

         

where α  is the noise to signal ratio.  

 

The subsequent filter output of the MMSE filter can be expressed as  

=�x w y             (5-13) 

Substituting the nulling vector (5.12), the filter output (5.13) becomes   
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1

1
M

MM

−           = α α         α        

H
H I

0I
�

y
x H H

N
H I

x

, 

( )
1−

=� H H Hx y
H H

, 

+
= H�x y              (5-14) 

                 

Thus, the MMSE detector can be interpreted as ZF detector with respect to 

the extended system mode [1]. This simple observation will be important for 

incorporating the MMSE criterion into the nonlinear detection algorithm in the 

following sub-Sections.  

5.5.2  V-BLAST MMSE Systems 

 

In this Section, we review the V-BLAST system proposed in [6] for cellular 

networks. The V-BLAST is a simple sub-optimal receiver interface which is used in 

the MIMO system that initially assumes only CSIR is available. Figure 5-7 shows the 

V-BLAST unprecoded scheme, where 
1N×∈Cy , 

1N K×∈Cx , 
1N×∈Cz  is c.c.s. 

Gaussian noise process with 0  =  zE� ; 2H
N

 =σ   IE zz  and 
×∈H C
N NK

which is 

defined as (3.5).  

For a cellular circular setup as shown in Figure 5-1 with 1K = , 

6N M NK= = =  and, the transmitter (MTs) allocates independent bit streams 

across the N  transmitting antennas without precoding. To decode the transmitted 

information symbol, V-BLAST first estimates the signal with the spatial 

structure Mh , where ih  denotes the thi column of H, and then cancels it out from the 

received signal vector. Next, it estimates the signal with spatial structure 1Mh −  and 

so on. The signal cancellation can be done by employing MMSE estimator. This 

decoding scheme involves sequential nulling and cancellation which is proved to be 

equivalent to the Generalized Decision Feedback Equalizer (GDFE) [5].  
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My

ˆMx

H

Mw

Mh

1Mw −

1Mh −

1w

1My − 2My −

1ˆMx − 1̂x

x

z

+ − −
y

 

 

Figure 5-7: Schematic diagram of V-BLAST scheme.  

 

This process repeats until all of the symbols are decoded. The decoding order 

can be further optimized. Some proper reordering of the columns of H is helpful to 

improve the BER performance [12], [5], and [8]. For convenience, we assume the 

decoding order is ( ), 1, ,1M M − �  as shown in Figure 5-7. This sequence can be 

easily modified by inserting a permutation matrix in between the channel matrix H  

and the V-BLAST decoder [146].  

The main drawback of the V-BLAST detection algorithm lies in the 

computational complexity as we explained in a review in Chapter 2. To this end, we 

restate the MMSE detection using QR decomposition of the channel matrix, yielding 

the perfect detection sequence and thereby the performance of V-BLAST scheme. 

The main advantage of this combined scheme comes with the complexity reduction, 

as it requires only a fraction of the complexity effort of the original V-BLAST 

algorithm [73].  

In Figure 5-7 iw is a 1 N×  vector such that i iw y  is the MMSE estimator of 

the 
thi element of x (denoted as ( )x i ) based on the input iy  where 

1N×∈Cy and 
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1,2, , 1,i M M= −� .  It can be found from the following optimization 

problem:[73] and [74] 

 ( ) 2
min i i

wi

w y x i−E            (5-15) 

After this estimation, i iw y  is sent to the slicer and feedback to cancel the 

interference caused by ( )x i . That is  

( ) ( )1
ˆi ii x i− = −y y h            (5-16)  

where ( ) [ ]ˆ i ix i = C w y  and [ ]⋅C  denote the slicer. We also assume that there is no 

error propagation [1], [7], [8], [12] and [14]. We discussed this assumption in 

Chapter 2, Section 2.7.2. That is, when considering the 
thi  input iy  , we assume 

( ) ( )x̂ k x k= , 1, , 1k M M i= − +� . Therefore,  

( )
1

M

i k
k i

x k
= +

= − ∑y y h            (5-17) 

     ( )
1

+
M

k
k i

x k
= +

= − ∑Hx z h  

     i i= +H x z              (5-18) 

where iH  is denote the sub-matrix containing the first 
thi  columns of H and ix  

denote the column vector containing only first 
thi  entries. From (5.15) - (5.18), we 

can derive iw  and the corresponding MSE by the orthogonally principle and obtain 

( ) 1H H
i i i i i

−
= +αH H I Hw              (5-19) 

( ) ( ) 12

,

H
i i i i i i i

x i
−

− = +αH H IE w y         (5-20) 
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In this expression, a matrix inversion has to be computed for each iw . 

Therefore, this direct computation is very complex. A fast and efficient way to 

compute these is by using the QR algorithm [73] and [74] described in the following 

Section below.  

 

5.5.3 V-BLAST MMSE with QR Decomposition 

 

In order to extend the QR based MMSE V-BLAST detection, we can exploit 

the similarity of linear ZF and MMSE detection. For this purpose, we introduce QR 

decomposition of the extended channel matrix H , given by [73]  

( )

M

N M M

 
 =  α 
+ ×

H
H

I
�����

 

    
H H

= Q R                 (5-21) 

               

    

,11 ,12 ,1

,21 ,22 ,2 ,11 ,12 ,1

,22 ,2

, 1 , 2 ,

,

,( ),1 ,( ),2 ,( ),

0

0 0

( )

H H H M

H H H M H H H M

H H M

H N H N H NM

H MM

H N M H N M H N M M

q q q

q q q r r r

r r

q q q

r

q q q

N M M

+ + +

         =          

+ ×

�

� �


 
 
 
 �

� 
 � � 



 
 
 
 �

�
����������������� M M

       

×
�����������

  

       (5-22)                                

          

where H
×∈ N NR C  is an upper triangular matrix with positive diagonal elements 

and 
( )N M N

H

+ ×∈Q C is the unitary matrix. Observing the first i columns of theH , 

let us define a sub-matrix iH   as follows 



 

 198 

Chapter 5 - Transmission Design for Wyner C-GCMAC 

( )

i

i i

M i i− ×

    = α     

H

H I

0

           (5-23) 

      

( )

H

H
M i i− ×

  =    

R
Q

0
           (5-24) 

The nulling vector can be readily obtained by using following lemma: exploiting 

HQu
 and HR  as shown in the following lemma.  

Lemma 5.5.1: The unitary matrix 
( )N M M

H

+ ×∈Q C is partitioned into the 

u N M

H

×∈Q C and
l M M

H

×∈Q C . Note that 
u

H H
=H Q R is not the QR 

decomposition of channel matrix H since 
u
HQ is not a unitary matrix.  

Let { }
1

M

H i i=,
q denote the columns of HQu

 and { }
1

M

H ii i
r

=,
 is the diagonal elements of 

RH , where HQu
 and RH  are given by (5.21). The nulling vectors of (5.20) satisfy 

[72]  

          
1 u

i H ii H i
r−= q

, ,
w  1,2, , .i M= �           (5-25) 

 

Proof of (5.25): 

The solution of iw  can be rewritten as  

( ) 1H H
i i ii

− =   
H H Hw  

Substituting the QR decomposition of iH , we obtain  

( ) ( ) ( )

1H H

H H HH H
i H H H

M i i M i i M i i

−

− × − × − ×

                      =                           

R R R
Q Q Q

0 0 0
w  
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The unitary matrix 
( )N M M

H
+ ×∈Q C is partitioned into the 

u N M
H

×∈Q C and 

l M M

H

×∈Q C . Substituting this into above, we have  

( )( )
( )

( )( )
1 u H

H H

H HM i i M i i l H
M i i H

−

− × − ×
− ×

             =                 

R Q
R 0 R 0

0 Q
 

( )1 u H
H H
−= R Q  

1

,11 ,12 ,1,11 ,12 ,1

,22 ,2 ,21 ,22 ,2

, , 1 , 2 ,

0

0 0

u u u
H H H iH H H M

u u u
H H M H H H i

u u u
H MM H N H N H Ni

q q qr r r

r r q q q

r q q q

−               =              

��

� �


 � � 
 
 
 
 


� �

  

The 
thi row vector can be expressed as 

1

1 2
,

Hu
i

u
i

i H i i

u
Ni

q

q
r

q

−

      =        



w  

The last equality comes from the fact that HR is an upper triangular matrix. The 

above equation can also be expressed as  

 

1 u
i H ii H i

r−= q
, ,

w                                     

 

Now, the MSE in (5.20) can be rewritten as  

  ( ) ( ) 12 H H
i ii i

i i
s i

−
− = H HE w y             (5-26) 

Substituting the QR decomposition of iH , we obtain  
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( ) ( )

1H

H HH
H H

M i i M i i

−

− × − ×

          =            

R R
Q Q

0 0
 

     ( )( )
( )

1

H

H M i i
M i i

−

− ×
− ×

     =        

R
R 0

0
 

                                         
2

,H iir −=              (5-27) 

Thus, by exploiting the QR decomposition of iH  in (5.21), all of the MMSE 

estimator coefficients can be obtained by (5.25) and the MSE can be obtained by 

(5.27). This is more efficient than the direct computation in (5.19) and (5.20).  

5.5.4 V-BLAST MMSE with GMD  

 

In this Section, we first review the GMD scheme as introduced in [2]. It can 

be viewed as a V-BLAST scheme which consists of an optimal precoder derived 

from channel information and MMSE V-BLAST detector [11]. Figure 5-8 shows V-

BLAST precoded system schematically.  The optimal precoder is the linear precoder 

P  as shown in the figure. The main purpose of this precoder is to force each symbol 

stream to have an identical MSE at the receiver. It can be viewed as alternative to the 

bit loading strategy. We call this precoder “Identical MSE (IMSE) precoder” 

throughout this chapter. From (5.27) it has been shown that the MSE is related to the 

diagonal elements of the matrix R, obtained using QR decomposition in (5.21). 

Therefore, the IMSE precoder P can be designed such that the precoded channel 

HP has a corresponding upper triangular matrix with identical diagonal elements. 

The schematic diagram of the precoded V-BLAST MMSE systems is shown in 

Figure 5-8. The upper triangular matrix R  with identical diagonal entries is 

employed to form identical eigenmodes over Wyner C-GCMAC for data 

transmission. This can be obtained by exploiting GMD.   
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Figure 5-8 Schematic diagram of precoded GMD based V-BLAST systems. 
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The GMD algorithm is based on lemma 2.6.1, which states that any complex 

or real matrix 
N M×∈H C  can be decomposed as (2.11) as shown in Figure 2-5 

[143]. The gains of each of the scalar sub-channels are given by (2.12) (geometric 

mean of the non-zero singular values of the channel matrix H ).  

5.5.5 Precoded V-BLAST MMSE 

 

We extend the GMD based detection with respect to the MMSE criterion for 

precoded channel. Let P be the precoder such that the precoded channel has a 

corresponding upper triangular matrix with identical diagonal elements. The 

equivalent eigenmode channel can be obtained as [2]  

H

H H H
=Q H P R� �             (5-28) 

In order to find the QR decomposition of the precoded channel, we obtained 

the GMD of the augmented channel matrix as
9
 [3] 

        
H

i H
=H Q R P� �

H
            (5-29) 

where HQ� and 
HP  are unitary matrices and HR� is M M×  upper triangular 

matrix with identical diagonal elements given by (2.12). We abuse the notation 

slightly for the sake of notational simplicity. The matrices Q�  and R�  given in (5.28) 

are not related to those given in (5.21). In matrix notation, the GMD of extended 

channel matrix H   may be expressed as [2] 

                                                
9 iH is the matrix with the first i columns of H . 
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,11 ,12 ,

,21 ,22 ,

, 1 , 2 ,

,( ),1 ,( ),2 ,( ),

,1

( )

( )

H H H NM

H H H NM

H N H N H NMM

H N M H N M H N M M

H

q q q

q q q

q q q

N M M
q q q

N M M

r

+ + +

             = ×     α      + ×    

+ ×

H

I

� � ��

� � ��


 
 
 


� � ��
�����


 
 
 


� � ��
�����������������

�

	

1 ,12 ,1

,22 ,2

,

0

0 0

H H M

H H M H

H MM

r r

r r

M M
r

M M

         ×   

×

P

� ��

� ��


 � � 


��
�����������

          (5-30) 

 

Let PH be the precoded channel matrix given as  

     P

M

  =   α  

HP
H

I
            (5-31) 

                
N N M

H
M N M

×

×

    =   α   

HI 0
P

0 P I
         (5-32) 

 

Substituting the GMD of the extended channel matrixH , we have  

	
M

N N M H
H H H

M N

×

×

  =    
I

I 0
Q R P P

0 P
� �             (5-33) 
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11 12

21 22 1

1 2

1 2

N N M

H

M N

H H H NM

H H H NM H

H N H N H NM

H N M H N M H N M M

q q q

q q q r

q q q

q q q

N M M

×

×

+ + +

  = ×   

                    

+ ×

I 0

0 P

� � ��

� � � ��


 
 
 


� � ��


 
 
 


� � ��
�����������������

, , ,

, , , ,

, , ,

,( ), ,( ), ,( ),

( )

1 12 1

22 2
0

0 0

H H M

H H M

H MM

r r

r r

r

M M

             

×

� ��

� ��


 � � 


��
�����������

, ,

, ,

,

 

                  (5-34) 

 

Let us define unitary matrix  

11 12

21 22

1 2

1 2

P

H H H NM

H H H NM

N N M

HH
H N H N H NMM N

N M N M

H N M H N M H N M M

q q q

q q q

q q q

q q q

N M

×

×

+ × +

+ + +

             =               

+

I 0
Q

0 P

� � ��

� � ��


 
 
 


� � ��
����������� 
 
 
 


� � ��

, , ,

, , ,

, , ,

( ) ( )

,( ), ,( ), ,( ),

( ) M×
�����������������

     (5-35) 

Thus, the QR representation of GMD of the PH can be expressed as  

                                      
P

P H H
=H Q R� �              (5-36) 
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11 12

21 22 11 12

1 2
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P P P

P P P

P PP

P P P

H H H NM

H H H NM H H

P
H N H N H NM

H N M H N M H N M M

q q q

q q q r r

q q q

q q q

N M M

+ + +

          =            

+ ×

H

� � ��

� � �� � � ��
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�������������������
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r
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r

M M

             

×

� ��


 � � 


��
�����������

,

, ,

,

                 (5-37) 

                     

Thus, the extended precoded channel matrix can be decomposed into QR 

matrices 
P

N M M

H

+ ×∈Q� ( )
C  and

M M

H

×∈R� C . Again, if the unitary matrix 

PH
Q�  is partitioned into the 

P

u N M

H

×∈Q� C and 
P

l M M

H

×∈Q C  i.e. 
P

u

H
Q� denotes 

the first M  columns of the unitary matrix
PHQ� . According to the Lemma 5.5.1, the 

nulling vector for 
thi element can be expressed as [2] 

    
1

P

u H

i H i i H i
r−= q� �

, ,
w  1,2, , .i � M=           (5-38) 

    

where 
H i i

r�
,

is the 
thi  diagonal element of upper triangular matrix HR�  and 

P

u
H i

q�
,

is 

the ith 
column of 

P

u
HQ� . 

5.5.6 Identical MSE (IMSE) 

 

The GMD ensures identical MSE (IMSE) for all i. Thus, by (5.25), with the 

above precoder, the MSE corresponding to the 
thi  element is given by [3]  

( ) 2 2
,i i H iix i r −− = �E wy  
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               ( ) ( )1/

det
MH

M

−
= +αH H I          (5-39) 

It is found that the IMSE is equal to the geometric mean of the MSEs of the 

original V-BLAST system.  

Proof of (5.39): 

The identical diagonal value of matrix HR� can be expressed as  

1 2

1

M
M

H i i i
i

r
=

 = λ = λ∏   
�

/

,
 

         ( )( )1/2

det
MH

M= +αH H I  

From (2.11), 
H i i

r
,

 is the diagonal value of matrix HR . Therefore, 
H i i

r�
,

 can also be 

expressed as  

1

1

M
M

H i i H i i
i

r r
=

 = ∏   
�

/

, ,
 

the MSE corresponding to the 
thi  element is  

( )
( )2/

2

,
1

MM

i i H ii
i

x i r
−

=

 − = ∏   
E wy  

subsequently, we can also show  

     ( ) ( )1/

det
MH

M

−
= +αH H I           

this proved (5.39).                                    
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5.5.7 Zero Forcing – Dirty Paper Coding (ZF-DPC) with GMD 

 

With full base station cooperation, the downlink in CeMNets becomes 

effectively a MIMO broadcast channel. In a recent result [86], it is shown that the 

capacity region of broadcast channel can be obtained through dirty paper coding 

(DPC). Nevertheless, it is computationally intensive to determine the optimal DPC 

region and many suboptimal but more practical schemes have been explored [87] and 

[88]. The capacity of MIMO broadcast channels, however, is an open problem due to 

lack of a general theory on non-degraded broadcast channels. In a pioneering work 

by Shamai [127], a set of achievable rates (the achievable region) for MIMO 

broadcast channel was obtained by applying dirty paper results [80] at the 

transmitters or alternatively, coding for non-causal known interference. In [88], it 

was established that the dirty paper region of MIMO broadcast channel with power 

constraint P  is exactly equal to the capacity region of MIMO MAC with sum power 

constraint P .  

In the following Section, we consider MIMO broadcast channel where the role 

of transmitter and receiver is exchanged with N  transmitting and M  receiving 

antennas such that M N≥ . By exploiting intra-cell TDMA, only one MT is active 

in each cell i.e. 1K =  and thereforeN M L= = . The channel is again modeled as 

(3.5). We also assume that the transmitter has perfect knowledge of channel matrix.  

It is well known that the uplink-downlink duality is vital in converting the 

uplink solution to the downlink scenario. The uplink-downlink duality results [87], 

[88] will now be used to construct a DPC scheme that consumes the same power and 

achieves the same rate as a given MMSE-DFE scheme.  

As a dual form of GMD V-BLAST, the GMD scheme can be implemented by 

exploiting DPC, which we refer to as GMD ZF-DPC. Therefore, we exploit the 

uplink-downlink duality to obtain ZF-DPC [87] and [88]. In the following, we 

outline the Zero Forcing – Dirty Paper Coding (ZF-DPC) scheme. The schematic 

diagram of ZF-DPC is shown in Figure 5-9. The ZF scheme is attractive because of 

its relative simplicity. The ZF-DPC scheme, although sub-optimal in general [78], 

[86] has been demonstrated to capture most of the benefit of BS cooperation and is  
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z
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x y x̂�x

�
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Q HP�

 

 

Figure 5-9: Block diagram of ZF-DPC transmission scheme.  

 

close to optimal. We refer readers to [78], [86] for more details and references 

therein. We convert the ZF-DPC problem into V-BLAST problem in the reverse 

channel where the role of the transmitter and receiver are exchanged. The system 

may be model as [87]  

H= +H �y x z           (5-40) 

 The GMD V-BLAST scheme can be applied to the above channel, which 

yields the precoding matrix P  and the equalizer matrix Q  respectively.  Let x  

denote the data symbols which is passed into the dirty paper coder. 

The GMD of 
H M N∈H ×
C  which is expressed as [2]  

H HH = Q R P           (5-41) 

where 
M M×∈Q C  and 

N N×∈P C   are unitary matrices and are regarded as the 

linear equalizer and linear precoder respectively in the reverse channel so that 

M N×∈R C  is a triangular matrix with identical diagonal entries given by (2.12). 

According to the uplink-downlink duality, the linear precoder in the reverse channel 

can be employed as the linear equalizer in ZF-DPC scheme [87] and [88].  After the 

linear equalization at the receiver, the equivalent MIMO channel model over Wyner 

cellular setup can be expressed as  

ˆ H=Px y             (5-42)                                               
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Substituting the received signal (5.40) in (5.42), we have                    

H H= +P H P�x z           (5-43) 

Next, we encoded DP coder output 
�
x  via linear precoding matrix Q  and then 

transmitted through N transmitting antennas such that the transmitted vector 

1M×∈� Cx  is given by 

                                                          = Q
��x x            (5-44)                

   ˆ H H H H= +P PR Q Q P
�

x x z ,            

knowing 
H =QQ I&

H =PP I , the estimated signal vector becomes  

                                                    ˆ H= +R
�
�x x z           (5-45) 

where �z  is the modified noise vector and 
HR is the lower triangular matrix. Also in 

component wise notation, (5.45) becomes [72] 

                            

1,11 1 1

2,1 2 22 2 2

,1 ,

ˆ

ˆ

ˆ

,

N N NN N N

rx x z

r rx x z

r rx x z

                            = +                               

�� � �
�
 �


 � � 

 
 

�� � �

0

        (5-46) 

Due to lower triangular structure of 
HR , the 

thi element of x̂  is given by   

                    
1

, ,
1

ˆ
i

i i i i i j j i
j

x r x r x z
−

=
= + +∑

� � �           (5-47)                       

For GMD, we know that 
i i

r = λ  for 1,2, , , ,i � �n N= . The precoder and 

equalizer are selected by exploiting GMD such that the equivalent channel matrix 

becomes a lower triangular matrix.  

It is shown that the precoding matrix Q  and linear receiver P  matrix are 

designed such that the interference caused by the users n m>  is forced to zero. In 

addition, for each user m , there is a known non-causal interference given 

by
1

,
1

i

i j j
j

r x
−

=
∑

�
. By exploiting the successive DP coding approach, the transmitter can 
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mitigate the known interference in order to make its capacity the same as in the case 

where the interference is not present and the noise is at the same level [87], [88] and 

[127].  

In order to find the solution to (5.46) let us define 
N N

diag
×∈R R is a 

diagonal matrix with elements equal to the diagonal elements of R . Denote 

1N×∈x C   as the data vector that contains the N  symbols to be transmitted (zero 

mean, normalized and uncorrelated, that is,
H = I[ ]x xE  drawn from a set of 

constellations) for the N receivers (users). We wish to have 
�
x , satisfying [72] 

11 1 111

2 2 2 2 1 2 2 2

1

, ,

N N NN N N N

r x xr

r x r r x

r rr x x

               =                    

0
�

� �
�





 � � 

 

�� �

, ,

,

, ,,

        (5-48) 

.         

The solution to (5.48) implies that  

H
diag

−�
x x= R R           (5-49) 

    

However, the matrix inversion can significantly increase the norm of 
�
x  

which can lead to additional power consumption at the transmitter. By exploiting the 

finite alphabet property of the communication signals, the Tomlinson Harashima 

Precoder (THP) can be applied to bound the value of transmitted signal [72].  
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5.5.8 Remarks to Transmission Design  

 

Several remarks are now in order: 

a) Using either the sequential detected signal cancellation or DPC, we 

can cancel the interference due to the off diagonal entries of R and 

obtain N = M = L identical scalar sub-channels, given by  

ˆi i i i ix x z=λ + �              1,2, ,i L= �         (5-50) 

b) V-BLAST is shown to be able to achieve only about 72% of the 

capacity [76]. That is because imposing the same rate of transmission 

on all the transmitters limits the channel capacity to the worst of the 

L  scalar sub-channels.  

c) ZF-DPC can achieve broadcast channel capacity for high SNR [78], 

but the sub-channels have different fading levels. Hence the 

transmitter, as the aforementioned linear transceiver, has to consider 

the tradeoffs between the BER performance and the capacity 

throughput.  

d) As the practical implementation of the DPC, the Tomlinson-

Harashima Precoder (THP) [81] and [82] can be used to achieve 

known interference cancellation at the transmitter. This leads to input 

power increase of ( )/ 1M M −  for M-QAM symbols. Nevertheless, 

for a system with high dimensionality and/or using large constellation, 

the ZF-DPC is a better choice than the V-BLAST since it is free of 

propagation error. The same is investigated in the simulation Section 

5.6.1.  

e) Both ZF-DPC and V-BLAST transmission schemes involve non-

linear operations.  
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5.6 Simulation Results and Discussions 

 

Consider a circular variant of the infinite linear Wyner model depicted in 

Figure 5-1, in which N  cells with K  users in each cell are arranged on a circle. 

Assuming a synchronous intra-cell TDMA scheme, according to which only one user 

is selected for transmission per-cell. The channel is modelled as described in Section 

3.6 (3.5) where 
N M×∈Ω R  such that 0 1

i j
< Ω ≤  are the inter-cell interference 

factor, representing the geometrical path losses. In addition, 
N M×∈G C  such 

that 0 1
i j

g ∈ ( , )CN are the independent flat fading coefficients of the signals 

transmitted by the transmitter( )th
1j− , 

thj  and ( )th
1j + , and received by the 

thj  

receiver. However, the structure of G  may be uncorrelated, correlated and semi-

correlated. In all simulation scenarios, ergodic block fading processes are assumed 

where the fade values remain constant during the TDMA slot duration. Each of the 

M NK=  users, perfectly measures its own fade coefficients, which are fed back 

to the multi-cell transmitter via an ideal delay less feedback channel.  

In order to discuss the performance of Hadamard Wyner channel, the BER 

curves are obtained over uncorrelated fading channel. In this Section, we present the 

numerical analysis of uncorrelated channel based on BER curves obtained after 

various simulation scenarios. In each case the curves are obtained after averaging 

10,000 Monte Carlo trials of the resultant Hadamard channel H . We simulate the 

transmission over Rayleigh fading Hadamard channel based on GMD V-BLAST and 

GMD ZF-DPC with 6N M= =  transmitting and receiving antennas. We 

simulate the transmission for M independent symbols, modulated as 16 - quadrature 

amplitude modulation (16-QAM) and as 64 - quadrature amplitude modulation (64-

QAM).  
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5.6.1 BER Comparison over Uncorrelated Scenario 

 

 In this Section, the analysis is based on Wyner’s channel model when users 

are offering equal inter-cell interference. The BER curves for both transmission 

designs with different constellations are shown in Figure 5-10a and Figure 5-11a. 

Figure 5-10a shows the BER curves obtained when 0.1Ω=  for 16-QAM and 64-

QAM. The red curves shows the BER over V-BLAST MMSE and green curves 

shows ZF-DPC. In each of the transmission designs, GMD is employed to form 

parallel identical and independent pipes for data transmission. The BER performance 

of GMD ZF-DPC outperforms the GMD V-BLAST MMSE decoder significantly at 

higher SNRs. Moreover, the BER curves of ZF-DPC scheme falls off much faster as 

compared with the V-BLAST MMSE decoder, which means that the diversity gain 

offered by DPC scheme is much better than conventional V-BLAST technique. To 

present a benchmark, we also compare the BER curves with GMD genie which is an 

imaginary scenario, where at each layer; a genie would eliminate the influence of 

erroneous detection from the previous layers when using GMD V-BLAST MMSE.  

Figure 5-10a clearly shows that the V-BLAST MMSE may suffer from small 

degradation in BER due to error propagation as compared with imaginary scenario 

GMD genie. The GMD ZF-DPC, on the contrary, is free of error propagation and 

hence, has an improved BER performance as compared with V-BLAST MMSE and 

also very close to the benchmark performance, GMD genie.  The small degradation 

of ZF-DPC as compared with GMD genie is mainly due to the inherent power 

amplification effect of the Tomlinson Harashima precoder [81], [82].  

It is clearly shown that the BER performance of V-BLAST MMSE is also 

degraded as compared with ZF-DPC with 64-QAM. It is also noted that the 

performance degradation is more as in comparison with degradation in 16-QAM due 

to the fact that the error propagation effect is pronounced with higher constellation 

sizes. It is also observed that performance degrades with the increase in constellation 

sizes. It is due to the fact that the smaller constellations offers better diversity as 

compare with higher constellation seizes. The same has been shown in Figure 5-10a. 

In order to analyze the BER degradation in V-BLAST MMSE as compared with ZF-
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DPC, we define a measure, referred to as BER Relative Reduction Ratio (R
3
) ( )ζ  as 

follows: If 
e

p denotes the BER, then the BER R
3

 
between the two transmission 

schemes V-BLAST and ZF-DPC may be expressed as 

( )
VBLAST ZF DPC VBLASTe e e

p p p
−

ζ = − / . The relative measured curves for both 

constellations are shown in Figure 5-10b. It is shown that at lower SNRs V-BLAST 

MMSE outperforms the ZF-DPC scheme due to the fact that at lower SNR the effect 

of noise is pronounced which leads to a slight rise in BER curve at lower SNR. It is 

observed that the BER performance of ZF-DPC outperforms after 15 dBγ ≈ , as 

compared with V-BLAST MMSE. The degradation in BER when V-BLAST MMSE 

is employed is due to error propagation effect in the transmission. The BER R
3 

at 25 

dB is 18% and at 40 dB it has reached the value of 82 %. It is observed that the BER 

performance of ZF-DPC with 64-QM starts improving after 20 dB. The BER R
3 
at 25 

dB is 33.5% and at 40 dB it has reached the value of 95.5 %. Hence, the relative 

improvement in ZF-DPC is significant in case of 64-QAM.  

 Figure 5-11a shows the BER curves obtained when 0.5Ω=   (medium level 

of inter-cell interference) with 16-QAM and 64-QAM. The red curves shows the 

BER over V-BLAST MMSE and green curves shows ZF-DPC. It is observed that 

with the increase in inter-cell interference, the BER performance of the transmission 

schemes is improved. The inter-cell interference is an important factor in Wyner 

channel model. The effect of inter-cell interference on the BER of these transmission 

schemes is analyzed in the next sub-Section. Figure 5-11b shows BER R
3 

when 0.5Ω= . At low range of SNRs, the V-BLAST MMSE outperforms ZF-DPC 

and on the contrary, ZF-DPC has superior performance at higher range of SNRs. The 

impact of inter-cell interference is dominant at higher range of SNRs. The BER R
3
 of 

ZF-DPC with reference to V-BLAST is summarized in Table 5-2. The performance 

of transmission schemes is improved with the increase in inter-cell interference over 

uncorrelated channel. It can be seen that the performance of V-BLAST outperforms 

the performance of ZF-DPC at low levels of SNR, however, the performance of ZF-

DPC improves as compared to V-BLAST at high levels of SNR.  
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Figure 5-10: Summary of BER analysis using V-BLAST-GMD and ZF-DPC-GMD 

over Uncorrelated Wyner C-GCMAC; 0.1
1 1j j
= =+ −Ω Ω  and 1K = : (a) BER curves 

with 16-QAM and 64-QAM; (b) Improvement in BER as a measure of BER Relative 

Reduction Ratio ( 3R ).  
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Figure 5-11: Summary of BER analysis using V-BLAST-GMD and ZF-DPC-GMD 

over Uncorrelated Wyner C-GCMAC; 0.5
1 1j j
= =+ −Ω Ω and 1K = : (a) BER curves 

with 16-QAM and 64-QAM; (b) Improvement in BER as a measure of BER Relative 

Reduction Ratio ( 3R ). 
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Table 5-2: Summary of performance of ZF-DPC and V-BLAST interms of BER R
3 

 

( )ζ  at 0 1.Ω =  

(%) 

( )ζ  at 0 5.Ω=  

(%) 
S. 

No.  

γ  

(dB) 
16-QAM 64-QAM 16-QAM 64-QAM 

1. 5  -50 -28 -55 -28 

2. 20  10 41 20 50 

3. 35  0 60 130 100 

 

5.6.2 Impact of Inter-Cell Interference on BER Performance of 

Uncorrelated Channel
10

  

 

In this sub-Section, we present the impact of inter-cell interference on the 

BER performance of transmission schemes. In order to incorporate the realistic 

empirical channel mode into Wyner channel model, it is very important to find BER 

performance over the range of inter-cell interference ( )0,1Ω∈ . Figure 5-12 and 

Figure 5-13 shows the BER confidence on inter-cell interference for 16-QAM and 

64-QAM respectively. The BER solid lines show V-BLAST MMSE and BER dotted 

lines show ZF-DPC scheme. It has been shown that the BER performance of V-

BLAST MMSE and ZF-DPC schemes is improved with the increase in channel slow 

gain at both 16-QAM and 64-QAM.  However, the superior BER performance 

offered by ZF-DPC as compared to V-BLAST MMSE is due to no propagation in 

former transmission scheme at higher SNRs.  It is observed that the BER 

performance of the ZF-DPC doesn’t improve beyond the performance offered by V-

BLAST MMSE until 0.7Ω≈  for 16-QAM. Similarly, this threshold reduces to 

0.5Ω≈  when 64-QAM is employed for data transmission. The same effect is 

shown in Figure 5-12b and Figure 5-13b for the uncorrelated Wyner cellular model.  

 

                                                

10
 Independently and identically distributed ( )i.i.d  complex Gaussian channel entries (with variance 

of each entry one) are assumed in the case of uncorrelated Rayleigh fading channel.  
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(b) 

Figure 5-12: Summary Comparison of BER variation over C-GCMAC with 6N = , 

1K =  and 16-QAM: Solid lines shows V-BLAST MMSE and dotted lines shows 

DPZF transmission schemes. (a) variation over range of SNRs; (b) a close-up of BER 

variation over low SNR, showing the threshold interference level 0 7.�Ω after which 

BER offered by ZF-DPC starts improving.  
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Figure 5-13: Summary Comparison of BER variation over C-GCMAC with 6N = , 

1K = and 64-QAM: Solid lines shows V-BLAST MMSE and dotted lines shows 

DPZF transmission schemes. (a) variation over range of SNRs; (b) close-up of BER 

variation over low SNR, showing the threshold interference level 0 5.�Ω after which 

BER offered by ZF-DPC starts improving. 
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5.6.3 Contribution of Variable Inter-Cell interference on BER                             

Performance  

 

In this Section, we investigate the impact of varying the inter-cell interference 

on the BER performance of V-BLAST MMSE and ZF-DPC. Figure 5-14a and 

Figure 5-14b shows the BER curves obtained for V-BLAST MMSE and ZF-DPC 

respectively over Wyner uncorrelated channel, when both interfering MTs  are 

located in zone #1. The solid line shows BER, when both interfering MTs are 

offering equal level of interference i.e. 0.7Ω= ; and dashed line shows BER, when 

MTs are still located in zone #1 and offering variable level of interference. As an 

example, consider a scenario, when MT 1jT +  (MTs on the right side of every BS) 

offering interference level 0.7Ω=  and MT 1jT −  (MTs on the left side of every BS) 

offering interference level 0.9Ω= i.e. the MTs are located in close vicinity of the 

BSs. It is observed that the BER starts improving, when inter-cell interference is 

variable intra-zone as compared with BER when MTs offering equal level of 

interference. However, the significant improvement is expected when the level of 

interference varies inter-zones.  

Figure 5-15a and Figure 5-15b shows the BER curves obtained for V-BLAST 

MMSE and ZF-DPC Wyner uncorrelated channel, when at least one of the inter-cell 

interfering MTs is offering medium level of interference i.e. they are located in zone 

#2. It observed that the BER performance over both transmission schemes with 

variable inter-cell interference outperforms the BER performance when MTs are 

offering equal level of interference. However, the improvement is significant when 

the variation in inter-cell interference level is inter-zones. As an example, consider 

the scenarios as shown in Figure 5-15, when inter-cell interference level of MT  

1jT +  is fixed at 0.3Ω=  and of MT 1jT −  varies inter-zones and intra-zone. The 

BER performance when MT 1jT −  is offering high level interference 0.9Ω=  i.e. 

MT is located in zone #1 is significantly improved as compare to the BER 

performance when 1jT −  is offering intra-zone variable interference level, (compare 
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dashed lines – 1jT −  in zone #1; 1jT +  in zone #2 with dotted lines - 1jT −  in zone #2 

with high level of interference as compare with other MT; 1jT +  in zone #2 and solid 

lines - 1jT − ; 1jT +  in zone #2).   

Figure 5-16a and Figure 5-16b shows the BER curves obtained for V-BLAST 

MMSE and ZF-DPC, when at least one of the inter-cell interfering MT is offering 

low level of interference and located in zone #3. As shown in figure, when inter-cell 

interfering level of MT 1jT −  is increased from low to medium and from low to high, 

the BER of the transmission schemes is improved. However, the BER performance is 

compromising in comparison with BER curves in Figure 5-14 and Figure 5-15 as 

BER degrades with the decrease in inter-cell interference level (channel slow gain).  
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(b) ZF-DPC 

Figure 5-14: Improvement in BER by exploiting the inter-cell interference in each of 

the adjacent cells separately with 1K =  (two interfering MTs), 6N = : Solid lines 

shows when MTs 
1j

T
+

 and 
1j

T
−

 are located in zone #1 and offering equal level of 

interference; dashed lines shows when MTs are still located zone #1 and offering 

variable level of interference to the BS of interest.  
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(b) ZF-DPC 

 

Figure 5-15: Improvement in BER by exploiting the inter-cell interference in each of 

the adjacent cells separately with 1K =  (two interfering MTs), 6N = : Solid lines 

shows when MTs 
1j

T
+

 and 
1j

T
−

 are located in zone #2 and offering equal level of 

interference; dotted lines shows when MTs are still located zone #2 and offering 

variable level of interference to the BS of interest; dashed lines shows when MT 
1j

T +
 

are located in zone #2 and MTs 
1j

T
−

 are located in zone #1.  
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(a) V-BLAST MMSE 
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(b) ZF-DPC 

 

Figure 5-16: Improvement in BER by exploiting the inter-cell interference in each of 

the adjacent cells separately with 1K =  (two interfering MTs), 6N = : Solid lines 

shows when MTs 
1j

T
+

 and 
1j

T
−

 are located in zone #3 and offering equal level of 

interference; dotted lines shows when MTs 
1j

T +
 are located zone #3 and 

1j
T −

 are 

located in zone #2; dashed lines shows when MT 
1j

T
+

 are located in zone #3 and MTs 

1j
T −

 are located in zone #1. 
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5.6.4 BER Comparison over Correlated Scenario  

 

In this Section, we compare the performance of V-BLAST MMSE and ZF-

DPC over the correlated Wyner Hadamard channel based on BER curves obtained 

after various simulation scenarios. Figure 5-17, Figure 5-18 and Figure 5-19 presents 

the scenarios when the inter-cell interference between the transmitter and the receiver 

is of low level, medium level and high level respectively.   In each scenario, the 

curves are obtained after averaging 10,000 Monte Carlo trials of the resultant 

correlated Wyner Hadamard channel H. The transmission is designed by exploiting 

GMD with V-BLAST MMSE and ZF-DPC. The BER curves obtained over 

correlated scenario are compared with BER curves obtained over uncorrelated fading 

channel. Figure 5-17 shows the scenario when both inter-cell interfering transmitters 

are offering low level of interference i.e. they are located in zone #3 ( )0.2Ω= ; 

Figure 5-18 shows the scenario when both inter-cell interfering transmitters are 

offering medium level of interference i.e. they are located in zone #2 ( )0.4Ω= ; 

and Figure 5-19 shows the scenario when both inter-cell interfering transmitters are 

offering high level of interference i.e. they are located in zone #1 ( )0.9Ω= .  At 

this point in this Section, we exploit the interference levels to compare the 

performance of two types of correlated channels with uncorrelated channel in each 

cell of Wyner cellular setup across each zone
11

. However, the impact of ( )0,1Ω∈  

i.e. over entire range of interference levels is presented in the next sub-Section 5.6.8.   

A. zone #3  

Figure 5-17a and Figure 5-17b shows the BER curves offered by V-BLAST 

MMSE and ZF-DPC transmission schemes when both inter-cell interfering 

transmitters are offering low level of interference  with 16-QAM. The transmission is 

designed by exploiting V-BLAST MMSE and ZF-DPC in combination with GMD 

over uncorrelated and correlated Wyner channel. The correlated channels are 

                                                
11

 Recall from Chapter 3 that entire cell in C-GCMAC is spitted into three zones. The details of cell 

splitting are summarized in Table 3-2.  
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modelled as defined in Section 5.3 and Section 5.4. It is observed that the BER 

performance of Hadamard correlated fading channel and Hadamard Permuted 

channel is approximately identical. The performance is compared with the 

performance curves obtained over uncorrelated channel. From Figure 5-17a and 

Figure 5-17b, it is found that the performance of correlated and uncorrelated 

channels are approximately equivalent. When the inter-cell interference between the 

transmitters and the receivers is low i.e. the transmitters are locaters in zone #3, the 

receiver is still able to decode the transmitted symbols independently.   

B. zone #2 

Figure 5-18a and Figure 5-18b shows the scenario when both inter-cell 

interfering transmitters are offering medium level of interference i.e. they are located 

in zone #2( )0.4Ω= ; The BER offered by V-BLAST MMSE and ZF-DPC 

transmission schemes shows that the performance of uncorrelated channel is superior 

as compare with correlated channel, when both inter-cell transmitters are offering 

medium level of inter-cell interference. The degraded BER performance over 

correlated channel is due to the fact that the possibility of recovering the transmitted 

symbols correctly is lower as compare to the previous correlated scenario where at 

low level of interference the, the receiver is still able to decode the transmitted data 

independently over correlated channel and the performance of both correlated and 

uncorrelated channel is almost identical. 

C. zone #1 

Figure 5-19a and Figure 5-19b shows the scenario when both inter-cell 

interfering transmitters are offering high level of interference i.e. they are located in 

zone #1 ( )0.9Ω= ; It has been shown that the relative BER performance of the 

correlated channels is compromised with respect to BER performance of 

uncorrelated channel due to the fact that the correlation between the transmission 

links is pronounced, when inter-cell interference level is high (both transmitters are 

located in zone #1 and offering high channel slow gain).  Furthermore, the BER 

performance of Rayleigh faded uncorrelated channel is superior and shows improved 

diversity as compared with respect to the previous scenarios. Therefore, it is 
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concluded that the BER performance of uncorrelated channel is improved with an 

increase in channel slow gain; On the contrary, the BER performance of correlated 

channels is degraded with the increase in channel slow gain. It can be seen from the 

eigenvalue analysis that at high level of inter-cell interference (channel slow gain), 

there are effective numbers of distinct paths between the transmission links in case of 

uncorrelated Rayleigh channel. Moreover, there is a higher possibility of recovering 

the transmitted data streams independently, when the channel is fully uncorrelated.  
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(b) ZF-DPC 

Figure 5-17: Comparison of BER over Uncorrelated and Correlated Wyner structures, 

with 1K = , 6N =  and 0 2.Ω = (i.e. both MTs are located in zone #3 and offering 

low level of interference) and 16-QAM.  
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(b) ZF-DPC 

Figure 5-18: Comparison of BER over Uncorrelated and Correlated Wyner structures, 

with 1K = , 6N = and 0 4.Ω = (i.e. both MTs are located in zone #2 and offering 

medium level of interference) and 16-QAM. 
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(b) ZF-DPC 

Figure 5-19: Comparison of BER over Uncorrelated and Correlated Wyner structures, 

with 1K = , 6N = and 0 9.Ω = (i.e. both MTs are located in zone #1 and offering 

high level of interference) and 16-QAM. 

 



 

 231 

Chapter 5 - Transmission Design for Wyner C-GCMAC 

5.6.5 Impact of Inter-Cell Interference on BER Performance of 

Correlated Channel  

 

Figure 5-20a and Figure 5-20b shows the performance of V-BLAST MMSE 

and ZF-DPC over the entire range of ( )0,1Ω∈  with 16-QAM and 64-QAM 

respectively. The BER performance is degraded with the increase in inter-cell 

interference over correlated channels. As suspected, it is shown that BER 

performance of both transmission schemes over uncorrelated channel is superior as 

compared with the performance over correlated channel. The BER over uncorrelated 

channel decreases with the increase in inter-cell interference (see Figure 5-12 and 

Figure 5-13).  It is observed that the performance of ZF-DPC outperforms the 

performance of V-BLAST MMSE significantly at higher SNR over correlated 

channel (see green curves in Figure 5-20a and Figure 5-20b).  

Moreover, significant degradation in BER performance of V-BLAST MMSE 

and ZF-DPC over correlated channels is observed when the inter-cell interference 

level over the transmission link is 0 5.Ω =  and 1Ω = . To present the insight of 

this typical behaviour of the channel, investigation based on eigenvalue analysis is 

included in the next Section. Afterwards, the channel model incorporating the 

regularization of channel gain matrix is also illustrated.  
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(b) 

Figure 5-20: Comparison summary of BER reliance on inter-cell interference levels 

over C-GCMAC with 1K = , 6N = : Solid lines shows V-BLAST MMSE and 

dotted lines shows ZF-DPC transmission schemes: (a) 16-QAM; (b) 64-QAM.  
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5.6.6 Rank Reduction and  Regularization of Ω  

 

Recall from lemma 3.9.1, the channel slow gain matrix in Wyner’s circular 

cellular setup is expressed as (3.15). Let us define  
1 1j j j jB T B T+ −

Ω = Ω = Ω  as a 

channel slow gain over the transmission link between the MTs and the BS. The 

resultant empirical form in (3.15) is now reduced to    

( ),1

T
N

= + Ω +IΩ S S  

        = + ΩI �S            (5-51) 

In matrix form, we can express the channel slow gain matrix as  

                                
,1

1 0

1 0

0

1

0 1

N

 Ω Ω   Ω Ω    =     Ω Ω   Ω Ω  

�







�

Ω � � �� � �� � �� � �           (5-52) 

 where ( )0,1Ω∈ . It is well known that the eigenvalues of a circulant matrix 

are obtainable by evaluating the Discrete Fourier Transform (DFT) of its first row 

[94]. Hence, the columns of the Fourier matrix are the eigenvectors of Ω  and the 

eigenvalues of Ω  in (5-52) may be expressed as 

1

0

N
p

k k k
p

−

=
λ = Ω∑ ρ      0,1, 2, , 1k N= −�                 (5-53) 

where 
2 2 2

exp cos sink

k k k

N N N

     π π π    = = +             
ρ

i
i  

1 2 1
0 1 2 1

N
k k k N k

−
−λ =Ω +Ω +Ω + +Ω�ρ ρ ρ         (5-54) 

In the case of a typical circulant channel slow gain matrix (5-52), we have  
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( )1 11 N
k k k

−λ = +Ω +ρ ρ                    (5-55) 

      
( )2 12

1 cos cos
k Nk

N N

    π −π   = +Ω +          
 

          
2

1 2 cos
k

N

 π = + Ω   
 

We know that,  0kλ =  exactly when  

1 2
cos

2

k

N

 π − =   Ω
               (5-56) 

When 6N = , 1/ 2Ω= ,one of the eigenvalue 3 0k=λ =  and when 6N = , 

1Ω= , two eigenvalues 2 4 0k k= =λ =λ = . The eigenvalues of the channel slow 

gain matrix approached zero due to the fact that the channel is correlated and rank 

deficient.  This phenomenon is further investigated with the help of graphical 

interpretation. Figure 5-21 shows the graphs of ( ) 2
cos

k
y k k

N

    
π= ∀  and 

( ) 1

2
y k k=− ∀

Ω
. It can be seen that the line ( ) 1

2
y k k=− ∀

Ω
 interests the 

( ) 2
cos

k
y k k

N

    
π= ∀  at: only one point i.e. 3k = ( )3 0k=λ = , when 

1/ 2Ω= ; and at two points i.e. 2,4k = ( )2 4 0k k= =λ =λ = , when 1Ω=  .  

The number of intersection points is the dimension of the null space of Ω , and the 

reduced rank of Ω  is given by  

                                   ( ) ( )0rank dim Null Space
k

Nλ = = −Ω Ω .  

It is observed that the rank of Ω  reduced to 5 and 4 when 1/ 2Ω=  and 1Ω=  

respectively. The influence of rank reduction at 1/ 2Ω=  and 1Ω=  on the 

performance of the V-BLAST MMSE and the ZF-DPC schemes over the correlated 

channel can be seen from Figure 5-20a and Figure 5-20b.  
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Figure 5-21: Graphical interpretation of rank reduction of circulant channel gain 

matrix; when 1/ 2Ω=  at 3k =  and when 1Ω=   at 2,4k = . 

 

Regularization of Ω 12
 

 

Let us introduce a regularization parameterε Ω
 . The purpose of 

introduction of regularization parameter is to regularize the channel gain matrix ( )Ω  

to avoid the rank reduction and subsequently, the degradation in channel BER 

performance curves as observed in Figure 5-20. The degradation in performance is 

mainly due to the fact that the eigenvalues of the channel gain matrix ( )Ω are zero at 

more than one instance. The dependency of rank of on channel regularization 

parameter is shown in Figure 5-22. 

In order to recover the rank of channel slow gain matrix, we represent the 

channel model in (5.51) as  

                                                
12 Regularization is a numerical treatment applied to the not well-posed problem by introducing an 

additional parameter which causes smoothness in solutions. We introduced a simple method to avoid 

rank deficiency; however there are more precise regularization methods which can be applied. One of 

the well known regularization method is Tikhonov regularization [90].  
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Figure 5-22: Dependency of rank of channel gain matrix ( )Ω   on the regularization 

parameter( )ε . The figure also shows the rank reduction phenomena at 0ε = . 

 

( ) ( )T T
Reg

= + Ω + + ε +IΩ S S S S  (5-57) 

            = + Ω + εI � �S S           (5-58) 

Subsequently, the resultant regularized Wyner channel model can be expressed as  

Reg Reg=H G �Ω           (5-59) 

Now, we examine the performance of transmission design with respect to 

range of ( )0,1Ω  incorporating the RegΩ in the channel model (3-5). Figure 5-23a 

and Figure 5-23b shows the BER reliance of V-BLAST MMSE and ZF-DPC when 

16-QAM and 64-QAM is employed respectively. On comparison of Figure 5-23a 

and Figure 5-23b with Figure 5-20a and Figure 5-20b respectively, it is found that 

the degradation in BER performance of V-BLAST MMSE and ZF-DPC at 1 / 2Ω=  

and 1Ω=  is stable due to the regularization of channel slow gain matrix Ω .  
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Figure 5-23: Comparison summary of BER reliance on inter-cell interference levels 

over regularized C-GCMAC ( RegH ) with 1K = , 6N = : Solid lines shows V-

BLAST MMSE and dotted lines shows ZF-DPC transmission schemes: (a) 16-QAM; 

(b) 64-QAM. 
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5.7 Final Remarks on Simulation Results: Diversity vs. 

Inter-Cell Interference  

Final remarks on simulation results are now in order:  

 

 It is observed that for the uncorrelated channel the diversity of cellular system 

increases with the increase in inter-cell interference (compare Figure 5-17 - 

Figure 5-19). On the contrary, the diversity decreases with the increase in 

inter-cell interference for correlated channels. The behaviour of channel is 

based on the mean power of the eigenvalues of the channel. The mean power 

of eigenvalues of the uncorrelated and the correlated channels is shown in 

Figure 5-24.  

 

 It can be seen from the Figure 5-24 that at low level of inter-cell interference 

the performance of the uncorrelated and the correlated channels is almost 

same. However, for 0.2Ω>  the performance of uncorrelated channel 

outperforms the performance of correlated channel. The same can be seen 

from Figure 5-17a and Figure 5-17b.  

 

 The diversity of the Cellular MIMO Networks (CeMNets) over the 

uncorrelated channel model increases by exploiting the inter-cell interference 

among the mobile terminals and the base stations independently in each of 

the adjacent cells across the three zones (compare Figure 5-14 - Figure 5-16).  
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Figure 5-24: Summary of performance reliance of uncorrelated and correlated channels 

as a measure of mean power of eigenvalues of channel matrix over the range of 

( )0,1Ω∈ .  

 

5.8 Conclusions  

 

This chapter presented the simulation and derivation perspectives of 

transmission designs over the Wyner C-GCMAC exploiting the inter-cell 

interference of the transmission links. The BER performances of V-BLAST and ZF-

DPC for uncorrelated and correlated fading scenarios have been presented. The BER 

offered by uncorrelated channel is inversely proportional to the inter-cell 

interference. The increase in inter-cell interference levels caused an improvement in 

the BER performance of uncorrelated channel. On the contrary, for the correlated 

channel, the BER performance is directly proportional to the inter-cell interference. 

The BER is degraded with the increase in inter-cell interference levels. The 

performance of ZF-DPC is superior to the V-BLAST MMSE over high levels of 

SNR and entire range of channel slow gain. However, the increase is distinct when 

the higher constellation is employed to symbols (like 64-QAM as shown in Figure 

5-20 and Figure 5-23). The behaviour of uncorrelated and correlated channels for 
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Wyner circular cellular set up is almost same as 0Ω→ . The same has been shown 

in Figure 5-17a and Figure 5-17b. 

A new correlated channel model has been proposed based on random matrix 

theory and the circular nature of Wyner like model. The BER performance of the 

transmission schemes over conventional correlated channel and the proposed channel 

model shows that the correlated scenario in Wyner circular cellular setup can be 

approximated by unsystematic correlated channel which is referred to as the 

Hadamard Permuted channel (HPC) (see Figure 5-18 and Figure 5-19).  
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Chapter 6  

Conclusion and Future work  
 

6.1 Channel Modelling Perspective 

 
Wireless communication systems in general and cellular communication systems in 

particular are of major interest as they allow the provision of continuous services to mobile 

users. In recent years, considerable research effort has been devoted to the development of 

new technologies for providing better services and extending system coverage. In this 

context, numerous cellular channel models have been formulated and analyzed using 

information theoretic principles to succinctly identify the impact of system constraints and 

design parameters on performance. The analytical framework of this thesis is inspired by 

analytically tractable model for the multi-cell processing as proposed by Wyner [29]. The 

circular version of the Wyner GCMAC referred to as C-GCMAC is the focus of this thesis. 

The existence of such model in realistic cellular setup is one of the major findings of this 

research. Later, we exploited the principle of introducing variable inter-cell interference 

levels among the BSs and the MTs. It has been revealed during the experimental trials 

carried out in Glasgow city centre around the circular cellular ring that the inter-cell 

interference among the users and the BSs is variable and by exploiting the inter-cell 

interference, new dimensions of cellular channel modelling has been introduced. This thesis 

is an attempt to alleviate the basic assumption that Wyner cellular model imposed to analyze 

the cellular networks i.e. every user is offering equal level of inter-cell interference. It was 

shown that by splitting the entire cell into three zones, namely, zone #1 where MTs are 

offering high level of interference to the BSs as if they are located in close vicinity of the BS 

of interest; zone #2 where MTs are offering medium level of interference to the BSs and 

lastly, zone #3 where MTs are offering low level of interference to the BSs as if they are 

located too far from the BS of interest. New empirical channel model for a single and the 

multi-user Cellular MIMO Networks (CeMNets) were introduced which incorporate the 

realistic gains among the BSs and the MTs (see Section 3.6).   
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6.2 Channel Decomposition Perspective 

 
In Chapter 2, the unique MIMO channel decomposition technique referred to as 

GMD was introduced. By exploiting the GMD, the multi-user/multi-antenna channel was 

decomposed into parallel, identical and independent transmission pipes for data transmission 

at higher rates. The transmission design based on the GMD offers minimum BER as 

compared to transmission design based on the SVD. It was shown that GMD was also an 

optimal solution to the equal power allocation. This Identical Eigenmode Transmission 

Systems (IETS) brings much more convenience in modulation/demodulation and 

coding/decoding processes. Later, in Chapter 5, the IETS is designed for Wyner C-

GCMACs. By assuming full BS cooperation and conferencing among the MTs (MTs 

cooperation), the resultant circular cellular setup was considered as a virtual MIMO cellular 

network. The GMD was employed to decompose the cellular channel into identical, parallel 

and independent transmission pipes.  The GMD ensured Identical Mean Square Error 

(IMSE) across the each parallel sub-channels and subsequently, minimum overall BER 

performance. The transmission was designed by employing V-BLAST MMSE and ZF-DPC 

schemes.  

The simulation perspectives of these two transmission design over the Wyner C-

GCMAC exploiting the inter-cell interference gain was investigated in depth in Chapter 5. 

The BER performance of V-BLAST and ZF-DPC was analyzed for uncorrelated and 

correlated fading statistics. It was also shown that the BER performance of uncorrelated 

channel was superior as compared to correlated channel. The reliance of BER performance 

on the inter-cell interference over uncorrelated and correlated fading statistics was evaluated 

(refer to Figure 5-12, Figure 5-13, and Figure 5-20). It was found that BER performance of 

the uncorrelated channel is improved with the increase in inter-cell interference levels among 

the MTs and the BSs and BER performance of the correlated channel is degraded. However, 

further improvement in BER performance was also investigated by exploiting the inter-cell 

interference separately in each of the adjacent cells. The transmission schemes were also 

investigated to incorporate the realistic cellular scenario which was introduced in Chapter 3. 

As an example, when K = 1 (two inter-cell interfering MTs for each BS), the inter-cell 

interfering gain of each of the interfering MT was varied separately to minimize the BER 

performance (see Figure 5-14, Figure 5-15, and Figure 5-16).  

A new correlated channel model was proposed by exploiting the concepts of 

Random Matrix Theory (RMT) and the circular nature of the Wyner model. The resultant 
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channel was a Permuted version of random i.i.d channel matrix. The Wyner cellular model 

with such correlation statistics was referred to as Hadamard Permuted Channel (HPC). The 

BER performance of transmission schemes like V-BLAST MMSE and ZF-DPC over simple 

correlated channel and the proposed Permuted channel shows that the correlated scenario in 

Wyner circular cellular setup can be approximated by our proposed HPC.  

The BER offered by the two transmission schemes over uncorrelated channel 

significantly outperforms the BER performance of correlated channel at high levels of 

interference (refer to Figure 5-17, Figure 5-18, and Figure 5-19). It was observed that the 

performance was depending on the mean power distribution of eigenvalues of Wyner 

cellular channels. It was also observed that at low level of inter-cell interference the mean 

power distribution of eigenvalues of Wyner uncorrelated and correlated channels are close to 

each other. The same has been shown in Figure 5-17a and Figure 5-17b. Moreover, the mean 

power distribution of eigenvalues of uncorrelated channel increases as compared with 

correlated channel beyond  0.2Ω≈  which subsequently contributed to improve the BER 

performance of transmission schemes.  

 

6.3 Information Theory Perspective  

 
In Chapter 4, the fundamental principles from information theory were introduced, 

which have been used recently in the literature to gain insight into the performance of multi-

access and multi-antenna cellular communication systems. The information theory 

perspective of the Wyner’s cellular channel by employing the optimum joint decoding, cell 

optimum decoding, single user decoding and single user with intra-cell TDMA decoding was 

investigated and numerous simulation examples were included in Section 4.8. The important 

results are summarized as follows:  

� The multi-user decoding strategies are distinctly advantageous over single user 

decoding (with not intra-cell TDMA) for all levels of inter-cell interference (see 

Figure 4-5).  

�  For low levels of inter-cell interference there is no observable distinct advantage of 

one multi-user decoding strategy over another. Therefore for this scenario, 

since
tdma

cell sud
C C= , the best strategy in terms of complexity is to employ intra-

cell TDMA with single user decoding. However, for high levels of inter-cell 

interference since cell optimum decoding is interference limited it offers the lowest 

capacity of the multi-user decoding strategies (see Figure 4-7).  
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� Optimum joint decoding is the best strategy in terms of capacity; however, its 

exponential complexity with N renders it impractical in any realistic cellular 

system. At high level of inter-cell interference, intra-cell TDMA used in conjunction 

with linear MMSE filtering followed by single user decoding offers substantial 

capacity gain over cell optimum and single user decoding strategies (see Figure 4-6 

Figure 4-5) 

� The capacity expressions were derived to incorporate the variable inter-cell 

interference levels among the MTs and BSs. It was shown that by exploiting the 

slow gain of inter-cell interfering users in both adjacent cells separately the cell 

optimum decoding and linear MMSE filtering capacities were sub-optimal at 

moderate level of inter-cell interference. Several simulation scenarios are created to 

observe the capacity when the slow gain among the users and BS was variable. The 

advantage of exploiting variable sow gain is significant over both fading and AWGN 

channels (see Figure 4-11 - Figure 4-13 for non-fading case and Figure 4-19 - Figure 

4-19 for fading case). 

 

� The capacity behaviour for N →∞  over linear and circular Wyner GCMAC was 

also covered in Chapter 4. The summary was shown in Figure 4-10. It was shown 

that at low range of SNR, capacity offered by finite order channel matrix e.g. 

6N =  follows capacity offered by channel matrix where N →∞  till medium 

range of interference 0.6Ω≈  (see Figure 4-10a) where as at high SNR this 

threshold increases to 0.7Ω≈ . Thus, at low level of interference the information 

theoretic performance of linear-GCMAC and circular-GCMAC were approximately 

same.  

6.4 Impact of Hadamard Operation on the Performance 

of Wyner C-GCMAC 

 
Since the resultant MIMO wireless channel is the Hadamard product of the channel 

slow gain matrix Ω  and channel fading matrix G  (3.5). We investigated the strong 

properties of the Hadamard operator to reveal the new dimensions with respect to 

information theory, and channel decomposition. We derived a novel application of the 

Hadamard inequality in Section 4.8 as Theorem 4.8.3.  It was shown that by exploiting the 

Hadamard inequality a few more Bits can be offered by the Wyner’s cellular channel. It was 

also shown in Section 4.8.4a, that when there was no inter-cell interference the new upper 
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bound on optimum joint decoding capacity is identical to the Shannon capacity definition 

and holds equal results.  

It has also been demonstrated that in the multi-user case when inter-cell TDMA is 

employed, the gain in capacity is  ( )2log K  (see Figure 4-26). By exploiting the Hadamard 

inequality we can deterministically calculate the gain in optimum joint capacity with inter-

cell and intra-cell TDMA schemes.  In Chapter 5, we developed very useful aspects of the 

Hadamard operator, particularly when the channel fading statistics were semi or fully 

correlated. It was found that the resultant channel matrix H was rank deficient due to ill 

conditioned channel slow gain matrix Ω . The BER performance of cellular system with 

correlated fading statistics showed abrupt changes whenever the channel slow gain matrix 

was ill conditioned (see Theorem 5.3.2, § 5.3). This leads to degradation in the system’s 

overall BER performance (see Figure 5-20). The rank regularization method was introduced 

to recover the BER performance of correlated channel. However, the ill conditioned channel 

slow gain matrix Ω  does not affect the BER performance of uncorrelated fading channel.  

  

6.5 Future Work 

 
This Section provides some directions in which the work in this thesis can be 

extended. 

 Frequency Selective Scenario for Wyner Cellular Channels 

   
This thesis focused on linear C-GCMAC and although the planar GCMAC (two 

dimensional cellular model) has been investigated in [27] and [28].  The  transmission 

design, channel decomposition and information theoretic perspectives of planar model 

incorporating the variable inter-cell interference among MTs and BSs is yet to be done. 

Throughout the thesis, we assumed that the cellular channel is Rayleigh flat fading. 

However, one of the possible extensions of this research is to investigate the frequency 

selective channel statistics. It is suggested to employ Orthogonal Frequency Division 

Multiplexing (OFDM) to decompose the frequency selective channel into flat fading 

channels. Therefore, the GMD technique can be applied to achieve the optimal BER 

performance. However, the main problem is to find explicit expressions for the capacity 

which is a very challenging task in these scenarios. 
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 Hadamard Channel Decomposition for Wyner Channels 

 
Throughout the thesis, some very important properties of the Hadamard operator have 

been revealed. In Chapter 3 and Chapter 4 the very useful contribution of the Hadamard 

product has been presented. However, it is expected that the Hadamard product of channel 

fading matrix and channel slow gain matrix would play an important role if one is able to 

derive the Hadamard inequality by exploiting the GMD of G  and Ω  individually. The 

GMD of the Hadamard product may be expressed as   

        ( ) ( )H H=
G G G

G Q R P Q R P� �
Ω Ω Ω

Ω          (6-1) 

It is found that, numerically we have  

( ) ( ) ( )( )( )H H H H>
G G G G G G

Q R P Q R P Q Q R R P P� � � �
Ω Ω Ω Ω Ω Ω

 (6-2) 

 
However, up to now, the equivalent conditions for inequality in (6.2) to hold equal are not 

known. Moreover, the application of the Hadamard inequalities based on GMD is one of the 

possible extensions for similar kind of analysis presented in Chapter 5.  

 Realistic Channel Modelling by Using Pilot Walk Tour 

 
In Chapter 3, we used Net-monitor software to monitor the received power level and 

subsequently, to calculate the distance between the MTs and BSs. The software can only be 

used with GMS systems. However, there are (Universal Mobile Telecommunication System) 

UMTS BSs which were neglected during the trials and analysis. The software we used does 

not support post processing analysis e.g.  Storage of data files for tests. There are other 

networks monitoring software which are available to perform the trials efficiently. One of 

the candidates to be used for future Modelling is Pilot Walk Tour by Dingli Communications 

Ltd. [132]. Dingli Pilot WalkTour is the most convenient portable derive test tool for 

measuring or monitoring the air interface of GSM/GPRS/EDGE/UMTS/HSDPA wireless 

networks based on Symbian intelligent operation system. Its small size and powerful 

application testing features make it a favorable tool, currently supporting indoor test, as well 

as field test (GPS) with no essential need to connect external devices. Compared to 

traditional test tool, Walktour can effectively collect measurements even in special locations 

and buildings where traditional tool cannot function well. It records a comprehensive set of 

accurate measurement information, which greatly helps network evaluation and analysis by 

exporting log data to Dingli’s post-processing system. 
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 Multi-antenna Array at Both Side of Communication Link 

 
In this thesis each user and base station were assumed to have only a single antenna. It 

would be interesting to observe the effects on system performance when each user and base 

station employs multi-antennas. Increasing the number of antennas effectively increases the 

number of degree of freedom, which should result in an increase in capacity, like in standard 

MIMO communication system [127]. However, affect of inter-cell interference, timesharing 

protocols, transmits CSI and optimum input covariance matrix for such an antenna array is 

unknown and is subject of future work. The analysis may be extended for large system using 

random matrix theory.  

 Information Theoretic Analysis for Cooperative Cellular MIMO 

Networks (CeMNets): 

 
In Chapter 5, we presented information theoretic perspectives of the MIMO cellular 

network with only base stations cooperation. The information theoretic analysis can be 

extended when mobile terminals also cooperates. Our analysis has been limited to the uplink 

of cellular networks. With recent results in information theory, the downlink has also gained 

importance and the evaluation of the downlink capacity of MIMO cellular networks is an 

important aspect for the future design of such networks (see e.g. [135] and [136]). The 

analytical characterization of the results has used simplified assumptions to provide explicit 

expressions. In addition, the work in this thesis characterizes only the fundamental scaling 

limits of the cooperating base station architecture and does not take into account the practical 

implementation constraints.  
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Appendix A  Proof of Waterfiling Algorithm  

 

Though the waterfilling algorithm is well known in MIMO literarure [1] and 

[6], the original derivation of the algorithm is not easily available in most of the text. 

We derived the algorithm during the initial study of MIMO systems as follows.  

 

Proof of (2.21): 

The power allocation problem may be expressed as  
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Appendix B   Additional Figures of Section 2.10.1 

 

In this Appendix, we present supplementary figures of Section 2.10.1. Figure 

B-1 and Figure B-2 shows capacity CDF curves when Equal power allocation and 

adaptive power allocation transmission schemes are employed for 

( ) ( ), 2,2N M =H  at 0 dBγ =  and 10 dBγ = −  respectively. In each of the 

figures the red curve shows the capacity offered by the identical eigenmode schemes. 

The numerical values of the capacity offered by each of the transmission schemes are 

summarized in Table 2-1. It can be seen from Figure B-2b that CDF curve for the 

first eigenmode 1L =  crosses the vertical axis at a value less than one, which 

means that the worst channel corresponding to the smallest singular value of channel 

matrix H  is sometimes discarded by waterfilling power allocation process. Again, 

the capacity obtained via GMD is more than the capacity offered by 1L = . Hence, 

both eigenmodes are capable of offering identical Bits/sec/Hz. Similarly, we repeat 

the simulation scenarios for ( ) ( ), 4,4N M =H  independent Rayleigh flat-fading 

channel. Figure B-3 and Figure B-4 shows the CDF curves for 0 dBγ =  and 

10 dBγ = −  respectively. The numerical values of outage capacity are 

summarized in Table 2-2. It is recognized that the identical eigenmode transmission 

scheme is offered comparable capacity as compared to the adaptive power allocation 

and the equal power allocation transmission schemes.  
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Figure B-1: Capacity offered by ( ) ( ), 2,2N M =H MIMO wireless system 

with 0 dBγ = : (a) Equal Power Allocation (EPA) (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels); red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD. 
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Figure B-2: Capacity offered by ( ) ( ), 2,2N M =H  MIMO wireless system 

with 10 dBγ = − : (a) Equal Power Allocation (EPA) (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels); red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD. 
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Figure B-3: Capacity offered by ( ) ( ), 4,4N M = MIMO wireless system 

with 0 dBγ = : (a) Equal Power Allocation (EPA) (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels); red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD. 
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Figure B-4: Capacity offered by ( ) ( ), 4,4N M = MIMO wireless system 

with 10 dBγ = − : (a) Equal Power Allocation (EPA) (b) Adaptive Power Allocation 

(APA) (employing waterfilling scheme to pour desirable power into sub-channels); red 

curve shows the capacity offered Identical Eigenmode (IE) using GMD. 
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Appendix C  Circular Setup in Other Cities of UK 

 

In this Appendix, we include the snap shot of city centres of different cities in 

UK to the existence of circular cellular setup. The information about the each base 

stations are provided by Ofcom
1
. The images are the courtesy of Google Earth.   

 

 

Figure C-1: Snap shot of London city centre showing circular cellular setup. Each cell 

at least has one base station to cover the entire region. 

 

Table  C-1: Details of BS arranged in circle in London city centre [140]. 

 

BS 

No. 

hb 

(m) 
c

f  

(MHz) 

Transmitter 

power 

(dBm) 

1 4 1800 15.2 

2 4 1800 10 

3 5 1800 24 

4 5 1800 10 

5 6 1800 20.6 

6 3 1800 5 

                                                
1
 Ofcom is the independent regulator and competition authority for the communication industries in 

the United Kingdom. 
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Figure  C-2: Snap shot of London city near Leicester square showing circular cellular 

setup. Each cell at least has one base station to cover the entire region. 

 

 

Table  C-2: Details of BS arranged in circle in London city near Leicester square [140]. 

 

BS 

No. 

hb 

(m) 
c

f  

(MHz) 

Transmitter 

power 

(dBm) 

1 6 900 39 

2 8 1800 40.8 

3 8 1800 35.7 

4 8 1800 46.1 

5 7 1800 39 

6 6 900 36.8 
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Figure  C-3: Snap shot of London city near Soho square showing circular cellular 

setup. Each cell at least has one base station to cover the entire region. 

 

 

Table  C-3: Details of BS arranged in circle in London city Soho square [140]. 

 

BS 

No. 

hb 

(m) 
c

f  

(MHz) 

Transmitter 

power 

(dBm) 

1 4 1800 10 

2 4 1800 10 

3 5 1800 15 

4 4 900 7.1 

5 4 1800 10 

6 3 1800 10 

 

 

 

 

 



 

 268 

 

 

 

 

 

Figure  C-4: Snap shot of Edinburgh city centre showing circular cellular setup. Each 

cell at least has one base station to cover the entire region. 

 

 

Table  C-4: Details of BS arranged in circle in Edinburgh city centre [140]. 

 

BS 

No. 

hb 

(m) 
c

f  

(MHz) 

Transmitter 

power 

(dBm) 

1 5 900 2 

2 4 900 5.65 

3 5 900 6.2 

4 5 900 2.2 

5 5 900 4.2 

6 4 900 7.5 
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Appendix D  Net-Monitor Tests  

 

Following are the test which we used during the experimental trials carried out 

in Glasgow city centre.  

Test 01 – Serving Cell Information  

 

Test 01 displays the information about signal, selection characteristics and 

communication with the serving BS. It is continued in Test 03 – Neighbouring Cell 

Information. The graphical interpretation of the Test 01 screen is shown in Figure   

D-1. Following are the details of Test 01[36]: 

CH: Serving cell’s radio frequency channel. In idle mode, this displays the channel 

of the BCCH carrier. In dedicated mode, this displays the channel the MT is using 

for communication. This may be preceded by an ‘H’ to indicate frequency hopping 

in dedicated mode. The display will cycle through the channels being hopped. The 

radio frequency channel’s number also indicates what band it is in.  

RxL: Received signal strength of the serving cell in dBm. If the value is less than -

100 dBm, the ‘-’ sign will not be displayed.  

TxPwr: This value displays the output power of the transmitter. A ‘*’ character 

precedes this value if the transmitter is active (which it always is if this value is 

displayed). If the transmitter is not active, “xxx” is displayed.  

TS: The current radio timeslot. When idle, this value displays the timeslot containing 

the CCCH/BCCH (always 0), otherwise, in dedicated mode a value from 0-7 

indicating timeslot for communication.  

TA: The timing advance value, used by the MT to indicate how early to send bursts 

(packets) so that they arrive in time and don’t overwrite somebody else’s timeslot. 

Units are in symbol-periods, which are 3.69 microseconds. This parameter can allow 

calculating approximate distance to the BS. Maximum value is 63 (35km), except for 

GSM400, which is 219. Since the timing advance can only be calculated after a 

transmission with the network, in idle mode you will need to update it by initiating a 

transmission, such as quickly starting a call and hanging up.  
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Figure   D-1: Graphical interpretation of Test screen 01 - Serving cell information. 

 

RQ: This value represents the received signal quality, when the phone is 

communicating with the BS, calculated from the Bit Error Rate (BER). It displays ‘x’ 

when in idle mode. The RQ value ranges from 0 to 7, where 0 shows the least errors 

(BER < 0.2%) and 7 shows the most errors (BER > 12.8%). The higher the value, the 

poorer quality signal and the more likely communication will fail. This value is only 

displayed in dedicated mode.  

RLT: The Radio Link Timeout value. This value controls whether the connection 

will be abandoned. It starts at a value assigned by the network (on BCCH), and is 

decreased by 1 every time an SACCH message is incorrectly decoded (corrupt), and 

increased by 2 every time an SACCH message is correctly decoded (intact). The 

counter never exceeds the initial value, and if the counter reaches 0, the connection is 

terminated. The maximum initial value of the counter is 64, and the minimum is 4, 

and is a multiple of 4. SACCH message are sent/received usually about 2 times a 

second (half each 51-multiframe, which is about 235ms). This value is only 

displayed in dedicated mode. 

C1: C1 value (path loss criterion). The C1 value is calculated primarily based on 

signal strength, but also transmitter capability. This value is used to decide whether a 

cell is suitable to camp on in idle mode. It is also used in the calculation of C2 

values. If the C1 value falls below 0, cell reselection takes place. C1 value is between 

-99 and 999.  

 



 

 271 

 

     

Figure  D-2: Graphical interpretations of Test screen 03 showing selection 

characteristics of serving cell and neighbour cell #1 and cell #2. 

 

 

C2: C2 value (reselection criterion). This is used to determine whether to select a 

new cell for camping on. If a cell’s C2 value is higher than the current cell’s C2 

value for at least 5 seconds, the new cell is usually chosen. If C2 values are not 

supported or the phone is in dedicated mode, the C1 value is displayed.  

CHT : The type of logical channel or sub-channel the phone is currently using.  

Test 03 – Selection characteristics of Serving cell and neighbour cell #1 

and cell #2 

 

Test 03 displays summary of the serving cell, and the 1st and 2nd neighbour 

cells. Information about each cell is allocated at its own line in the test display 

screen. The format of each line is identical. The graphical interpretation of the Test 

03 screen is shown in Figure  D-2. Following are the details of Test 03 [36]: 

SCH: The radio channel number (ARFCN) of the serving cell. See “Test 01 – 

Serving Cell Information”.  

C1: The C1 value of the serving cell in idle mode. See “Test 01 – Serving Cell 

Information”. In dedicated mode, the BSIC value used to distinguish between 

multiple cells using the same channel is shown, in the form of a 2-digit value from 0-

63 preceded by a ‘B’. 
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rx: The received signal strength of the serving cell. This value is in dBm, but if the 

value is -100 dBm or less, in order to fit the 3 digits, the ‘-’ sign is not shown. In 

dedicated mode, this value will be used to calculate the receive signal level.  

C2: The C2 value of the serving cell in idle mode. See “Test 01 – Serving Cell 

Information”. If C2 values are not supported, the C1 value is displayed. Even if C2 

values are supported, the C2 on many cells will equal the C1 value. In dedicated 

mode (i.e. call), the information here is meaningless (in particular for neighbour 

cells, since the MT may not have received the cell reselection criteria to calculate the 

C1/C2 values).  

The second and third line in Test 03 shows the summary of information about 

the 1
st
 and 2

nd
 neighbour cell respectively. The format is exactly the same as the 

serving cell information (explain above).  

1N: ‘1’ indicates whether the 1
st
 neighbour cell is in a forbidden location. It displays 

‘F’ if it is, otherwise it displays nothing. ‘N’ indicates the selection priority of the 1
st
 

neighbour cell. It can be ‘N’ (normal), ‘L’ (low), ‘B’ (barred).  

2N: ‘2’ indicates whether the 2
nd

 

neighbour cell is in a forbidden location. It displays 

‘F’ if it is, otherwise it displays nothing. ‘N’ indicates the selection priority of the 2
nd

 

neighbour cell. This can be ‘N’ (normal), ‘L’ (low), ‘B’ (barred).  

There are situations when the 1
st
 

 

and 2
nd

 

neighbour cell lines may not be 

displayed, if there are no neighbours found to be measured, or the BTS Test (“Test 

12 – BTS Test”) is enabled. Any line not displayed is shown as ‘x’s, including its 

corresponding priority and forbidden indicator. The first line (serving cell) will 

always be displayed, if there is no coverage on the home network, it will show 

information about another network. If there are no networks found, it will show the 

last stored values from when a network was found.  

These Tests (03-05) are useful for observing the number of cells detected in 

the area. The measurement report is sent by the MT to the network in order for the 

network to make decisions for handover.  
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Figure D-3: Graphical interpretations of Test screen 04 showing selection 

characteristics of serving cell and neighbour cell #3, cell #4 and cell #5. 

Test 04 – Selection characteristics of Neighbour 3, 4 and 5  

 

Test 04 displays a selection summary of the serving cell, and the 3
rd

 , 4
th

 and 5
th

 
 

neighbour cells. Each cell has its own line. The format of each line is exactly the 

same as that of the serving cell (see “Test 03 – Selection characteristics of Serving 

Cell and Neighbour cell #1 and cell #2”). The graphical interpretation of the Test 04 

screen is shown in Figure D-3. 

Test 05 – Selection characteristics of Neighbour 6, 7, and 8  

 

Test 05 displays a selection summary of the serving cell, and the 6
th

 , 7
th

 
 

and 

8
th

 neighbour cells. Each cell has its own line. The format of each line is exactly the 

same as that of the serving cell (see “Test 03 – Selection characteristics of Serving 

Cell and Neighbour cell #1 and cell #2”).  
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Figure   D-4: Graphical interpretations of Test screen 11 showing cell and local area 

information. 

Test 11 – Cell and Local Area Information  

 

Test 11 displays basic information about the current cell and local area. The 

graphical interpretation of the Test 11 screen is shown in Figure   D-4. Following are the 

details of Test 11 [36]: 

MCC: Country Code - 3 digit country code of the current country.  

MNC: Network Code - Up to 3 digit network code of the current GSM network in 

country. (3 digits for GSM1900, otherwise 2 digits).  

LocAreaCode (LAC): Location Area Code – 16-bit code (in decimal) of the current 

location.  

ServChannel (CH):  This is 4 digit code of the current cell’s RF channel (ARFCN) 

of BCCH. If hopping is enabled, ‘H’ will appear in front of the channel number. 

CellID (CID): This is 16-bit code of cell, unique within local area. It is displayed in 

decimal. This test is useful for distinguishing the identity of the current cell. Since 

channels are reused many times across the GSM network, only the LAC and the Cell 

ID will allow you to confirm the identity of a cell. This test will also determine 

current LAC, it is useful to see how far a LAC extends. LACs with denser coverage 

and mobile usage tend to be smaller.  

When the phone cannot contact the home network, it will start monitoring 

other GSM networks. When the phone is in Search mode (See “Test 01 – Current 

Cell Information”), this test will display the MCC, MNC, LAC, CH and CID of the 

monitored cell on the foreign GSM network. As a side note, various network  



 

 275 

 

  

Figure   D-5: Graphical interpretation of Test screen 12 showing BTS Test. 

 

 

operators use conventions when defining LACs and CellIDs. For example, first digit 

of the CellID is used to indicate the city and the last digit to indicate the sector. 

Test 12 – BTS (Base Transceiver Station)  

 

Test 12 allows locking the phone to a BS of choice, or more specifically, a 

radio channel of choice. BTS Test allows the user to specify a channel for testing. 

The graphical interpretation of the Test 12 screen is shown in Figure   D-5. Once the 

BTS mode is engaged, only that channel is used for idle mode and active mode 

(although the phone is allowed to frequency hop). The phone ignores neighbour 

information broadcast by the tested BS, and will not handover during call to another 

cell. If the phone moves out of range of the tested BS, the phone will show no 

coverage and will enter NSPS (No Serve Power Save) mode until it finds another BS 

using the specified channel for its BCCH. Obviously, the channel requested must be 

a BCCH carrier (the carrier on which information about the cell is broadcast, which 

phones listen to in idle mode).  

To use the BTS Test mode, the radio channel to test must be entered in SIM 

memory location number 33. The name can be set to anything. However, something 

like “BS Test” would be appropriate. Then, jump to this test. The display will change 

from “BTS TEST OFF” to “BTS TEST REQUESTED”. The channel number should 

display the chosen channel number [36].  
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If the channel number displayed is “xxxx”, it means the entered channel 

number is an invalid channel number. It also could mean the SIM card could not be 

read (which seems to happen sometimes after a power on). If this is the case, jump to 

this test to cancel the BTS Test, wait a few minutes for SIM to respond (i.e. check 

the phonebook for the BTS TEST entry), and then retry the test. When the BTS test 

is activate, the test screen 12 shows “BTS TEST ON” and the channel number. One 

can see that the BTS Test is active by viewing “Test 03 – Information about Serving 

Cells and Neighbours”, and observing that only the serving cell entry (the top line) is 

present and the neighbour cells information line shows all ‘x’s.  

Disable BTS Test: To disable the BTS Test, simply let the phone lose coverage, 

since it is locked to a channel, it probably will at some stage. When this does happen, 

the phone will search for other channels and return to normal operation. 

Alternatively, you can power the phone on and then off. When the BTS Test is off 

again, it will display “BS TEST OFF” and the channel number currently saved in the 

SIM memory. BTS Test mode is a very powerful test, and can sometimes help in a 

number of situations [36]. 
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Appendix E   Formation of Permutation matrix  

 

In this Appendix, we present the two examples of the multi-user channel 

modelling using (3.19).  

 

Case I: When K = 2 and N = 6, the resultant channel matrix can be expressed as  

( )1 2

6, 2 1 1 6, 2

�
N K N N N K= = = == ( ) ( )

, ,
Ω Ω Ω P           (E-1) 

   

The channel slow gain matrices 
1

1N
( )

,
Ω  and 

2

1N
( )

,
Ω  for user 1 and user 2 respectively 

can be modelled by using (3.16) and 
12 12

6, 2

�
N K

×
= = ∈ PP    is a permutation matrix.   

The permutation matrix 
12 12

6, 2

�
N K

×
= = ∈ PP   can be partitioned into 

2K N N×  

block matrices, such that we have  

                                                     ( )1 2 11 12

,1 ,1
21 22

� �

� �
N N

  =    
( ) ( )Ω Ω

P P

P P
 

Where 
6 6

�
i j

×∈ PP and can be constructed as below  

Let us first define 
11

�
P as  

 
11

1 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 1 0
 

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

�
�

                 

P              (E-1) 

  

Now, 
21

�
P  is the shifted version of block matrix 

11

�
P such that  

21 11

� �
�P P S              (E-2) 

            



 

 278 

 

                    

11

1 0 0 0 0 0 0 1 0 0 0 0

0 0 1 0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 1 0

 

�
������������������

                   =                    
P S

 

21

0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

=
�

                 

P  

where S is the shift operator. The matrix 
12

�
P is the flipped version of matrix 

21

�
P  

whereas the matrix 
22

�
P  is the flipped version of the matrix

11

�
P . The construction of 

these matrices is define as  

21 12
and

� � � �
v t h t

ϒ → ϒ →: :P P P P                   (E-3) 

where 
v

ϒ  and 
h

ϒ  are the vertical and horizontal flip operators respectively and t

�
P  

is the transition matrix which is transformed to 
12

�
P  in the end. Eq. (E-4) can also be 

expressed as 
2
 

21 12

� �
h v

ϒ • ϒ →:P P  or equivalently 

( )( ) ( )( )12 21 21

� � �
h v h v

= ϒ • ϒ =ϒ ϒP P P        (E-4) 

where the notation 
h v

ϒ • ϒ  is a composite function and can be read as 
h

ϒ circle 
v

ϒ  

or 
h

ϒ following
v

ϒ 3
.  

                                                
2
 In mathematics, function composition is the application of one function to the results of another. For 

instance, the functions f :X Y→ and g:Y Z→  can be composed by computing the output of 

g when it has an argument of ( )f x  instead of x .  
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12

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 1 0

�

        =         

P   

Similarly, the flipped version of matrix 
11

�
P  can be obtained by  

( )( ) ( )( )22 11 11

� � �
h v h v

= ϒ • ϒ =ϒ ϒP P P         (E-5) 

22

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
 

0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

�

        =         

P  

Finally, the resultant permutation matrix 
6, 2

�
N K= =P  constitutes of block 

matrices
11

�
P , 

21

�
P , 

12

�
P and 

22

�
P  is given by 

4
 

( )( )
( )( )

11 11

,

11 11

� �
�

� �h v
N K

h v

 ϒ • ϒ  =   ϒ • ϒ  

P P S
P

P S P
          (E-6) 

In matrix notation, (E-6) is shown as (3-20). 

 

 

 

 

 

                                                                                                                                     
3
 The function ( )h v

ϒ • ϒ is developed in MATLAB using commands “fliplr” (horizontal-flip: 

returns a matrix with columns flipped in the left-right direction, that is, about a vertical axis) and 

“flipud” (vertical-flip: returns a matrix with rows flipped in the up-down direction, that is, about a 

horizontal axis). 

 
4
 The composition of functions is always associative [90]. 
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Case II: When K = 3 and N = 6, the resultant channel matrix can be expressed as  

( )1 2 3

6, 3 1 1 1 6, 3

�
N K N N N N K= = = == ( ) ( ) ( )

, , ,
Ω Ω Ω Ω P         (E-7) 

The matrix 
18 18

6, 3

�
N K

×
= = ∈ PP  can be partitioned into 

2K N N×  block matrices, 

likewise we have 9 6 6× blocks such that (E-7) becomes  

                                                     ( )
11 12 13

1 2 3

1 1 1 21 22 23

31 32 33

� � �

� � �

� � �N N N

    =     

( ) ( ) ( )
, , ,

Ω Ω Ω

P P P

P P P

P P P

 

where 
6 6

�
i j

×∈ PP and can be constructed as below  

Let us first define 
11

�
P as  

11

1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

 
�
�

                 

P              (E-8) 

Now, 
21

�
P  is the shifted version of block matrix 

11

�
P such that  

21 11 0

� �
�P P S            (E-9) 

                   

11 0

1 0 0 0 0 0 0 1 0 0 0 0

0 0 0 1 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1

  

�

�

������������������

                                        
P S
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21

0 1 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

=
�

                 

P  

where 
0
S  is the  horizontal shift operator. Similarly, the matrix 

31

�
P  is given by  

31 21 1

� �
�P � P S            (E-7) 

                  

21 1

0 1 0 0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 1 0

 

�

�

������������������

                                      
P S

 

                                        
31

0 0 1 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

=

                 

�
P �    

where 
1
S  is the  horizontal shift operator.  

The matrix 
12

�
P  is the vertical shift version of matrix

11

�
P , i.e., 

12 2 11

� �
�P S P            (E-8) 
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2 11

0 0 1 0 0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

 

�

�

������������������

                                      
S P

 

            
12

0 0 0 0 0 0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

=
�

                 

P  

Similarly, the matrix 
22

�
P  and 

32

�
P  are vertical shift version of matrices 

21

�
P  and 

31

�
P  respectively and can be defined as follow 

22 2 21

� �
�P S P            (E-9) 

        

2 21

0 0 1 0 0 0 0 1 0 0 0 0

0 0 0 1 0 0 0 0 0 0 1 0

1 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

 

�

�

������������������

                                      
S P

 

22

0 0 0 0 0 0

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 0

�

        =         

P  
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32 2 31

� �
�P S P            (E-10) 

        

2 31

0 0 1 0 0 0 0 0 1 0 0 0

0 0 0 1 0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

 

�

�

������������������

                                      
S P

 

    
32

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

=
�

                 

P  

 

The block matrices
13

�
P , 

23

�
P  and 

33

�
P are the flipped version of matrices  

31

�
P  , 

21

�
P and 

11

�
P  respectively. The construction of these matrices is define as  

( )( ) ( )( )13 31 31

� � �
h v h v

= ϒ • ϒ =ϒ ϒP P P         (E-11) 

where the function ( )h v
ϒ • ϒ  is defined to perform horizontal flip following 

vertical flip on the matrix 
31

�
P .  

31

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 0 1 0 0

�

        =         

P   

Similarly, the flipped version of matrix 
21

�
P  and 

11

�
P  can be obtained respectively as 

shown below  
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( )( ) ( )( )23 21 21

� � �
h v h v

= ϒ • ϒ =ϒ ϒP P P         (E-12) 

23

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
 

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 1 0

�

        =         

P

( )( ) ( )( )33 11 11

� � �
h v h v

= ϒ • ϒ =ϒ ϒP P P                 (E-13) 

33

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
 

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 1

�

        =         

P  

Finally, the resultant permutation matrix 
,

�
N K
P constitutes of 9 6 6× block 

matrices can be expressed as  

( )( )
( )( )
( )( )

11 2 11 11 1

6, 3 11 0 2 11 0 11 0

11 1 2 11 1 11

� � �

� � � �

� � �

h v

N K h v

h v

= =

 ϒ • ϒ    = ϒ • ϒ     ϒ • ϒ  

P P P

P P P

P P P

S S

P S S S S

S S S

          (E-14) 

 

 

 In matrix notation (E-14) is shown as (3-22). 
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Appendix F   Permutation Matrices P and Q 

 

In this Appendix, we present the permutation matrices 36 6×∈PP and 

36 30×∈PQ  for Wyner C-CMAC, when 6N M= =  i.e. single user case 

( )1K = . However, with the increase in number of users, the size of permutation 

matrices renders it impossible to include them in this Appendix.  

                       

1     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     

=P

0     0     0     0

0     1     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     1     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     1     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     1     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     0

0     0     0     0     0     1




2n n×

                                    
�������

 



 

 286 

 

 

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     

=Q

0     0     0

0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     1     0

0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0     0





                                                                         

( )2 2n n n× −


�������������������������������������������
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Appendix G   Proof of Theorem 5.3.2 

 

Proof of Theorem 5.3.2:  

Let us define 
Hu v=A  where u, and v are non-zero complex 1N ×  and 

1M ×  column vectors respectively such that 1
A

r = .  

1

2

N

u

u
u

u

      =        



 and 

1

2

M

v

v
v

v

      =        



 

The Hadamard product of A B�  in terms of vectors u, and v may be expressed as  

( ) ( )
1 1,1 1,2 1,

2 1,2 2,2 1,1

1 2

1, 1,1 ,

M

M

N N N M

u B B B

u B B B
v v v

u B B B

                =                      
BA

A B

�

�
� � �


 
 � � 


�
����������������������

 

Let 
u

Λ  and 
v

Λ  are the non-singular diagonal matrices whose diagonal 

entries are the respective entries of the vector u and v respectively. In component 

wise notation, we may have 

1

2

0 0

0

0

0 0

u

N

u

u

u

      Λ =        

�

� 



 � �

�

 and ;     

1

2

0 0

0

0

0 0

v

M

v

v

v

      Λ =        

�

� 



 � �

�
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The Hadamard product A B�  can also be expressed as  

 

( )
1 1,1 1,2 1, 1

2 1,2 2,2 1,1 2

1, 1,1 ,

0 0 0 0

0 0

0 0

0 0 0 0

M

N N N M M

N N N M M

u B B B v

u B B B v

u B B B v

× × ×

                         =                                

A B

� � �

� 
 � � 

�


 � � 
 � � 
 
 � �

� � �
��������������������

M

���������

 

   
u v

= Λ ΛB  

which has same rank as rank of B . Hence, this proves that 

 

( ) ( )Rank Rank=A B B�  

Summary of Rank of Hadamard Operator  

 

� If A and B  are complex N M× matrices with arbitrary ranks 
A

r  and 
B

r  

respectively. Then the rank of ( )A B�  denoted by 
A B

r
�

 , can be expressed 

as { }max ,
A B A B

r r r≥
�

 

 

� If A  is full rank matrix such that
A B

r r≥ , then
A B A

r r=
�

. Or if B  is full 

rank matrix such that
B A

r r≥ , then
A B B

r r=
�

. 

 

� If A is a N M× positive definite matrix (with positive diagonal entries) 

then
A B B

r r≥
�

.   

 

� If 1
A

r = , then
A B B

r r=
�

. 
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Appendix H   Matrix Notations 

 

Matrix analysis techniques are employed extensively throughout this thesis. 

For consistency the same matrix notation is employed in each chapter and described 

as follows.  

Throughout this thesis 
1N×

R  and 
1N×

C  denote N  dimensional real and 

complex vector spaces respectively. Moreover, 
N M×
P  denotes a 

N M× permutation matrix which has 1 at its particular position and zero 

elsewhere. In complex vector spaces, i 1−�  denotes the imaginary unit. The real 

and imaginary parts of a complex scalar iz x y= +  are denoted by ( )z xℜ =  

and ( )z yℑ =  respectively. The conjugate of a complex scalar iz x y= +  is 

denoted by i*z x y= − .  

Matrices are represented by uppercase boldface letters, as an example, the 

N M× matrix A  with N rows and M  columns are represented as
N M×A . The 

sub-matrix with only k  columns extracted from original matrix A  is presented 

by
k

A . Vectors are represented by lowercase boldface and italic version of the 

original matrix, as an example, a 1N ×  column vector a is represented as
1N×a . 

Also, the 
thk  column vector of original matrix is represented as

k
a . An element of 

matrix or a vector is represented by the non-boldface letter representing the 

respective vector structure with subscripted row and column indices, as an example, 

,n m
a  refers to the element referenced by row n at column m  of matrix

N M×A . 

Similarly, 
k

a refers to element k of the vector
1N×a . Scalar variables are always 

represented by non-boldface characters. If the individual elements of a matrix depend 

on parameters
1
, ,

N
θ θ� , the dependent parameters are listed in square brackets, e.g. 

1
, ,

N
   = θ θ      A A �θ .  
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The following special matrix constructs are defined as follows: 
N
I  denotes 

the N N× identity matrix; ( )1 1 1
K
= ��  denotes the 1 K× row vector with all 

entries equal to one; the function ( )diag ⋅  converts N -dimensional vector to an 

N N× diagonal matrix, e.g. ( )diag=D d  is a diagonal matrix with diagonal 

elements 
,k k k

d=D ; the function ( )circ ⋅  converts an N -dimensional vector to 

an N N×  circulant matrix, ( )circ=C c  is a circulant matrix whose first row is 

equal to the vector c .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 


