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Abstract 

 

Pressure tube inspection within CANDU nuclear reactors is a critical maintenance 

operation to identify and track the growth of defects. Current inspection approaches 

utilising ultrasonic techniques are technically challenging due to transducer alignment 

caused by the tube dimensional changes. This Thesis focuses on enhancing ultrasonic 

techniques to improve the inspection accuracy by introducing signal processing 

algorithms and phased array technology. This work is motivated by the nuclear industry 

desire to reduce the time and cost consuming replica processes.  

The Synthetic Aperture Focusing Technique (SAFT) has been applied to industrial 

inspection data where the ultrasonic image performance is poorly-focused. The transducer 

focal point operates as a virtual source to transmit ultrasound with a corresponding beam 

angle. Subsequently, the refocused image demonstrates a distinct improvement in the 

measurement of defect width. Regarding to the defect depth measurement, this Thesis 

proposes a wavelet analysis method, which employs the Haar wavelet to decompose the 

original poorly-focused A-scan signal and reconstruct the defect information from 

selected frequency components within the transducer operational bandwidth. Compared 

to the original image characterisation, this method provides an improved estimate of 

defect depth within an acceptable error ±0.04 mm. 



 

 

 

A hybrid simulation platform for ultrasonic phased array transducer inspection has been 

developed and experimentally validated, which combines the benefits of finite element 

modelling and analytical extrapolation. This approach has been used to study a range of 

phased array imaging solutions based on both the Total Focusing Method and array SAFT 

processing. The phased array technique is predicted to improve the accuracy of 

characterising defects on the inner and outer surfaces of the pressure tube and a dual array 

system incorporating 32-element 5 and 10 MHz arrays is proposed as a potential future 

sensor head configuration. The results conclude there is significant potential to improve 

the quality of the inspection data. 
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Chapter 1 

Introduction 

 

1.1. Project Context 

As the worldôs population increases, the demand for energy is also increasing significantly. 

Since the first commercial nuclear station started operation for the supply of electrical 

power in the 1950s, nuclear energy has become one of the most important energy 

industries that contributes hugely to the supply of carbon-free electricity. In 2017, the 

world nuclear energy consumption was 596.4 million tonnes of oil equivalent[1]. Nuclear 

power stations provide 18% of the electricity to Organisation for Economic Co-operation 

and Development (OECD) countries[2] and contributed to 10.3% of the world electricity 

consumption[3]. 

Nuclear reactors are the core of the nuclear power plants for electricity generation. 

Currently, there are 448 commercial nuclear reactors under operation across the world, 

which provide 391,721 MWe of total net capacity and an additional 59 reactors are under 

construction[4]. In the operational reactors, 49 of them are Pressurized Heavy-Water-

Moderated and Cooled Reactor (PHWR), which are fuelled by natural uranium and use 

heavy water (deuterium oxide D2O) as its coolant and moderator[5].  
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The CANadian Deuterium Uranium (CANDU) reactor is a type of PHWR. Using the same 

basic principle as other types of nuclear reactors, it produces heat by splitting uranium 

atoms and then converts the heat into electricity. The specific feature of the CANDU 

reactor is that it uses heavy water to assist the fission process, which keeps a continuous 

nuclear reaction. The pressure tubes of the CANDU reactor can be visualized from  Figure 

1.1, and shows the CANDU reactor core[6] that consists of 380 to 480 horizontal fuel 

channels.  

 

Figure 1.1 Fuel channels of CANDU reactor[6]  

 

The fuel channels are part of the Primary Heat Transport System (PHTS) within a 

CANDU reactor, which are the places that the coolant flows through the fuel bundles to 

transport the nuclear heat to the stream generators[7]. They are the most significant feature 

of the CANDU design aiming at executing their function for 30 years and play the key 

role to maintain the reliability of the reactor performance. Therefore, regular inspection 

of the fuel channels is particularly important to ensure their condition is qualified for their 

intended function. A fuel channel mainly consists of a pressure tube, two end fittings and 



 

3 

 

 

four annulus spacers, where the pressure tube is surrounded by a calandria tube and they 

are separated through the use of the annular spacers. The process of the general 

configuration of the fuel bundles passing through a pressure tube is shown in Figure 1.2[7]. 

 

Figure 1.2 Schematic of the general configuration of fuel bundles passing through a 

pressure tube[7] 

 

As the key component of the fuel channel, the zirconium alloy (Zr-2.5%Nb) pressure tubes 

are used to locate the fuel bundles for the reaction and support the coolant passing through 

to remove the heat from the fuel. The zirconium alloy has the features of low capture 

cross-section for thermal neutrons, which combines with its good corrosion properties to 

bring benefits for use in water reactors[8]. The pressure tubes are about 6.3 m long, 104 

mm inner diameter and 4.3 mm wall thickness. During the operation, they are exposed to 
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a pressure of approximately 10 MPa and at a temperature ranging from approximately 

250ᴈ to 310ᴈ[9]. Due to the harsh environment of high temperature, pressure and 

neutron flux, the tube dimensions can alter during service, for example axial elongation, 

diametric expansion, sagging and wall thinning. Hence, the inspection of the pressure 

tubes faces environmental and automation challenges in order to provide a high level of 

inspection accuracy. 

The fuel channel inspection is executed by a tool named Channel Inspection and Gauging 

Apparatus for Reactors (CIGAR)[6], as shown in Figure 1.3, which is a remotely 

automated inspection system including an ultrasonic sensor head for pressure tube defect 

detection and wall thickness and diameter measurements, an eddy current system for 

detecting the annular spacers and measuring the spacing between pressure tube and the 

calandria tube, and a servo-accelerometer for estimating the sag of the fuel channels[10]. 

The ultrasonic transducers are located in the red circle in Figure 1.3. 

 

Figure 1.3 CIGAR sensor head with red circle indicating ultrasonic devices[6] 



 

5 

 

 

1.2. Project Overview 

1.2.1. Background 

This PhD project investigated ways to improve the ultrasonic inspection of CANDU 

pressure tubes through two avenues: simulating ultrasonic phased array transducer 

technology to replace the current sensor head (Figure 1.3) which uses multiple single 

element transducers; and exploring signal processing methods to enhance the reliability 

of the current industrial inspection data. 

The most common defect found in the pressure tubes are Bearing Pad Fretting (BPF) 

defects resulting from the fuel bundle vibration during transportation and Debris Fretting 

(DF) defects due to the wear caused by debris such as a weld electrode or spatter[9]. Other 

defect types, for example, crevice corrosion marks, erosion-corrosion defects, mechanical 

damage flaws, manufacturing defects, also produce detrimental effects on the performance 

of the pressure tubes. 

Currently, the ultrasonic sensor head applied for pressure tube inspection is comprised of 

6 single element focused transducers, where one of them has a central frequency of 20 

MHz and the others are 10 MHz transducers[6][11][12]. All the transducers are immersed 

in heavy water during the operation. As shown in Figure 1.4, the 20 MHz transducer and 

one 10 MHz transducer are working on pulse-echo mode for the tube Inner Diameter (ID) 

surface and Outer Diameter (OD) surface inspection (Figure 1.4 (a) and (d)), respectively. 

A pair of 10 MHz shear wave transducers situated in the circumferential direction (Figure 

1.4 (b)) are working on full skip pitch-catch mode for defect detection on the tube ID and 
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OD surfaces, while another shear wave pair scan along the axial direction (Figure 1.4 (c)). 

The 20 MHz transducer is focusing on the tube ID surface. Regulation dictates full tube 

inspection of ID and OD surfaces are necessary, while the ID surface is of particular 

interest as this is where defects occur ï notably bearing pad fretting and debris 

fretting[9][11]. 

 

Tube

20 MHz 
transducer

 

10 MHz
transducers

Tube

 

(a) (b) 

Tube

10 MHz
transducers

 
Tube

10 MHz 
transducer

 

(c) (d) 

Figure 1.4 Schematics of ultrasonic inspection of CANDU pressure tubes using CIGAR 

Sensor Head (a) ID inspection; (b) circumferential material inspection; (c) axial 

material inspection; (d) OD inspection 
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An Analyst specialises in evaluation of the ultrasonic inspection data and follows this 

general process.  

¶ In terms of the defect depth measurement 

o if the measurement result is bigger than 0.1 mm, it will be flagged as 

óreportableô.  

o if the measured defect depth is greater than 0.15 mm, it should be flagged 

as ódispositionableô, which means further action such as replication must 

be taken to provide more information for result validation[12][13].  

o when the defect depth exceeds 2 mm (about half of the tube thickness), the 

tube will be removed from the reactor.  

o the inspection accuracy is described as a measurement error either within 

0.04 mm or below 5% of the actual defect depth.  

¶ With regard to defect width and length 

o the accuracies are expected to have a 0.5 mm accuracy on the defect size 

or an uncertainty of 5% to 10 %[9]. 

¶ A combination of all the size information is used to analyse short length and high 

depth defects. 

One important aspect in this inspection process is the requirement for replicas to be taken 

of defects which are difficult to classify[12][13]. This is time consuming and can become 

a significant burden on the operational downtime of the nuclear reactor associated with an 

inspection outage. Hence, the potential to improve defect classification accuracy would 
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have the additional benefit in a reduction requests from an Analyst for the replication 

process to be deployed. 

 

1.2.2. Motivation 

The pressure tubes are operated in an environment of high temperature, high pressure and 

radiation flux that leads to dimensional changes in length and diameter[7][10]. One 

example is tube sag as a result from the weight of the fuel bundle and heavy water. Such 

dimensional changes make it difficult for the current ultrasonic inspection to be 

implemented as designed, which affects the accuracy of the measurement and results in 

additional replica processes. For example, the 20 MHz transducer focus is intended to 

inspect the tube inner surface, but as the device is held rigidly in the sensor head, then any 

dimensional deviation in the tube will result in the transducer focus not being on the 

desired tube wall surface. The question that this Thesis will  address is whether the 

application of signal processing to the data from such poorly-focused inspection scenarios 

could improve the quality of the data presented to an Analyst and hence, improve the 

accuracy and repeatability of the defect quantification process. 

Considering the high requirements associated with the defect size measurement 

specification, an improvement in ultrasonic inspection is strongly desired for both time 

and cost savings. For more than ten years, ultrasonic phased array technology has been 

applied in the nuclear power industry for reactor components inspection[14][15]. Due to 

the composition of an array of small elements, which can independently transmit and 
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receive ultrasonic signals, it is able to electronically steer the sound beam in different 

directions and can therefore be a substitute approach mimicking several transducer 

configurations. Moreover, this technology has become a foundation of many sophisticated 

signal processing algorithms[16][17], which can offer enhanced performance in terms of 

defect detection and characterization[18][19]. This Thesis will explore the operational 

flexibility offered by a phased array transducer inspection configuration and analyse its 

potential to improve the defect/feature detection accuracy for the CANDU pressure tube 

inspection scenario. Moreover, it also has the potential to overcome the poorly-focused 

problem, resulting from tube dimensional changes, in the current sensor system 

implementation.  

In terms of researching the application of phased array technology in the pressure tube 

inspection, simulation methods offer a convenient approach with minimum expense to 

determine potential solutions to improve inspection accuracy. Generally, in a finite 

element model, the number of the wavelength exceeding 100 will cause accumulated 

errors which significantly affect the modelôs convergence. Due to the high frequency 

ultrasound used in this application, propagation path lengths in excess of 169 wavelengths 

require to be simulated. This can be challenging to combine both high resolution around 

the areas of interest (transducer and component) and accommodation these long path 

lengths. Hence, a hybrid modelling platform will be developed.  

Overall, there is a great potential to employ ultrasonic phased array technology combining 

advanced post-processing algorithms in future sensor deployment configurations used in 

the pressure tube inspection. However, there is also a need to improve the quality of 
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acquired field inspection data using the current sensor head. These two topics will now be 

addressed in this Thesis, with the aim to provide high quality information to support the 

important role of the Analyst in the inspection cycle. 

 

1.3. Knowledge Contribution 

¶ A novel method applying SAFT on single element focused transducer to correct the 

poorly-focused industrial data has been developed. The main contribution is the 

concept to use SAFT on the CIGAR focused transducer datasets where the target area 

is located a short distance beyond the natural focal point of the transducer. 

Importantly, an investigation into the effect of focal length value on algorithm 

performance has demonstrated that using an appropriate focal length value leads to a 

matched synthetic aperture curvature, which improves image focusing with respect 

to the original poorly-focused B-scan image.  

¶ A modification to the wavelet analysis method has been applied to extract defect 

depth information from the poorly-focused industrial data. The main contribution is 

to take advantage of the high frequency component of the filter which has not been 

used previously, since most wavelet analysis applications for noise reduction and 

characteristic detection are based on the low frequency components. 

¶ A hybrid simulation method to model the pressure tube inspection both for single 

element transducer and phased array transducer has been developed. The main 

contribution is to combine the FE method and analytical extrapolation to solve the 
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dispersion problem caused by high frequency transducer and long wave propagation 

distances. This multi-stage modelling approach provides the platform to investigate 

pressure tube inspection scenarios. 

¶ A new scheme for phased array transducer inspection of pressure tubes has been 

developed using the hybrid simulation methodology. The main contribution is to 

provide appropriate imaging algorithms covering both ID and OD surfaces on axial 

direction as well as circumferential direction, combined with the full-skip TFM for 

defect feature detection.  

¶ A novel analytical time map calculation for the TFM algorithm has been developed 

to accommodate wave propagation through this two-layer system (heavy water and 

pressure tube). 

¶ An array SAFT processing algorithm is developed to improve the inspection accuracy. 

The main contribution is to calculate the synthetic aperture area for different array 

inspection configurations.  

 

1.4. Publications 

The author has presented the research work at three high regarded conferences and the 

following have been published in the proceedings of these conferences. 

¶ H. Zhao, A. Gachagan, G. Dobie, C. Wallace, and G. West, ñSynthetic Aperture 

Focusing Technique for Correction of Poorly-Focused Ultrasonic Pressure Tube 

Inspection Data,ò in 9th European Workshop on Structural Health Monitoring Series, 
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2018, p. 12. 

¶ H. Zhao, A. Gachagan, G. Dobie, and T. Lardner, ñWavelet Analysis of Poorly-

Focused Ultrasonic Signal of Pressure Tube Inspection in Nuclear Industry,ò in 44th 

Annual Review of Progress in Quantitative Nondestructive Evaluation, 2018, p. 9. 

¶ H. Zhao, J. Dobson, A. Gachagan, T. Lardner, and G. Dobie, ñHybrid simulation 

model of ultrasonic inspection of pressure tubes in nuclear industry,ò in 55th Annual 

Conference of the British Institute for Non-Destructive Testing, 2016, p. 10. 

 

1.5. Thesis Structure 

The Thesis is organized over six Chapters.  

The ultrasonic NDT theory including phased array technology and a number of signal 

processing techniques and simulation methods are reviewed in Chapter 2. This starts with 

the ultrasound fundamentals from the wave equation through to signal to noise ratio 

definition. Next, the basics of ultrasonic transducers and the testing system are presented 

in detail. Followed by an overview of the phased array imaging algorithms and signal 

processing techniques, such as wavelet analysis and SAFT, used in this Thesis. Finally, 

finite element analysis and hybrid simulation methods are reviewed. 

In Chapter 3, the signal analysis and processing of industrial data is described to deal with 

the poorly-focused problem during the inspection caused by tube dimensional changes. A 

SAFT algorithm for application with focused transducers is introduced to improve the 

defect width measurement, where the relationship between the focal length and the 
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curvature of synthetic aperture is analysed. Likewise, a wavelet analysis method is 

introduced to extract the defect depth information from the poorly-focused signal by 

considering the high frequency components. Moreover, the application of different 

wavelets are also discussed. 

In Chapter 4, the hybrid simulation platforms for a single element transducer inspection 

and a phased array transducer inspection are both presented. The methodology to 

decompose a large model into a combination of FE method and analytical extrapolation 

aspects are explained. The phased array inspection model can generate FMC data, with a 

number of configurable parameters, such as the number of elements and transducer 

operational frequency. In addition, both hybrid simulation methods are experimentally 

validated.  

The analysis of the future inspection scenarios using phased array sensor systems are 

presented in Chapter 5. Two array transducers are utilized to replace the current single 

element transducers with five display modes including axial and circumferential direct ID 

and OD images and axial full-skip image. The comparison of inspection results between 

single element transducer and array transducer is discussed. In addition, an array SAFT 

processing algorithm is demonstrated with the purpose to improve the inspection accuracy 

and a full -skip TFM algorithm is presented to identify defect features. A potential 

transducer configuration using phased array sensor system is discussed. 

Chapter 6 presents a summary of the key results in the Thesis and includes a discussion 

on potential future work opportunities.   
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Chapter 2  

Review of Ultrasonic Non-Destructive 

Testing 

 

One of the main techniques in ultrasonic Non-Destructive Testing (NDT), also called 

Non-Destructive Evaluation (NDE), is applying ultrasound to perform an inspection on a 

test object, which does not result in damage to the object[20]. It can also measure other 

characteristics of the object, such as size, dimension or structure. Ultrasonic NDT is 

widely used in industry and plays an important role in the examination of materials 

throughout the component lifecycle; from the material state prior to processing through to 

in service inspection. 

In this Chapter, the fundamental knowledge of ultrasonic NDT is introduced, including 

the ultrasonic transducer and the testing system, to give an overview of how it works for 

defect detection. The phased array technology and signal processing techniques are 

presented to show the potential improvement in inspection accuracy. At the end of the 

Chapter, the simulation methods of ultrasonic inspection are discussed.   
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2.1. Ultrasonic Non-Destructive Testing Basics 

2.1.1. Ultrasound Fundamentals 

Ultrasound is a mechanical wave with particles vibrated at frequencies of 20 kHz or above, 

which can not been heard by humans[21]. It has been applied broadly in science and 

engineering fields as a testing tool for many kinds of materials. This Section discusses the 

basic principles of ultrasound. 

2.1.1.1. Wave Equation  

The wave equation is a second-order partial differential equation and describes the motion 

of mechanical waves. Assume that a mechanical wave is propagating in an isotropic media 

within the elastic limit, the wave equation can be derived by Newtonôs second law given 

by Equation 2.1[22]. 

 Ὂ  ά ὥ (2.1) 

Ὂ  ï Force, ά ï Mass, ὥ ï Acceleration. 

 

Firstly, a wave function Ùὼȟὸ can be described in such a way (Equation 2.2) to express 

the displacement of any particle in a transverse wave. The wave function indicates the 

displacement of the particle at a particular position ὼ and at time ὸ. 

 Ùὼȟὸ ὃ ÃÏÓ Ὧὼ ὸ (2.2) 

where ὃ is the amplitude of the particle movement, Ὧ is the wavenumber and is the  

angular frequency. Figure 2.1 displays a graphical representation of the wave propagation.  
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Figure 2.1 Graphical representation of wave propagation 

 

The transverse velocity, ὺ ὼȟὸ, can be derived by a partial derivative of the wave 

function with respect to ὸ. 

 ὺ ὼȟὸ
ώὼȟὸ

ὸ
ὃ ÓÉÎ Ὧὼὸ (2.3) 

Then, the acceleration of any particle is the partial derivative of ὺ ὼȟὸ with respect to ὸ: 

 ὥ ὼȟὸ
ώὼȟὸ

ὸ
ὃÃÏÓὯὼ ὸ Ùὼȟὸ (2.4) 

On the other hand, calculating the partial derivatives of Ùὼȟὸ with respect to ὼ indicates 

the slope of the wave at position ὼ and at time ὸ. 

 
ώὼȟὸ

ὼ
Ὧὃ ÓÉÎ Ὧὼ ὸ (2.5) 

The second partial derivative with respect to ὼ is the curvature of the wave, which is given 

by: 
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ώὼȟὸ

ὼ
ὯὃÃÏÓὯὼ ὸ ὯÙὼȟὸ (2.6) 

Through equations 2.4 and 2.6 and considering the relationship  ὧ Ὧ (where ὧ is the 

velocity of the wave propagation), 

 
ώὼȟὸȾὸ

ώὼȟὸȾὼ



Ὧ
 ὧ (2.7) 

This equation can be rewritten as: 

 
ώὼȟὸ

ὼ

ρ

ὧ

ώὼȟὸ

ὸ
 (2.8) 

The Equation 2.8 is called the wave equation that describes how a disturbance can 

propagate as a wave along an axis with a wave velocity of ὧ. It is the fundamental equation 

for waves propagating in an isotropic material.  

 

2.1.1.2. Wave Modes of Propagation  

There are several modes of propagation associated with mechanical waves. For this work, 

the longitudinal wave and shear wave are the main waves considered to be relevant to the 

pressure tube inspection scenario. Longitudinal waves cause the particles of the media to 

vibrate parallel to the direction of the wave, whereas the particle motion associated with 

shear waves is perpendicular to the direction of wave propagation[23].  

The velocities of the longitudinal wave and shear wave can be calculated from the elastic 

constants of the media, which are given by equations 2.9 and 2.10, respectively. 
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ὧ  

Ὁρ „

”ρ „ ρ ς„

Ⱦ

 (2.9) 

 ὧ  
Ὁ

ς”ρ „

Ⱦ

 (2.10) 

Where ὧ is the longitudinal wave velocity, ὧ is the shear wave velocity, Ὁ is Youngôs 

modulus (ὔά ), ” is the density of the material and „ is Poissonôs ratio. 

 

2.1.1.3. Transmission and Reflection 

When an ultrasonic wave is perpendicularly incident on a boundary between two different 

media (from medium 1 to medium 2), some ultrasonic energy is transmitted into medium 

2 and some is reflected directly back to medium 1[23]. The percentage of the energy 

transmitted and reflected is dependent on the acoustic impedance, ὤ, which is defined by 

Equation 2.11, associated with each medium. 

 ὤ  ” ὧ (2.11) 

where ” is the density of the material and ὧ is the longitudinal velocity of the wave. 

The transmission coefficient  Ὕ  defines the wave pressure which passes through the 

interface and continues to propagate in medium 2 and can be written as Equation 2.12[24]. 

 Ὕ   
ςὤ

ὤ ὤ
 (2.12) 

The reflection coefficient Ὑ  is the proportion of incident pressure which is reflected 

back into medium 1 at the interface 
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 Ὑ   
ὤ  ὤ

ὤ ὤ
 (2.13) 

where ὤ and ὤ are acoustic impedances in medium 1 and medium 2 respectively. 

 

2.1.1.4. Snellôs Law 

When an ultrasonic wave is incident with an angle to a surface between two different 

media, it can produce both refracted and reflected longitudinal and shear waves[23]. This 

is following Fresnel equations that describe the lightôs reflection and transmission when 

the light incidents on an interface between two media[25]. A rule describing the 

relationship between the angle of the refraction and the wave incidence angle is known as 

Snellôs law, which is derived from Fermatôs principle that states the optical path length of 

a light ray passing from point A to B is the length of the shortest optical path between the 

same point[26]. However, Snellôs law is valid for any stationary point rather than only the 

minimum time of flight. Figure 2.2 illustrates the refraction and reflection phenomenon 

when a propagating wave is incident at the interface between medium 1 (liquid) to medium 

2 (solid). The following relationship relates to Snellôs law, 

 
ÓÉÎɻ

Ã
   
ÓÉÎɼ

Ã
   
ÓÉÎɼ

Ã
 (2.14) 

where ɻ, ɼ and ɼ are the incident angle, the refracted angle of the longitudinal wave and 

the refracted angle of the shear wave respectively. Ã  is the velocity of the incident 

longitudinal wave (in the liquid medium) and ὧ  and Ã  are the velocities associated 

with the refracted longitudinal and shear waves in the solid medium. 
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Figure 2.2 Illustration of wave transmission, reflection and refraction for an angled 

incident wave at the boundary between liquid and solid media 

 

In the situation depicted in Figure 2.2, the critical angle indicates that the incident angle 

leads to a refracted angle which is 90 degrees, i.e. that particular refracted wave does not 

propagate within the solid medium itself. Regarding the situation in Figure 2.2, there are 

two critical angles associated with the longitudinal and shear refracted waves. When the 

incident angle increases to the first critical angle, the refracted longitudinal wave will 

converted to an interface wave[24]. Further increase to the incident angle will reach the 

second critical angle and at this point there will be no propagating waves within the solid 

medium. The incident wave will be either reflected or propagated as interface wave. The 

critical angle can be calculated by Snellôs law, as described by Equation 2.14, with ɼ or 

ɼ equal to 90o. 
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In addition, in terms of the transmission and reflection coefficients with an angle incidence, 

the reflection coefficient is present in Equation 2.15[27]. 

 Ὑ   
ρ

ὓ

ὧ

ὧ
ÓÉÎςÓÉÎς ÃÏÓς

ὤ

ὤ

ÃÏÓ

ÃÏÓ
 (2.15) 

with the abbreviation 

 ὓ  
ὧ

ὧ
ÓÉÎςÓÉÎς ÃÏÓς

ὤ

ὤ

ÃÏÓ

ÃÏÓ
 (2.16) 

and the transmission coefficients for longitudinal wave and shear wave are described in 

Equations 2.17 and 2.18 respectively. 

 Ὕ ͺ  
ς

ὓ
ÃÏÓς (2.17) 

 

 Ὕ ͺ  
ς

ὓ

ὧ

ὧ
ÓÉÎς (2.18) 

where ὤ and ὤ are the acoustic impedances of liquid and solid respectively. 

 

2.1.1.5. Ultrasonic Attenuation 

Ultrasound propagates in a medium with an intensity which is reduced due to the effect of 

scattering and absorption[23]. Scattering is caused by the sudden change of the impedance 

at internal boundaries since any material is not ideally homogeneous inside and many are 

heterogeneous. When the wavelength of ultrasound is smaller than or similar to the 

material grain size, the waves may split into various transmitted and reflected wave types 
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and the process will repeat at the next grain boundary, while a larger wavelength brings 

about wave transmission with deviated route. Therefore, the original waves are gradually 

converted into heat[27]. In terms of the absorption, it is a direct conversion of sound 

energy into heat which is mainly due to the oscillations of the material particles that relates 

to the ultrasonic frequency of the propagating wave [27]. 

The ultrasonic attenuation is described in Equation 2.19[23]. 

 Ὅ  Ὅ Ὡ  (2.19) 

where Ὅ is the wave intensity at a distance ί from an initial intensity Ὅ and ‘ is the 

attenuation coefficient.  

 

2.1.1.6. Signal to Noise Ratio 

Signal to Noise Ratio (SNR) is used to compare the level of the received signal intensity 

with respect to the level of background noise. In the ultrasonic field, SNR is dependent on 

the frequency of the transducer[28]. When higher frequencies are utilized in an inspection, 

the energy density can be focused on a smaller point since they allow the generation of a 

tighter focal spot size. This leads to an increase of SNR in an idealised scenario ignoring 

the effects of attenuation and/or scattering. However, higher frequencies result in stronger 

scattering and oscillation due to shorter wavelength and fast vibration, which results in 

bigger signal attenuation.  

SNR is often expressed using the logarithmic decibel scale due to many signals having a 

wide dynamic range[23][28]. Equation 2.20 describes SNR by utilizing signal intensity. 
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 ὛὔὙ ρπὰέὫ
Ὅ

Ὅ
 (2.20) 

Ὅ  ï the intensity of the signal,  Ὅ  ï the intensity of the noise. 

Because the acoustic intensity (or power) is proportional to ÓÉÇÎÁÌ ÁÍÐÌÉÔÕÄÅ, when 

comparing the corresponding amplitudes, ὃ  and ὃ , Equation 2.20 can be 

written as: 

 ὛὔὙ ςπὰέὫ
ὃ

ὃ
 (2.21) 

 

2.1.2. Traditional Ultrasonic Transducers 

2.1.2.1. Piezoelectric Effect 

The piezoelectric effect was observed by Jacques Curie and Pierre Curie in 1880[29]. It is 

a property of piezoelectric materials related to when the material is subjected to external 

pressure, an electric charge is generated on the surfaces of the material. The converse of 

the energy conversion is called inverse piezoelectric effect. This characteristic of 

conversion between pressure and electrical signal domains is the foundation of 

piezoelectric ultrasonic transducers. 

Figure 2.3 (a) and (b) graphically present the piezoelectric effect and inverse piezoelectric 

effect, respectively[30]. When an external pressure is applied to a piezoelectric material, 

electricity is produced. Conversely, applying an electrical signal to a piezoelectric material 
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can lead to the generation of pressure. Importantly, the material shape will change due to 

the influence of Poissonôs ratio. 
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Figure 2.3 Graphical representation of the piezoelectric effect with P indicates the 

poling direction (a) Direct piezoelectric effect; (b) Inverse piezoelectric effect[30]  

 

2.1.2.2. Piezoelectric Materials 

Currently, piezoceramic is typically used as the piezoelectric material within a transducer 

structure[30]. The archetypal material is Lead Zirconate Titanate (PZT), which is applied 

in many forms. They can be divided into two groups, piezoelectrically hard and soft types. 

For example, PZT-4 is hard and PZT-5H is soft: 

¶ the piezoelectric coefficients and permittivity of PZT-4 is lower than that of PZT-

5H;  
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¶ PZT-4 is more suitable for the situation that high average output ultrasound 

intensities are necessary; 

¶ PZT-5 is better for providing higher sensitivity as a transmitter and for applications 

using the device as both a transmitter and a receiver. 

A modified form of the piezoelectric family, named a piezoelectric ceramic composite or 

piezocomposite, can be used to solve the mismatch problem of the acoustic impedance 

between piezoceramic and low acoustic impedance test objects[30]. Typically, 

piezoceramic elements are encapsulated within a polymer matrix to produce an active 

piezoelectric material with modified properties compared to the original piezoceramic 

material. There are three main types of dimensional connectivity which are 1-3 

piezocomposite, 2-2 piezocomposite and 0-3 piezocomposite (Figure 2.4). Generally, m-

n piezocomposite defines the dimensional connectivity of the piezoelectric ceramic (m, 

blue in Figure) and polymer (n, grey in Figure) phases.  

   

(a) 1-3 piezocomposite (b) 2-2 piezocomposite (c) 0-3 piezocomposite 

Figure 2.4 Piezocomposite material structures[30] 

 

2.1.2.3. Piezoelectric Transducers 

In a piezoelectric ultrasonic transducer, there are two electrodes on the opposite faces of 

the piezoelectric material. When apply an electric field to the electrodes on the 
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piezoelectric material, the polarised molecules of the material align with the direction of 

the field. The alignment will lead to a deformation of the piezoelectric material. If this 

electric field is time varying then the material vibrates and mechanical energy, 

propagating ultrasound waves, are generated[31]. 

The typical structure of a conventional ultrasonic transducer is shown in Figure 2.5. It 

primarily consists of a piezoelectric material, a backing material and a matching or wear 

layer[23][28]. The backing material is used to dampen the vibrational activity at the rear 

face of the transducer. Ideally, it should have similar acoustic impedance with the 

piezoelectric material to avoid reflections of the ultrasonic energy at the 

transducer/backing material interface and have a property of high absorption with respect 

to the frequency of the generated ultrasonic waves. The wear plate is utilized to protect 

the piezoelectric material from mechanical degradation and can also promote efficient 

transfer of energy between the piezoelectric element and the load medium. This wear layer 

is also known as a matching layer and usually has a thickness of a quarter of wavelength. 

As an approximation, the wavelength of the ultrasound ɚ can be determined from the 

thickness of the piezoelectric material, which is given by 

 ʇ ς 4 (2.22) 

where 4 is the thickness of the piezoelectric material. 

In addition, the electrical connector connects the external cable and the piezoelectric 

material. A case houses the whole transducer. The electrical leads link piezoelectric 

material through internal wire interconnects to provide connection to external 
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instrumentation. For many industrial applications, a protective workface prevents the 

transducer from damage. 

Connector

Electrical leads

Case

Backing

Piezoelectric material

Metallised layer

Protective workface

Wear plate

 
Figure 2.5 The structure of a conventional industrial ultrasonic transducer[23] 

 

2.1.2.4. Transducer Performance 

Ultrasound Field Characteristic 

The ultrasonic waves transmitted from a transducer are not typically from a point source. 

For most applications, they originate from the surface of large aperture piezoelectric 

elements with respect to the ultrasonic wavelength. According to Huygensô principle, 

which states that every point on a wave-front may be considered as a source of secondary 

spherical wavelets[22], the ultrasonic field can be thought as a superposition of the wave-

front. Effectively, there are two components generated by a regular plate or disc shaped 

piezoelectric element: a plane wave emitted from the surface of the material; and edge 

waves from the extremities of the element. These then interfere in the load medium and 

create areas of constructive and destructive interference close to the transducer. The 

generated ultrasonic field can be divided into near field and far field regions. In the near 
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field, the interference is severe and it therefore can be difficult to obtain reliable 

information on the load characteristics. While in the far field, the ultrasonic energy decays 

steadily with increasing propagation paths. Hence, under ideal circumstances, the 

ultrasonic system would be configured to operate in this region. The length of the near 

field ὔ  is given by Equation 2.23[23]. 

 ὔ
Ὀ

τ ʇ
 (2.23) 

where Ὀ is the diameter of the transducer, ʇ is the wavelength of the ultrasound.  

Figure 2.6 illustrates the near/far field concept through an example ultrasonic field along 

the transducer central axis. This graph has been generated using a 1 MHz transducer with 

a diameter of 15mm and water as the load medium. 

 

Figure 2.6 Ultrasonic field along the axis for a 15 mm diameter transducer, operating at 

1 MHz in water 

Beam Divergence 

The energy of the waves does not only transmit directly in the direction of wave 

propagation, but will also spread into other angles. Beam divergence is a measure of this 
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angular spread and is used to indicate the relative intensity distribution of the ultrasonic 

beam in the far field[24]. The half angle of the beam divergence   is defined using the 

following description. Construct a cylinder with the same diameter as the transducer and 

extend the cylinder from the transducer through the ultrasonic field. Where this cylinder 

intersects with the near field distance, ὔ , is used to determine  . Take a 2-D case for 

example, as shown in Figure 2.7, the angle between the intersection beam and the 

centreline of the transducer is the half angle of the beam divergence. 

Nfield

hh 

Transducer

D

 

Figure 2.7 Illustration of ultrasonic beam divergence 

 

The half angle of the beam divergence   can be calculated by Equation 2.24. 

 ÓÉÎ  
ρȢς ‗

Ὀ
 (2.24) 

Side Lobes  

In the ultrasonic field, there exists a main lobe and a number of unwanted side lobes. The 

main lobe is the beam on the primary path, which contains the main ultrasonic energy. 

Other unwanted radiations in undesired directions are called side lobes. The energy of the 

side lobes is normally much less than that of the main lobe.  
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Increasing the wave frequency Ὢ or the size of the piezoelectric element Ὠ will  augment 

the number of side lobes[24]. Figure 2.8 shows the increased side lobes with the augment 

of ὨȾ‗ ratio, where the ultrasound field in water is generated by a 1 MHz transducer. The 

main lobe can be seen in each of these images emanating directly from the top and centred 

around 0 on the x-axis. Directional energy outside of the main lobe can be considered side 

lobe activity. In order to decrease these unwanted side lobes, it is necessary to decrease 

the frequency Ὢ of the transducer as well as the size of the elements Ὠ. 

 

Figure 2.8 Ultrasonic field predictions with various d/ɚ ratio. The transducer is centred 

around 0 on the x-axis and located at the top of each image. 

Side lobes 
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2.1.3. Ultrasonic Testing System 

2.1.3.1. Basic Structure 

A standard ultrasonic testing system consists of a user interface, a display, a pulser-

receiver, an ultrasonic transducer, a motion controller and a scanner (the motion parts are 

applied in an automatic ultrasonic NDT system), as depicted in Figure 2.9. The user 

interface is a link between the operator and the testing system. Operators can use it to 

control the testing process. The display shows the ultrasonic echo signal indicating the 

internal structure of the test specimen. The pulser-receiver and the motion 

controller/scanner are utilized to control the generation of the ultrasound energy and 

control its delivery into the test specimen and subsequent acquisition of ultrasonic echoes.  

Display User Interface

Pulser-Receiver Motion Controller

Ultrasonic 
Transducer

Test Specimen Scanner

Optional

 

Figure 2.9 Basic components of an ultrasonic testing system 

 

2.1.3.2. Testing Configurations 

Pulse-echo and pitch-catch modes are the two main testing configurations in ultrasonic 

NDT.  
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In pulse-echo mode, a transducer transmits ultrasonic waves which travel through a test 

specimen until they interact with a feature or the boundary of the specimen[32]. The waves 

are reflected and scattered by such features and these echo waves are subsequently 

received by the same transducer, as shown in Figure 2.10 (a).  Consequently, the size and 

location of the feature, which is typically a defect, are related to the amplitude of the echo 

signal and the time when the signal arrives at the transducer, now working as a receiver. 

The advantage of the pulse-echo technique is its ability to determine defectsô position and 

height from a one-side inspection[33]. However, there is a disadvantage that it has low 

sensitivity for defects near the surface of the specimen in contact testing, called the dead 

zone, due to the coupling between the transducer and the specimen, and the transducer 

ring-down time. 

In a pitch-catch mode, one transducer (also called transmitter) is utilized for transmitting 

ultrasonic waves into the test specimen and the echo signals are received by a second 

transducer (also called receiver). Figure 2.10 (b) presents an example of the pitch-catch 

inspection, where an angle wedge is typically used with each transducer to use refraction 

at the wedge/solid interface to generate or receive refracted waves after interaction with 

features in the sample[34]. In this case, the time delay before receiving an echo from a 

defect will be longer due to the increased propagation path between the two transducers 

and in many cases, the generation of shear waves in the sample. This is only one example 

of a pitch-catch inspection mode and the pair of transducers can be placed in many 

different positions, such as on the opposite side of the test specimen to facilitate through-

thickness scanning[23]. 
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Defect

 

(a) 

Defect

 

(b) 

Figure 2.10 Common ultrasonic testing configurations (a) pulse-echo (b) pitch-catch 

 

2.1.3.3. Scan Views 

The ultrasonic signals can be presented in different display modes. In this Section, A-scan, 

B-scan, C-scan and D-scan display modes will be introduced. 

A-scan mode presents the raw received ultrasonic energy as a function of time of flight. 

Figure 2.10 contains two examples of an A-scan on the right hand side of each image. The 

vertical axis indicate the time of the propagation of ultrasonic waves. The relative amount 
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of the received energy (generally the amplitude of the quantized received voltage is used) 

are plotted along the horizontal axis. The distances between the defect and the transducer 

can be calculated by using the time of flight and the knowledge of the ultrasound velocity 

in the sample under investigation. 

All of the B-scan, C-scan and D-scan display modes are 2-D views, effectively using 

multiple, raw A-scan ultrasonic signals in different ways, as illustrated in Figure 2.11[35]. 

The red axis (Ultrasound) indicates the time associated with ultrasound propagation, the 

green axis (Index axis) and the blue axis (Scan axis) correspond to the raster scan pattern 

moving the transducer over the sample surface.  

In terms of a B-scan mode, the ultrasonic data is displayed as a side view of the test 

specimen. The horizontal axis is the index axis and the vertical axis is the ultrasonic path 

or time[35]. The amplitude of the received signal is presented by colour code of the image, 

while the defect is indicated by red colour in the Figure. Substantially, a B-scan is a 

collection of several A-scan signals. The size of a defect can be measured in a B-scan 

image by extracting high amplitude signals. 

For a C-scan mode, the ultrasonic data is displayed as a top view of the test specimen. One 

of the axes is index axis (same as the horizontal axis of B-scan) and the other axis is the 

scan axis. The colour code of the image presents the maximum amplitude of the A-scan 

signal received at each position. 

Regarding a D-scan mode image, the ultrasonic data is displayed as an end view of the 

test specimen. It is similar to B-scan that the vertical axis is the ultrasonic path or time but 
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it uses the scan axis as the horizontal axis of the image. The amplitude of the received 

signal is presented in the same way as the B-scan image. 
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Figure 2.11 Scan views for B-scan, C-scan and D-scan illustrations for an ultrasonically 

inspected sample[35] 

 

2.2. Phased Array Technology 

Phased array technology was first used in radar and sonar fields. From 1980s, it started to 

be utilized in industrial NDT[35]. 
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2.2.1. Principles 

An ultrasonic phased array transducer has a number of individual piezoelectric elements, 

with commonly used number of elements for NDT applications ranging between 8 to 128. 

A typical 1-D linear array structure is shown in Figure 2.12, where Ὡ is the width of an 

individual element, Ὄ is the element height, Ὣ is the spacing between active elements, ὴ 

is the pitch (centre-to-centre distance between the successive elements) and Ὀ is the 

aperture of the phased array transducer. Each element can be controlled independently to 

transmit and receive an ultrasonic signal. All the ultrasound energy generated by these 

elements can be steered and focused by setting relative transmission and reception times, 

known as a delay law[17][28]. Then, the wave front is specifically defined due to 

interference phenomenon in the ultrasonic field. When an ultrasonic array transducer is 

fixed in a single position, it can scan over different depths and angles of a sample using 

this electronic beam steering approach. Figure 2.13 demonstrates the normal and angular 

incidences of a focused beam from a phased array transducer generated by different delay 

laws. 

D

H

e

p g  

Figure 2.12 A typical 1-D linear array structure[35] 
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Delay law

Array elements

(a) (b)  

Figure 2.13 Beam focusing principle for (a) normal and (b) angular incidences[35] 

 

The transducer can be expanded into a second dimension to create more advanced array 

configurations, including 2-D matrix array, cross array and circular array[16][35][36]. All 

these transducers provide additional operational flexibility compared to 1-D linear array, 

but simultaneously require more complex imaging methodology and significantly greater 

data processing time. 

Comparing to conventional ultrasonic transducers, a special case of side lobes exists in 

the ultrasound generated by phased array transducers when the element pitch is greater 

than a half wavelength[31]. These special side lobes are called as grating lobes. Its 

production is due to a spatial aliasing effect, which causes some side lobes to become 

much larger in amplitude[35]. Importantly, the amplitude of these grating lobes can 

approach the level of the main lobe. 
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2.2.2. Phased Array Imaging 

2.2.2.1. Imaging Techniques 

There are many types of widely used phased array imaging techniques that are illustrated 

in Figure 2.14[18].  When all the array elements are triggered at the same time, the 

transmitted waves take a shape of a plane wave, which has the same performance as a 

single element transducer scanning on a straight line. Importantly, in this case, each 

receiver element individually acquires the returning echoes and provides additional spatial 

resolution compared to a single element transducer.  This is called a plane B-scan (Figure 

2.14 (a)). The focused B-scan (Figure 2.14 (b)) applies delay law to make the transmitted 

waves focus at a specific depth that works similar to a focused single element transducer, 

but has an advantage of focusing at desired depths. In terms of a single element transducer, 

the ultrasound energy focuses on a plane with a circular shape, while it focuses on a plane 

with an oval shape for a linear phased array transducer. The major axis of the oval focal 

region is along the transducer width direction and the minor axis is along the transducer 

elevation direction. A sector B-scan (Figure 2.14 (c)) is steering a range of angular beams 

through the test object, where each angular beam generates a scan line in the image. The 

Total Focusing Method (TFM) (Figure 2.14 (d)) focuses the beam at every point of the 

image and is implemented through post-processing.  
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(a) (b) 

  
(c) (d) 

Figure 2.14 Phased array imaging techniques.  

(a) plane B-scan; (b) focused B-scan; (c) sector B-scan and (d) fully focused TFM[18] 

 

To generate a TFM image, an acquisition of Full Matrix Capture (FMC) data is required 

by triggering the first element of an array transducer to emit ultrasound into the load 

medium, receiving the echo signals by all the elements and then triggering the second 

element to repeat the process until all the elements have been triggered. TFM uses the 

echo data focusing at every point in a Region of Interest (ROI) to aggregate the effect 

from all the elements[18]. The intensity of the arbitrary pixel, I(x,y), in the image in Figure 

2.15 (a) is given by: 



 

40 

 

 

 Ὅ ØȟÙ  Æȟ

ở

Ở
ờ Ø ȟ Ø  Ù  Ø ȟ Ø  Ù

Ã

Ợ

ỡ
Ỡ

 (2.25) 

where ὔ is the number of the elements of the array transducer, 4Ø means transmitter, 2Ø 

means receiver, Æȟ Ô is the wave propagation function and ὧ is the wave velocity in 

the test object. Here, the array transducer is assumed to be situated at coordinate ώ  π. 
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(b) (c) 

Figure 2.15 TFM modalities (a) direct TFM; (b) half-skip TFM;(c) full-skip TFM 

 

2.2.2.2. Multi -Mode TFM 

Direct TFM, as illustrated in Figure 2.15 (a), directly uses the beam path towards and 

away from the ROI and produces good image for defect detection of vertical 

discontinuities. For defects situated at an angle, multi-mode TFM using either half-skip 



 

41 

 

 

or full-skip approaches can be used to enhance information on the feature of 

interest[37][38][39]. 

Figure 2.15 (b) presents the half-skip TFM approach that calculates the transmitted wave 

through a reflection from the back wall and then the received wave is the direct path from 

the ROI. Considering the geometric symmetry of the image pixel to the back wall, the 

intensity of the pixel for the half-skip TFM is: 
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(2.26) 

where Øᴂ = Ø,  Ùᴂ = ςz Ὤ  Ù, Ὤ is the thickness of the test sample. 

Full-skip TFM is presented in Figure 2.15 (c) and receives both transmitted and received 

waves through a reflection from the back wall. The intensity of the image pixel for the 

full -skip TFM can be described by: 
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(2.27) 

The direct TFM, half-skip TFM and full-skip TFM imaging algorithms can be utilized 

separately to detect different defect types. Half-skip TFM and full-skip TFM demonstrate 

good performance to improve surface-braking cracks measurement[38] and defect 

characterization[39]. An improvement of multi-faceted defect detection is able to be 

achieved through a combination of all of the three TFM imaging algorithms[40].  
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2.3. Signal Processing Techniques 

In the last three decades, digital signal processing has played a significant role in NDT[41] 

and it has been aimed at the localization, sizing and classification of the defects. Now 

sophisticated signal processing algorithms are broadly used in NDT such as Fourier 

Transform (FT) and Short Time Fourier Transform (STFT), wavelet analysis and SAFT 

(Synthetic Aperture Focusing Technique). FT and STFT transform the time domain signal 

into frequency domain to analyse the signal by spectral characteristics. STFT and wavelet 

analysis provide time-frequency analysis to the signals. SAFT is commonly used to 

enhance SNR of an image and improve the sizing accuracy of the defects. In this Section, 

application of these algorithms in NDT will be reviewed. 

 

2.3.1. FT and STFT 

The Fourier Transform (FT) is a mathematical operation to represent the signal in the form 

of its frequency spectrum. In the frequency domain, the frequency components of the 

signal can be observed and analysed for feature extraction and filtering processing. Only 

considering the simplest time varying signal, as given by Equation 2.28, its FT 

representation can be expressed by Equation 2.29[42]. 

 Ὢὸ ὃ ÃÏÓ ὸ (2.28) 

  ꞈ ὪὸὩ Ὠὸ (2.29) 

where ὃ is the amplitude of the signal and .is the angular frequency  
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An inverse FT is the opposite operation that transforms signal from frequency domain into 

time domain, which is given by Equation 2.30. 

 Ὢὸ
ρ

ς“
ꞈ Ὡ Ὠ(2.30)  

This pair of operations provides the foundation for analysis and processing of ultrasonic 

signals.  

Compared to FT, the Short Time Fourier Transform (STFT) is more commonly utilized 

for non-stationary signal analysis[43]. For example, there is ten minutes of music 

including guitar at the beginning and piano at the end. By applying FT to the whole music 

signal, we know guitar and piano are playing but do not know when they are playing. 

STFT can segment the whole signal into small time pieces and execute FT to every 

segment to acquire the individual frequency spectra. Therefore, the guitar and piano sound 

can be time localized.  

The segmentation of a signal can be achieved by multiplying the original signal by a 

window function. Equation 2.28 can be segmented by a window function Ὤ†, as 

described by Equation 2.31[43]. 

 Ὢὸ  Ὢὸ Ὤὸ † (2.31) 

where Ὢὸ   
Ὢὸȟ      Ὢέὶ ὸ ὲὩὥὶ †                      

πȟ           Ὢέὶ ὸ Ὢὥὶ ὥύὥώ Ὢὶέά † 
 

Then, the STFT is the FT of the segment signal which is given by 
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 ꞈ  ὪὸὩ Ὠὸ (2.32) 

and the inverse STFT is  

 Ὢὸ
ρ

ς“
ꞈ  Ὡ Ὠ(2.33)  

 

Figure 2.16 (a) demonstrates an example of a 1000 points time domain signal with 2 MHz 

and 4 MHz components located in different time regions. Figure 2.16 (b) shows its Fourier 

transform and Figure 2.16 (c) and (d) show the short time Fourier transform using different 

window lengths of 32 and 128 respectively.  

STFT brings about the ability of time-frequency analysis but has limitations due to the 

uncertainty principle[43][44]. The uncertainty principle of signal analysis, as stated by 

Skolnik, was that óa narrow waveform yields a wide spectrum and a wide waveform yields 

a narrow spectrum and both the time waveform and frequency spectrum cannot be made 

arbitrarily small simultaneouslyô[45]. This can be observed in Figure 2.16 (c) and (d) 

when a shorter window length is applied, there is a wider spectrum and conversely a longer 

window leads to a narrower spectrum. 
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Figure 2.16 Time and frequency domain signal representations (a) Time domain signal 

ï 2 MHz and 4 MHz; (b) FT; STFT using window length (c) 32 and (d) 128 
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2.3.2. Wavelet Analysis 

Wavelet analysis has been widely used in ultrasonic NDT for SNR enhancement[46], 

weak defect signals extraction[47] and flaw signal classification[48]. This approach has 

demonstrated excellent improvement in identifying target signals by extracting signal 

features in the frequency domain, whilst maintaining the temporal information. 

The wavelet transform is an analysis method to segment data into different frequency 

ranges and investigate each frequency component using the corresponding time 

information. The operation involves two variables ï frequency and time, which offers an 

efficient tool for time-frequency localization[49]. The primary difference between the 

wavelet transform and STFT is that the former has an adaptive frequency resolution as 

opposed to the uniform resolution associated with the latter[50][51]. A description of the 

wavelet transform of a given function Ὢὸ can be expressed by 

 ὡὝὥ ȟὦ  
ρ

ὥ
 ὪὸϽ

ὸ ὦ

ὥ
 Ὠὸ (2.34) 

where the functions  are called wavelets, 

  ȟ Ó  
ρ

ὥ

ί ὦ

ὥ
 (2.35) 

and the function  ȟ  is called mother wavelet. Values ὥ  and ὦ  are the scale and 

shift parameters respectively. Here, it is assumed that the mother wavelet  ȟ  

satisfies the condition 
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   ȟ  ὸ Ὠὸπ (2.36) 

When the parameter ὥ  changes, the wavelets cover different frequency ranges and 

parameter ὦ  brings about movement of the wavelets across the frequency domain. By 

applying different parameters, the product of the wavelet transform is the coefficients for 

different frequency ranges. Thus, a signal is decomposed into approximations (ὃ ) and 

details (Ὀ ) on different levels according to frequency. ὃ  indicates the low frequency 

component, while Ὀ  indicates the high frequency component. The decomposed signal 

Ὓ  into level ὲ can be expressed by 

 Ὓ  ὃ  Ὀ  (2.37) 

where Ὦ is an integer. 

In ultrasonic NDT, many researchers have applied the wavelet transform to improve 

inspection results. Song and Que applied the wavelet transform as a band-pass filter to 

reduce noise within the ultrasonic inspection signal[46]. The interesting thing is they used 

an optimal scale of a daughter wavelet to match the central frequency of the ultrasonic 

signal, which removed white noise to improve SNR. The optimal scale wavelet transform 

method is also proposed to identify a weak defect echo from within noisy signals[47]. 

Wang proposed a classification method based on the wavelet transform that is used for 

ultrasonic inspection of carbon fibre reinforced polymer[48]. Different features relating 

to delamination, debonding and void regions in the test sample can be extracted by using 

Daubechies wavelet and then be classified through further processing. Siqueira et al. 
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applied the wavelet analysis method to analyse ultrasonic guided wave signals used in 

low-carbon steel pipe inspection[52]. After employing the Daubechie 3 wavelet to filter 

the noise signal, the guided waves are able to travel long distances with an acceptable 

SNR. An adaptive Morlet wavelet filter was demonstrated by Chen et al. to enhance the 

reflected echo from a crack tip in an ultrasonic Time of Flight Diffraction (TOFD) 

inspection[53]. White et al. proposed a closed-form analytical solution to parameterize the 

wavelet transformed ultrasonic signals and subsequently, implemented statistical analysis 

method to evaluate the inspection data, which showed potential for defect 

classification[54]. 

 

2.3.3. SAFT 

SAFT was first applied in the radar field and it has been performed for over 30 years in 

ultrasonic NDT to improve the detected performance in terms of horizontal resolution, 

defect sizing and also SNR[55][56]. It does not only exist in pulse echo and pitch-catch 

techniques, but also can be combined with the phased array technique[19][57]. 

The SAFT theory is based on the standard delay and sum approach. Here, a single element 

transducer working in pulse-echo mode is used as an example. As shown in Figure 2.17, 

the transducer moves horizontally to collect A-scan signals. The echo signals from the 

discontinuity in the test object are situated at different time ranges of the A-scan signals 

due to the different propagation distances between the transducer position and the 

discontinuity. All the information can be superimposed as described in Equation 2.38: 
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Ὓ ὸ  ὃ ὸ ὸ  

(2.38) 

where Ὓ ὸ is the summed echo signal, ὃ ὸ is the returned signal from the 

transducer at position Ὥ and ὸ is the time delay for transducer at position Ὥ relative to 

central position. 

T
im

e
(D

e
p
th

)
A-scans

Transducer

Discontinuity

Echo from 
discontinuity

Ultrasound 
beam

 

Figure 2.17 Illustration of SAFT theory 

 

SAFT has been researched in anisotropic and strongly attenuating material. Spies analysed 

the methods for modelling of ultrasonic NDT in anisotropic media that was simulated by 

a Gaussian beam and a point source superposition technique[58]. Jager and Spies did 

experiments on carbon-fiber reinforced composites containing Side-Drilled Holes (SDH) 

and Flat-Bottom Holes (FBH) to validate the algorithm[59]. In addition, Spies and Rieder 

used SAFT in a study of the Probability of Detection (POD) in a strongly attenuating 

material[60]. 
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Furthermore, research on SAFT has been implemented using data collected from phased 

array transducers because the small size of each transducer element brings about the wide 

beam width to provide more information for focusing within the synthetic aperture. 

Boehm et al. modelled phased array inspection with different angles of incidence to collect 

data for SAFT analysis[19] and provided experimental validation. They concluded that 

compared to SAFT using a small conventional transducer, the advantage was much larger 

SNR, while the disadvantage was the increased amount of raw data. 

Researchers also made comparisons between SAFT, TFM and TOFD. Holmes et al. used 

a typical synthetic aperture sonar approach, Range-Doppler algorithm, to process pulse-

echo data which could reduce the imaging time compared to TFM[61]. Compared with 

TOFD, SAFT is better in the capabilities of detection and sizing due to its superior spatial 

resolution[62]. 

The applications in concrete inspection also show SAFTôs advantages in ultrasonic 

imaging processing[63]. In addition, SAFT in the frequency domain is investigated 

including the main aspects of Phase Shift Migration (PSM) algorithm[64][65] and ɤ-k 

algorithm[66][67]. 

In the recent years, SAFT algorithm with a virtual source has been researched by many 

scholars with a concept to take advantage of the transducer focal point, either for focused 

transducer or phased array transducer working with a focused delay law. Frazier and 

OôBrien proposed a virtual source synthetic aperture technique for a focused transducer 

to test wire and cyst objects with different weighting functions[68]. They proved that the 

method could achieve a better resolution and the image SNR could be increased with the 
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test object 3, 5 and 7 mm beyond the focal point. Another weighting method was presented 

by Li et al. for virtual source SAFT, which considered the ultrasound energy in frequency 

domain[69]. Scharrer et al. showed a new method for data acquisition which entailed 

executing an angular scan at each position to ensure the transducer was focused at the 

surface of the test object[70]. The SAFT processing of the acquired data demonstrated 

good performance to identify the inner structural edges. The application of a virtual source 

SAFT for phased array transducer configurations was introduced by Bae and Jeong[71]. 

They utilized the virtual source for both forward and back directions and showed the result 

of SAFT algorithm for medical use that improved the image SNR and penetration depth 

but had limitation for moving objects. Furthermore, a virtual source SAFT method in the 

frequency domain was presented by Wu et al. for improving the image lateral 

resolution[72]. 

 

2.4. Simulation of Ultrasonic Inspection 

The simulation of ultrasonic systems has been the subject of research by scholars for many 

decades[73][74]. Techniques have evolved from analytical solutions to computer based 

software to analyse the behaviour of ultrasonic waves propagating in one or more media 

and interacting with a discontinuity, if it exists. With advances in computing efficiency, 

simulation is a significantly faster process nowadays and therefore can bring about 

benefits of time and cost savings when researching a new technique or application.  
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2.4.1. Finite Element Method 

Finite Element (FE) methods have been extensively used for the analysis of ultrasonic 

NDT[75][76][77][78][79][80]. Some FE analysis tools provide efficient solution of 

ultrasound relevant problems such as PZFlex (OnScale Inc, Cupertino, CA)[71][72], 

COMSOL (Comsol Inc., Burlington, MA)[73][74], Abaqus (Abaqus Inc., Waltham, 

MA)[83], POGO (Imperial College London, London, UK)[80]  and ANSYS (ANSYS, 

Inc., Canonsburg, USA)[84][85][86], as well as FE modules used in CIVA (Extende, 

Massy FR)[87]. In this Section, the basic concept of FE methodology and the advantages 

of this approach are introduced. 

The Finite Element method is a numerical solution of the mathematic equations to 

physical problems. The basic concept is dividing the whole domain into numerous 

subdomains (called finite element), solving the algebraic equations of each subdomain, 

providing relations among the solution at selected points (called nodes) and finally 

assembling all the parts into the whole domain[88][89]. The main process can be 

summarised in Figure 2.18. 
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Figure 2.18 Fundamental process of FE method 

Firstly, the whole model is represented as many finite elements. This operation is called 

discretization of the domain. Secondly, for each element, an approximation of the solution 

to element equations is calculated for a linear combination of the nodal values. Finally, all 

the element equations and solutions are assembled together as a solution of the whole 

model. Smaller finite elements can produce higher accuracy, but will result in a longer 

simulation time. 

There are many advantages of the FE method for engineering applications[89]: 

¶ it is easy to model complex shapes; 

¶ the model can be composed of different materials; 

¶ various finite element sizes can be used;  
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¶ different boundary conditions can be defined for different applications;  

¶ model configuration modifications are very simple. 

When the mesh size of the model becomes smaller, the FE model size increases, which 

will lead to a non-convergency of the model due to numerical dispersion errors[90][91]. 

While a bigger element size also increases simulation error since fewer details are 

provided for modelling. There is a trade-off between the simulation error and mesh size. 

An illustration of the relationship between element size and simulation error in FE model 

is shown in Figure 2.19. Considering the high frequency simulation requirements in this 

Thesis, 3-D simulation would lead to extra computational burden and convergence 

problems due to small mesh size. Therefore, only 2D simulations were performed. In the 

next Section, hybrid simulation methods applied in ultrasonic NDT are reviewed. 

Mesh size

Simulation 
error

0

 

Figure 2.19 Relationship between mesh size and simulation error in FE model 
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2.4.2. Hybrid Simulation 

Hybrid simulation methods have been developed and used for ultrasonic NDT inspection 

scenarios to solve simulation problems where a single model cannot be used reliably.  

Zhang et at. described a hybrid approach to predict the scattering coefficient matrices of 

defects[37]. A combination of the FE package Abaqus and the Kirchhoff model were used 

to simulate the interactions between the wave and the defect, with a ray-based approach 

used to model the wave propagation region. This method was able to simulate longitudinal 

waves, shear waves and wave mode conversion effects. A generic hybrid model for 

analysing the ultrasonic wave propagation in bulk electrodynamics was introduced by 

Rajagopal et al.[92]. An interface between two FE model-domains (modelled in Abaqus) 

was applied through the use of a generic wave propagator. The usefulness of this method 

was demonstrated in its application to an ultrasonic wave propagation and scattering 

problem. Han et al. presented modelling work of pipe inspection by utilizing a hybrid 2-

D acoustic transfer function (ATF) approach to simulate the cross-sectional area 

individually and then assemble the multiple sections[93]. This method was shown to have 

an accurate estimation of the longitudinal, torsional and flexural wave modes in the pipe. 

A 3D hybrid model was developed by Masmoudi and Castaings to simulate air-coupled 

inspection of composite samples, combining a fast 3D simulation in COMSOL with the 

Kirchhoff integral[94]. Another hybrid simulation combined both FE and Waved Based 

(WB) methods for analysing poroelastic materials[95]. The FE-WB modelling technique 

contained three parts: FE model, WB model and direct coupling between them. This 

approach benefited from the advantages of the WB method and FE model to improve the 
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convergence rates for the model of the analysis of poroelastic materials. Zuo et al. 

proposed a Semi-Analytical Finite Element (SAFE) method coupled with a Perfectly 

Matched Layer (PML) to investigate guided wave behaviour in embedded waveguides 

with arbitrary cross sections[96]. Shen and Giurgiutiu made use of a Combined Analytical 

Finite element model Approach (CAFA) to simulate a Lamb wave damage detection 

technique[97]. This method utilized frequency and direction dependent complex-valued 

coefficients to model the Lamb wave damage interaction, which achieved good 

performance in accuracy and efficiency comparing to full-scale FE simulation and 

experiments. Shi et al. presented a hybrid simulation method by using numerical code 

combined with boundary integration formulae to calculate the received waves in the time 

domain, while the simulation performance is largely dependent on the reliability of the 

coupled numerical integration[98]. Dobie et al. proposed a combination of Linear Systems 

Model (LSM)[99] and Local Interaction Simulation Approach (LISA)[100] propagation 

model to simulate an air-coupled ultrasonic scanning platform[101], which provided a 

solution for the high computational time associated with complex geometries. An efficient 

hybrid FE modelling linking CIVA and Abaqus simulation modules through an interface 

was presented by Choi et al.[77]. They improved the boundary absorption, meshing 

algorithm and computational efficiency of the FE modelling to achieve a fast 3D 

simulation in ultrasonic NDT. 
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2.5. Summary 

Ultrasound technology applied in NDT has been reviewed in this Chapter. Ultrasonic 

transducer and data acquisition system are the key components for ultrasonic inspection. 

Compared to traditional single element transducer, ultrasonic phased array technology 

offers excellent potential through a range of post-processing signal analysis techniques. 

This Thesis focuses on researching ultrasonic phased array inspection of pressure tubes 

and analysing industrial data currently collected by single element transducers. The review 

of phased array technology and signal processing techniques is considered to show 

potential to improve the accuracy of pressure tube inspection. Finally, the simulation of 

ultrasonic inspection was reviewed as this will be used for modelling of the pressure tube 

inspection. 
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Chapter 3 

Analysis of Poorly-Focused Ultrasonic 

Signal of Pressure Tube Inspection  

 

3.1. Introduction  

Ultrasonic inspection can encounter operational challenges when the transducer is not 

aligned as expected to the component being tested. In the case of CANDU pressure tube 

inspection, this is typically due to the tube dimensional changes. As discussed in Section 

1.2.1, a focused transducer is incorporated into the CIGAR sensor head, immersed in 

heavy water and used to perform a helical scan inside of the tube, focusing on the tube 

inner surface. However, a poorly-focused transducer can produce a defocused B-scan 

image, which can lead to the oversizing of defects. This effect is worse in the middle of 

the tube where sagging causes the biggest difference from the ideal position. Defects 

beyond a specific dimensional threshold are then sized in more detail through a time and 

cost consuming replica process[13]. Obviously, more accurate ultrasonic sizing would 

reduce the need for replicas, where defect width and depth are the main factors for making 

a decision of whether to execute the replica process or not[12]. In terms of the pressure 

tube inspection, the ultrasonic transducer is fixed on a module inside the tube and moved 
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with a helical scan motion. Therefore, it is not straightforward to mechanically adjust the 

transducer position to solve the focusing problem. Applying appropriate signal processing 

to compensate for the defocusing effect would be a more practical method and provide 

more representative information for use in the sizing process.  

In this Chapter, signal post-processing methods are used on poorly-focused industrial data 

to improve the inspection accuracy. A Synthetic Aperture Focusing Technique (SAFT) 

method is described in Section 3.2 for correction of the poorly-focused B-scan data to 

improve the defect width measurement. Moreover, analysis of the effect of the focal length 

value on the SAFT algorithm performance is also undertaken. In Section 3.3, a Wavelet 

Analysis (WA) method used to extract precise defect depth information is presented. For 

both signal processing approaches, multiple datasets have been applied to validate the 

algorithms and importantly, both of the methods show a clear improvement in the defect 

measurement accuracy. 

 

3.2. SAFT Analysis on B-scan Image 

In the inspection of pressure tubes within a CANDU reactor, ultrasonic single element 

focused transducers are employed to collect normal beam pulse-echo data (10 MHz and 

20 MHz transducers) and full-skip shear wave pitch-catch data (10 MHz transducers)[11]. 

Currently, only the 10 MHz transducers are applied by the Analyst for defect width 

measurement by using either the óvisualô sizing or the amplitude drop method[12]. óvisualô 

sizing method is visually identifying and boxing a defect for investigation and interpreting 
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defect edges by applying a greyscale display. These approaches have limited accuracy due 

to human error and ójitterô interference, respectively. The 20 MHz transducer provides 

higher frequency inspection data and an intuitive B-scan image for defect detection and 

sizing. It therefore has a huge potential for accurate defect width measurement. However, 

the in-service tube dimensional changes led to the transducer being poorly-focused with 

respect to the tube inner surface which causes poor inspection results. Thus, a SAFT 

algorithm is proposed to overcome this system focus challenge to improve the inspection 

accuracy. 

 

3.2.1. SAFT Theory 

3.2.1.1. Basic SAFT Theory 

SAFT theory extends the aperture of a physical source by processing multiple sequential 

echo signals. The basic concept of SAFT involves manipulating a single element 

transducer across the sample being inspected to collect a number of pulse-echo signals. 

Importantly, each point in the ROI can be inspected at multiple transducer positions due 

to the divergence associated with the ultrasonic beam.  

The usual implementation method utilises delay-and-sum (DAS) in the time domain to 

summarize all the signal values on the aperture to one pixel value[102], which was been 

briefly introduced in Section 2.3.3. As shown in Figure 3.1 (a), a transducer is moved step 

by step to collect echo information from point P. The echoes from P can be received at 

many transducer positions and relate to different time delays in the B-scan image, as 
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presented in Figure 3.1 (b). Summing all the pixel values on the aperture to produce a 

pixel value at P is called the DAS method and the SAFT B-scan image executes this 

process for all the pixels in the image. 

The calculation of new pixel value p can be determined using Equation 3.1, where ὃ ὸ 

is the echo signal acquired at position Ὥ; Ὦ is the length of the aperture (also considered as 

the number of transducer positions within the aperture); ὶ is the distance from the 

transducer to the target point at position Ὥ; and ὧ is the longitudinal wave velocity in the 

medium. 

Transducer Moving

P

Ultrasound 

Beam

r

 

B-scan Imaging

Delay-And-

Sum

 

(a) (b) 

Figure 3.1 SAFT theory, (a) inspection data collection; (b) delay-and-sum on B-scan 

image 
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3.2.1.2. SAFT Theory for Focused Transducer 

When a focused transducer is employed in the SAFT algorithm, the wave propagation 

path for delayed time calculation is different from that of an unfocused transducer. In 



 

62 

 

 

terms of a focused transducer, the ultrasound beam beyond the focal point is utilised for 

synthetic aperture processing[68]. As Figure 3.2 (a) shows, the wave propagation paths to 

P from two transducer positions are ACP and BDP respectively. The time difference can 

be calculated from paths CP and DP, since the focused transducer has same propagation 

distance from the transducer surface to the focal point. However, for an unfocused 

transducer, the wave propagation path is determined from the transducer centre point to P, 

which are shown as AôCôPô and BôDôPô in Figure 3.2 (b). The difference between paths 

ACP and AôCôPô is clearly presented in Figure 3.2 and therefore the DAS approach needs 

to be adjusted to accommodate the focal point plane for focused transducer applications. 

Figure 3.2 Wave propagation path, (a) focused transducer; (b) unfocused transducer 

 

The calculation of new pixel value ὴ can be described by Equation 3.2, where ὰ is the 

focal length of the transducer and Ὠ is the distance from the focal point at transducer 

position Ὥ to the target point. 
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3.2.1.3. Focal Length and Synthetic Aperture Curvature 

When the transducer focal length changes, it results in time differences between data 

collected at neighbouring positions. Since the transducer used for our industrial 

application is reported to have a Focal Length (FL) of 10.4 mm, a selection of FL equal 

to 10.4 mm, 12 mm and 13.5 mm is used in this work, as shown in Figure 3.3, in which 

the red line indicates the synthetic aperture. When applying SAFT to the same point of a 

B-scan image, a longer focal length value produces a shorter length and higher curvature 

aperture, as shown in Figure 3.3 (b) and (c). Here, shorter equates to less sample points 

on the moving axis. Moreover, in Section 3.2.2.4, the theoretically calculated synthetic 

apertures for different focal length values are drawn on the B-scans to facilitate visual 

comparison. 

           

Transducer

Focal point

 

(a) FL = 10.4 mm (b) FL = 12 mm (c) FL = 13.5 mm 

Figure 3.3 Relationship between focal length and synthetic aperture (red line),  

(a) FL = 10.4 mm; (b) FL = 12 mm; (c) FL = 13.5mm 
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3.2.2. SAFT Processing of Industrial Data 

3.2.2.1. Data Acquisition 

As previously described, the 20 MHz transducer is working in normal beam pulse-echo 

mode, through heavy water, to acquire A-scan signals. The data is then utilized to produce 

a B-scan image for SAFT processing, which will be further processed using SAFT.  

3.2.2.2. SAFT Processing Parameters 

Data supplied by the industrial sponsor for the 20 MHz focused transducer stated it had a 

diameter of 6.3 mm and a focus at 10.4 mm. Different virtual focal lengths are considered 

in the following SAFT processing to show the effect of focal length value to the algorithm 

performance and the inspection system has a sample frequency of 100 MHz, with a cable 

signal delay of 700 ns. The wave velocity in heavy water is 1420 m/s. Table 3.1 lists all 

the parameters used for SAFT processing. 

Table 3.1 Parameters for SAFT processing 

Parameter Value 

Transducer frequency 20 MHz 

Transducer diameter 6.3 mm 

Transducer focal length 10.4/12/13.5 mm 

Sample frequency 100 MHz 

Cable signal delay 700 ns 

Wave velocity in heavy water 1420 m/s 
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3.2.2.3. Flowchart 

The SAFT algorithm is executed in MATLAB R2016b (The MathWorks, Inc.) and the 

flowchart is presented in Figure 3.4. Since the transducer is performing a helical scan 

inside of the tube to collect data, the tube surface on the B-scan image is not straight. In 

the software analysis package, FLAW (Ontario Power Generation Inc., Toronto, Canada), 

used for CIGAR data analysis, a wave straightening function is typically applied to align 

the B-scan image presented to the NDE Analyst. Here, prior to applying the SAFT 

algorithm, the tube surface is straightened by using the Random Sample Consensus 

(RANSAC) method[103]. 

In the inspection systemôs display mode, the horizontal axis of the B-scan image indicates 

time and the vertical axis indicates the rotational degree. Therefore, the B-scan data is a 

2-D matrix with each column showing the echo signal at a specific time and each row 

showing time domain signal received at a specific position. The steps of SAFT processing 

as illustrated in Figure 3.4 are listed as follows: 

¶ For each column, evaluate if the pixel depth is bigger than focal length. The pixel 

depth is the distance between the target pixel and the transducer surface. 

¶ If  larger, calculate the length of the synthetic aperture according to the transducer 

beam width. 

¶ Calculate the shift points within the synthetic aperture corresponding to the delayed 

time. The shift points are all the pixels on the aperture with respect to the central pixel 
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(it has a distance Ὠ  to the focal point) that can be calculated by  Ўὸ Ὢz

Ὢz for each transducer position Ὥ (Ὢ is the sample frequency). 

¶ For each pixel, sum all the signal values on the aperture and record as the new pixel 

value. 

After all the pixels on the B-scan image have been replaced by the new pixel values, a 

SAFT B-scan image is obtained. 

Original Image

Straightening Image

Pixel Depth Is Bigger Than Focal Length?

Start SAFT

For each 

column
Calculate Synthetic Aperture Length 

According to Beam Width

Calculate Shift Points Corresponding to 

Delayed Time

Sum All Signal Values on The Aperture 

as New Pixel Value

SAFT Image

Y

N

For each 

pixel

 

Figure 3.4 Flowchart of SAFT algorithm on inspection data from a focused transducer 
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3.2.2.4. Effects of Using Different Focal Length Values 

Figure 3.5 presents a CIGAR data example of calculated apertures overlaid on a B-scan 

image with the 3 different focal length values. In this B-scan example, the potential defect 

is detected and the corresponding echo signals can be seen as curved lines beneath the 

tube surface in the grey-scale image. The calculated transducer apertures are indicated by 

the red dotted lines. When using 10.4 mm as focal length value for the aperture calculation, 

the aperture length is a reasonably close match to the length of the echo signal, but the 

curvature is smaller. While the 12 mm focal length value produces an aperture curvature 

very well matched to the echo signal. Finally, for the case of the focal length value equal 

to 13.5 mm, the aperture curvature is larger than the practical one and the length is the 

shortest. In Figure 3.5 (c), since the aperture length is too short to illustrate the curvature, 

an extension of aperture is indicated by the green dotted line. Therefore, 12 mm is 

considered correspond to the actual transducer focal length. 

  



 

68 

 

 

  

(a) FL = 10.4 mm (b) FL = 12 mm 

 

(c) FL = 13.5 mm 

Figure 3.5 Calculated aperture on B-scan image by different focal length values,  

(a) FL = 10.4 mm; (b) FL = 12 mm; (c) FL = 13.5 mm  

 

3.2.3. Result Analysis of Different Focal Length Values 

Figure 3.6 presents SAFT processing results with different focal length values and the 

corresponding -6 dB defect contour plots. The contour plots are based on the -6 dB values 

of the defect echoes. The propagation time for ultrasound reaching the tube surface is 
























































































































































































































































































































