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Abstract

There are limited healthcare resources in remote parts of the world and ATR-

FTIR spectroscopy has the potential to be used for point-of-care (POC) diagnos-

tics in these locations, but lacks of a portable blood sample preparation method.

This thesis looks at development of a microfluidic device that would process a

single blood sample in order to prepare serum, infected/damaged red blood cells

(RBCs), white blood cells (WBCs) and circulating tumour cells (CTCs) for anal-

ysis using ATR-FTIR spectroscopy. After exploring a range of microfluidic blood

separation methods and manufacturing techniques, a 4-stage design concept is

presented in Chapter 2. ATR-FTIR spectroscopy and bespoke Matlab codes are

used, in Chapter 3, to evaluate the serum output quality requirement. A series

of experiments to determine how to produce serum was carried out, using horse

blood. After which, the difference between the spectra from human plasma and

serum was investigated, and concluded that plasma was a better output for a

POC application. In Chapter 4, a design tool for creating a microfluidic module

that separates the diagnostic outputs from healthy RBCs was being developed.

COMSOL Multiphysics and Matlab was used to develop a continuum effective

medium (CEM) model that simulated the creation of a cell-free layer (CFL), from

which the diagnostic outputs could be collected. The CEM model was compared

with experiments, which used expansion-contraction geometries manufactured us-

ing soft lithography, and it has been shown that this CEM model can simulate

the CFL, although more work is needed to fully validate the model. The research

carried out in this project has shown that further work is needed in the ATR-

FTIR spectroscopy field in order to ascertain appropriate design requirements to

be able to design and develop an efficient device.

Keywords: blood; ATR-FTIR spectrscopy; sample preparation; microfluidics;

numerical modelling; point-of-care.
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Chapter 1: Introduction

Healthcare is an essential service that is insufficient or lacking in many parts

of the world. This is expected to get worse due to increasing population and

increasing redistribution of resources to the “few”, since the 1980’s. One way

to improve the spread of healthcare is to reduce the economic cost; this includes

material cost of equipment as well as the cost of the training needed for individuals

to administer tests. Significant money is spent on donating equipment to the

developing world but a majority of which ends up broken with users lacking

access to repair facilities [Perry and Malkin, 2011]. Therefore, devices have to

be designed specifically for an application in order to have sustainable impact.

Cheaper mass production technology can reduce the cost per test making the

test disposable and reducing the need for rationing. The economic skills cost is

indicated by the lack of trained healthcare professional in the developing world,

which is a serious concern for world health [Naicker et al., 2009], although fully

automated devices will overcome this lack of skills in local populations and may

be integrated into a future cyber healthcare framework. A cyber healthcare

network would allow low skilled physicians in local communities to have access to

specialists [Bagula et al., 2018]. One technology that could help address this need

is an automated sample preparation device combined with infrared spectroscopy.

This chapter will explain the use of blood as the chosen diagnostic sample and

the method for diagnostics using attenuated total reflectance - Fourier transform

infrared (ATR-FTIR) spectroscopy.

ATR-FTIR spectroscopy , which will be discussed in more detail later in this

chapter (Section1.2), has been shown to have the potential for the detection of

specific diseases, where in most investigations serum is used due to the fact that it

is a standard sample type taken for existing diagnostic tests and, therefore stocks

of serum samples exist in biobanks [Baker et al., 2016]. Serum has been used for
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detection of a variety of multifactorial diseases with cancer being of particular

interest; i.e. brain [Hands et al., 2014], liver [Zhang et al., 2013], ovarian [Gajjar

et al., 2013; Owens et al., 2014], endometrial [Gajjar et al., 2013]. Neurological

conditions can also result in a detectable change in serum protein content i.e.

depression [Depciuch et al., 2016], bipolar and schizophrenia [Öğrüç Ildız et al.,

2016]. ATR-FTIR spectroscopic serum analysis also has the potential to be used

for infectious diseases such as HIV/AIDS [Sitole et al., 2014] and dengue virus

[Santos et al., 2017]. As well as serum analysis, the interrogation of cells using

ATR-FTIR spectroscopy is also a growing area of interest [Sabbatini et al., 2017],

for instance this type of analysis would be useful since red blood cells (RBCs)

have been used in the early detection of malaria [Khoshmanesh et al., 2014]. The

many types of white blood cells (WBCs), given in Section 1.1.3, also respond in a

detectable way to different diseases and Alam et al. [2004] also showed that is was

possible to detect activation of living macrophages using ATR-FTIR spectroscopy.

It may therefore be possible to qualitatively identify the change in activated

WBCs numbers by type, thus narrowing the disease type to specific pathogen type

such as viruses, bacteria, parasites etc. The presence of circulating tumour cells

(CTCs) is also a good indicator of cancer and such cells break from the tumour

and enter the blood stream, potentially forming a secondary cancer known as

a metastasis. Minnes et al. [2017] therefore used ATR-FTIR spectroscopy to

look at the membrane fluidity of melanoma cells as an indicator of metastatic

potential. There is therefore a potential to identify the origin of the CTCs based

on the spectral responses of the different cell types. This type of analysis would

allow better targeting of further investigations.

The aim of this project is to evaluate microfluidic technologies to produce a

potential design of a blood preparation device that can take a single blood sample

and produce serum, infected/damaged RBCs, WBCs and CTCs for ATR-FTIR

spectroscopic diagnostics. A design that can be used in conjunction with the
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potential adoption of ATR-FTIR spectroscopy as point-of-care (POC) diagnostic

tool for remote locations and in crisis deployment,

1.1 Blood

Blood travels through the cardiovascular system maintaining an optimal internal

environment. This is achieved by transporting nutrients and heat around the

body, while removing waste and thus maintaining homeostasis. As the majority

of cells interact with blood, disease markers from around the body gather in the

cardiovascular system. With blood being relatively easy to collect, it is the main

source of diagnostic material for testing. Blood, however is a complex fluid; it

consists of a variety of suspended particles with different sizes, mechanical prop-

erties and biochemical responses. Descriptions of the main relevant components

and functions; plasma and plasma proteins, RBCs, WBCs, immunoglobulins and

complement system, and finally coagulation will be presented in this section.

1.1.1 Plasma and Plasma Proteins

The majority of blood consists of plasma (55%), which is itself composed of wa-

ter (92%), plasma proteins (7%) and other solutes (1%) [Martini et al., 2015].

Considering first the solutes, which consist of organic nutrients, electrolytes and

organic waste, where the polar organic nutrients, such as glucose, are dissolved in

the plasma and the non-polar, such as cholesterol are carried by globular proteins.

The flow of the blood therefore carries nutrients via advection from the digestive

system or storage sites, such as the liver, to the cells. Electrolytes maintain the

extracellular ion balance of the tissue fluid, which is vital for regulating transport

across the cell membranes and a properly functioning nervous system. Organic

wastes, such as urea, are products of metabolic processes and are transported to

kidneys for excretion. Imbalances in any of these solutes can lead to disease and
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pre-symptomatic detection would be ideal.

Returning now to plasma proteins, which make up 7% of blood, in this work they

will be defined as proteins that carry out a function in the circulatory system.

Messenger proteins, which allow communication between different tissues via the

circulation, and proteins that leak into the circulation due to damage will be clas-

sified separately [Anderson and Anderson, 2002]. The three main categories of

plasma proteins are albumins, globulins and fibrinogen. The primary role of albu-

mins is maintaining the osmolarity (the solute concentration) of the plasma. They

are also important in transporting non-polar small molecules such as steroid hor-

mones and fatty acids. Globulins, such as apolipoproteins and metalloproteins,

are proteins that form tertiary structures with non-polar residual groups at the

centre and polar groups on the surface that interact with water. The general

role of these proteins is the transport of molecules around the circulation without

being excreted. The first type of globulins, apolipoproteins, transport lipids and

triglycerides and form lipoproteins. Lipoproteins are thought to play a role in

obesity related disease, such as diabetes [Mackey et al., 2015]. The second type of

globulins, metalloprotein, transport metal ions, for example transferrin transports

Fe2+. A specialised type of globular proteins are the immunoglobulins (antibod-

ies). Immunoglobulins are a significant part of the immune response and will be

discussed in Section 1.1.4. Some of the soluble proteins are coagulation proteins,

for example fibrinogen and coagulation factors such as factor IX, which will be

discussed later in Section 1.1.5. A variety of conditions can affect plasma protein

levels and cause proteins not normally found in plasma to be present and are used

as diagnostic biomarkers for disease and infections. As an example, a decrease

in albumin is an indicator of chronic liver failure [Dasgupta and Wahed, 2014].

Also, tumour cells secrete proteins (secretomes) into the extracellular space and

end up in bodily fluids where they can be detected by mass spectroscopy [Patel

et al., 2014]. Cell death or damage, such as a myocardial infarction, results in the
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leakage of cytoplasmic proteins such as myoglobin, cardiac troponin and creatine

kinase into the plasma [Anderson and Anderson, 2002]. Microbial and parasitic

infections can introduce proteins, in a similar fashion to tumour cells, but these

proteins are not naturally found in the host. The proteins that are not normally

present in the blood are therefore diagnostically important biomarkers and are

the foundation for assay-based diagnostic tests [Dasgupta and Wahed, 2014].

1.1.2 Red blood cells

Red blood cells (RBCs), also known as erythrocytes, are the most common cells

found in blood, being 45% of whole blood and 99% of the non-liquid components

(Martini et al. 2015). RBCs are derived from hematopoietic stem cells found in

the bone marrow in a process called erythropoiesis (Figure 1.1) [Munker, 2007]

and their primary role is to transport oxygen from the lungs to the cells in the rest

of the body. In hypoxic conditions erythropoiesis is stimulated by erythropoietin,

which is synthesised in the kidneys and this increases the rate of RBC maturation.

During the final stages of development, RBCs need dietary nutrients such as iron,

vitamin B12 and folic acid, and deficiency in any of these nutrients can lead to

anaemia [Erber, 2011]. The final stage of a RBC life-cycle is eryptosis whereby

the cell membrane expresses proteins that trigger phagocytosis of macrophages

found in the spleen, liver and bone marrow. The haem proteins are broken down

into Fe ions and biliverdin, with the iron transported via transferrin back to the

bone marrow and the biliverdin transported to the liver via albumin where it is

excreted in bile as bilirubin. In normal function the rate of erythropoiesis matches

the rate of eryptosis and divergence from a balance is used in diagnostic indicator

of disease.

The mature RBC is an anucleated biconcave disc, around 8 µm in diameter. The

biconcave shape allows for a higher surface area to volume ratio, which improves

the diffusion rate of oxygen, allowing rapid uptake of oxygen in the alveoli and
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release in the tissues. The lack of nucleus increases the amount of haemoglobin

contained in the cell and therefore its oxygen carrying capacity. The shape also

increases the flexibility of RBCs, allowing them to deform when moving through

capillaries and branching vessels. RBCs can also stack in capillaries smaller than

0.3mm, which result in the plasma forming a layer between the RBCs and the

wall, effectively reducing the haematocrit level. This results in a reduction in

the apparent viscosity in small capillaries and is known as the F̊ahræus-Lindqvist

(FL) effect [Haynes, 1960]. This effect is vital for RBCs in vivo. In the small

arterioles and capillaries if the viscosity did not reduce the high resistance of these

small vessels, then very high pressure would be required to maintain flow.

Multipotential hematopoietic 

stem cell

(Hemocytoblast)

Common myeloid progenitor

Megakaryocyte

Thrombocytes

Erythrocyte Mast cell

Myeloblast

Basophil
Neutrophil Eosinophil

Monocyte

Macrophage

Common lymphoid progenitor

Small lymphocyte

B lymphocyteT lymphocyte

Plasma cell

Natural killer cell

(Large granular lymphocyte)

Figure 1.1: Representation of blood cells and their lineage. Reproduced from
Haggstrom et al. [2014].

1.1.3 White blood cells

Another major cell type are white blood cells (WBCs) also known as leuko-

cytes. WBCs are also derived from the hematopoietic stem cells (Figure 1.1)

but exposure to different growth factors, such as interleukin 3, causes the cell to
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differentiate into the various WBC types [Clark and Kamen, 1987]. WBCs can

be generalised into two types; granulocytes and mononuclear leukocytes. Granu-

locytes are the cells that contain enzymes that target pathogens as well as release

inflammatory mediators into the blood stream. Granulocytes include neutrophils,

eosinophils and basophils, each of which has specific roles; the neutrophils make

up the majority of all WBCs (40%-75%), and are responsible for capturing and

killing microorganisms via phagocytosis, engulfing the foreign body and digesting

it, as part of the innate immune system [Parham, 2005]; eosinophils respond to

parasitic attacks such as helminth worms, this pathway is also responsible for the

response to allergens [Martini et al., 2015]; basophils are extremely rare (1% of

circulating leukocytes) and are involved with immunoglobulin mediated immune

reactions [Falcone et al., 2000]. Mononuclear leukocytes consist of lymphocytes

and monocytes. Lymphocytes are further categorised into B and T cells. The

B cells are activated by an antigen and the response results in the secretion of

immunoglobulins whereas the T cells are involved in cell destruction. Monocytes

when leaving the blood stream differentiate to macrophages if located in internal

tissue or dendritic cells if exposed to the external environment.

1.1.4 Immunoglobulins and complement system

Immunoglobulins are proteins that specialise in binding extracellular pathogens

and toxins. There are five classes of immunoglobulins; IgA, IgD, IgE, IgG and

IgM. The structure determines the class of immunoglobulin (Figure 1.2) with dif-

ferent classes having different heavy chain regions and different roles. IgM, IgG

and IgA are the predominant immunoglobulins found in the blood, lymph and tis-

sue fluid. IgM is the initial responding immunoglobulin for blood borne infection.

It has a pentameric nature that allows the binding of multiple pathogens found

in the blood. This reduces the microorganism growth rate and the new complex

is too large to pass out of the blood vessels, which reduces the spread rate of the
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Figure 1.2: Schematic of the various classes of immunoglobulins reproduced with
permission from Leehan [2018].

infection. After this initial response IgG becomes the dominant immunoglobulin.

IgM and IgG are extremely important in combating septicaemia, if microorgan-

isms have free access to the circulatory system they can spread throughout the

system and impede the function of multiple organs. IgA are located on the apical

surfaces of the epithelia. Both IgG and IgA have high affinity for microbial tox-

ins and animal venom, and are used to neutralise them before cell damage. As

immunoglobulins are specific for its antigen, immunoglobulin epitope design has

become a big industry for detecting specific molecules in assays; such as enzyme

linked immunosorbant assay (ELISA), whose market is projected to grow from

USD 437.6 million in 2016 to USD 547.6 million by the end of 2022 [Anonymous,

2017]. For fluorescent labelling of specific cells, the global fluorescent in situ hy-

bridization (FISH) probe market is expected to reach USD 1.73 billion by 2022

[Anonymous, 2016].

Complement proteins are specialised proteins that aid immune response via op-

sonisation, the detection and targeting of pathogens for phagocytosis. Comple-
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ment proteins can also directly targeting bacterial cell membranes causing bac-

terial lysis. They are activated via either the classical pathway, lectin pathway

or the alternative pathway. The classical pathway is the immunoglobulin, such

as IgM and IgG, activated pathway. Immunoglobulins that attach to pathogens

cause enzymatic reactions that activate the complement cascade. The other two

pathways are not immunoglobulin mediated: the lectin pathway involves the

binding of the plasma protein, mannose-binding lectin, to the pathogen surface.

Finally the alternative pathway is where the local environment caused by the

pathogen is conducive to complement activation [Parham, 2005].

1.1.5 Coagulation

Coagulation is a mechanism that prevents blood loss (hemostasis) when vessels

are damaged. Coagulating blood forms a clot (thrombus) over the site of in-

jury, sealing the internal environment from the external. Platelets, also known

as thrombocytes, are the main cell type involved in regulating coagulation. They

are formed by the megakaryocytes shedding; discoid, anuclear cells with diame-

ters of 2-4 µm break of the main cell [Martini et al., 2015]. Their function arises

from the complex signalling pathways made possible by the multitude of different

receptors in the cell membrane. These cells adhere to the site of injury (primary

hemostasis) and requires the presence of von Willibrand factor (vWF), which

binds collagen in the exposed subendothelium to the glycoprotein Ib found in

platelet cell membrane. The platelets are then activated by the bound collagen

resulting in structural deformation in the form of filopodia. The filopodia then

provide sites for binding the injured epithelium, other platelets and growing the

fibrin network [Fasano and Sequeira, 2017]. Activated platelets also release stored

proteins as part of the coagulation cascade (Figure 1.3). The coagulation cascade

can occur via two pathways, extrinsic or intrinsic, followed by the common path-

way, as shown in Figure 1.3, which are mediated by proteins known as factors.
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1.1. Blood

Figure 1.3: Representation of the coagulation pathways. (Reproduce from D
[2007]).

The extrinsic pathway is initiated by the activation of tissue factor (TF) which

indicates the presence of exposed tissue to the blood. TF is a membrane protein

that binds Factor VIIa and this complex activates Factor X to Factor Xa which is

then part of the common pathway. The intrinsic pathway is triggered by exposure

to foreign surfaces via the generation of Factor XIIa. The common pathway starts

at the activation of Factor X to Factor Xa. Factor Xa binds to Factor V which

leads to the formation of thrombin (Factor IIa) from prothrombin. Thrombin

cleaves fibrinogen into fibrin monomers, which are then polymerised into a vast

network that cross-link and bind passive elements such as RBCs to form the clot.

The cascade reaction activity is increased 1000-fold when reactions occurs on cell

surfaces, the binding to which is mediated by the presence of calcium [Monroe

and Hoffman, 2014]. Each activated factor can catalyse multiple reactions re-

sulting in a rapid amplification of the response (hence cascade) to a small signal.
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The response of blood to artificial surfaces via the intrinsic pathway is a problem

for controlling blood flow through a potential microfluidic device. Therefore, a

variety of anticoagulants can be potentially used to inhibit coagulation; such as

heparin, ethylenediamine tetraacetic acid (EDTA) and sodium citrate. Heparin is

a glycosominoglycan that is used as an intravenous anticoagulant. It works by ac-

tivating antithrombin which inhibits thrombin activity and protamine sulphate

can neutralise the effect through electrostatic binding [Bromfield et al., 2013].

EDTA and citrate are calcium chelators: they bind free calcium ions. Calcium

as stated earlier is required for increasing the rate of cascade reactions, therefore

removing calcium prevents the cascade progression.

1.1.6 Clinical considerations

Majority of clinics and GP surgeries in the National Health Service (NHS) do

not process blood on site. Samples are taken in variety of sample tubes with

different additives and sent to central haematology lab in local hospital with a

request form with desired tests. The NHS recommends that samples are kept

at room temperature and transfer in the next transport which occurs daily. If

transport is missed, then some types of sample can be refrigerated overnight but

the test results lose reliability and storage overnight is not possible for some tests.

The details of which are shown in Table 1.1 [Maunsell-Browne, 2019]. But this

service is unavailable in the developing world, especially in remote regions and

as ATR-FTIR spectroscopy is not used in the NHS either, the current storage

procedures for NHS test are not applicable.
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Table 1.1: Overnight sample storage conditions for different types of blood test

Test type Sample types Overnight storage

Biochemistry
Lithium heparin and

serum
Centrifuged and

refrigerated (4-8◦C)

Biochemistry fluoride oxalate
Not centrifuged and
refrigerated (4-8◦C)

Haematology EDTA and citrate
Not centrifuged and
refrigerated (4-8◦C)

1.2 Fourier transform infrared (FTIR) spectroscopy

In the previous section we described how the components of blood can be indica-

tors of disease. In this section we will describe one potential method of detecting

these indicators, ATR-FTIR spectroscopy.

1.2.1 Interaction of Infrared Light and Matter

This first section will introduce the fundamentals of infrared light and when

samples are exposed to infrared (IR) light, how the measured absorbance is used

as the mode of discrimination between samples. Finally we explain that molecular

vibrations in covalent bonds cause the variation in absorbance spectra between

samples.

1.2.1.1 Electromagnetic Radiation

Electromagnetic radiation (EM) is the energy transmitted as a wave passes by

way of the orthogonal interaction of oscillating electric and magnetic fields. An

EM wave is defined in terms of its wavelength (λ) or frequency (ν), which are

related, since the speed of light (c) is constant, using

ν =
c

λ
. (1.1)
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Quantum theory explains how electromagnetic waves can be modelled as particles

called photons, which contain the discrete amount of energy (E) determined by

the Planck model

E = hν =
hc

λ
, (1.2)

where h is the Planck constant, 6.6× 10−34 J s.

The infrared region of the EM spectrum is located between microwave and the

visible spectrum, and Fourier transform infrared (FTIR) spectroscopy uses the

mid infrared region found between 2.5 µm and 25 µm, or in wavenumbers, v = 1
λ
,

between 4000 cm−1 and 400 cm−1. Wavenumbers (number of cycles per cm) are

used instead of wavelength (length of one cycle) in vibrational spectroscopy as

wavenumbers are proportional to the transition energy [Barth, 2007].

1.2.1.2 Absorbance

When a sample is exposed to IR light some of the energy is absorbed by the

sample, the amount of which can be calculated using the Beer-Lambert law. The

intensity (I) detected of a specific wavelength is given by

I = I0e
−ε(λ)bC , (1.3)

where I0 is the intensity of the source, ε(λ) is the molar absorption coefficient, b

is the path length and C is the concentration of the analyte. Absorbance is the

measure of the proportion of the source intensity that does not reach the detector

and is given by

A = log
(I0

I

)
= ε(λ)bC. (1.4)

To remove the effects of the background environment, such as CO2 absorbance,

and effects of the spectrometer, the absorbance of the sample is calculated in prac-

tice, by removing the reference intensity, which was taken without the presence
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of the sample, from the intensity measured using a sample. To find the analyte

concentration from an experiment, it is necessary to know the molar absorption

coefficient at specific wavelengths, which can be determined by the molecular

vibrations of the molecules in the sample.

1.2.1.3 Molecular Vibrations

In a molecule, certain chemical functional groups can be identified by their

characteristic vibrational frequency. In complex organic molecules the vibra-

tion wavenumber of the functional groups can vary between similar molecules,

and therefore these highly discriminatory wavenumbers appear in the fingerprint

band (1800-1000 cm−1) of wavenumbers and are used to identify biological macro-

molecules.

The total internal energy of molecules can be divided into electronic, vibra-

tional, rotational and translational [Coates, 2006]. Translational energy is the

kinetic energy of the molecule moving in space, rotational energy is the energy

associated with rotation around a point, vibrational energy drives the movement

of the atoms about the mean bond positions and electronic energy refers to the

energy transitional state of the electrons.

A non-linear molecule of N atoms has 3N degrees of freedom, 3 of which are

translational in the 3 global directions, 3 rotational about the global axes leaving

3N-6 degrees for the vibration modes [Griffiths and De Haseth, 2007]. For linear

molecules, since the rotation along the bond axis does not change the orientation,

the number of degrees of freedom is 3N-5. In order for a molecule to be IR active

the vibrations have to result in an electric dipole moment as shown in Figure 1.4,

which only occurs when there is a net change in charge distribution due to the

vibration. As not all vibrations produce an electric dipole moment (Figure 1.4b),

and some vibrations produce the same electric dipole moment (Figure 1.4c and

1.4d), the number of IR active vibrational modes is less than the number of actual
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1.2. Fourier transform infrared (FTIR) spectroscopy

(a) Asymmetric Stretching (b) Symmetric Stretching

(c) Scissoring (in plane) (d) Scissoring (perpendicular to plane)

Figure 1.4: Vibrational modes of molecular bonds that can cause electric dipole
moment.

modes. The vibrational energy can be calculated by modelling the covalent bonds

as springs, using Hooke’s law, and the characteristic frequency of which can be

given as

ν =
1

2πc

√
k

m
, (1.5)

where k is the force constant, m is the reduced mass (m1m2/(m1 + m2)), where

m1 and m2 are the masses of the atoms at the ends of the bond and ν is the

vibrating frequency [Coates, 2006]. The vibrational energy levels, Viν are discrete

and can be described using a harmonic oscillator model,

Viν = hvi

(
νi +

1

2

)
, (1.6)

where vi is the fundamental frequency and νi is the vibrational quantum number

of the ith mode. Modelling bonds as a harmonic oscillator has limitations since

the repulsive and attractive forces that are experienced at the extremes of the

vibration are not included. An improved model of the bond vibrational energy

levels use an anharmonic oscillator model, where the energy levels are given by

Viν = hvi

(
νi +

1

2

)
+ hvixi

(
νi +

1

2

)2

(1.7)

where xi is the anharmonicity constant, is dependent on the size of the atoms

that make up the bond. The effect of anharmonicity is that transitions between
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1.2. Fourier transform infrared (FTIR) spectroscopy

energy levels greater that ±1, known as overtones (∆νi = 2, 3..) appear in mid-

infrared spectrum along with the fundamental frequency. It is the absorbance of

light energy into the excitation of these modes that will be detected. A molecule

will have a precise set of vibrational modes then, when excited, this will lead to

a characteristic absorbance at specific frequencies of light.

1.2.2 Instrumentation

A FTIR spectrometer is composed of an IR source, an interferometer and the de-

tector. The most common IR source for FTIR spectroscopy is known as a globar

source which produces IR waves of a wide spectrum. The interferometer, which

will be explained in more detail in the next section, converts the wide spectrum

of IR waves into beams of discrete wavenumbers which can then be cycled over

a range of wavenmubers. The discrete beam is then sent to the sample via an

internal reflection element (IRE), when using ATR-FTIR spectroscopy and after

interacting with the sample the returning beam is measured at a detector. Com-

mon detectors used in FTIR spectroscopy, such as deuterated triglycine sulfate

(DTGS) and mercury cadmium telluride (MCT), are single element detectors

that produce an average spectra across the entire sample. The DTGS crystal

generates a charge when exposed to IR, which is then detected by a parallel set

of electrodes. MCT is more sensitive but requires the use of liquid nitrogen to

keep the detector cool and therefore, would not be suitable for a POC applica-

tion. The sampling rate of the detector is in time with the interferometer, so that

absorbance measurements are generated from a range of IR wavenumbers.

1.2.2.1 Michelson interferometer

The Michelson Interferometer is the fundamental part of a FTIR spectrometer,

splitting the beam of radiation into two and recombining them with a path length

difference. Figure 1.5 shows a schematic of the interferometer, which is composed
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1.2. Fourier transform infrared (FTIR) spectroscopy

Figure 1.5: Schematic of a Michelson Interferometer

of a beamsplitter and two mirrors, one of which is fixed and the other movable.

In an ideal system the beamsplitter will reflect 50% of the energy to the fixed

mirror and transmit 50% to the moving mirror. The path difference, known as

the retardation (δ), between the two beams then causes interference. When the

movable mirror is at the same distance away from the beamsplitter as the fixed,

δ= 0, the waves interfere constructively (in phase) and pass to the detector.

Considering a monochromatic source, and setting the retardation to half the

wavelength, will result in the destructive interference, where the two beams are

out of phase and the energy returns to the source. Therefore, the intensity at the

detector is a function of retardation.

The retardation is controlled via a constant speed motor or a stepper motor

and in either case the position is recorded in terms of time. Fourier transform

infrared spectroscopy has its name as the Fourier transform is used to produce

the intensities as a function of wavenumber from a time based signal. As it

is impractical to record the response of a continuum, the output needs to be
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1.2. Fourier transform infrared (FTIR) spectroscopy

sampled resulting in a discrete output and therefore the fast Fourier transform

(FFT) algorithm is naturally used. The constant characteristics, such as intensity

of the source, and of the signal are taken into account by taking the background

reference spectrum mentioned in Section 1.2.1.2.

1.2.2.2 Attenuated total reflectance Fourier transform infrared (ATR-

FTIR) Spectroscopy

The three common modes of FTIR spectroscopy are transmission, reflection and

attenuated total reflectance (ATR) [Griffiths and De Haseth, 2007]. Transmission

mode is where the entire beam passes through the sample to reach the detector.

Reflection mode can be sub-grouped into transflectance, specular reflectance and

diffuse reflectance. Transflectance requires the sample to be placed on an IR

reflective substrate such as gold and the beam passes through the sample and

reflects the substrate back through the sample to the detector. Specular and

diffuse reflectance gather the IR radiation reflected from the surface of the sample;

specular reflectance is when the surface of the sample is smooth and the reflected

waves are coherent whereas with diffuse reflectance the beam is scattered by

the rough surface of the sample. Unlike the other two modes, transmission and

Figure 1.6: Schematic showing the beam path through the internal reflection
element and the resulting evanescent wave through the sample.

reflectance, in ATR the beam partially passes through the sample (Figure 1.6). In

18



1.2. Fourier transform infrared (FTIR) spectroscopy

this case the IRE crystal, which has a high refractive index composed of diamond,

diamond zinc selenide (DiZnSe) or germainum, allows the beam to undergo total

internal reflection at the sample contact surface of the crystal (Ns). To achieve

total reflectance the angle of incidence has to be greater than the critical angle

(θc), given by Snell’s law,

θc = sin−1
(n2

n1

)
, (1.8)

where n1 is the refractive index of the IRE and n2 is the refractive index of the

sample. At the point of reflectance the electric field of the photons extend into

the sample, referred to as the evanescent wave. The electric field strength de-

cays with depth and the penetration depth (the depth at which the electric field

strength has been reduced by a factor 1/e) measures the amount of the sample

that is interrogated. The penetration depth is dependent on the wavelength of

the incident beam, the refractive index of the IRE, the refractive index of the

sample and the angle of incidence. As there is a direct relationship between the

wavelength and the penetration depth, high wavenumber intensities of a ATR

spectra are smaller than at the low end, and ATR correction is needed to com-

pensate for this. In another type of IRE the beam undergoes multiple bounces

(Figure 1.7). This is beneficial as there is a superposition of the absorbance signal

from the multiple bounces while the background signal strength decays.

Figure 1.7: Schematic showing Multi-bounce IRE. Reproduced from Fulvio314
[2013].

The main sample requirements for ATR is that the sample has to make con-

tact with the IRE. One problem with biological samples is the presence of water,
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1.2. Fourier transform infrared (FTIR) spectroscopy

which has a strong dipole with vibrations at 3400 cm−1 and 1640 cm−1. There-

fore, samples are usually required to be dry (Figure 1.8), which can be easily

achieved when liquid samples are dried directly on the crystal. However, since

ATR probes only the near surface in contact with the crystal, at a penetration

depth between 0.2 µm and 5 µm [Kazarian and Chan, 2013], there maybe prob-

lems for heterogeneous samples which do not dry uniformly, i.e. the coffee ring

effect as described in Lovergne et al. [2015].
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Figure 1.8: Drying pooled serum on ATR crystal and taking spectra at fixed time
intervals; 0,2,4,8,10,12,15,20,25 and 30 minutes.

The common detectors stated earlier (Section 1.2.2.2) only produced a sin-

gle spectrum over the entire crystal but there are alternatives that can spatially

resolve the spectra over the crystal; linear arrays (LAs) and focal plane arrays

(FPAs) [Kazarian and Chan, 2013]. LAs are a series of pixels in a straight line

either orientated horizontally or vertically. The variation of the sample compo-

sition along the axis can then be observed. FPAs are a two dimensional matrix
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of elements, which allows the resolving of two dimensional features. ATR-FTIR

imaging can be used with (Micro) or without (Macro) microscope optics. Micro

ATR-FTIR imaging allows for finer spatial resolution and would be required for

single cell studies whereas the Macro has been used for tissue studies [Kazarian

and Chan, 2013].

1.3 Thesis outline

In anticipation of a potential adoption of ATR-FTIR spectroscopy for diagnos-

tics, in order for the technology to be used as POC tool for remote locations and

in crisis deployment, a suitable method of sample preparation has to be devel-

oped. This work aims to provide a foundation for the development of a blood

preparation device that produces serum, infected RBCs, WBCs and CTCs, for

this particular application. The next chapter, Chapter 2, introduces microfluidic

methods for particle separation, which can be used for fractionating a blood sam-

ple into relevant outputs, and also discusses methods for mixing reagents, which

is required for producing serum, and manufacturing techniques are discussed as

it useful to understand as part of the design process. The chapter finally presents

the design consideration and a potential design concept. Chapter 3 investigates

sample requirements of serum for ATR-FTIR spectroscopy. Chapter 4 presents

a potential numerical model for developing the first stage of the concept design,

which aims to separate diagnostically relevant material from healthy RBCs in

blood. Finally chapter 5 summarises the progress and propose future steps.
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Chapter 2: Design of a Microflu-

idic Device

2.1 Introduction

In this chapter we explore the making of a portable blood preparation device using

microfluidics that could process whole blood to produce serum, infected red blood

cells (RBCs), white blood cells (WBCs) and circulating tumour cells (CTCs).

Microfluidics is the study and development of devices that can manipulate small

amount of fluids (10-18 - 10-9 litres) in channels with dimensions of the order tens

to hundreds of microns [Whitesides, 2006]. Microfluidic devices that combine

small scale fluidics with a detection method to allow for automatic processing

of a sample to a result, are referred to as micro total analysis systems (µTAS).

These systems are often the most advanced and easiest for an operator to use, due

to only needing to add the sample and start the machine. The main difference

between the proposed problem and µTAS devices is that the proposed device

would be a stand-alone sample preparation device that produces samples that

would then be transferred manually to an ATR-FTIR spectrometer. The benefit

of using microfluidics for preparing samples is the use of small sample volumes

and fast processing [Whitesides, 2006]. The miniaturisation of the preparation

process allows for the possibility of creating a low-cost automated portable device

that can be used in remote locations and in emergency deployments.

Blood, as explained in chapter 1, is a complex mixture of biomarkers that can

be used for diagnosis. Diseases cause effects in specific blood components; for

example malaria infects RBCs changing its mechanical properties [Kang et al.,

2016]; infections cause an increased presence of WBCs and an increase in protein

content of plasma; captured CTCs can be used to identify the type of cancer and
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drug susceptibility. Therefore, analysing the separate components of blood allows

for better diagnosis of patients.

An early step in the design process, for developing this microfluidic device,

is to understand the main components required; flow generation, separation of

particles, mixing methods of fluid and the manufacturing process, which will be

discussed in the following sections. It is important to know how flow is generated

as it limits the type of flow fields that can be generated and determines the type

of pump needed. There are variety of separation techniques that can be used with

key potential methods presented in this chapter. Every separation method has

limitations and therefore combining them requires careful consideration to achieve

the desired outputs. To form serum, coagulation has to be initiated which would

requires the mixing of a coagulating agent to the sample. Unfortunately, flow in

microfluidics is usually laminar, where mixing only occurs via diffusion, which is

an issue as diffusion is very slow; however there are a variety of mixing methods

that speeds up the process, making it possible to mix fluids in a microfluidic

device. Designing the product with manufacturing in mind, minimises the risk

of the final design not being able to be produced on a commercial scale [Kipling

et al., 2015]. Failure to do so would most likely result in needing a major re-

design in order to manufacture the device, which would lead to an increase in

development time and cost. This unplanned extra cost may lead to the project

being uneconomical, negating the products sustainability. In this chapter we will

introduce the main components mentioned earlier and finally, we will present an

initial design that could fractionate blood components for easier analysis using

ATR-FTIR spectroscopy.
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2.2 Controlling flow and Separation methods

The main challenges, in determining the best process for separating the blood

components, are to decide on the method of generating flow and which separa-

tion techniques to use. These two challenges are interconnected as certain flow

generation methods restrict the selection of separation technique that could be

used, and specific combinations of different separation techniques may not be

functional. Therefore, in this section we will briefly mention the methods of gen-

erating flow and review the main methods for separating blood components so

that only viable combinations of techniques for this specific application are taken

forward in the design process.

Flow generation can be separated into three categories; passive, hand powered

and active. Passive generations includes gravity, capillary action and the use of a

vacuum. The limitation of passive techniques is the lack of control: therefore only

simple flows can be generated. Flows that have been generated by hand using

syringes or balloons [Thurgood et al., 2018], micropumps [Laser and Santiago,

2004] and rotating discs Bhamla et al. [2017], tend to have inherent variation

in the flow characteristics due to variation in the user input and should not be

used when precise flow rates are required for a device to function. Active methods

such as syringe pumps and lab-on-a-disc (LOAD) require an external power source

and for portability this is usually in the form of rechargeable batteries. However,

batteries provide extra weight and are an additional point of failure in the device.

A more detailed review of the different methods and the power sources that could

be used for self-contained microfluidic systems is provided by Boyd-Moss et al.

[2016].

The second challenge is to determine the separation method, which can be

categorised into passive and active separation methods. Passive methods use the

geometry of the channel and/or structures in the channel to manipulate fluid flow
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(a) Passive Methods

(b) Active methods

Figure 2.1: Particle separation methods in Microfluidics

to sort cells based on differences in mechanical properties (Figure 2.1a). Active

devices uses an external applied force (magnetic, electrical, accoustic or optical)

in addition to the flow to cause particle migration (Figure 2.1b). These forces can

be triggered or their effect augmented by attaching ligands to the target particles.

Many of the devices that will be introduced in Section 2.4.2 use a combination of

methods to achieve the desired separation. An additional concern is the method

of mixing the sample with the reagents, if needed.

2.2.1 Passive Methods

These methods rely on the fact that there are differences in mechanical properties

between the different components of blood. The methods presented below include

sedimentation, filtration, hydrodynamic interactions, centrifugal and haemody-

namic effects.
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2.2.1.1 Sedimentation

Blood is a suspension and when left, the cells will sink, under gravity, to the

bottom resulting in a cell free region on top known as the supernatant. This

process can be used in sedimentation separation in microfluidics devices for the

collection of plasma in simple point-of-care (POC) assays [Liu et al., 2013]. In

fact particles of different sizes can be separated with this method since they have

different terminal velocities in a gravitational field, as determined by the Stokes’

drag and buoyancy forces which scale with diameter and volume respectively

[Martel and Toner, 2014]. However, this method is relatively slow compared to

other methods and a high flow rate will introduce inertial effects and prevent the

RBCs aggregating, as discussed later in this section. Therefore, in order for this

method to have a high throughput the scale of the device would have to be large

or multiplexed.

2.2.1.2 Filtration

Filtration is a simple method for separating particle using physical barriers. There

are three categories of filtration techniques: mechanical, cross flow and reverse

flow. Mechanical filtration is where the filter is perpendicular to the flow and

the common types are membranes, sheets of material with machined pores sand-

wiched between two channels; microweirs, obstacles in the flow that reduces the

height of the channel; and microposts, an array of obstacles where particles are

forced between the posts and either get trapped or pass through (Figure 2.2a).

The filter pore size determines the size of particle that can pass through. How-

ever, larger particles tend to clog the filter causing a saturation of the filter thus

reducing the efficiency [Zhang et al., 2012]. Additionally, at high flow speeds cells

risk being damaged due to high shear when squeezing through the filter. One way

of avoiding the clogging is to use cross-flow filters (Figure 2.2b), where the flow
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in the main channel is not perpendicular to the filter and the filtrate is collected

in a side channel. For this technique buffer solution is used to direct the sample

into the filter while carrying the larger particle away to prevent saturation of the

filter. This method allows for the separation of cells based on size, with sized

groups being taken for further processing. The angle of the filter to the flow di-

rection has a significant effect on efficiency, with fully cross-flow filters being able

to operate at higher flow rates due to less clogging [Catarino et al., 2019; Faustino

et al., 2018].There is a range of parameters that may need to be optimised for an

application; depth of the main channel and side channels, filter pore size and flow

rates. The final form of filtration is reverse flow filtration (Figure 2.2c), where the

flow is intermittently reversed to dislodge the larger cells that become trapped

on a membrane, thus improving the lifetime of the filter. An implementation of

this method uses ratchet pillar (Figure 2.2c), which have been designed to gently

allow small deformable cells to pass, while big cells are too stiff and get trapped.

Reversing the flow dislodges the large cells while maintaining the small cells on

the other side of the filter.

Figure 2.2: Schematics showing some types of microfluidic filters (a) mechanical
filters, (b) principles of cross-flow filters (c) reverse flow filtration using ratchet
pillars (adapted from Yu et al. [2014]).
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2.2.1.3 Hydrodynamic interaction

Hydrodynamic methods of particle separation involves the use and control of the

flow field. The standard forms of this technique, namely pinch flow fractiona-

tion (PFF), deterministic lateral displacement (DLD), inertial focusing (IF) and

hydrophoretic focusing (HF), will be covered in this section.

PFF uses the property that particles travel along streamlines in laminar flow,

the sample fluid containing particles can be focused using a buffer fluid [Sajeesh

and Sen, 2014]. In the pinch section the particle alignment to the wall is controlled

by the flow rates of the two fluids, the sample and buffer. The small particles’

centre of mass (CoM) remain close to the wall whereas the large particles are

forced into the centre of the channel. After the pinch section the streamlines are

separated and thus the particles travel to different outlets (Figure 2.3). The main

conditions that need to be adhered to is that the flow is laminar, so that particles

do not cross streamlines, and the solution has to be dilute so that the presence

of the particles does not disturb the flow. The range of particle sizes that can be

separated is determined by the relative flow rates of the inlet solutions and the

size of the pinch section. Higher relative flow rate of the buffer compared to the

particle flow results in particle flow being compressed in the pinch section leading

to smaller particles being transferred to the buffer flow. Narrower pinch section

will be more efficient, as flow rates can be slower for the same effect, but larger

particles may block the pinch section. Another point of control is the flow rate

at the outlets. For instance, asymmetric PFF has one outlet that is shorter with

lower resistance, and results in better separation of similar sized particles as par-

ticles distributed to all outlets. Other effects can be added to PFF, sedimentation

can sort by size and density. If a curved outlet is used then inertial forces can act

perpendicular to the flow and particles of similar sizes can be separated based on

density. In addition, PFF devices can be tuneable by having valves connected to
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the outputs, the resistance of which can be individually controlled, changing the

flow field and therefore the outlet location of different particles. Another method

of separating particles using the laminar flow principles of PFF is hydrodynamic

filtration. Here the particles flow in a main channel, with branches accepting

small amounts of flow, which collect the small cells that are close to the wall.

The larger cells are in the centre of the channel and after each branch they are

brought closer to the wall until they too are taken up by a branch channel. A

limitation of PFF and hydrodynamic filtration is the low throughput which is

a result of requiring low flow rates and dilute solutions. Using larger channels

would improve throughput and reduce the risk of clogging.

Figure 2.3: Schematic of simple PFF system, sample containing two different
sized particles where the grey buffer fluid that transports the large particles to a
different outlets that does not contain small particles

The next technique, DLD, also requires laminar flow conditions and can be

thought of as a series of micropost filters where the subsequent row is laterally

offset as shown in Figure 2.4 [McGrath et al., 2014]. The number of stream-

lines between two posts is equivalent to the period of the array (Na), with wider

streamlines near the microposts due to the non-slip boundary layer. When cells
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flow past the microposts, if the CoM of the particles remain in the streamline,

they flow round the post and through the array in a zig-zag mode. However,

for larger particles, the inertia causes the CoM to get laterally displaced into the

next streamline and they travel in displacement mode [Inglis et al., 2006]. The

mode of travel for particles is therefore determined by the critical diameter (DC);

particles whose CoM is positioned less than DC when flowing around a post travel

in zig-zag mode and the rest in displacement mode. Pariset et al. [2017] explains

the presence of an intermediary mode between zig-zag and displacement modes.

This mode occurs due to assymetric flow caused by the number of microposts

along the width of the channel being less than a critical value. Instead of a single

DC, particles below DC1 are always in zig-zag mode, particles above DC2 are in

displacement mode and particles that fall between the limits are in the intermedi-

ate mode. Vernekar et al. [2017] found that non-circular post shape and unequal

gap distance between the lateral and axial posts also leads to an anisotropic array,

which gives the possibility of using a single array of separating multiple particles

[Pariset et al., 2017]. Like filtration, DLD has a problem with particles clogging

the array. This changes the flow field in the array and reduces the separation

efficiency with time. Vernekar and Krüger [2015] also show, via numerical solu-

tion, the failure of DLD due to the presence of particle to particle interactions

and the alteration of the flow pattern caused by increased particle concentration.

However, improving the design of the posts can help reduce this, ie. Hyun et al.

[2017] showed that their post design maintained over 90% efficiency after 30 min-

utes whereas the standard circular pillars were reduced to 77%. Throughput of

DLD devices is also limited and Dincau et al. [2018] looked at increasing through-

put by increasing the Reynolds number (Re), but it increased inertial forces by

creating microvortices in the wake of the posts resulted in reduced effective DC.

One key thing to note is that as the Re increases, the separation efficiency is

highly dependent on the micrometer resolution [Dincau et al., 2018], meaning
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that higher Re operating DLD devices will be harder to manufacture.

Separating particles of similar sizes can be achieved by using multiple arrays

in series but to prevent clogging the largest particle cannot be greater than the

smallest gap distance. This could be avoided by designing cascade arrays with

separate outflows, which will collect the large particles and prevent them reaching

the smaller arrays. The resistance of the outflows have to be set to prevent

alteration in the flow, which may result in asymmetric flow as mentioned earlier

[McGrath et al., 2014].

Figure 2.4: Schematic showing DLD array, with the number of streamlines be-
tween the post equivalent to the period of the array (adapted from McGrath et al.
[2014]).

inertial focusing (IF) is the particle migration caused by the presence of a

velocity gradient across the particle, perpendicular to the direction of the flow.

The two dominant forces in IF are the wall induced lift force, which moves par-

ticles away from the wall and the shear gradient induced force, which drives

particles from the centre of the channel, with a weaker inertial lift force due to

the difference between the particle and fluid velocities and whether the particle

has rotation. This force becomes significant when combined with an additional

external force, such as electrical, gravitational or magnetic [Amini et al., 2014].

The balance of the three inertial lift forces determines the location of the particle
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in the channel. For instance, particles can be seen in four locations in square

micro microchannels but only in two in rectangular microchannels (Figure 2.5a).

To explain the positioning of particles, Zhou and Papautsky [2013] proposed a

two stage migration process, where first the particles reach the wall due to the

balance between shear gradient and wall induced forces and then a slower rotation

induced lift force drives the particles to the centre line. Numerical simulations

have supported this explanation by showing that the stability of the particle at

the centres of the two smaller faces are saddle points [Liu et al., 2015]. Increas-

ing the Re increases the number of stable equilibrium positions in both square

(to 8) and rectangular (to 4) with the particles closer to the walls [Chun and

Ladd, 2006](Figure 2.5b). Kim et al. [2016a] looked at IF in microchannels with

non-rectangular cross-sections; half circle and two triangles, with the semi-circle

particles focused in two locations and three for the triangles. Kim et al. [2016a]

constructed a single channel with a cross-section changing from rectangular to

triangular and finally semi-circle, showing that they can reduce the number of

focal streams to one, based on particles entering the catchment area of the focal

position of the next cross section. In all of theses situations IF is dependent on

the particle properties. The particles focus at different lengths based on the par-

ticle diameter, where by larger particles focus in a shorter focal length, Lf , than

smaller particles, as described by the by equation

Lf =
πµH2

ρUma2fL
, (2.1)

where µ and ρ is the fluid viscosity and density, H is the channel width in the

direction of migration, Um maximum channel velocity, a is the particle diameter

and fL being the lift force [Di Carlo, 2009]. Therefore, increasing the size of the

particle causes the equilibrium point to shift to the centre.

Many biological particles are not spherical, for example bacteria and RBCs,
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and undergo rotation about an axis known as Jeffrey orbits [Hur et al., 2011],

which can cause secondary flows and mixing. The position of cells within a chan-

nel is also affected by their change in shape due to shear force, and the location

and number of equilibrium points is influenced by the particle concentration via

the length fraction, which is the fraction of the diameter of the particles per chan-

nel length. Increasing fraction length increases hydrodynamic particle to particle

interaction, resulting in particles being pushed into new streamlines, which re-

duces the focusing [Kahkeshani et al., 2016]. An alternative to using straight

channels is to use curved channels, where there is inherent velocity difference

across the channel cross section resulting in fluid recirculation known as Dean’s

flow [Martel and Toner, 2013]. The two major types of curved channels used

are asymmetric sinusoidal channels and spiral channels [Martel and Toner, 2012]

(Figure 2.5c). These channels are used as an alternative to straight channels as

the length to focussing is much shorter and therefore the footprint of the channel

can be smaller [Amini et al., 2014]. The final type of channel that uses IF is the

expansion contraction channels (Figure 2.5d), where the wall induced lift force

is suddenly removed in the expanded section. Even though large particles are

further away from the wall they are affected more by the lift force than smaller

particles therefore they migrate into the regions of recirculations present in the

expanded section and remain trapped [Che et al., 2016]. IF, unlike previous

methods, can operate at relatively high flow rates, meaning high throughput but

still requires dilute solutions in order to separate particles efficiently.

HF is a relatively simple system based on the migration of particles caused by

presence of slanted obstacles on the bottom and top walls of the channel (Figure

2.6). As the fluid along one side of the wall hits the obstacle first, the cross-

sectional area decreases resulting in an increase in the resistance which generates

a transverse pressure gradient that sets up helical secondary flow; the flow is

forced upwards, focusing, downward, and deviation flows [Choi and Park, 2007].
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Figure 2.5: Aspects of IF: Schematic showing particle positions in square and
rectangular microchannels in (a) low Re condition and (b) high Re; Schematics
for two types of curved channels, (c) asymmetric sinusoidal channel (adapted
from Di Carlo et al. [2007]) and (d) an example of a spiral channel; (d) Schematic
of contraction-expansion section of channel (adapted from Che et al. [2016]).

The effect of this pressure differences is dependent on the size of the particle with

larger particles being deviated more (Figure 2.6).

2.2.1.4 Centrifugal

The next type of passive methods is centrifugal, which involve the rotation of the

fluid generating separation. The centrifugal methods based on hydrocyclones,

counterflow centrifugal elutriation (CCE) and LOAD are covered in this section.

Hydrocylcones separate particles from liquids based on centrifugal force gener-

ated by having the inlet flow tangential to a cylindrical chamber (Figure 2.7a)

[Bhardwaj et al., 2011]. There are these three forces affecting particles, the cen-

trifugal, drag and buoyancy forces, which result in particles that are denser than

the fluid migrating to the periphery then to the bottom outlet, whereas the less

dense particles will migrate to the axis of rotation and to the top outlet. This

method provides continuous separation and as the dimensions are larger than the

particle there is a lower risk of clogging. However, fabrication of these devices on
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Figure 2.6: Principles of HF in channel with slanted obstacles on the bottom wall
(dark grey) and on the top wall (light grey)(adapted from Choi and Park [2007]).

small scale is still challenging. The main limitation is the required density differ-

ence between the fluid and particles [Warkiani et al., 2015], which is problematic

for biological cells as the density of carrying fluid is usually similar to that of the

cells. Therefore, a special carrier fluid would need to be created depending on

the cells that need to be collected.

CCE uses a balance of centrifugal and counter flow forces to separate particles

based on differential sedimentation properties (Figure 2.7b). Particles enter near

the boundary and are subject to centrifugal forces. A buffer is then introduced

in the opposite direction to the centrifugal force causing drag. When the drag

force is greater than the centrifugal the particles exit the chamber with the smaller

particles exiting before larger ones [Warkiani et al., 2015]. Unlike the conventional

3D cone shaped CCE, Morijiri et al. [2013] developed a 2D planar chamber for

use in LOAD application. Rotation provides the driving force for the fluid and

the particle position is dependent on the particle size, shape and density, with

smaller and less dense particles compared to fluid density leaving through the

outlet. Increasing the fluid density reduces the centrifugal force on the particle
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and therefore larger particles will then start leaving the chamber. This method

requires particles to be dilute in order to prevent aggregation and requires storage

of the different buffers.

LOAD is a µTAS in the form of a rotating disc. The three forces impor-

tant in the LOAD application are centrifugal, Euler and Coriolis forces [Ducrée

et al., 2007]. As LOAD is a unique system, the special method of controlling

the flow will be discussed here. One of the main ways of controlling flows is the

surface treatment of the channels; hydrophilic channels attract the sample fluid

whereas hydrophobic surface restrict flow. Narrow hydrophilic channels can be

used to transport fluid back into the centre of rotation from the edge so that

more processing can occur, a process known as capillary priming, and narrow

hydrophobic contractions act as valves requiring a burst frequency to be reached

in order for the meniscus to pass through. Sacrificial valves retain liquids and

,when externally triggered, the stored liquid is released into the system. Cen-

trifugal platforms are self contained systems and the fluid control is provided by

the rotation so there is no need for external connection to a syringe pump which

means bubbles are less likely to form and interfere with the flow fields.

2.2.1.5 Haemodynamics effects

The last category of the passive methods is haemodynamics. These methods

exploit phenomena that are found in microvasculature; F̊ahræus-Lindqvist (FL)

effect, Zweifach-Fung (ZF) effect and margination. These methods operate using

undiluted blood, unlike previously mentioned passive methods, simplifying the

processing and improving cell processing rates [Warkiani et al., 2015]. RBCs

under physiological shear gradients found in the microvessels tend to migrate to

the axial centre of channel creating the cell-free layer (CFL) (Figure 2.8a), which

reduces the wall shear stress and therefore the resistance of the channel and is

known as the FL effect [Fahraeus and Lindqvist, 1931]. In microcirculation there
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Figure 2.7: Centrifugal methods: (a) Schematic showing the fluid flow directions
inside a Hydrocyclone (adapted from Bhardwaj et al. [2011]) and (b)Schematic
showing particle separation using a CCE, large particles (blue) and medium par-
ticles (red) remains inside while the lighter particles (green) are flow out of device
(adapted from Morijiri et al. [2013]).
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are lot of branching vessels and it was noticed that the cells tend to travel in the

branch with the higher flow rate, this is known as ZF effect (Figure 2.8b). These

two effects can be used to separate plasma from whole blood without the need for

dilution. Due to the way RBCs can conform to the flow due to their flexibility,

cells that are stiffer such as the infected RBCs, WBCs and CTCs, are forced to

the channel walls, a process known as margination [Hou et al., 2016], where these

cells can be skimmed off (Figure 2.8c).

Figure 2.8: Haemodynamic phenomenons; (a) Schematic explaining the FL effect,
(b) the ZF effect and (c) margination (adapted from Hou et al. [2016]).

2.2.2 Active methods

Active methods, as stated earlier, use the addition of an external force on top

of the effect of the flow. We will start by introducing affinity ligands which can

augment many of the other techniques, magnetic, electrical or acoustic sorting,
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with optical sorting being discussed last.

2.2.2.1 Affinity ligands

Biological cells have a complex cell membrane with a variety of molecules avail-

able for affinity based techniques. Three types of affinity ligands, antibodies,

aptamers and peptides, can be designed to target specific cell types allowing for

their detection and/or localisation [Zhang et al., 2018a]. Antibodies have been a

long standing option in targeting cells and come in two forms: polyclonal, which

detects multiple epitopes on the target cell, and monoclonal, which targets only

one but offers higher specificity. The tail end on the antibody can be attached

to a response enzyme, for detection, or bound to channel walls, for localisation.

Aptamers are single stranded oligoneucleotides folded into secondary or teriary

structures that uniquely bind molecules on the target cell membrane [Chang et al.,

2013]. Chen et al. [2017] has shown the effectiveness of using aptamer coated mi-

croposts in capture of CTCs. Aptamers have high affnity and specificity that are

comparable with antibodies [Chang et al., 2013; Zhang et al., 2017]. Peptides can

identify specific cell markers via phage, mRNA or ribosomes and is an option as

they are small, stable and easy to synthesise. The main limitation is that their

selectivity is low due to the reversible, weak interaction between the peptide and

its epitope. A common use of ligands in cell separation is fluorescent activated

cell sorting (FACS), where by ligands labelled with fluorophores binds to the

target cell. When the cell is illuminated by a laser, the fluorescence is detected

and activates an active sorting method such as magnetic, electric, acoustic or

optical, which will be discussed later in this section. The main limitations of

affinity based techniques is firstly the additional cost of developing the affinity

ligands, the fact that they can still bind incorrect cells and are impractical to use

for targeting multiple cell types. Also, the flow of the cells in the channel has

to be designed so that there is a high probability of the target cells coming into
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contact with the ligand; otherwise rare cells can be missed. The binding of the

labels to the cells can also affect the cell viability and function, thereby limiting

further analysis options.

2.2.2.2 Magnetic sorting

Magnetic activated cell sorting (MACS), also known as magnetopheresis, is an-

other use for affinity ligands but here the ligands are conjugated with magnetic

nanoparticles. The target cell can then be trapped using a magnetic field, while

the undesired material can be washed away. Then a clean buffer can be used

with the field turned off to collect the cells. MACS is usually used in laminar

flow devices where the magnetic force causes a lateral migration of the targeted

cells across the streamlines. MACS is cheaper than FACS due to not needing a

laser or detector but there are multiple steps in MACS that makes the protocol

longer [Yu et al., 2014]. Magnetophoresis without using affinity ligands is limited

to separating out paramagnetic cells, such as RBCs, while having no affect on

the carrier fluid and other cells. Magnets can be built into the microfluidic chip,

causing localised magnetic fields giving more control of the movement of cells of

interest due to the small distances involved. The main limitation of magnets is

the damage to the sample caused by Joule heating, the heat generated by moving

current in a material.

2.2.2.3 Electrical sorting

Electrical sorting, also known as electrophoresis, is similar to magnetopheresis

but instead of a magnetic field, a uniform electric field is set up, where particles

are attracted to the electrode depending on their charge. For separating cells,

dielectrophoresis (DEP) is commonly used where, unlike electrophoresis, there is

a non-uniform electric field leading to an induced electric dipole across the cell.

This separation of charge then results in the cells being attracted to the electrode.
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There are two main modes of DEP; positive dielectrophoresis (pDEP), where cells

possessing a higher electrical permeability than the surrounding media move to-

wards regions of strong field intensity, and negative dielectrophoresis (nDEP),

which is the reverse and is more common in biological applications. One feature

of electrical fields is their ability to be turned on and off using light, by way of pho-

toelectric elements, and allows for complex field patterns and dynamic separation

of particles [Chiou et al., 2005]. However, there are concerns that electrophore-

sis can generate hydrogen and oxygen gases and other undesired chemicals, via

electrolysis, which are harmful to mammalian cells, as well as generating elevated

temperature due to Joule heating [Yu et al., 2014].

2.2.2.4 Acoustic sorting

Acoustic force sorting, also known as acoustophoresis, can be used without the

use of ligands and physical interaction with the cells, and therefore minimises the

biochemical damage, while allowing for precise spatial control [Shields IV et al.,

2015; Warkiani et al., 2015]. There are three categories of acoustic waves used;

bulk accoustic standing waves (BASW), surface standing acoustic waves (SSAW)

and travelling waves [Shields IV et al., 2015]. Standing waves are the superposi-

tion of two waves that have equal magnitude and frequency but are travelling in

opposite directions, which produce important pressure points; nodes are where

the pressure is constant and the anti-nodes are where the pressure varies between

the maximum and minimum pressure. A more detailed explanation of standing

waves can be found in Luo et al. [2018]. BASW uses ultrasonic wavelengths that

matches the channel dimensions; the magnitude of the force is then dependent on

the volume of the cell and the direction is dependent on the acoustic contrast fac-

tor, which depends on the relative compressibility and densities of the fluid and

cells. Particles with higher densities than the fluid have a positive contrast factor

and will migrate to the node whereas particles with a negative value will migrate
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to the anti-node. Therefore, cells can be separated based on size. SSAW are

standing waves produced by mechanical disturbances in the floor of the channel

caused by interdigital transducers. A special arrangement of the transducer, such

as in slanted finger interdigital transducers, allows the acoustic field to be tunable

[Sajeesh and Sen, 2014], where the wavelengths between the pairs of fingers are

different with different radio frequency input setting the wavelengths. Travelling

waves are used to deflect particles or the flow in response to a specific trigger such

as FACS. Acoustic microstreaming is another use of acoustic force but is differ-

ent from the previous methods as it requires an oscillating liquid interface [Garg

et al., 2018]. Finally, lateral cavity acoustic transducers are trapped bubbles in

cavities that are at an angle to the main channel. Vibration of the interface

causes vortices to form and particles of different sizes have different orbits. These

transducers can be used to generate flow by way of simultaneous activation of

multiple cavities.

2.2.2.5 Optical Sorting

The final active method to be presented is optical sorting, which can be used to

manipulate single cells. In this case, light beams generate two pressure forces,

a gradient force, which attracts the cell to the most intense part of the beam

on the axis perpendicular to the direction of the beam, and the scattering force,

which moves particle to the most intense part of the beam in the direction of

the beam [Atajanov et al., 2018]. Cells are driven to the centre of the trap by

restorative forces to the region of highest intensity with the trap size defined as

the size of the area within which the cells experience the maximum restorative

force. This optical force is affected by wavelength and the particle size and can

be modelled by three approximations: ray optics, Rayleigh scattering and Mie

scattering. The ray optics approximation is used for particles much larger than

wavelength of light and used for large biological cells. For cells that are smaller
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than the wavelength of light, Rayleigh scattering is used and Mie scattering for

cells of a similar size to wavelength. Microlens arrays and diffraction optics can

be used to create multi-trap arrays. Instead of static elements, it is also possible

to create dynamic multi-trap arrays using spatial light modulators (SLM), which

are found in two categories of phase modulation, using liquid crystal spatial light

modulators (LC-SLM) and amplitude modulation using digital micromirror de-

vice (DMD). LC-SLM uses liquid crystal on silicon, metal oxide technology, where

the liquid crystal can modulate the polarisation or phase of the light. A DMD is

an array of mirrors (optomechanical elements) on a static random access mem-

ory chips so that individual mirrors can be accessed independently. In DMD the

mirrors can be in two states, on, where the light is guided to the projection lens,

and off, when it is not, this means an array of on and off traps can be dynam-

ically controlled. The advantage is that it provides high spatial resolution and

therefore high purity. The main restrictions of such a system is that it limited

to single cell manipulation, slow flow rates 120 µm s−1and processes 1-5 particle

per second. The complexity of the set up, light, light guides and the equipment

required for imaging, would also make it impossible to use in POC application

when maintenance and portability are necessary considerations.

2.2.3 Mixing

Mixing in microfluidic devices is an issue as flow regimes are usually laminar

(Re < 1) and therefore mixing only occurs via diffusion [Cai et al., 2017]. This

section will introduce the concepts of micromixing and more detailed review can

be found in the literature [Cai et al., 2017; Lee et al., 2011; Nguyen and Wu,

2004]. As for separation methods, mixers can also be categorised as passive or

active based on the addition of an external energy source in addition to the flow.

Active micromixers can be driven by pressure, electric field, sound, magnetic

field, thermal field and centrifugal. Pressure-driven refers to the sudden change
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of the pressure field, which results in a perturbation of the flow, and occurs via

pulsatile flow micropumps or braille pin actuators. The purpose of this system

is to increase the contact area between the fluids. Fluids with different flow

characteristics form hydrodynamic instabilities which result in turbulence and

therefore mixing. Electric fields can be used in electrically charged fluids to

cause electrohydrodynamic instabilities. For instance DEP, mentioned in Section

2.2.2.3, can be used to migrate particles from one fluid to another causing mixing

[Lee et al., 2011]. During sound-driven mixing, acoustic resonance of bubbles

causes disturbances in the flow; although this can increase the fluid temperature

[Lee et al., 2011]. Another way to manipulate bubbles is to change their sizes using

temperature and therefore, rapidly changing the thermal field using microheaters

can also cause perturbations in the flow. Another mixing method is to use surface

acoustic waves, as mentioned in Section 2.2.2.4, which allows continuous mixing

without disrupting the flow. Magnetic fields are best used for magnetic fluids

and for this application an external rotating field can drive magnetic stirrers such

as magnetic microbeads, resulting in secondary flow for mixing. The last active

method is centrifugal, as mentioned in Section 2.2.1.4, where the Coriolis force

can cause transverse flows and leads to mixing.

Passive (also known as static) micromixers are similar the passive separa-

tion method, and use the geometry of the channel to control the flow field, for

example using 2D or 3D structures. 2D mixers such as obstacle-based, spiral

channels, unbalanced collisions and convergence-divergence mixers will be cov-

ered. Obstacle-based mixers can be of the form of the groves or barriers used in

HF (Section 2.2.1.3), where the secondary flow induced will induce mixing. Sep-

aration and recombination (SAR) obstacles are full channel height barriers that

separate the flow and force them back together. Obstacles can also be placed

in curved channels, reducing the flow rate needed for mixing. Spiral channels

used in IF (Section 2.2.1.3) induces Dean’s flow which also induces mixing, and
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double spirals, where the curvature is reversed in the second half of the channel,

improves the mixing. Unbalance collisions occur when the flow is unequally split

and forced back together, which can be done using asymmetric channel struc-

tures and/or different flow rates. Asymmetric structures can be combined with

cavities creating convergent-divergent structures, which generate vortices in the

expansion section. These structures can then be coupled with pulsatile flow, si-

nusoidal walls and include SAR obstacles which can perturb the lamina flow.

3D structures are more complicated to fabricate, with one example being flow

lamination, the splitting and redirecting of the fluids so that the two fluids oc-

cupy alternate laminar layers in the main channel, which increases contact area

between the fluids improving diffusion. Spiral channels can also be made using

the third dimension, this allows more complex flows and better mixing. One final

method uses overbridge channels which are based on SAR principle but in the

third dimension.

In this section, we have covered methods of generating flow, passive and active

methods of separating particles, and how to mix fluids at such small scales. All

these concepts need to be considered when designing a device as certain methods

are incompatible with others.

2.3 Manufacturing

There is a wide variety of possible manufacturing techniques that are applicable

for microfluidics fabrication. This section will not present an exhaustive list but

good reviews can be found in papers [Catarino et al., 2019; Gale et al., 2018]

and books [Kipling et al., 2015]. A summary of these techniques is presented

in Table 2.1, and in this section we focus on photolithography, soft lithography

and 3D printing technologies. Photolithography combined with soft lithography

are common techniques used in research as they provide accuracy of features,
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smooth vertical walls, which are suitable for comparing with numerical models,

and fabrication of multiple devices is affordable. For these reasons these methods

are used later in Chapter 4. 3D printing technologies have been included due

to its relative novelty, the ability to rapidly iterate designs and as the market

in hardware design is competitive, there is potential for rapid innovation which

could be translated into microfluidic device design.
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Table 2.1: Summary of Microfluidic manufacturing methods showing advantages and disadvantages

Method Description Materials Advantages Disadvantages Ref

Photolithography Light is used to pat-

tern a substrate via a

photosensitive polymer

mask. The exposed

substrate surface is

etched creating the

channels.

Glass, Silicon,

SU-8

• Established technol-

ogy for manufactur-

ing at scale

• High set up cost
[Prakash

and

Yeom,

2014]

Soft lithography A polymer is cured in

a mould and bonded

to a surface glass,

plastic or epoxy to

seal channel

PDMS, Epoxy • Cheap material

• PDMS is biocompat-

ible

• High precision

• Layers can be

stacked to make 3D

structures

•Manually intensive

• Difficult to mass

produce

[Cheng

et al.,

2017]

Continued on next page
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Table 2.1 – Continued from previous page

Method Description Materials Advantages Disadvantages Ref

Print and Peel Printing masters us-

ing standard office

equipment for casting

polymers

Toner poly-

mer; polyester,

polystyrene

and epoxy

resin

• Cheap and easily

available equipment

• Can make mould

with different

shaped cross section

•Moulds are not

durable

• Resolution limited

by printer

•Manually intensive

casting step

[Dixon

et al.,

2017]

Xurography Using cutting plot-

ter and vinyl films to

make moulds, masks

and even channels

Vinyl films • Cheap material and

equipment

• Rapid fabrication

• Poor resolution

• Limited to channel

sizes greater than

500 µm

•Manually intensive

to line up layers

[Speller

et al.,

2019]

Continued on next page
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Table 2.1 – Continued from previous page

Method Description Materials Advantages Disadvantages Ref

Laser direct plot-

ting

Laser is used to cut

channel out of rigid

plastic and is lami-

nated with polymer to

seal channel

PVC for chan-

nels, PET film

with thermal

sensitive ethy-

lene vinyl ac-

etate co- poly-

mer for adhe-

sive. Can be

used for mak-

ing moulds

• Cheap material

• CNC controlled cut-

ting

• Adhesive strength

limits the pressure

(45kPa) in the chan-

nels

• Too costly to use

femtosecond laser

for 3D structured in

manufacturing

[Wang

et al.,

2012;

Zhang

et al.,

2016]

Micromilling High precision com-

puter numerical con-

trolled drill bit cuts

shape in hard plastic

Hard ther-

moplastics;

PMMA, COC

• Direct to device fab-

rication

• Produce 5 µm struc-

tures without clean

room

• High capital invest-

ment on equipment

• Tool breakage

• Difficult tool align-

ment

[Guckenberger

et al.,

2015;

Owens

and

Hart,

2018]

Continued on next page
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Table 2.1 – Continued from previous page

Method Description Materials Advantages Disadvantages Ref

Hot Embossing Using high tempera-

ture and pressure ther-

moplastic is pressed

into a mould made of

metal or epoxy

Thermoplastics;

COC, PMMA,

polycarbonate,

PET

• High production

rate

• Less stress in plas-

tic than injection

moulding

• Limited to planar

structure

[Jeon

et al.,

2011]

Fused deposition

modelling (FDM)

A motorised nozzle

deposits a heated ther-

moplastic onto a build

plate. Plastic is ap-

plied layer by layer

and cooling binds the

plastic together

ABS, PLA,

polycarbonate,

PET, poly

amide and

polystyrene

•Multi-material ob-

jects

• Cheap printers

• Simple to use, Wide

choice of commercial

thermoplastics

• Low resolution

• Rough walls

• Not possible to have

optically clear mate-

rial

• Risk of leaks due to

print quality

[Dixit

et al.,

2018]

Continued on next page
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Table 2.1 – Continued from previous page

Method Description Materials Advantages Disadvantages Ref

Multijet mod-

elling (MJM)

3D printing using

inkjet heads delivering

a UV curable polymer

Proprietary

polymer

• Good for rapid pro-

totyping

• Can use multiple

materials

• Proprietary material

• Sacrificial material

used to make com-

plex structures can

get trapped in chan-

nels

[Bhattacharjee

et al.,

2016]

Stereolithography

(SLA)

Resin in a vat is pho-

topolymerised using

a light source. Subse-

quent layers are pho-

topolymerised onto or

underneath the layer

depending on config-

uration forming 3D

structure

ABR • Rapid

• Inexpensive equip-

ment and resin

• Can get biocompati-

ble resin

• Straight to part

• Single material

• Some manual pro-

cessing steps

• Resolution less than

photolithography

[Dixit

et al.,

2018]

Continued on next page
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Table 2.1 – Continued from previous page

Method Description Materials Advantages Disadvantages Ref

Injection Mould-

ing

Liquid plastic is in-

jected into a multi

part mould and form

the finished device

Thermoplastics;

COC,

• Cheap part manu-

facturing

• High volume pro-

duction

• High set up cost

• Time needed to fab-

ricate mould there-

fore not suitable for

rapid prototyping

[Attia

et al.,

2009;

Tosello,

2018]
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2.3.1 Photolithography

Photolithography is the process of transferring a pattern onto a photosensitive

film via exposure to light. It is widely used in the microelectronics and micro-

electromechanical systems (MEMS) industry as it is scalable and therefore also

used widely in the fabrication of microfluidic devices. The process is summarised

in Figure 2.9a. It begins with the fabrication of a photomask; a design is created

using computer aided design (CAD) software and printed onto, typically, a glass

plate using an emulsion of chromium and iron oxide. A substrate such as silicon

is first cleaned to remove dust particles, metal ions and organic residues. The

cleaning process is dependent on the substrate and the type of film used [Prakash

and Yeom, 2014]. It is then covered in a photoresist polymer (PR) via spin or

spray coating and prebaked for the PR to adhere better to the substrate. The

photomask is aligned with the wafer and then ultraviolet (UV) light is transmitted

through the photomask onto the PR. There are two types of PR, positive and

negative. UV exposure on a positive PR results in the exposed area dissolving

in the development stage, whereas on a negative PR the exposed surfaces remain

intact. Positive PR are generally better for smaller features (<0.5 µm) but is

more expensive than negative PR [Prakash and Yeom, 2014]. However, positive

PR has low adherence to the substrate than negative PR, so is applied on top

of the thin film, and then the exposed thin film is etched. For negative PR, a

metal such as silver can be deposited on top of the PR. The PR is then removed

exposing the underlying substrate, which is then etched and the deposited metal

layer is removed. After the channels are etched, the PR/ thin film or metal are

removed then the substrate is bonded with glass to seal the device [Le et al.,

2017]. This method can be used to mass produce POC devices, as it can be fully

automated resulting in low cost when manufactured on a large scale but is not

suitable for prototyping due to the process having a high cost as it needs a clean
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room; the use of substrates, such as glass and silicon; and trained staff. It takes a

long time for staff to go from design to prototype which prevents its use in testing

of iterative designs. Photolithography can also be used for creating moulds for

soft lithography, which is presented in next section. The exposed PR or thin film

acts as the mould representing the channels (Figure 2.9b).

Figure 2.9: Schematic showing the photolithography process for making (a) chan-
nels and (b) moulds [Prakash and Yeom, 2014]

2.3.2 Soft lithography

Soft lithography is a popular alternative photolithography technique for microflu-

idic devices in biomedical applications. Channels are created by curing poly-
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dimethylsiloxane (PDMS) on top of a master mould, the steps are shown in

Figure 2.10. The master mould is usually made using photolithography and SU-8

a negative PR (Figure 2.9b) but other manufacturing processes shown in Table

2.1 can also be used. The mould is cleaned and two components; a base and a

curing agent are mixed and then poured over the master mould (Figure 2.10b).

The vinyl groups in base cross-link with the silicon hydride groups found in the

curing agent forming an elastomeric solid [McDonald and Whitesides, 2002]. This

process is sped up by baking the mould and, once fully cured, the PDMS can

be peeled off the mould (Figure 2.10c). The PDMS is then cut and holes for

the inlet and outlet are punched (Figure 2.10d). The PDMS can then be bound

reversibly or irreversibly with glass or itself [McDonald and Whitesides, 2002].

Reversible binding relies on Van de Waal’s forces but is weak and for devices to

withstand greater pressures irreversible bonding using oxygen plasma is required

(Figure 2.10e). Oxygen plasma activates the surface of the PDMS and the other

material allowing them to form covalent bonds (Figure 2.10f). A more advanced

form of soft lithography, 3D soft lithography, can be used to make multilayer and

3D structures [Faustino et al., 2016], with grey scale technology allowing the cre-

ation of structures of different thickness based on different grey scale values. 3D

soft lithography is often needed to make complex 3D parts that contain internal

structures such as valves and network of channels. In this method layers are nor-

mally aligned manually, and therefore devices have large spaces between feature

giving high tolerance to misalignment errors. Kipper et al. [2017] developed an

automated device to carry out sealing, which reduces the misalignment error, and

therefore allows smaller features to be used. The benefits of soft lithography is

that PDMS is cheap, biocompatible and its flexibility allows integration of other

components into the devices [McDonald and Whitesides, 2002]. Even though the

cost of the mould can be high, the repeated casting of the mould using PDMS to

produce many devices making soft lithography suitable technique for producing
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devices for repeated testing during research. Unfortunately new designs would

need new moulds which comes at a cost and are not quick to produce, thereby

limiting it as a tool for an iterative design process. The main limitation for the

manufacturing of POC devices is the lack of scalability as fabricating is still a

manually intensive process [Walsh III et al., 2017].

Figure 2.10: Steps of Soft lithography (a) SU-8 mould (b) Curing PDMS on
mould, (c) Peeling PDMS from mould, (d) Punching holes into PDMS, (e)oxygen
plasma activation of surfaces of PDMS and glass slide, (f) sealing of PDMS with
glass slide.

2.3.3 3D printing technologies

3D printers are able to go from CAD drawing straight to prototype allowing for

quick iterative designing, unlike soft lithography which uses a mould made by

photolithography. The three main types of 3D printing methods for microfluidic

channel fabrication are FDM, MJM and SLA and will be discussed below; Weis-

grab et al. [2019] and Sochol et al. [2018] provide a more thorough review of 3D

printing for microfluidic applications.

2.3.3.1 Fused deposition modelling (FDM)

In FDM (Figure 2.11), a hot thermoplastic filament is extruded through a heated

nozzle, cools onto a plate and then the next layer is printed on top. Fusion

between the layers is due to cooling and hardening of the polymer, which is not
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structurally strong and not properly sealed. The polymers used, acrylonitrile

butadiene styrene / minimum absorbance value (ABS), poly-lactic acid (PLA),

poly-carbonate, polyethelene terephthalate (PET) polyamide and polystyrene are

cheap and bio-compatible [Bhattacharjee et al., 2016] but the size of filament

extruded (0.2-0.5 mm) is larger than typical channel size [Bishop et al., 2016].

FDM can be used to make a 3D microfluidic mould with sacrificial material that

gets dissolved after bulk material is cured. For example ABS can be dissolved by

acetone after printing, although this would be a slow process in small channels as

it is limited by diffusion. Channels made this way have circular cross sections and

orthogonal junctions which make observation using a microscope difficult. FDM

made channels need to improve in terms of transparency, leaking and pressure,

for FDM to be viable for fabrication [Morgan et al., 2016].

Figure 2.11: Schematic showing FDM printing technique in two dimensions; a
filament is heated and extruded through the nozzle and cools onto the build
plate. Either the nozzle moves up or the build plate moves down to make next
layer depending on the model of 3D printer used.

2.3.3.2 Multijet modelling (MJM)

MJM prints a photopolymer via injection heads onto a tray and is rapidly cured

using UV light [Bhattacharjee et al., 2016]. When overhanging structures are

63



2.3. Manufacturing

needed a gel like sacrificial material is applied for support and then dissolved

after the build is complete. MJM can deliver multiple materials to build an object

with multiple material properties, but the main limitations are that materials are

proprietary and biocompatability has not been assessed. MJM has high resolution

and allows multiple printing material, but the fact that sacrificial material needs

to be reliably removed from the enclosed channel is a limiting factor, and which

like FDM is limited by diffusion.

Figure 2.12: Schematic showing MJM printing technique; sacrificial material
(blue) and photopolymer (green) is applied before UV lamp cures the polymers
(adapted from Bhattacharjee et al. [2016]).

2.3.3.3 Stereolithography (SLA)

SLA involves a focused light source such as a laser to cure a photocurable resin

layer by layer. There are two orientations for SLA, free surface (Figure 2.13a),

where the resin is cured at the top surface exposed to the air and the base

submerges for the next layer, and the constrained surface (Figure 2.13b), where

the metal base is suspended upside down and resin curing on the bottom surface

of the vat. After each layer is printed the resin is detached from the vat and the

metal base is raised. The free surface technique has better structural strength, as

the detaching in the constrained form can produce stress fractures, bend delicate
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features and increases the roughness between the layers [Bhattacharjee et al.,

2016]. The advantage of the constrained method is that each layer cures quicker,

since it is not exposed to oxygen, which inhibits curing. A method of improving

the speed of SLA printing is to use a DMD or digital light processing (DLP)

projector, which allows the whole layer of the resin to be exposed and cured at

once [Sochol et al., 2018]. Continuous liquid interface production (CLIP) is a

recent development that also increases print speed, removing the need to detach

the print form the bottom surface (Figure 2.13c) by having an oxygen permeable

window on the vat base. As oxygen inhibits the curing process, this creates a layer

of uncured resin between the printing surface and the base, which constantly fills

the gap when the base is raised. Microchannels can be created directly using SLA,

whereas the channel walls are cured the uncured resin is drained. The size of the

channel is dependent on the size of the laser spot-size or pixel resolution but also

the type and viscosity of the resin which has to be removed. SLA also requires

time consuming post processing to remove uncured resin and it is restricted to

one material per print since only one resin can be stored per vat.

Figure 2.13: Schematics showing (a) SLA in free surface configuration, resin
cured from above as build platform is lowered into vat; (b) SLA in constrained
configuration, resin cured from below as the build platform is raised; and (c)
CLIP printing technique,resin continuously enters curing region.
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2.4 Device design

In this section, the design requirements for ATR-FTIR spectroscopy will be pre-

sented in order to justify design decisions. A number of existing devices that

separate blood components are presented, as they are a good source of inspira-

tion for any designer, and finally the proposed design is then presented.

2.4.1 Considerations

For ATR-FTIR spectroscopic diagnostics to be possible in the field, in remote

locations and for emergency deployment, a sample preparation method has to

be on site. The proposed device would ideally need to process a single 10 ml

blood sample into serum, infected and damaged RBCs, WBCs and CTCs. The

outputs must be of a quality that can then be used for analysis. As ATR-FTIR

diagnostics is still a developing technique so there is no standard method for the

process, which has made placing hard design limits for the outputs impossible. As

mentioned in Section 2.2.2.1, affinity ligands are used for isolating components

of interest but due to its interference with the ATR-FTIR spectra cannot be

used in preparation of samples for ATR-FTIR spectroscopy. Therefore, devices

that prepare samples for techniques, such as enzyme linked immunosorbant assay

(ELISA) and Raman spectroscopy, that uses affinity ligands for preparations were

ignored. As ATR-FTIR absorbance spectra can be influenced by reagents, the

device is required to minimise the addition of infrared (IR) active material to pro-

cess the sample, as well as compensating for its effect on the IR spectra. For this

POC use, the effect of refrigeration and freezing on the sample was not considered

in the design process as there is no need to refrigerate of freeze the samples during

processing. Portability is one of the key requirements for devices used in remote

locations and for emergency deployment, with the size of a complete device would

be established after consultation with potential users. This requirement will also
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limit the amount of power required for the device, as it would limit the size of

the battery. As taking a spectra using ATR-FTIR takes minutes and analysis

not much longer, the sample processing time should also be of a similar time

scale to ensure high throughput, especially in disaster situations. Centrifugal mi-

crofluidics is a promising area for sample preparation but was rejected due to the

perceived difficulty of potentially combining into a portable ATR-FTIR diagnos-

tic unit; it is hard to control the final position of a spinning LOAD and therefore,

aligning the external ports required for transferring products to the analysis unit

would be difficult to design. The final consideration is that the individual chips

have to be disposable through existing clinical waste routes, which means a low

unit cost for the consumable chip.

2.4.2 Existing work

As has already been discussed in this Chapter, microfluidics is a large field with

many potential solutions for preparing blood samples available in the literature.

In this section we will introduce some relevant examples of devices for blood

preparation, where multiple methods, presented in section 2.2, are combined in

chips to achieve the desired outputs. There are many ways to achieve plasma sep-

aration, and Maria et al. [2015] and Tripathi et al. [2015] provide good reviews

of the existing work in this area. Filtering is the easiest to use for extracting

plasma and Ulum et al. [2016] developed a technique using a cotton thread that

extracted plasma within three minutes. In this case plasma is driven by capillary

action and the cells are trapped in the thread due to partial coagulation. This

simple method requires no reagents and can be easily deployed to remote regions.

Another low cost unpowered system was developed by Liu et al. [2013], where

they created two compartments out of poly-methylmethacrylate (PMMA) sepa-

rated by a plasma filtering membrane. Blood settles in the input compartment

and plasma filters through the vertical filter and is collected in the second com-
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partment. This simple design can process 1.8 ml of blood to produce around 270

µl of plasma within seven minutes. An equally simple system, developed by Kim

et al. [2017], is an adaptation of a standard pipette tip that aspirates whole blood

and deposits plasma while retaining the RBCs. The adaptor uses hydropheretic

microchannel to guide the RBCs to a storage chamber. The limitation of this

device is the low yield, 8.0% for 41% haematocrit. Other passive techniques such

as IF have been used for plasma separation but requires the sample to be diluted.

For instance, Rafeie et al. [2016] created 16 spiral channels in parallel that can

process 540 µl min−1. As stated earlier, this method requires the blood to be

diluted and results in dilute plasma, which would either need to be concentrated,

or the detection method used would need to be very sensitive. Kim et al. [2016]

developed a disposable chip, using a serpentine channel and an alternating mag-

netic field to trap RBCs for collecting cell free plasma, which, like IF, is only

suitable for dilute samples and therefore would produce dilute plasma. Another

device that uses magnetic fields is HERMES, which is a low-cost functional de-

vice that rapidly separates plasma from blood in less than 2 minutes and can

be used by an untrained operator [Vemulapati and Erickson, 2018]. This device

uses functionalised magnetic beads to capture RBCs which are trapped due to a

magnetic field. This method works well since the blood sample is from a finger

prick and therefore will not contain significant other cells such WBC or CTC.

This device still requires a number of user steps to produce a plasma sample for

down stream analysis for less than $2 a test.

Cancer detection can be based on isolating the cancer cell from the blood sam-

ple and ignoring the other fractions. The CTC-i chip developed by Fachin et al.

[2017] combines multiple microfluidic techniques to isolate CTCs; DLD to remove

RBC and platelets followed by inertial focusing and MACS sequentially. Inertial

focusing then align the nucleic cells and MACS removes magnetically labelled

WBC. The cells go through the IF and MACS twice to ensure higher purity of
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the captured CTC. The negative selection of CTCs allows for less interference for

downstream analysis of the cells. Zhang et al. [2018b] developed an automatic

CTC separating device using two stages of four spiral channels for IF separation.

It is label free and has high throughput but operates on diluted blood. The chips

were made by xurography in multiple parts, inlet, outlet, separation and flow

autoregulation, which resulted in the final chip being compact; 51x53 mm2 and

a thickness of 2.7 mm. One thing to note is that this method of manufacturing

has a limitation if production has to be scaled up, as identified by Zhang et al.

[2018b].

Even though there are a lot of technologies presented, very few have been com-

mercially produced [Shields IV et al., 2017]. The devices presented in Shields IV

et al. [2017], and Jackson et al. [2017] are specifically for diagnosis of cancers and

are designed to produce single outputs, CTC and WBC. An example of which

is the VTX-I system [Lemaire et al., 2018], which uses vortex technology; iner-

tial focussing with microscale vortices, which disrupts the path of the RBCs and

WBCs as well as the larger CTCs. The chips are made from PMMA and are

able to be manufactured on a large scale, with validation for research use making

it a commercially viable product. These examples show the challenge involved

in preparing samples for high purity and yield. Therefore, to ensure the same

quality for preparing multiple blood fractions from a single sample would require

a multiple stage chip and an equally complex instrument to control the fluidics.

2.4.3 Proposed device

In this section we will describe and justify a potential microfluidic device. A

schematic of the four stage concept, presenting the sample processing steps, is

shown in Figure 2.14, with the inputs and outputs of each stage designed to min-

imise dilution and contamination of the diagnostic outputs. As healthy RBCs

provide no diagnostic evidence using ATR-FTIR spectroscopy and they make up
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the majority of the blood composition, in Stage 1 of the design concept removes

them first from blood. This leaves a fluid containing the diagnostically relevant

material, the infected RBCs, WBCs, CTCs and proteins, referred to as the diag-

nostic fluid. The next step (Stage 2) would be to separate the relevant cells from

the diagnostic fluid leaving a plasma-like fluid. From this stage onwards, the cells

and plasma-like fluid would be processed separately, with the plasma-like fluid

travelling to Stage 3 to be processed into serum, which as stated earlier is com-

monly used in ATR-FTIR spectroscopy. In Stage 4 the diagnostically relevant

cells would be separated from each other and collected in individual wells. This

could be achieved with either active or passive separation methods and would

require the addition of a carrier fluid. As long as the carrier fluid does not con-

tain IR active components, the cells can easily be concentrated and dried without

affecting the quality of the analysis.

Blood

Stage 1

Stage 2

Stage 3

Stage 4

Collection Waste

Diagnostic
Fluid

Plasma-like
fluid

Cells

Serum

Separated
Cells

Healthy RBCs

Figure 2.14: Schematic of proposed device
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2.4.3.1 Stage 1

Hemodynamic (Section 2.2.1.5) and filtration (Section 2.2.1.2) methods are the

only ones that can be used on undiluted blood. However, the problem with filtra-

tion is that the diagnostically relevant cells are larger than the RBCs and therefore

would need at least a 2 different sized filters to retain the fluid component and di-

agnostically relevant cells. As infected RBCs have similar dimensions to healthy

RBCs, an extremely precise filter, based on deformability, would be needed to

separate them, which is not practical. Due to the issue of saturation, a large

area membrane filter would be needed. A cross flow filter arrangement involving

two filters would be technically challenging due to controlling multiple flows, the

diagnostically relevant cells, the RBCs and plasma. Hemodynamic methods do

not suffer from these issues; ie. the FL effect allows for the collection of the

fluid component and margination allows for the collection of the diagnostically

relevant cells [Shatova et al., 2016]. Additionally,Hou et al. [2016] has shown that

their continuous device can separate pathogens, leukocytes and cytokines from

blood for treatment of sepsis using margination. The healthy blood could then

be returned back into the patient. However, designing the channel geometry to

collect the diagnostic relevant cells, the plasma-like fluid, while minimising the

contamination caused by healthy RBC will require a lot of optimisation.

2.4.3.2 Stage 2

At this point, the concentration of cells in the diagnostic fluid will be lower

compared to whole blood. The simplest way to separate sparse cells from fluid is

to use filtration, with cross-flow filtration being the preferred method as it will

maintain good throughput by minimising saturation. The buffer required can be

used in transferring the cells to Stage 3 without diluting the plasma-like fluid, as

mixing does not occur in laminar flow.
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2.4.3.3 Stage 3

To achieve serum as an output, the plasma-like fluid will have to be coagulated.

Therefore, the aim in this stage is to neutralise the anticoagulant thus triggering

clotting in a chamber, from which the fluid can be filtered out. To enable this,

the chamber will need to be designed to allow complete mixing of the neutralising

reagent and for the clotted components to be trapped within the chamber. Mix-

ing, as stated in Section 2.2.3, is achieved by creating turbulent flow and passive

mixing techniques would be considered first since active mixers require additional

components, and control of bubbles will be more difficult in POC applications.

Using affinity ligands (see Section 2.2.2.1) to bind the clotted material to posts

was considered but the additional cost and extra consideration for fabrication

made it unappealing. As a small amount of serum is required for ATR-FTIR

spectroscopy saturation of a filter was not of concern so that, standard plasma

filters could be used.

2.4.3.4 Stage 4

The separation of the cells by type can be achieved by multiple methods both

active and passive and therefore all should be considered. The only exception

is methods that incorporate affinity ligands, as stated earlier (see section 2.4.1),

interferes with the infrared spectra. Active methods are not the first option due

to the need for the additional components; magnets, electrodes accoustic and

optical systems, which would have additional costs associated with fabrication.

These methods would be suitable if more precise separation was needed. Passive

techniques would only need an additional flow controller to set the correct flow

rate for the chosen method. IF, HF and DLD are suitable methods for separating

the different cells but IF is preferable due to operating at higher flow rate than

DLD; fabrication is simpler than HF, as it is a single level design compared to two.
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PFF would require an additional carrier fluid whereas the three previous methods

can be controlled by the single buffer introduced at Stage 2 and by controlling

channel geometry. A series of posts in a spiral channel, demonstrated by Geng

et al. [2013], could be used to continuously separate different sizes of cells. Here

larger cells could be collected at the end of the main channel, with smaller cells

passing through the posts and collected in secondary channels while keeping a

high flow rate. The transfer of these outputs to the ATR-FTIR spectroscopy

crystal would still need be looked at and this can be addressed later.

2.5 Conclusion

Due to the complexity of the presented design, the number of stages and the

number of additional buffers required, a multi-layered device is needed. This

would restrict fabrication methods to soft lithography, 3D printing technologies

such as SLA and CLIP and injection moulding. Different manufacturing methods

are suitable for different quantities of production. At this stage, due to the

lack of market penetration of clinical ATR-FTIR spectroscopy, designs should

be prepared for the possibility of being mass produced via injection moulding

but priority should be for cost effective batch production. Some techniques are

suitable for rapid prototyping but cannot be scaled up, such as soft lithography.

Even with reducing the cost of making the master mould either via reducing

the cost of photolithography by using transparencies; by using print and peel

(PAP) or 3D printing technologies to make the master moulds; soft lithography

is still manually intensive and therefore can only produce small batches of chips.

Designing for SLA and CLIP would allow more complicated single part devices,

decent batch sizes and the design can be transferred more easily for injection

moulding if there is higher demand.

The intended outputs of this device are serum, infected/damaged RBCs,
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WBCs and CTCs. The design is an initial concept and feasibility will need

to be established for each stage as well as flow parameters between the stages.

Different stages or the whole design might need to be multiplexed in order to

process the sample within an appropriate time.

There are many parameters that still need to be investigated and the next

chapter will explore creating serum in Stage 3 for use in ATR-FTIR spectroscopy.
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Chapter 3: Producing Serum for

ATR-FTIR spectroscopy

3.1 Introduction

Before developing a microfluidic device for preparing blood samples for ATR-

FTIR diagnostics, it is necessary to investigate the required characteristics of the

device outputs. Serum, as stated in Chapter 1, is the main sample type used

in ATR-FTIR diagnostics but currently there are no reported assessments of the

characteristics of serum for the robust classification of disease. In this chapter we

first investigate whether necessary specifications on the quality of serum could

be established, via an investigation of the effect of dilution and contamination of

serum:

• Dilution: A sample that is too diluted may not be effectively classified by

the diagnostic algorithm; therefore, a dilution limit needs to be set for the

microfluidic device.

• Contamination: Other components may contaminate the desired output

and need to be controlled as the diagnostic algorithms are currently designed

for traditionally processed samples. The contamination level that stops the

diagnostic algorithm detecting disease is a hard limit for the output of the

proposed device.

The standard method of checking whether acquired spectra are suitable is to

perform a quality test (QT), which checks parameters upon acquisition, in order

to indicate whether the spectra can be used for analysis. For point-of-care (POC)

application, it will also be beneficial to know if a sample is covering the internal
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3.2. Methodology: attenuated total reflectance (ATR)

reflection element (IRE) and dried uniformly, before assessing the results of the

test.

The coagulation cascade, introduced in Section 1.1.5, is responsible for the

creation of serum but anticoagulants are needed to prevent blood from clotting

in the sample tube or in the microfluidic device. In this chapter the possibility

of reversing the effect of anticoagulants in order to trigger the conversion of the

plasma-like fluid to serum as envisioned in Section 2.4.3 was investigated. The

usage of ATR-FTIR spectroscopy to monitor the coagulation of plasma to serum

equivalent fluid, as a tool for designing Stage 3, was not shown to be possible.

Looking further into the inconclusive result, by investigating fundamental differ-

ences between plasma and serum spectra, lead to the conclusion that plasma was

more suitable as an output sample for POC applications of the proposed device.

Therefore it was concluded that Stage 3 of the proposed design is not needed.

3.2 Methodology: attenuated total reflectance

(ATR)

The fundamentals of ATR-FTIR spectroscopy has already been explained in

Section 1.2.2.2 and therefore will not be repeated.

3.2.1 Instrumentation

For the following experiments, one of two FTIR spectrometers were used; either

the Cary 660 FTIR spectrometer (Agilent, U.S.A) or the Spectrum 2 (Perkin

Elmer, U.S.A). Figure 3.1 shows the Cary 660 FTIR spectrometer with the mir-

acle ATR accessory (Pike,U.S.A.) with Pro-resolutions (Agilent, U.S.A) software

used for data acquisition using the following settings: the resolution was set to

4 cm−1, in the range of 4000-1000 cm−1 and the spectra was averaged over 32
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co-added scans. The Spectrum 2 is a bench top spectrometer and it comes with

its Universal ATR accessory (Perkin Elmer, U.S.A), and is controlled via the

Spectrum 10TM software (Perkin Elmer, U.S.A). For this system all the spectra,

the resolution was set to 4 cm−1, in the range of 4000-600 cm−1 and the spectra

was averaged over 16 co-added scans. The Spectrum 2 was used with silicon in-

ternal reflection elements (SIREs)(ClinspecDx, U.K) and Quest ATR accessory

(Specac, U.K.)(Figure 3.2) for taking measurements form fresh (unfrozen) sam-

ples as it was a higher throughput method that is described in more detail in

Section 3.2.2.2.

Figure 3.1: Cary 660 FTIR spectrometer

Figure 3.2: The Spectrum 2 FTIR spectrometer with Quest accessory and SIREs
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3.2.2 Standard Methodology

3.2.2.1 Single internal reflection element (IRE)

The methodology for using the single diamond zinc selenide (DiZnSe) IRE was

the same for both spectrometers [Hands et al., 2014]. The IRE was first cleaned

with Virkon R©, wiped dry before a second clean with ethanol before being wiped

dry again. Background spectra were taken of the empty IRE. A 1 µl spot of the

sample was pippetted onto the IRE and left to dry for 8 minutes before 3 spectra

were taken. For each sample this process was repeated 3 times, which equates

to 3 biological replicates and 3 machine replicates for each sample (9 spectra in

total).

3.2.2.2 Silicon internal reflection element (SIRE)

The SIREs are composed of 4 wells with a silicon internal reflection element base,

as shown in Figure 3.2, the first well is kept empty to use as the background and

the remaining wells are spots for a single sample. 3 µl of sample is pippetted into

each well and spread to cover the crystal. Once all the samples are pippetted

onto the SIREs they are placed into a drying rack for 1 h at 30 ◦C. The increased

time compared to single IRE method is due to larger sample volume and lack of

air circulation within the rack. Once samples are dried, the samples are analysed

slide by slide. Each slide is placed on the Quest ATR accessory (Specac, U.K.),

with the empty well positioned in the beam path so that the background scan

can be taken. The slide is repositioned for the next well, then another 3 spectra

are taken. This process is repeated for the remaining wells, which results in 3

biological repeats and 3 machine replicates for each sample.
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3.2.3 Data analysis

3.2.3.1 Preprocessing of Spectra

Regardless of the instrument used the collected spectra were exported as .csv files

and imported into MATLAB (Mathworks, U.S.A). I created a code to carry out

the preprocessing and data analysis using various functions from toolbox created

by Biospec [2018]. Preprocessing consisted of taking the mean spectra for each

machine replicate then the spectra underwent rubber band baseline correction,

noise reduction, vector normalisation and the second derivative spectra were cal-

culated using the Savitzky-Golay algorithm. The carbon dioxide spectral bands,

found between 2403-2272 cm−1 and 682-655 cm−1, were then removed, which

reduces the effect of atmospheric variation in the spectra. The preprocessing

workflow is shown in Figure 3.3 with example spectra.

3.2.3.2 Multivariate analysis: principle component analysis (PCA)

and principle component discriminant functional analysis (PC-

DFA)

After preprocessing, the spectra underwent multivariate analysis: principle com-

ponent analysis (PCA) and some spectra also underwent principle component dis-

criminant functional analysis (PC-DFA) (function codes acquired from Biospec

[2018]). PCA is an unsupervised technique designed to reduce a dataset with a

large number of variables, to one with a smaller set of variables, while keeping

a large part of the spectral information. The original data set is transformed so

that all the dimensions have a mean at the origin. From the data set about the

origin, a covariance matrix is calculated. Covariance is a measure of how much

the dimensions vary about the mean with respect to each other namely,

cov(X, Y ) =

∑n
i=1(Xi − X̄)(Yi − Ȳ )

n− 1
, (3.1)
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Raw Spectra

Mean Spot

Baseline Correction

Noise Reduction

Vector Nor-
malisation

Second Derivative

CO2 removal

Figure 3.3: Standard preprocessing work flow showing how an example raw spec-
tra changes with the preprocessing method. Mean of the machine repeats is car-
ried out first followed by a rubberband baseline correction. PCA noise reduction
and vector normalisation. The second derivative calculated via the Savisky-Golay
algorithm and ending with the removal of the carbon dioxide bands.
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where n is the number of observations, X and Y are independent variables. This

is done on a pairwise basis so that

Cm×m
x = cov(Xi, Xj), (3.2)

for an m dimensioned data set, resulting in a square covariant matrix Cm×m
x .

From the covariance matrix the eigenvectors and corresponding eignevalues are

calculated. Eigenvectors are vectors whose direction remains unchanged after

undergoing a transformation, and the eigenvalues are the scalar multipliers of the

eigenvector caused by the transformation. The covariance matrix can then be

decomposed into a linear combination of independent components, where since

eigenvalues are a measure of the degree of variation, the larger the eigenvalue the

more significant the associated eigenvector is. Therefore, the eigenvectors can

be ranked by decreasing significance, starting with the most significant, which

are defined as PC1, PC2, PC3 etc.. The least significant components can then

be ignored, thereby reducing the complexity of the data. The sorted reduced

eignevector matrix, P , is then used to project the original dataset, X, into the

new coordinates system, Y , thus

Y = PX. (3.3)

In this new coordinate system, using the eignevector matrix makes the covariance

matrix of Y diagonal, so that the covariance of the new system is zero. We

may then construct a loading plot, which shows the value of each wavenumber

when projected onto a specific principal component. The scores plot is then the

sum of the components of the wavenumbers from each sample of X that are

in the direction of each principal component. Percentage explained (PE) is the

percentage of the total variation attributed to the specific principal component.

PC-DFA is a supervised cluster analysis technique and therefore requires in-
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formation of the sample groups present in the data set in addition to the principle

components. The principle components from the PCA are used to reduce the di-

mensionality of the data set and a new projection, DF1, is carried out whereby

the intra-group variation is reduced and the inter-group variation is maximised

[Gromski et al., 2015].

3.3 Determining device performance measure-

ments for serum output

3.3.1 Quality test (QT)

As mentioned before, a quality test is used by spectrometers to indicate whether

a taken spectrum contains reliable information. Failing the quality test indicates

that there is a problem with either the sample application or the spectrometer

settings. A bespoke QT code was created, specific for ATR-FTIR spectroscopy

of biological samples, using five criteria: a minimum absorbance value (ABS), two

signal to noise ratios (SNR1 and SNR2), and two water vapour ratios (WVR1

and WVR2). The minimum absorbance value was set to ten times the noise of

the spectrometer and the remaining quality test criteria were taken from Zhang

et al. [2013], which had been created for high throughput FTIR spectroscopy.

The noise level was established by recording the maximum absorbance value of

an air spectrum with an air background. The signal to noise ratio is calculated by

dividing the maximum absorbance of the signal regions, the amide 1 peak between

1600 cm−1 and 1700 cm−1 in the case of SNR1, or between 1170 cm−1 and 1260

cm−1 for SNR2 by the noise region, found between 1900 cm−1 and 2000 cm−1.

WVR1 and WVR2 are the same signal regions as for SNRs ratios but instead of

the noise region, the maximum absorbance of the water region; 1837 cm−1 - 1847

cm−1 is used. The work flow for the QT is given in Figure 3.4. Spectra that pass
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all the criteria are considered valid and are then passed onto pre-processing and

data analysis, which was carried out by the a bespoke integrated code.

Figure 3.4: Flow chart showing the function of the created QT code.
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3.3.2 Effect of buffer and red blood cells (RBCs) contam-

ination in serum

As no system can be perfect, it would be valuable to know the tolerances of ATR-

FTIR spectroscopy of serum to the effects of dilution and contamination, which

could then be incorporated into the design process.

3.3.2.1 Materials and methods

Aliquots of phosphate buffered saline (PBS) were acquired from a stock solution

made by dissolving PBS tablet (Sigma-Aldrich Co. LLC., Dorset, UK) in 200 ml

of distilled water which contained 0.01 M phosphate buffer, 0.0027 M potassium

chloride and 0.137 M sodium chloride, pH 7.4, at 25 ◦C. Human 0.2 µm ster-

ile filtered mixed pooled serum (TCS Biosciences Ltd, Buckingham, UK) was

defrosted overnight and was diluted with the PBS solution to form solutions con-

taining 0%, 25%, 50%, 75% and 100% proportion of PBS in serum. Five aliquots

of 1 ml stock were created for each solution then refrozen. Spectral collection

was carried out using a Cary 660 FTIR spectrometer (Agilent, U.S.A) shown in

Section 3.2.2.1. For each solution, 5 stock aliquots were defrosted to be tested

within the day. The only change from the method stated in Section 3.2.2.1 was

that 5 spots were used per aliquot, which resulted in 15 spectra per aliquot stock

solution and 75 spectra per concentration.

3.3.2.2 Contamination of serum with red blood cells (RBCs)

Packed red blood cells (RBCs) (West of Scotland Blood Transfusion Centre, Glas-

gow, UK), from a single donor, were added to the pooled serum to make 5 storage

tubes of 1 ml samples for each contamination proportions (by volume); 0%, 4%,

8%, 12%, 16%, 20%, 40% and 50% of RBC in serum. The samples were stored in

a fridge to prevent haemolysis. Spectra were taken using the same method as the
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dilution study but with three spots instead of five to reduce collection time. After

taking the spectra, the samples were placed into a -80◦C freezer to haemolyse the

RBCs. Spectra were taken again in the same manner as the samples with the

intact cells. The collected spectra was then processed using the integrated code

mentioned in Section 3.3.1.

3.3.2.3 Results and Discussion

The quality test criteria were set as ABS > 0.04, SNR1 > 30, SNR2 > 10, WVR1

> 20, WVR2 > 4 according to Section 3.3.1.
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Figure 3.5: Results of quality test in dilution study.

The dilution study (see Figure 3.5) shows that increasing the amount of PBS,

i.e. increasing dilution, prevents the spectrum from passing the quality test. It

must be noted that all pure serum spectra were expected to pass the quality test

but did not. This indicates that there was a problem with application of the

sample to the IRE or the samples themselves. Figure 3.6 shows the PCA scores

plot for the diluted serum samples. There is a clear separation between pure

PBS and the serum solutions in PC1 as expected (Figure 3.6a and b). PC2 and
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Figure 3.6: PCA scores plot of different proportions of buffer (0 % buffer to 100
% buffer) in pooled serum (a) PC1 vs PC2, (b) PC1 vs PC3 and (c) PC2 vs PC3.
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Figure 3.7: Results of quality test on fresh red blood cells
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Figure 3.8: PCA scores plot of different proportions of intact RBCs (0% RBCs
to 50 % RBCs) in pooled serum PC1 vs PC2.
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Figure 3.9: Results of quality test on haemolysed RBCs
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Figure 3.10: PCA scores plot of different proportions of haemolysed RBCs in
pooled serum showing PC1 vs PC2
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Figure 3.11: PCA scores plot of intact and haemolysed RBCs in pooled serum
(a) PC1 vs PC2, (b) PC1 vs PC3 and (c) PC2 vs PC3.
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to some extent PC3 can separate 75% buffer from the remaining (Figure 3.6c).

The contamination study of intact RBC (see Figure 3.7) shows the same trend

as the dilution study, i.e. reducing the proportion of serum in the sample results

in more of the spectra failing the quality test. The PCA scores plot (Figure 3.8)

indicates that PC1 indicates well the amount of contamination of the sample,

as 0% contamination has the largest PC1 value and increasing contamination

systematically reduces the PC1 value. However, there is a lot of overlap between

groups, which could be due to the variation in the amount of RBC taken from

the packed cell solution. After haemolysis (Figure 3.9) the samples separated

in a similar way to intact cells. The PCA scores plot (Figure 3.10) showed the

concentrations are found in more defined regions for haemolysed cells compared

to intact cells. This may be explained by samples drying more homogeneously as

the heterogeneity of the cell structures is lost. Figure 3.11 shows that ATR-FTIR

cannot differentiate intact RBC in serum and haemolysed RBC in serum and so

the primary separating factor is the percentage concentration of RBCs added.

From these experiments, limits can be established: more than 25% proportion

of PBS or 8% cellular contamination in serum results in failure of the quality

test. These results can be used as requirements for the serum output; however,

a limitation is that there is no justification that this quality test would improve

the performance of diagnostic algorithms in detecting disease. Samples used for

testing the quality test were not diagnostically relevant, pooled serum and healthy

RBCs from a single donor, and therefore the arbitrary quality test criteria values,

which were taken from Zhang et al. [2013], will need to be tuned subsequently,

using diagnostically relevant samples and diagnostic models.
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3.4 Development of a technique to monitor co-

agulation to form serum

Stage 3 requires the mixing of a reagent with the plasma-like fluid to neutralise

the anticoagulants to form serum. In order to validate a numerical model, which

would be used as a design tool for developing Stage 3, a method for monitoring the

real system was needed. As shown in Section 1.2.2.2, ATR-FTIR spectroscopy

has been used to provide 2D images of chemical flows in microfluidic channels

and therefore, could possibly be used in this case to monitor the conversion of

plasma to serum. This section presents an investigation into the validity of using

ATR-FTIR spectroscopy as a tool for monitoring this process.

3.4.1 Horse frozen plasma and serum

Frozen samples of horse plasma and serum were chosen for initial testing as it

is cheaper, with no risk of infection, and the traditional method of producing

plasma and serum is the same for horses and humans.

3.4.1.1 Material and methods

Pooled horse plasma and pooled horse serum (TCS Biosciences Ltd, Buckingham,

UK) were aliquoted into 3 samples each and were stored at -80 ◦C. Individual

samples were defrosted when needed. The Spectrum 2 ATR-FTIR spectrometer

(Perkin Elmer, U.S.A) was used in accordance with the method stated in Section

3.2.2.1, and pre-processing and data analysis of the spectra was carried out in

accordance with Section 3.2.3.
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Figure 3.12: PCA scores plot of horse plasma against horse serum (a)PC1 vs
PC2 (b) PC1 vs PC3 and (c) PC2 vs PC3.
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3.4.1.2 Results

Figure 3.12 shows that the spectra of horse plasma and serum were indistin-

guishable when using PCA. On visual inspection, the plasma sample contained a

formation of gel like fibers that had formed due to the freezing process [Pieters

et al., 2002]. Only the liquid component was analysed: therefore, there was a

need to see if the difference between plasma and serum was trapped in the gel.

To look into the composition of this gel, 3 samples were collected of the gel and

it was analysed according to Section 3.2.2.1.

(a) Plasma sample 1 (b) Plasma sample 2

(c) Plasma sample 3 (d) Serum sample

Figure 3.13: Mean spectra (red line) and one standard deviation (SD)(grey band)
of horse plasma gel samples (a,b,c) and reference horse serum sample (d).

From the mean sample spectra (Figure 3.13) there is a lot of variation in sam-
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Figure 3.14: PCA scores plot of the three samples of horse plasma gel and
reference horse serum.
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ple 1, indicated by the size of the SD band, compared to the other two samples.

From the PCA scores plot (Figure 3.14), the composition of the three samples is

indistinguishable from the reference horse serum. The gel could be cryoperpitate

containing clotting factors, fibrinogen and fibronectin [Droubatchevskaia et al.,

2007]. This would prevent coagulation occurring in the bulk material. It was

therefore suspected that the variation in the scores plot was attributed to the

plasma and serum originating from multiple sources, rather than the difference

between plasma and serum. Another factor that needs to be further investigated

is the effect of freezing the samples, in order to determine if using frozen samples

is suitable analogue for fresh samples.

3.4.2 Coagulation of Horse Plasma

As the differentiation of the samples was achieved in previous experiments, horse

blood was acquired with the intention of converting it to plasma and serum

and then looking at the difference. The effect of freezing of plasma was first

investigated in this section followed by reversing the effect of ethylenediamine

tetraacetic acid (EDTA) to trigger coagulation. To reduce biological variation in

the samples and attempt to isolate differences due only to freezing, the samples

were aliquoted from one source.

3.4.2.1 Material and methods

Horse blood in EDTA (TCS Biosciences Ltd, Buckingham, UK) was introduced

into 4 centrifuge tubes, each containing 12 ml. The tubes were centrifuged for 20

minutes at 2250 rpm. Once finished, the plasma was extracted and dispensed into

3 storage tubes (Eppendorphs) per centrifuge tube. Storage tubes from tubes

1 and 3 were placed in the fridge and the remaining tubes placed in the -80 ◦C

freezer overnight. Samples were then left out till they reached room temperature

after which spectra were collected according to Section 3.2.2.1. The spectra were
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Component C1 C2 C3 C4 C5 Control
Conc of EDTA testing for (mg/ml) 1.8 1.5 1.4 1.2 1 0

Conc of CaCl2 (mg/ml) 7.2 6 5.6 4.8 4 0

Table 3.1: Preparation of CaCl2 solution.

preprocessed according to Section 3.2.3.

As stated in Section 1.1.5, EDTA is a chelator that scavenges calcium ions:

therefore adding an excess of these ions should bind all the EDTA and trigger

the coagulation cascade (Figure 1.3).

The horse blood is expected to contain 1.5-1.8 mg ml−1 of EDTA, this was

assumed to remain consistent in the plasma after the blood underwent centrifuga-

tion for calculating amount of calcium ions needed. The effect of adding calcium

to the plasma 5 concentrations of EDTA with a control was considered (Table

3.1). Blood was centrifuged and 800 µl of plasma was extracted into storage tubes

for the 6 samples. To induce coagulation 200 µl of solution of CaCl2 in distilled

water, 4 times the concentration of predicted EDTA concentration, was added

to the storage tubes to achieve 1 ml sample (Table 3.1). For the control, only

distilled water was added.

3.4.2.2 Results

Figure 3.15 shows that PCA cannot be used to separate ATR-FTIR spectra

between plasma stored in the fridge or freezer. Figure 3.16(a),(c) and (e) shows

that increasing amounts of CaCl2 has no effect on the spectra as the variation

cannot be distinguished by PCA. Figure 3.16 (b), (d) and (f) shows that there is

also no difference in the spectra before and after adding the CaCl2.
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Figure 3.15: PCA scores plot of horse plasma kept in fridge vs freezer (a) PC1
vs PC2 (b) PC1 vs PC3 and (c)PC2 vs PC3.
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Figure 3.16: PCA scores plot of treating plasma with CaCl2: Showing different
concentrations (a) PC1 vs PC2 (c) PC1 vs PC3 (e) PC2 vs PC3. Before and
after treatment (b) PC1 vs PC2 (d) PC1 vs PC3 (f) PC2 vs PC3.
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3.4.2.3 Discussion

As none of the PCA scores plot in Figure 3.15 show any separation between

the samples stored in the fridge and freezer, which suggests that freezing plasma

doesn’t noticeably affect the spectra. Visually there was no coagulation present

after adding CaCl2. Figure 3.16 shows that there is no separation of the spectra of

the different concentrations of CaCl2 before and after treatment. It can therefore

be said that no reaction occurred and the varying amounts of CaCl2 cannot be

detected by ATR-FTIR spectroscopy. However, long term presence of EDTA can

damage the coagulation cascade, thereby preventing coagulation in the presence

of calcium ions [Colace et al., 2013] and so, if EDTA is used as the anticoagulant

for a POC application, the sample will needed to be processed quickly and cannot

be stored.

3.5 Testing assumption that ATR-FTIR spec-

troscopy requires serum for diagnostics

It has been shown by the previous experiments that there are many challenges

that need to be overcome in order achieve coagulation for Stage 3 of the design

and therefore, it seemed appropriate to question the assumption that ATR-FTIR

spectroscopy requires serum to diagnose disease and plasma would not be suf-

ficient. Using plasma would simplify the design and therefore looking at the

differences between plasma and serum with respect to ATR-FTIR spectroscopy

was investigated.

3.5.1 Human frozen Plasma and Serum

As mentioned in Chapter 1, Biobanks store patient samples for research, with

plasma and serum samples from the same patients, so it was decided to use frozen
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human samples with disease material to investigate whether serum is required

output for the sample preparation device.

3.5.1.1 Material and methods

Paired samples of frozen plasma and serum from 15 cancer and 15 non-cancer

donors (Brain Tumour North West Biobank, Royal Preston Hospital NHS Foun-

dation Trust) were stored at -80 ◦C and individual samples were defrosted when

needed. The Spectrum 2 (Perkin Elmer, U.S.A) was used in accordance with the

method stated in Section 3.2.2.1. Preprocessing of the spectra was carried out in

accordance with Section 3.2.3. Data analysis consisted of individual paired tests

between the classes, as shown in Table 3.2, with each combination undergoing

PC-DFA.

Table 3.2: Combination of samples for each paired test.

Test Sample 1 Sample 2
1 Cancer Serum Cancer Plasma
2 Non-Cancer Serum Non-Cancer Plasma
3 Cancer Serum Non-Cancer Serum
4 Cancer Plasma Non-Cancer Plasma

3.5.1.2 Results: principle component discriminant functional analysis

(PC-DFA) analysis on patient plasma and serum samples

Figure 3.17 shows that plasma and serum sample spectra can be separated using

PC-DFA in cancer patients but not in non-cancer patients. PC-DFA was not able

to separate spectra from cancer and non-cancer samples using either plasma or

serum.
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Figure 3.17: PC-DFA scores plot of patient samples: (a) Cancer serum vs cancer
plasma (b) Non-cancer serum vs non-cancer plasma, (c) Cancer serum vs non-
cancer serum and (d) Cancer plasma vs non-cancer plasma.

111



3.5. Testing assumption that ATR-FTIR spectroscopy requires serum for
diagnostics

3.5.1.3 Discussion

Figure 3.17 shows that serum and plasma can only be separated from cancer

patients, as there is no overlap in Figure 3.17(a) compared to Figure 3.17(b,c)

and (d). In the PC-DFA plots there are indications of separation but as the ranges

in DF1 overlap it is not clear. Due to the sudden availability of the samples, it

was not possible to match the demographics between the two groups; cancer and

non cancer samples. The mean age and male:female ratio for cancer group are

66.4 and 9:6 compared to 36.2 and 2:13 for non cancer group. This variation in

the demographics reduces the robustness of the experiment, and so the findings

cannot be used for the development of the microfluidic device. In future a matched

patient cohort could be used to improve this experiment’s robustness.

3.5.2 Volunteer Human Plasma and Serum Samples

From the previous experiment, the freezing of samples is suspected to damage

some proteins in the plasma. Fresh plasma and serum from individuals were

collected and analysed on the same day; then the samples were tested after being

frozen. This was done to investigate the difference between plasma and serum

when fresh and the effect of freezing on the samples.

3.5.2.1 Materials and Method

Four volunteers were recruited to provide blood samples on separate days. Col-

lection was arranged for 9:30am and two blood samples were acquired, one in a

serum tube and one in a plasma tube. The tubes were processed by a colleague

using the standard method. By noon the samples, 3 aliquots of 500 µl, were ready

to be pipetted onto the SIREs and analysed according to method presented in

Section 3.2.2.2. Data analysis was carried out according to the method stated

in section 3.2.3. The remaining samples were placed in -80 ◦C freezer and tested
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after 1 week.

Table 3.3: Combination of samples for each paired test.

Test Sample 1 Sample 2
1 Fresh Plasma Fresh Serum
2 Frozen Plasma Frozen Serum
3 Fresh Plasma Frozen Plasma
4 Fresh Serum Frozen Serum

3.5.2.2 Results: principle component discriminant functional analysis

(PC-DFA) analysis on volunteer plasma and serum samples

Figure 3.18 shows the PC-DFA comparison spectra from plasma and serum that

were either fresh or frozen. There was no separation between any of the combi-

nations tested.
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Figure 3.18: PC-DFA scores plot on volunteer samples: (a) Fresh plasma vs fresh
serum (b) Frozen plasma vs frozen serum (c) Fresh plasma vs frozen plasma and
(d) Fresh serum vs frozen serum.
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3.5.2.3 Discussion

SIREs were adopted for this experiment, as using the method in Section 3.2.2.1

would take a long time to collect fresh samples and this may result in the later

samples degrading with time. Using the SIREs results in the batch drying of

the samples which stabilises the proteins onto the IRE. The results in Figure

3.18 show that PC-DFA cannot separate any of the paired test categories. This

indicates that there is more variation between the volunteers than between the

categories, although this can possibly be alleviated with greater volunteer num-

bers. From the PC-DFA plots, it can be shown that freezing of plasma makes

it more variable, as shown by the greater spread in the DF1 in Figure 3.18(c).

Figure 3.18(b) shows that frozen serum is more consistent than frozen plasma.

It can be concluded that, as there is no difference detected by ATR-FTIR spec-

troscopy between fresh serum and fresh plasma and that freezing plasma causes

more variation. Therefore, in a POC application of ATR-FTIR spectroscopy,

using fresh plasma should be sufficient.

3.6 Conclusion

A QT code was successfully developed to indicate sufficiently good quality spectra

using 5 criteria; minimum absorbance, 2 signal to noise ratios and 2 signal to

water vapour ratios. The criteria values are arbitrarily set and further work has

to be carried out to combine the QT code with existing diagnostic models. This

is required to prevent the models that are currently developed being limited to

the data sets they were developed on. Quality testing allows the monitoring of

whether the samples are prepared consistently by different users and therefore,

produce valid test results.

EDTA is known to cause permanent damage to coagulation pathways. There-

fore, if serum is needed citrate should be used as the anticoagulant as it has been
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shown to be reversible in the short term [Lehmann et al., 2015]. The effect of

the anticoagulant citrate on serum spectra should also be investigated. As ATR-

FTIR spectroscopy is not able to identify individual components in a mixture,

it cannot be used as a way of monitoring coagulation in a microfluidic device.

ATR-FTIR spectroscopy also cannot differentiate between plasma and serum

in pooled samples as well as non-diseased volunteers. It has been shown that

serum is more stable for freezing than plasma. Therefore, it should be taken

to central labs for testing. For a POC device there is no evidence to suggest

that serum is needed and therefore plasma can be used for quick testing but

cannot be used after long term storage. Learning that serum is not a requirement

for ATR-FTIR spectroscopy, significantly simplifies the device as Stage 3 is not

required, thereby reducing the need to investigate further the coagulation process

to form serum at the microfluidic scale. Consequently, the next chapter, Chapter

4, will investigate how to prepare plasma from whole blood while collecting the

diagnostically important cells as stated in Stage 1 of the design (see Section

2.4.3.1).
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Chapter 4: Developing a numeri-

cal model for designing Stage 1

4.1 Introduction

Numerical modelling is a useful tool in the design process, as it is can be used

to test design changes virtually rather than needing to build prototype devices

for each change, which as shown in Chapter 2 can be costly and slow. In order

for this tool to be valid, a virtual system that sufficiently represents the actual

system, blood flowing through microfluidic channel, is needed for testing. The

complete mathematical modelling of blood flow is a multiscale problem involv-

ing the molecular scale, the mesoscale and the continuum scale [Fedosov et al.,

2014]. Molecular scale methods, such as Molecular Dynamics, can theoretically

model effects such as the F̊ahræus-Lindqvist (FL) effect but are very demand-

ing computationally [Li et al., 2018; Tang et al., 2017]. Scaling the molecular

interactions to the required length scale and number of red blood cells (RBCs)

involves unpractically large computational cost for most RBCs flow problems.

Mesoscale models simplify the microscale models by making the “particles” rep-

resent a small volume of blood instead of individual molecules. These methods,

such as dissipative particle dynamics (DPD) and smoothed particle hydrodynam-

ics (SPH), discretise the domain into clusters of particles with a cluster type for

each component [Ye et al., 2016]. Each cluster moves in accordance with the

net force it experiences from surrounding groups of particles. For DPD these

forces are determined from a set of arbitrary model parameters and for SPH they

are a result of discretising the Navier-Stokes equations. The Lattice Boltzmann

method (LBM), unlike DPD and SPH, is a hybrid mesh-particle method [Schiller

et al., 2018]. The particle motion is governed by the Lattice Boltzman equation
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over a discrete lattice mesh and the immersed boundary method is commonly

used to model the fluid-RBC interaction. The main limitation of mesoscale scale

models is they also have a high computational cost, which has restricted their use

in industry and as a design tool.

Continuum models solve the Navier-Stokes equation modified with a non-

linear viscosity term, which accounts for blood being a homogeneous non-Newtonian

fluid. The shear thinning behaviour of blood is often modelled by empirically de-

rived viscosity expressions such as a power-law relationship, the Carreau-Yassuda

viscosity and others [Campo-Deaño et al., 2015; Johnston et al., 2004]. These

models capture flow behaviour in large vessel diameters, but are not valid when

the cell and flow length scales become comparable such as in micron-scale chan-

nels, where the fluid heterogeneity becomes important.

Mixture theory (the theory of interacting continua) is an alternative contin-

uum theory and was developed to take into account the heterogeneity of the sus-

pension [Kim et al., 2016]. In these models there are two superimposed continua,

where one represents the fluid phase and the other the particle (cell) phase. For

example the continuum effective medium (CEM) model, developed by Ley and

Bruus [2016], uses mixture theory to simulate the migration of RBC in response

to external force in a microfluidic device. The model simplifies the hydrody-

namic particle interactions by making the effective suspension viscosity, particle

diffusivity and motility functions of local particle concentration. The resulting

model has a significantly lower computational cost than the mesoscale models.

These models can be implemented in a commercially available finite element anal-

ysis (FEA) software such as COMSOL Multiphysics (COMSOL inc., Burlington,

U.S.A.), which is widely used in the medical device and bioengineering industry.

The aim of the work, presented in this chapter, is to develop a phenomenolog-

ical CEM model that allows the separation of healthy RBCs from whole blood in

microfluidic channels, based on the FL effect. We use COMSOL to implement the
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model as it has a simple workflow, user interface, with built in partial differential

equation (PDE) function so coding is not required for running the simulation.

4.2 Model formulation

We will model the suspension of blood as a compressible single phase fluid based

on the CEM model developed by Ley and Bruus [2016]. The CEM model consists

of modified Navier-Stokes momentum equations, for non-newtonian fluid, and

continuity equation coupled with a PDE that determines the local concentration

of particles. This local concentration affects properties, such as the viscosity of

the fluid, resulting in local variations in viscosity. The Ley and Bruus [2016]

model used a single particle force to induce RBC migration due to an acoustic or

magnetic field. However, here we will create a migration force that is a function

of the shear gradient, in order to represent the formation of the cell-free layer

(CFL). The derivation of the model is given in the next section.

4.2.1 Governing equations

The Navier-Stokes momentum equation is given as:

ρ(φ)
∂u

∂t
+ ρ(φ)(u · ∇)u = −∇p+ µ(φ)∇2u, (4.1)

where u is the velocity vector, ρ(φ) is the density of the suspension, and is

assumed to be a function of the volume fraction, φ, so that ρ(φ) = (1−φ)ρw+ρpφ

with ρp being the particle density and ρw the background fluid density. The

volume fraction is related to the particle concentration, c by φ = 4
3
πa3c, where a

is the particle radius. In equation (4.1) t is time, ∇ =
(
d
dx
, d
dy
, d
dz

)
, p is pressure

and µ(φ) is the fluid viscosity, which is also assumed to be a function of the
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volume fraction. The continuity equation is given as

∂ρ(φ)

∂t
+∇ · (ρ(φ)u) = 0. (4.2)

As is standard in mathematical modelling, we will non-dimensionalise the gov-

erning equations to reduce the number of parameters required. Here we non-

dimensionalise the variables as

ū =
u

U
, x̄ =

x

W
, ȳ =

y

W
, t̄ =

U

W
t, ρ̄ =

ρ

ρw
, p̄ =

p

U2ρw
, µ̄ =

µ

µw,
(4.3)

where U is a velocity scalar, such as the average velocity of fluid; W is a typical

channel length scale, such as the width of the channel; ρw and µw are the density

and viscosity of the continuous fluid phase respectively. The momentum equation

in dimensionless form is then

ρ̄(φ)
∂ū

∂t̄
+ ρ̄(φ)(ū · ∇)ū = −∇p̄+

1

Rew
µ̄(φ)∇2ū, (4.4)

where ρ̄(φ) = (1− φ) + ρp
ρw
φ; and Rew is the Reynolds number for the fluid phase

(Rew = UWρw
µw

). After nondimensionalising, the continuity equation then becomes

∂ρ̄(φ)

∂t̄
= −∇ · (ρ̄(φ)ū). (4.5)

4.2.2 Derivation of the concentration equation

The local volume fraction or the particle concentration is governed by the in-

teractions between particle diffusion, advection, and migration which includes

particle-particle interaction,

∂φ

∂t
= ∇ · [Jdiff + Jadv + Jmig] . (4.6)
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The flux of each component, diffusion (Jdiff), advection (Jadv), migration (Jmig), is

dependent on the local concentration and for the migration, a phenomenological

force, Fmig, will be used. The governing equation for the concentration is taken

as
∂c

∂t
= ∇ · [D(c)∇c− cu− cν(c)Fmig] , (4.7)

where D(c) = D0D(φ) and ν(c) = ν0ν(φ) are the effective particle diffusivity

and mobility respectively [Ladd, 1990]. The hydrodynamic transport coefficients,

the particle diffusivity, D(φ), particle motility, and ν(φ), are used as correction

functions for the diffusivity constant D0 = kBTcν0, where kB is the Boltzmann

constant, Tc is the temperature, and ν0 = 1/(6πµwa) is the dilute-limit motility

constant. Ladd [1990] calculated these coefficients, as well as the viscosity needed

in the momentum equation (4.1) for high density suspensions of rigid particles,

µ̄(φ) = (2 + 2.476φ+ 7.53φ2 − 16.34φ3 + 83.7φ4),

D(φ) = (1 + 1.714φ+ 6.906φ2 − 17.05φ3 + 61.2φ4)−1,

ν(φ) = (1 + 5.55φ+ 43.4φ2 − 149.6φ3 + 562φ4)−1.

As the transport coefficients equations are in terms of φ the concentration equa-

tion can be written as

∂c

∂t
= ∇ · [D(φ)D0∇c− cu− cν0ν(φ)Fmig] . (4.8)

Non-dimensionalising the concentration equation (4.8) using c = Cc̄, where C is

the average sample concentration, results in

CU

W

∂c̄

∂t̄
=

1

W
∇ · [D0D(φ)C∇c̄− CUc̄ū− Cc̄ν0ν(φ)Fmig] . (4.9)
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As mentioned previously, the migration force, Fmig, is known to be related to the

shear rate. In this model we couple the migration force to the shear rate term,

γ̇, by,

Fmig = Cmig(γ̇)b (4.10)

where γ̇ =
√

(1
2
D : D) is the magnitude of the shear-rate tensor with rate of de-

formation tensor D = (∇u+ (∇u)T ), Cmig is the coefficient of migration and b is

a shear exponent, both of which will need to be experimentally determined. Sub-

stituting the migration force (4.10) into the concentration equation (4.9) results

in
∂c̄

∂t̄
= ∇ ·

[
1

Pe
D(φ)∇c̄− c̄ū− St c̄ ν(φ)(γ̇)b

]
, (4.11)

where the Peclet number, Pe, which is the ratio of rate advection by the flow to

diffusion, and the Stouhal number, St, which is the ratio of inertial forces due to

the unsteadiness of the flow, are given by

Pe =
WU

D0

and

St =
U b−1

W b
ν0Cmig.

4.2.3 Continuum effective medium (CEM) Model sum-

mary

A summary of the mathematical model equations to be solved is presented below.

The governing equations for momentum, continuity and concentration are

ρ̄(φ)
∂ū

∂t̄
+ ρ̄(φ)(ū · ∇)ū = −∇p̄+

1

Rew
µ̄(φ)∇2ū, (4.12)
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∂ρ̄(φ)

∂t̄
= −∇ · (ρ̄(φ)ū) (4.13)

and
∂c̄

∂t̄
= ∇ ·

[
1

Pe
D(φ)∇c̄− c̄ū− St c̄ ν(φ)(γ̇)b

]
, (4.14)

where φ is the volume fraction and c̄ local particle concentration, such that φ =

4
3
πa3Cc̄. The constitutive equations for density, ρ̄(φ), viscosity, µ̄(φ), diffusivity,

D(φ), and motility, ν(φ), are

ρ̄(φ) = (1− φ) +
ρp
ρw
φ,

µ̄(φ) = (2 + 2.476φ+ 7.53φ2 − 16.34φ3 + 83.7φ4),

D(φ) = (1 + 1.714φ+ 6.906φ2 − 17.05φ3 + 61.2φ4)−1,

ν(φ) = (1 + 5.55φ+ 43.4φ2 − 149.6φ3 + 562φ4)−1,

and the model parameters are given in the following tables: Table 4.1, Table 4.2

and the simulation outputs given in Table 4.3.
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Table 4.1: Input parameters

Parameter Definition
W Channel width
H Channel height
a Particle radius
ρp Density of particles
ρw Density of fluid phase
µw Viscosity of fluid phase
kB Boltzmann constant
Tc Temperature
Cmig Coefficient of migration
b Shear exponent
Q Volumetric flow rate

Table 4.2: Derived and dimensionless parameters

Parameter Expression Definition

D0 kBTcν0 Diffusivity constant

ν0
1

6πµwa
Dilute-limit motility constant

U
Q
WH Average fluid velocity

Re
UWρw
µw Reynolds number

Pe WU
D0

Peclet Number

St U b−1

W b ν0Cmig Strouhal Number

Table 4.3: Outputs of simulation

Output variable Definition
ū Non-dimensional velocity
p̄ Non-dimensional pressure
c̄ Non-dimensional particle concentration
φ Volume fraction
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4.2.4 Numerical methodology: using COMSOL

As stated earlier, COMSOL multiphysics is a FEA software that is used in this

chapter to implement the CEM model. The geometry was created in a simple

computer aided design (CAD) interface, then the material parameters and the

equations were inserted as coefficients of a generic set of fluid PDEs into the

software. No actual coding is required unlike in other software such as openFoam.

The boundary conditions for flow were set to be no-slip and non penetration,

so that there is no fluid velocity at the wall. The inlet was prescribed with

a parabolic flow profile and at the outlet a zero pressure condition was set to

simulate no resistance. For the concentration equation, a no flux condition was

used at the walls, the inlet condition was set to a fixed particle concentration and

a normal flux condition prescribed at the outlet. Once the system of equations

are set up, the mesh was generated and the simulation was run by using the user

interface. COMSOL can do post-processing such as producing graphs and vector

plots but it can also be interfaced with Matlab (Mathworks, Natick, U.S.A) to

allow for more bespoke data post-processing.

4.3 Comparison of the continuum effective medium

(CEM) model with the Carreau viscosity

model

To investigate how the CEM model compares to a standard model that is fre-

quently used to model blood flow, we considered a one-dimensional steady flow

problem and compared it with the classical Carreau-Yassuda viscosity model,

presented in Yasuda et al. [1981], often used to model the shear-thinning be-

haviour of blood [Johnston et al., 2004].
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Carreau viscosity model

4.3.1 Continuum effective medium (CEM) model

1D steady compressible flow

In steady one-dimensional flow we have the channel orientated so that the bound-

aries of the channel are at y = ±W
2

with the flow in the x-direction. The momen-

tum equation (4.12) simplifies to

0 = −∂p̄
∂x

+
1

Rew

d

dy

(
µ̄(φ)

dū

dy

)
, (4.15)

the continuity equation (4.13) to

0 = − d

dx
(ρ̄(φ)ū), (4.16)

and the concentration equation (4.14) to

0 =
d

dy

[
1

Pe
D(φ)

dc̄

dy
− St c̄ ν(φ)

(dū
dy

)b]
. (4.17)

Solving the momentum equation (4.15), subject to the no slip boundary condition,

gives
dū

dy
=
Rew
µ(φ)

∆P̄

W
y, (4.18)

where we have set ∂p̄
∂x

= ∆P̄
W

as the pressure gradient, so that the concentration

equation can be reduced to

0 =
d

dy

[
1

Pe
D(φ)

dc̄

dy
− Stc̄ν(φ)

(
Rew
µ(φ)

∆P̄

W
y

)b]
. (4.19)

To maintain the current directionality of the migration force, du/dy < 0 when

y > 0 and du/dy > 0 when y > 0, we need to specify

yb = sgn(y)(|y|)b. (4.20)
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The concentration equation (4.19) can therefore be simplified to

0 =
d

dy

[
dφ

dy
+ sgn(y)A (|y|)b φ

]
, (4.21)

where

A =
PeStν(φ)

D(φ)

∣∣∣∣Rewµ(φ)

∆P̄

W

∣∣∣∣b . (4.22)

4.3.2 Carreau viscosity model

To model a shear-rate dependent viscosity, we consider a Carreau-Yassuda con-

stitutive equation

µCAR =

(
1

µw

)(
µinf + (µ0 − µinf )

(
1 +

(
λ
du

dy

)a))(n−1
a )

(4.23)

where µ0 and µinf are the zero shear rate viscosity and infinite shear rate viscosity

respectively. The material constants λ and n are standard values that have been

empirically derived by fitting a power law curve to experimental data [Johnston

et al., 2004]. For the comparison with our CEM model, we set a = 2 so that

the viscosity model reduces to the Carreau model widely used to model blood

rheology [Cho and Kensey, 1991].

4.3.3 Numerical methodology

COMSOL with Matlab was used to implement the one-dimensional governing

equations for both the CEM model and the Carreau model. The CEM model pa-

rameters domain space, that were simulated are 10 logarithmically spaced values

from 1×10−20 to 1 × 10−18 for Cmig with b from 1 to 1.9 in steps of 0.1 for each

value of Cmig. To implement the one-dimensional CEM model, an algorithm was

created to numerically ascertain the pressure, ∆P , required for each combination

of Cmig and b to achieve the correct flow rate (see Appendix A). The parameter

128



4.3. Comparison of the continuum effective medium (CEM) model with the
Carreau viscosity model

Table 4.4: Parameters used for (a) CEM model and (b) Carreau model [Johnston
et al., 2004]

Parameter Value Description

Cmig 1×10−20 − 1× 10−18 Coefficient of migration

b 1-1.9 Shear exponent

Re 6.35 Reynolds number

Pe 1.43 Peclet number

(a)

Parameter Value Description

λ 3.313 Relaxation time (s)

n 0.36 Power index

µ0 0.056 Zero shear viscosity

µinf 0.0035 Infinite shear viscosity

(b)

range and values are shown in Table 4.4a. This pressure was fed back into the

model and the velocity profile was extracted. The same flow conditions were

used in the Carreau model and the velocity profile was extracted, with model

parameters shown in Table 4.4b. The overall relative error was then calculated

using

RE =

∫
|uCEM(y)− uCAR(y)| dy∫

uCAR(y)dy
, (4.24)

where uCEM and uCAR are the velocity of the fluid in the CEM model and Carreau

model respectively. The b value with the minimum relative error for each Cmig

value and the Cmig value with the minimum relative error for each b were recorded.

The velocity profile of the CEM model for these values with the velocity profile

of the Carreau model are shown in Figures 4.2a and 4.3a. The corresponding

particle distribution of the CEM model are presented in Figures 4.2b and 4.3b.
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4.3.4 Results and Discussion
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Figure 4.1: The overall relative error between CEM and Carreau model velocity
profiles.

The overall relative error, calculated using equation (4.24), between the ve-

locity profiles of the Carreau model and the CEM model is shown in Figure 4.1.

The domain can be split into three regions; high error (red) along the diagonal,

very low error (dark blue) line and low error for high Cmig and b values (green).

The minimum relative error (1× 10−3) is found when Cmig = 7.7426× 10−20 and

b = 1.1. For each value of Cmig the velocity profiles, with the minimum relative

error between the CEM and the Carreau models, as well as the Carreau velocity

profile is presented in Figure 4.2a. The corresponding particle distribution is pre-

sented in Figure 4.2b. The minimum relative error along the other axis of Figure

4.1 was also investigated. The velocity profiles for each value of b is shown in

Figure 4.3a and corresponding particle distributions is shown in Figure 4.3b.

The combination of Cmig and b in the dark blue region produces a close ap-

proximation to the Carreau model velocity profile (Figure 4.2a and 4.3a) but fails

to produce a CFL (Figure 4.2b and 4.3b). The minimum error combination in

the high Cmig and b region produced a plug flow velocity profile (Figure 4.2a and
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Figure 4.2: Comparison between the CEM and Carreau model. (a) Velocity
profile of the minimum error between CEM and Carreau model for a each Cmig

value tested while varying b. (b) Particle distribution of CEM for the cases in
part a.
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Figure 4.3: Comparison between the CEM and Carreau models. (a) Velocity
profile of the minimum error CEM and the Carreau model for each b value tested
while varying Cmig. (b) Particle distribution of CEM for the cases in part a.
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4.3a) and a CFL, the region where the volume fraction is less than 0.05 (Figure

4.2b and 4.3b).

The one-dimensional CEM model can therefore simulate the formation of a

CFL as indicated in Figure 4.2b and 4.3b. However, when the error between the

velocity profile of the CEM model and the Carreau model is minimal, the CEM

model does not produce a CFL. This is a result of continuum fluid models, such as

the Carreau model, assuming that the fluid is a single phase and homogeneous,

which is not true at small scales. Therefore, validating the CEM model with

the Carreau model may only be valid for large vessels where the CFL has an

insignificant thickness compared to the width of the channel. Matching the CEM

to the continuum fluid models does provide the particle density distribution that

is not present in just the continuum models but this has to be experimentally

validated at the appropriate scale.

4.4 Numerical investigation of the continuum

effective medium (CEM) model

There are many possible geometries that could perform cell separation for our

needs. We will look at one of these, a contraction-expansion geometry (shown

in Figure 4.4), comparing experimental and numerical simulations. This type

of configuration has found some success in RBC separation processes, based on

the enhancement of the CFL downstream of the expansion [Faivre et al., 2006;

Yaginuma et al., 2013]. In addition, it is also interesting as a simplified model

geometry where extensional effects are important, such as e.g. in stenosis or mi-

crofluidic networks composed of irregular vessel segments [Sousa et al., 2011;

Yaginuma et al., 2013]. The dimensions of the geometry we considered are shown

in Table 4.5. This study first finds the best mesh size, which is decided upon

based on the convergence of the solution and the time needed to solve. Then,
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Table 4.5: Dimensions of geometries used

Characteristics Value

Width (W ) (µm) 400
Contraction ratio (Cr) 8

Length (Lc)(µm) 500
Depth (µm) 30

a parametric study of the model parameters Pe and Cmig to gauge appropriate

values and finally changes in the experimental parameters, haematocrit (HCT)

and flow rate, were carried out to see the effect on the regions of low particle

concentration.

;

Figure 4.4: Geometry of contraction-expansion channel used for model testing.
The lines along which results are taken are indicated; blue for midline and green
for wall measurements.

4.4.1 Numerical Methodology

Initially, a parametric study was conducted to identify suitable numerical set-

tings, mesh size and Peclet number and the effect of the CEM model parameter
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Cmig, which would then be used for comparisons with experiments (Section 4.5).

A contraction-expansion geometry was simulated as a two-dimensional problem

in COMSOL v5.3a, the geometry of which is given in Figure 4.4. To prevent

numerical error due to negative concentration values the concentration equation

(4.14) was solved in terms of the artificial variable, s, where c̄ = C0e
s [Ley and

Bruus, 2016]. As with all numerical methods of this kind, the mesh size deter-

mines the accuracy of the result, and here we consider COMSOL’s physics based

meshes and one user defined mesh, details of which are shown in Table 4.6. The

Peclet number is the ratio of rate advection by the flow to diffusion of the RBCs

and the actual Peclet number for the system is ≈ 8 × 106. However, this high

value causes increased computational cost. Therefore, to find an appropriate

value for the Peclet number, for which the computational cost is acceptable while

the model results are consistent, a parametric sweep for Pe = 1× 102 to 1× 105

was conducted. Next the effect of the model parameter Cmig was explored using

a parametric sweep for Cmig = 4 × 10−8 to 4 × 10−5 with the shear exponent, b,

was set to 1 for initial model testing. The effect of changes in b could be inves-

tigated in the future. Plots, showing the concentration normalised to the inlet

concentration (c̄/C0), are presented for the different studies at steady state.

Table 4.6: Mesh properties as defined in COMSOL

Physics based mesh

Maxi-
mum

element
size

Minimum
element

size

Maxi-
mum

element
growth

rate

Curvature

Normal 0.067 0.003 1.2 0.4
Fine 0.045 0.002 1.15 0.3
Finer 0.035 0.001 1.13 0.3

Extra fine 0.028 4×10−4 1.1 0.25
Extremely fine 0.013 1.5×10−4 1.08 0.25
User defined 0.008 8×10−5 1.07 0.25

The haematocrit (HCT) and the flow rate, Q, are the physical parameters
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that can be controlled and in the model testing that follows, the haematocrit

values were set to 0.1, 0.2 and 0.4. An undiluted peripheral blood sample, which

has a haematocrit of around 0.4, would be used in the potential device, and the

lower limit of 0.1 is tested, since it is sufficiently high that mescoscale methods

mentioned in Section 4.1 would not be viable. The flow rate values of Q =

10 µl min−1, 40 µl min−1 and 100 µl min−1 were chosen to be similar to those

achievable in a real device and so that the Reynolds number is less than, around

and greater than 1 respectively. The default parameters used in these tests are

shown in Table 4.7 with the model parameters, Pe and Cmig, based on findings in

the earlier parametric study and the experimental parameters Q = 100µl min−1

and HCT=0.4 were chosen as they were the desired operating parameters for the

proposed microfluidic device.

Table 4.7: Default parameters used in the simulations.

Parameter Value
Pe 1× 104

Cmig 4× 10−6

Q 100 µl min−1

HCT 0.4

4.4.2 Results and Discussion

4.4.2.1 Effect of Mesh size

As the mesh becomes more refined the numerical noise in the control region of

the device reduces: the normal mesh (Figure 4.5a) and fine mesh (Figure 4.5b)

showing large variations in normalised concentration, which is clearly seen in the

recirculation region. Subjectively there is very little difference in the surface plots

for the extra fine (Figure 4.5d), extremely fine (Figure 4.5e) and the user defined

mesh (Figure 4.5f). Refining the mesh also decreases the global (across whole

domain) maximum normalised concentration (2.29 to 1.5) while increasing the
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global minimum (0.54 to 0.7), except for the user define mesh (0.69 and 1.51).

Figure 4.6 quantitatively shows that the global average normalised concentration

of the domain has the same trend as the global maximum and minimum with

increasing refinement. Figure 4.7 then shows, quantitatively, that the numerical

error in the normalised concentration along the midline of the channel (see Figure

4.4) reduces with increasing mesh refinement. As the mesh is refined, the peak

normalised concentration moves closer to the contraction outlet, the extra fine

and extremely fine meshes produce similar profiles whereas the rest have larger

values as well as large oscillations. The normalised concentration at the wall

(green line in Figure 4.4) shows that the positions of the global minimum and

the local minimum do not change with mesh refinement (Figure 4.8) but their

values increase with increasing mesh refinement. The computational cost for the

different mesh sizes is then shown in Table 4.8. There is over 100% increase in

time cost between extra fine and extremely fine meshes as well as from extremely

fine to the user defined mesh. Since our study shows that the extra fine mesh

computes average concentration of the domain very close to user define mesh

(0.99479 compared to 0.99499) and is lot less computational costly, therefore it

was decided that it would be used for further investigations of the model.

Table 4.8: Computation time (s) comparison between mesh sizes. For Q = 100
µl min−1, HCT = 0.4, Cmig = 4× 10−6 and Pe = 1× 104.

Mesh Computation time (s)
Normal 371

Fine 582
Finer 1125

Extra fine 2347
Extremely fine 6185
User defined 17458
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: Normalised concentration (c/C0) with streamlines (black) and velocity
vectors (white) plot for different meshes: (a) Normal, (b) Fine, (c) Finer, (d)
Extra fine, (e) Extremely fine and (f) User defined. For Q = 100 µl min−1, HCT
= 0.4, Cmig = 4× 10−6 and Pe = 1× 104.

138



4.4. Numerical investigation of the continuum effective medium (CEM) model

0 20 40 60 80 100 120 140

Inverse Max element size

0.993

0.9932

0.9934

0.9936

0.9938

0.994

0.9942

0.9944

0.9946

0.9948

0.995

N
or

m
al

is
ed

 C
on

ce
nt

ra
tio

n

Figure 4.6: Mesh convergence study: Average global normalised concentration
versus the inverse of the maximum mesh element size. For Q = 100 µl min−1,
HCT = 0.4, Cmig = 4× 10−6 and Pe = 1× 104.
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Figure 4.7: Mesh convergence study: Normalised concentration at positions along
middle of channel (blue line in Figure 4.4) at steady state. For Q = 100 µl min−1,
HCT = 0.4, Cmig = 4 × 10−6 and Pe = 1 × 104. Vertical line indicates start of
expansion
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Figure 4.8: Mesh convergence study showing normalised concentration at posi-
tions along the channel wall (green line in Figure 4.4) at steady state. Vertical
line is the point along the path where the horizontal wall starts. For Q = 100
µl min−1, HCT = 0.4, Cmig = 4× 10−6 and Pe = 1× 104

4.4.2.2 Effect of Peclet number

Figure 4.9 shows the normalised concentration for low, medium and high Peclet

numbers, Pe= 1× 103, 1× 104 and 4.6× 104 respectively. Figure 4.9a shows that

the normalised concentration being around 0.9 in the corners after the contraction

for Pe = 1× 103 whereas it is around 0.8 and 0.5 in Figure 4.9b and Figure 4.9c

corresponding to Pe = 1 × 104 and Pe = 4.6 × 104 respectively. This indicates

that the higher the Peclet number, the less diffusion occurs in steady state, as

expected. For the remaining calculations we use Peclet number of 1× 104, which

is sufficiently high to show heterogeneity of the flow.
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(a) Pe = 1× 103

(b) Pe = 1× 104

(c) Pe = 4.6× 104

Figure 4.9: Normalised concentration (c/C0) with streamlines (white lines) and
velocity vectors (white arrows) for different Peclet numbers and for Q = 100,
HCT =0.4 and Cmig = 4× 10−8.
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4.4.2.3 Effect of coefficient of migration (Cmig)

Figure 4.10 shows the effect of increasing the migration force coefficient, Cmig.

Figure 4.10a presents the lowest value of Cmig where there migration effect, move-

ment from areas of high shear, i.e away from the boundaries and recirculation

regions, is present. Here we notice that the value of the normalised concentration

at the walls on the outlet side of the contraction is around 0.8, whereas in Figure

4.10b and 4.10c the values are 0.7 and around 0.5 respectively. Increasing the

value of Cmig therefore decreases the width of the transitional region between the

wall concentration and the bulk. Determining the appropriate coefficient would

rely on experimental validation but for further testing Cmig= 4×10−6 was selected

for convenience.
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(a) Cmig = 4× 10−8

(b) Cmig = 4× 10−6

(c) Cmig = 4× 10−5

Figure 4.10: Normalised concentration (c/C0) with streamlines (white lines) and
velocity vectors (white arrows) for different Cmig values and for Q = 100, HCT
=0.4 and Pe = 1× 104.
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4.4.2.4 Changing haematocrit (HCT) and flow rate (Q)

Figure 4.11 shows the effect of changes in the value of haematocrit on the nor-

malised concentration field, with Figure 4.12a showing the normalised concentra-

tion at the wall as well as the global minimum and the global maximum. The

position of the global minimum of the normalised concentration on the vertical

wall (Figure 4.12b) moves away from the outlet with increasing HCT. The con-

centration in recirculation region also increases with increasing HCT as expected.

In considering changes to the flow rate, we note that for fluids at low flow rates

the normalised concentration is higher in the corners of the expansion (Figure

4.13a). Therefore, for low flow rates the migration force is reduced, which can be

explained by the presence of lower shear gradients. This is seen in Figure 4.14a

where the normalised concentration at the wall is higher for Q = 10 µl min−1

compared to 40 µl min−1 and 100 µl min−1. Increasing flow rates increases the

shear gradient and leads to a higher migration force (Figures 4.13b and 4.13c).

Figure 4.14b shows that the higher flow rate produces a lower concentration

minimum and is closer to the contraction outlet. This particular investigation is

key to our device development, and shows the best position for collecting plasma

is on the vertical wall, where the normalised concentration is lowest, and that the

location of which will change depending on a combination of the haematocrit of

the intended blood sample and the flow rate chosen. To collect plasma at these

locations a new channel with collection channels at these locations would need to

be designed and fabricated.
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(a) HCT = 0.1

(b) HCT = 0.2

(c) HCT = 0.4

Figure 4.11: Contour plot of normalised concentration (c/C0) with streamlines
(white lines) and velocity vectors (white) for different HCT values. Parameter
values Cmig = 4× 10−6, Q = 100 and Pe = 1× 104.
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Figure 4.12: Normalised concentration (c/C0) plot along the wall (green line in
Figure 4.4) for different HCT values. a) Full length of wall, b)on the vertical
section of the wall only. Parameter values Cmig = 4 × 10−6, Q = 100 and Pe
= 1× 104.
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(a) Q = 10µl min−1

(b) Q = 40µl min−1

(c) Q = 100µl min−1

Figure 4.13: Contour plot of normalised concentration (c/C0) with streamlines
(white lines) and velocity vectors (white) for differentQ values. Parameters values
Cmig = 4× 10−6, HCT =0.4 and Pe = 1× 104.
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Figure 4.14: Normalised concentration (c/C0) plot along the wall (green line in
Figure 4.4 for different Q values. a) full wall b) on the vertical section of the wall
only. Parameters values Cmig = 4× 10−6, HCT =0.4 and Pe = 1× 104.
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4.5 Experimental comparison

To ensure that the numerical model captures the flow behaviour, visualisations

were carried out at the microscale for comparison. Numerical simulations, using

the default parameters shown in Table 4.7 with extra fine mesh, were compared

to the flow of RBCs in microfluidic contraction-expansion channels with three

different configurations (see Figure 4.15 and Table 4.9). The effect of changing

HCT and Q were investigated for both numerical simulation and experiment.

4.5.1 Experimental Methodology

4.5.1.1 Sample preparation

In the microfluidic experiments, we use suspensions of horse RBCs in saline

to model different hematocrit sample values. Horse blood in ethylenediamine

tetraacetic acid (EDTA) (TCS Biosciences Ltd, Buckingham, UK) was pipet-

ted into centrifuge tubes. The tubes were centrifuged (Jouan BB3V, Thermo

Scientific) for 5 minutes at 3000 rpm, the supernatant (liquid component) was

discarded using a pipette and replaced with fresh saline. The samples were then

gently agitated and centrifuged again. This process was repeated until the saline

remained clear and colourless. The saline was discarded and the RBCs was pipet-

ted into 10 ml sample tube with fresh saline to make up stock suspensions with

different hematocrit (HCT=0.1, 0.2 and 0.4) to be used in the experiments.

Table 4.9: Dimensions of geometries used

Characteristics 1 2 3

Width W (µm) 400 400 400
Channel depth (ChD) (µm) 30 30 30

Contraction ratio (Cr) 8 8 4
Length (Lc) (µm) 500 90 90

149



4.5. Experimental comparison

(a)

(b)

(c)

Figure 4.15: Micrographs of the geometries used: a) channel 1 b) channel 2 and
c) channel 3 and important geometrical parameters.
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4.5.1.2 Fabricating Channels

Simple contraction-expansion geometries of constant depth were used. The chan-

nels were fabricated from polydimethylsiloxane (PDMS) using standard pho-

tolithography and soft lithography processes. These techniques are nowadays

well established, as described in Sections 2.3.1 and 2.3.2, and are ideal for our

experiments as they allow for reproducible and inexpensive fabrication of mi-

crodevices that are optically transparent and biocompatible. The mould was

manufactured externally (microLiquid, Gipuzkoa, Spain) using photolithography

and the channels were produced in house using soft lithography. Schematics for

the generic process have been presented in Chapter 2 (Figure 2.10) and the steps

that were followed are:

1. Preparing mould: Cleaning mould with isopropanol and drying with com-

pressed air. Surround the mould in tin foil to contain the polymer

2. Preparing polymer: PDMS (Sylgard 184, Dow Corning) prepolymer kit

composed of a PDMS oligomer and a curing agent were mixed at 9:1 w/w

ratio PDMS : curing agent to produce 50 g elastomer.

3. The elastomer was mixed in two steps, mixing (2000 rpm for 5 min) and

defoaming (1600 rpm for 1 min)

4. The elastomer was poured over the mould until it was suitably covered

5. The mould covered in PDMS was placed in a vacuum desiccator to remove

dissolved gas bubbles from elastomer

6. While mould was degassed, a microscope slide was spin coated with PDMS.

The slide was prepared by cleaning with isopropanol and dried with com-

pressed air. The slide was then placed in the spin-coater and small drop of

PDMS was placed in the centre of the slide. Spin-coater rotates the slide at
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6000rpm for 1min following 10 s ramp. This produces a thin film covering

of PDMS on the slide of ≈13(±3)µm

7. Once degassing and spin coating was complete, both the PDMS and spin

coated slide were placed in the oven at 80 ◦C for 25 min to cure.

8. The channels were cut out of the mould using a scalpel and cleaned with

isopropanol. The inlets and outlets to the channels were punched (Harris

Uni-core 1.00 mm puncher)

9. Sealing the channels with the glass slide was carried out using oxygen

plasma. The slide and channels were placed in the unit and the surface

was activated. The activated surfaces were placed together forming a seal.

To improve the bonding the sealed chip was placed in the oven for further

10 min.

4.5.1.3 Experimental set up

Optical microscopy was used to visualise the flow of the RBC suspensions in the

microfluidic devices. The sample flow rate for the experiments was controlled

using syringe pump (neMESYS, Cetoni, Germany) (Figure 4.16). A 250 µl glass

syringe (SGE Analytical Science (now Trajan), Australia) was used for the RBC

suspensions. Microbore tubing (Tygon, Saint Gobain, France) was used to con-

nect the syringe to the inlet and connect the outlet to waste container.

The chip was placed on an Olympus IX71 inverted microscope stage (Figure

4.16) and illuminated with white light. A ×10 objective magnification (NA=0.25)

was focused into the midplane, which gave a depth of field of 8.5µm. As this is

less than the depth of the channels (30µm), therefore a lot of the RBCs was not be

in the focal plane. Still images were captured by a monochrome charged couple

device camera (Olympus XM10, Japan) and recorded as videos using Cellsens

(Olympus, Japan) software.
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The parameters for the experiment is shown in Table 4.10. Before each run,

the channel was washed with distilled water to wash out debris from fabrication

and from previous runs. Videos were captured once the flow becomes stable and

at least 500 frames were recorded with three repeats for each condition.

Figure 4.16: Experimental set up: Showing image of syringe pump and inverted
microscope (Olympus XI71).

Table 4.10: Experimental parameters tested for all channels

HCT Flow rate (Q)(µl min−1)

0.1 0.2 0.4 100
0.4 10 40 100

4.5.1.4 Image Processing

The videos were saved as .avi files and Matlab code was created to import and

process the individual video files. The first 500 frames (Figure 4.17a) from each

video were converted from 8 bit grayscale to a numeric matrix. The numeric

matrix was needed to allow for the mean intensity frame to be calculated as 8 bit

structure saturates during addition of frames. The mean intensity is an array of

average pixel intensities over the 500 frames. In steady flow condition, this would

cause pixels where more cells that pass through to be darker compared to where
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there is just matrix fluid [Faivre et al., 2006]. Finally the matrix is converted

back to an 8 bit grayscale image for comparison with numerical results (Figure

4.17b).

(a) (b)

Figure 4.17: Image processing; (a) single frame and (b) Mean intensity of 500
frames.

4.5.2 Results: Changing haematocrit and flow rate (Q)

Increasing the haematocrit in the numerical model results in a relatively small

reduction in the size of the recirculation region for all three geometries (Figure

4.18, 4.19 and 4.20). Experimentally, in geometries 1 and 2, the region of recir-

culation downstream of the expansion, indicated by the lighter areas, disappears

(Figure 4.18b, 4.18d and 4.19b, 4.19d) and a small CFL is present in the corners

(Figure 4.18f and Figure 4.19f). Additionally, in geometry 1 the shape of RBC

distribution is different between the numerical and experimental results; the pres-

ence of recirculation in the experiment seems to focus the RBCs (Figures 4.18b

and 4.18d), which is not replicated numerically, where the centre of recirculations

are located further away from the midline (Figures 4.18a and 4.18c). For these

conditions, the experimental results shows that geometry 3 does not have flow

recirculation at HCT= 0.1, which is indicated by the lack of RBCs in the region,

but has a large CFL (Figure 4.20b), the size of which decreases with increasing
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.18: Comparison between numerical simulation and experimental results
for a range of HCT using channel 1 (Q= 100 µl min−1). (a), (c) and (e) are the
numerical results, showing the normalised concentration (c/C0), for HCT= 0.1,
0.2, 0.4 respectively. (b), (d) and (f) are the corresponding experimental results,
showing the mean intensity of 500 frames.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.19: Comparison between numerical simulation and experimental results
for a range of HCT using channel 2 (Q= 100 µl min−1). (a), (c) and (e) are the
numerical results, showing the normalised concentration (c/C0), for HCT= 0.1,
0.2, 0.4 respectively. (b), (d) and (f) are the corresponding experimental results,
showing the mean intensity of 500 frames.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.20: Comparison between numerical simulation and experimental results
for a range of HCT using channel 3 (Q= 100 µl min−1). (a), (c) and (e) are the
numerical results, showing the normalised concentration (c/C0), for HCT= 0.1,
0.2, 0.4 respectively. (b), (d) and (f) are the corresponding experimental results,
showing the mean intensity of 500 frames.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.21: Comparison between numerical simulation and experimental results
for a range of flow rate (Q) using channel 1 (HCT= 0.4). (a), (c) and (e) are
the numerical results, showing the normalised concentration (c/C0), for Q= 10
µl min−1, 40 µl min−1, 100 µl min−1 respectively. (b), (d) and (f) are the corre-
sponding experimental results, showing the mean intensity of 500 frames.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.22: Comparison between numerical simulation and experimental results
for a range of flow rate (Q) using channel 2 (HCT=0.4). (a), (c) and (e) are
the numerical results, showing the normalised concentration, for Q=10 µl min−1,
40 µl min−1, 100 µl min−1 respectively. (b), (d) and (f) are the corresponding
experimental results, showing the mean intensity of 500 frames.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.23: Comparison between numerical simulation and experimental results
for a range of flow rate (Q) using channel 3 (HCT= 0.4). (a), (c) and (e) are
the numerical results, showing the normalised concentration (c/C0), for Q= 10
µl min−1, 40 µl min−1, 100 µl min−1 respectively. (b), (d) and (f) are the corre-
sponding experimental results, showing the mean intensity of 500 frames.
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haematocrit (Figure 4.20d and 4.20f). The lack of flow recirculation is incompat-

ible with the numerical model, which can be explained by the fact the numerical

model assumes no resistance at the outlet but experimentally this was not the

case. The tubing that connects the outlet of the channel to the waste collection

container adds resistance which was significant for these haematocrit values.

Increasing the flow rate increases the CFL in all three geometries for both

the numerical model and the experiment (Figures 4.21, 4.22 and 4.23). The dif-

ferences in the pattern between the numerical model and the experiments can

also be attributed to the numerical model not capturing the back pressure caused

by the RBCs slowing down when transitioning from the chip to the outlet tub-

ing. Comparing the geometries, we can clearly see that geometry 1 produces the

largest CFL with geometry 3 producing the smallest. Comparing geometry 1

with geometry 2, which has the same contraction ratio but shorter contraction

length, the flow is able to fully develop in geometry 1 and the more inertial effects

lead to larger recirculation regions. In geometry 3, the contraction ratio is less

then that of geometry 2 but with the same contraction length, the RBCs are less

focused and the lower inertial effects lead to smaller recirculation region in the

numerical model and experimentally, this is seen as a thinner CFL.

4.5.3 Discussion

Quantitative analysis was not possible using just bright field microscopy, as the

pixel intensities recorded do not have a linear relationship with the number of

cells. This is due to light not being absorbed uniformly in the cell, scattering

of light by the cell membrane as well as the detector not being able to differen-

tiate between increasing concentrations once the light path is blocked. At the

haematocrit values used, the majority of the channel is opaque and therefore lo-

cal variation in cell concentration could not be measured. Therefore, qualitative

analysis of how the flow changed with the different geometry and conditions was
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used.

The experiments showed that using a geometry with a longer constricted

section causes a more defined CFL which is in agreement with Faivre et al. [2006].

The increase in the width of the contraction, geometry 3, resulted in a less defined

CFL which is also in agreement with the findings of Faivre et al. [2006]. The

differences between the findings of this study and Faivre et al. [2006], the effect

of increasing haematocrit, can be attributed to the higher haematocrit used in

this study. Faivre et al. [2006], using 0.001 and 0026 haematocrit, showed that

increasing haematocrit resulted in an increase in the CFL but here it has been

shown that increasing haematocrit decreases the CFL. The interactions between

the RBCs were insignificant in Faivre et al. [2006] but at 0.1 haematocrit in

our experiment it becomes significant. The flow rate was also shown to have

a more significant effect than what was found by Faivre et al. [2006], this can

be attributed to the suspending fluid. Faivre et al. [2006] used a high viscosity

buffer, whereas here the viscosity was close to that of water. This combined with

the larger mass of RBC created more inertia.

With the set up used, it was not possible to track individual cells between

frames due to the velocity of the cells and individual cells were hard to resolve.

This could be overcome by using a higher speed camera; where a higher frame

rate could be able to capture a cell before it travelled outside the field of view.

One method of tracking cells by their streamlines is to use fluorescent labels.

Labelling some of the cells would then allow tracking of individual cells and the

inference of RBCs distribution [Lima et al., 2008]. The proportion of cells that

would be required to be labelled would need to be investigated to ensure that

the fluorescence does not saturate the camera, and so that the labelled cells are

discrete entities. As the initial position of the cell would be random, the capture

time would also need to be very long to ensure that the full cross-section of

the channel would be covered. The numerical model can be evaluated with low
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heamatocrit and dextran 40, where it is easier to measure the CFL and widen

the use of the model.

4.6 Conclusion

In summary, we have successfully coupled the distribution of RBCs, via density,

with the velocity field in our CEM model and showed the formation of a CFL. We

have compared our CEM model and the classical Carreau model in one dimension,

and determined that the Carreau model may not be suitable for the conditions

in our device. Our CEM model was numerically implemented in two dimensions,

and we determined that the extra fine mesh, a physics based mesh produced by

COMSOL, was suitable. In order to reduce the computational cost we determined

that a Peclet number of 1 × 104 was sufficiently high enough to not affect the

steady state behaviour. We also investigated the effect of changing the Cmig, the

migration parameter, which behaved as expected, with a higher level of migration

leading to more pronounced CFL. We made initial comparisons of the model with

experiments but we will need to undertake more testing to produce a validated

model. The outlet conditions of the numerical model assumed no resistance,

which simulates the conditions in a potential microfluidic chip but this was not

achieved in the experiment. Therefore, more work on the CEM model is needed

to fit the experimental conditions. Once this has been achieved our CEM model

has the potential to be used as a design tool for developing microfluidic chips

that separate cells based on F̊ahræus-Lindqvist effect and cell margination.
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Chapter 5: Progress and Future

Work

5.1 Introduction

The aim of this project was to investigate the development of a portable de-

vice that can process a whole blood sample into serum, infected red blood cells

(RBCs), white blood cells (WBCs) and circulating tumour cells (CTCs) for ATR-

FTIR spectroscopy. This chapter will summarise the findings and indicate future

works and the potential of this project.

5.2 Summary of findings

As part of the design process (Chapter 2), we investigated the main components

required for creating a microfluidic device; flow generation, separation of particles

(active and passive), mixing methods of fluids and the potential manufacturing

process. We have shown the need to understand these components in order

to generate a feasible design and then presented the design process; firstly we

considered the specification needed by ATR-FTIR spectroscopy, then the existing

technology and conclude with a 4 stage design that prepares serum, infected

RBCs, WBCs and CTCs for ATR-FTIR spectroscopy.

In Chapter 3 we have shown, by spiking pooled serum with different amounts

of RBCs, the futility in quality testing serum without being coupled to a diagnos-

tic test. By comparing spectra from plasma and serum samples, we have shown

that plasma is a preferable sample type for ATR-FTIR spectroscopy than serum

in point-of-care (POC) diagnostics. This is due to the time saved by avoiding

clotting and that there is more variation in the spectra between subjects than
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between plasma and serum using ATR-FTIR spectroscopy. Therefore, the device

could produce plasma without the need to coagulate blood to form serum, which

would result in a simpler system to design.

In order to aid investigation and optimisation of microfluidic channel designs

for sample preparation, a phenomenological model has been developed based on

the continuum effective medium (CEM) created in Ley and Bruus [2016]. The

migration force was adapted to be a function of the shear gradient, governed

by two material parameters: Cmig and b. The model, created in Chapter 4,

follows the main trends of the experimental results but still needs to be suitably

validated once further device experimentation has been undertaken. Parameters,

Cmig and b, need to be determined by testing with more geometries, flow rates and

hematocrit values. Once validated, the model can then be used to design plasma

separation microfluidic modules more cost effectively by reducing the number of

geometries needing to be manufactured and tested.

5.3 Final Thoughts

Sample preparation is usually integrated with a detection method, such as im-

munoassays, in a diagnostic device. As no specifications of sample properties

are available in the literature for ATR-FTIR spectroscopy, only a generic univer-

sal blood preparation device to produce the requested outputs, serum, infected

RBCs, WBCs and CTCs, could be envisaged. The technology is too premature to

be used, as no market data, work flows or intended use statements are available

to aid the design process.

The main blood product, that is used in ATR-FTIR spectroscopy, is serum

but we have shown in Chapter 3 that for POC applications plasma is preferable.

There are many existing solutions just for plasma separation that can be used

(see section 2.4.2). The hand powered spinning disc plasma separator developed
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by Bhamla et al. [2017], is a low cost and simple enough to be used by anyone

and so is ideal for this application. Recently, Han and DeVoe [2020] developed

a syringe, used for blood drawing, that can produce diluted plasma. Such a

device would fit easily into the standard phlebotomy work flow and therefore,

would easily be adopted. Infected RBCs have been tested for malaria in the field

[Wood et al., 2014], but there is no indication for combined testing with other

diseases. The sample preparation protocol requires methanol fixation which is

incompatible with separating multiple cell types. There is limited literature on

diagnostics using WBCs and CTCs with ATR-FTIR spectroscopy: therefore no

specifications exist for these outputs. Sample preparation methods can only be

commercially successful, in a competitive market, if the product carves out a

niche application. Therefore, the device has to be optimised and integrated with

a specific detection method. The main future step for this project is therefore

to wait until the infrared clinical spectroscopy community has developed the

intended use statement for a proposed device, as well as determined performance

requirements for the outputs that could be designed for. Once this has occurred

the work in this thesis provides an extremely useful guide for device development.
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Appendix A: Matlab code used in

1D CEM model in Chapter 4

This appendix contains the code for determining pressure for the COMSOL 1D

CEM model

1 %% S c r i p t f o r COMSOL e r r o r between Carreau and CEM model

2 cd ’ I :\ Sc i ence \MS\ use r s \ s tudents \Radhakrishnan Pretheepan\

Model l ing \COMSOL model F i l e s \ I n e r t i a l f o c u s s i n g \

St ra i gh t Channels\1D model ’

3 %%

4 image fo lde r=u i g e t d i r ;

5 %% Input

6 Q2=40; %( u l /min )

7 phi 0 =0.10; %volume f r a c t i o n i n i t i a l

8

9 %% CEM Model f i n d i n g Pu i n i t a l i s a t i o n

10 C migval=log space ( 2 4 , 1 8 , 40) ;

11 nc=length ( C migval ) ;

12 bva l s = 1 : 0 . 1 : 1 . 9 ;

13 nb=length ( bva l s ) ;

14 w = ( 1 0 0 : 1 0 0 : 4 0 0 ) ∗ 1 0 ˆ 6 ;

15 nw = length (w) ;

16 d = [10 30 5 0 ] ∗ 1 0 ˆ 6 ;

17 nd=length (d) ;

18 l =(800 :100 :1000) ∗ 1 0 ˆ 6 ;

19 nl=length ( l ) ;

20 % Pressure parameters
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21 s t e p s i z e =10;

22 x mag=1;

23

24

25 %i n i t i a l i s a t i o n o f p r e s su r e s o l u t i o n

26 Pu so l=ze ro s (nd ,nw) ;

27

28 %% CEM f i n d i n g p r e s su r e

29 %This s e c t i o n f i n d s p r e s su r e input f o r the COMSOL model so

that the f low ra t e matches i s c o n s i s t e n t between the

d e s i r e d c o n d i t i o n s and the model

30

31 % pre s su r e i n i t i a l i s a t i o n

32 Pu in i t =23;

33 f o r i =1: n l

34 f o r j =1:nw

35 mess=[ ’ Width = ’ , num2str (w( j ) ) , ’ ’ , num2str ( j ) , ’ / ’ ,

num2str (nw) , ’ : l ength = ’ , num2str ( l ( i ) ) ] ;

36 di sp ( mess )

37

38 t ry

39

40 i f i==1 && j==1

41 x=Pu in i t ; %1 s t p r e s su r e i s s e t

42 e l s e i f j==1

43 x=Pu so l ( i 1 , 1 ) ; % i f f i r s t va lue o f Cmig

then use p r e s su r e s o l u t i o n o f prev ious

Cmig value
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44 e l s e

45 x=Pu so l ( i , j 1 ) ; % i f subsequent b value

use p r e s su r e s o l u t i o n o f prev ious b

value

46 end

47 di sp ( [ ’ p r e s su r e = ’ , num2str ( x ) ] )

48

49 %i f i>=2 && isnan ( Pu so l ( i 1 , j ) )

50 % disp ( [ ’ Previous Cmig value NaN move to

next Cmig ’ , num2str ( C migval ( i +1) ) ] )

51 % Pu so l ( i , j )=NaN;

52 % break

53 %end

54

55

56

57 Puvals=x x mag : x mag/ s t e p s i z e : x+x mag ;

58 nPu=length ( Puvals ) ;

59 Q2val=ze ro s (1 ,nPu) ;

60

61 f o r k=1:nPu

62 out = CEM f ind pre s su r e a spec t ra t i o (w( j ) ,

l ( i ) , d (2 ) , C migval ( round ( nc /2) ) ,

bva l s (6 ) , Puvals ( k ) , Q2 , ph i 0 ) ;

63 Tab l r ea l= out . r e s u l t . t ab l e ( ’ tb l 1 ’ ) .

getReal ;

64 Q2val ( k )=Tab l r ea l ( end , 2 ) ;

65 end
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66

67 WL=0;

68 WL fai l =0;

69 whi le max( Q2val )<Q2 | | min( Q2val )>Q2 %Q2

out s id e range o f Q2val

70 WL=WL+1;

71 i f WL>1000 %break cond i t i on to prevent

i n f i n i t e loop

72 WL fai l =1;

73 di sp ( ’ reached i t e r a t i o n l i m i t ’ )

74 break

75 end

76 di sp ( [ ’ whi l e loop = ’ , num2str (WL) ] )

77 di sp ( [ ’ maxQ2val = ’ , num2str (max( Q2val ) ) , ’

minQ2val= ’ , num2str (min ( Q2val ) ) ] )

78

79 i f max( Q2val )<Q2

80 x=x+x mag ;

81 di sp ( [ ’ Pres sure i n c r e a s ed : P= ’ ,

num2str ( x ) ] )

82 e l s e i f min ( Q2val )>Q2

83 x=x x mag ;

84 di sp ( [ ’ Pres sure reduced : P= ’ , num2str (

x ) ] )

85 e l s e

86 e r r o r ( ’ f a i l new Q2 range ’ )

87 end

88 Puvals=x x mag : x mag/ s t e p s i z e : x+x mag ;
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89 %nPu=length ( Puvals ) ;

90 Q2val=ze ro s (1 ,nPu) ;

91 f o r k=1:nPu

92 out = CEM f ind pre s su r e a spec t ra t i o (w

( j ) , l ( i ) ,d (2 ) , C migval ( round ( nc /2)

) , bva l s (6 ) , Puvals ( k ) , Q2 , ph i 0 ) ;

93 Tab l r ea l= out . r e s u l t . t ab l e ( ’ tb l 1 ’ ) .

getReal ;

94 Q2val ( k )=Tab l r ea l ( end , 2 ) ;

95 end

96 end

97 i f WL fai l==1

98 di sp ( ’ p r e s su r e not found ’ )

99 Pu so l ( i , j )=NaN;

100 break

101 e l s e

102 di sp ( [ ’ F ina l : maxQ2val =’ , num2str (max(

Q2val ) ) , ’ minQ2val=’ , num2str (min ( Q2val

) ) ] )

103 Pu so l ( i , j )= in t e rp1 ( Q2val , Puvals ,Q2) ;

104 end

105 di sp ( [ ’ Pres sure = ’ , num2str ( Pu so l ( i , j ) ) ] )

106 catch ME

107 di sp ( [ ’ Error move to next Cmig ’ , num2str (

C migval ( i +1) ) ] )

108 Pu so l ( i , j )=NaN;

109 break

110 end
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111 end

112 end

113 di sp ( ’ f i n i s h e d f i n d i n g p r e s su r e ’ )

114 % output Pu f o r CMig , b value

115

116 %% Extract ing u v e l o c i t y and p a r t i c l e d i s t r i b u t i o n from

CEM with c o r r e c t Pressure

117 %This s e c t i o n runs the model with the c o r r e c t p r e s su r e

found in prev ious s e c t i o n and e x t r a c t the

118 %v e l o c i t y and p a r t i c l e d i s t rubu t i on data .

119

120 % input Loops f o r CMig , B, and Pu f o r each comnination

121 % output : U CEM

122 f o r i =1: n l

123 mess1=[ ’ loop = ’ , num2str ( i ) , ’ o f ’ , num2str ( n l ) ] ;

124 f o r j =1:nw

125 mess=[mess1 , ’ loop = ’ , num2str ( j ) , ’ o f ’ , num2str

(nw) ] ;

126 di sp ( mess )

127 out = CEM f ind pre s su r e a spec t ra t i o (w( j ) , l ( i ) ,d

(2 ) , C migval ( round ( nc /2) ) , bva l s (6 ) , Pu so l ( i ,

j ) , Q2 , ph i 0 ) ;

128 i f i==1 && j==1

129 x temp = mpheval ( out , ’ x ’ ) ;

130 x v a l s=x temp . d1 ( end , : ) ;

131 vel CEM=ze ro s ( l ength ( x v a l s ) , nl , nw) ;

132 Conc temp = mpheval ( out , ’ phi ’ ) ;
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133 Conc CEM=ze ro s ( s i z e ( Conc temp . d1 ( end , : ) , 2 ) , nl ,

nw) ;

134 end

135 Conc temp = mpheval ( out , ’ phi ’ ) ;

136 Conc CEM ( : , i , j )=Conc temp . d1 ( end , : ) ’ ;

137 vel temp = mpheval ( out , ’u ’ ) ;

138 vel CEM ( : , i , j )=vel temp . d1 ( end , : ) ;

139 end

140 end

141 di sp ( ’ Extract ing Ve loc i ty and p a r t i c l e d i s t r i b u t i o n form

CEM f i n i s h e d ’ )

142

143

144 %% Plo t t i ng v e l o c i t y d i s t i b u t i o n

145 % Sect ion j u s t p l o t s the v e l o c i t y d i s t r i b u t i o n

146

147 %1 s t dimension v a r i a t i o n

148 f i g u r e (1 )

149 l e g =c e l l ( nl , 1 ) ;

150 f o r i =1: n l

151 %f i g u r e ( i )

152 hold on

153 p lo t ( x va l s , vel CEM ( : , i , round (nw/2) ) )

154 l e g { i}=s t r c a t ( ’ l ength : ’ , num2str ( l ( i ) ∗10ˆ6) , ’ um ’ ) ;

155 end

156 l egend ( l e g )

157 x l a b e l ( ’ p o s i t i o n from c e n t r e l i n e ’ )

158 y l a b e l ( ’ v e l o c i t y ’ )
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159 hold o f f

160 %2nd Dimension v a r i a t i o n

161

162 f i g u r e (2 )

163 l e g2 =c e l l (nw, 1 ) ;

164 f o r i =1:nw

165 %f i g u r e ( i )

166 hold on

167 p lo t ( x va l s , vel CEM ( : , round ( n l /2) , i ) )

168 l e g2 { i}=s t r c a t ( ’ width : ’ , num2str (w( i ) ∗10ˆ6) , ’ um ’ ) ;

169 end

170 l egend ( l eg2 )

171 x l a b e l ( ’ p o s i t i o n from c e n t r e l i n e ’ )

172 y l a b e l ( ’ v e l o c i t y ’ )

173 hold o f f

174

175 %% Plo t t i ng P a r t i c l e d i s t i b u t i o n

176 %This s e c t i o n j u s t p l o t s the p a r t i c l e d i s t r i b u t i o n

177

178 %1 s t dimension v a r i a t i o n

179 f i g u r e (3 )

180 l e g =c e l l ( nl , 1 ) ;

181 f o r i =1: n l

182 %f i g u r e ( i )

183 hold on

184 p lo t ( x va l s , Conc CEM ( : , i , round (nw/2) ) )

185 l e g { i}=s t r c a t ( ’ l ength : ’ , num2str ( l ( i ) ∗10ˆ6) , ’ um ’ ) ;

186 end
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187 l egend ( l e g )

188 x l a b e l ( ’ p o s i t i o n from c e n t r e l i n e ’ )

189 y l a b e l ( ’ p a r t i c l e d i s t r i b u t i o n ’ )

190 hold o f f

191 %2nd Dimension v a r i a t i o n

192

193 f i g u r e (4 )

194 l e g2 =c e l l (nw, 1 ) ;

195 f o r i =1:nw

196 %f i g u r e ( i )

197 hold on

198 p lo t ( x va l s , Conc CEM ( : , round ( n l /2) , i ) )

199 l e g2 { i}=s t r c a t ( ’ width : ’ , num2str (w( i ) ∗10ˆ6) , ’ um ’ ) ;

200 end

201 l egend ( l eg2 )

202 x l a b e l ( ’ p o s i t i o n from c e n t r e l i n e ’ )

203 y l a b e l ( ’ p a r t i c l e d i s t r i b u t i o n ’ )

204 hold o f f

205 %% save workspace

206 Wfilename=( ’ CEM workspace ’ ) ;

207 Filename= f u l l f i l e ( image fo lder , Wfilename ) ;

208 save ( Filename , ’Q2 ’ , ’ image fo lde r ’ , ’ Pu in i t ’ , ’ C migval ’ , ’

bva l s ’ , ’ comb ’ , ’ Pu so l ’ , ’ x v a l s ’ , ’ vel CAR ’ , ’ vel CEM ’ , ’

F i n a l e r r o r ’ , ’ Final RE ’ , ’ s t e p s i z e ’ , ’ x mag ’ , ’ Min error ’

, ’ min Cmig ’ , ’ min b ’ , ’ min Pu sol ’ , ’ ph i 0 ’ )
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Appendix B: Presented posters

This appendix contains the posters presented over the course of the project

• Research presentation day 2016, Faculty of Engineering, University of Strath-

clyde

• Transmed Conference 2016, Edinburgh

• Centre for doctoral training in medical devices & health technologies net-

working event. 2016, Glasgow

• Scottish Fluid Mechanics Meeting 2017, University of Strathclyde

• Spec 2018 Conference , University of Strathclyde

• BioMedEng18, Imperial College London
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3. Model 
A 2D phenomenological model to simulate inertial focussing 

from plan view using COMSOL5.2 with MATLAB 

• Two step model 

• 1st step : fluid flow model – stationary time solver 

• 2nd step: particle tracing – time-dependent solver  

4. Experimental 

Results: 

Simple model for the separation of plasma from 

whole blood using inertial focussing 
P. Radhakrishnan1, Prof N.J. Mottram2, Dr M.S.N. Oliveira3, Dr M.J. Baker4 

1- Medical Devices CDT, University of Strathclyde, pretheepan.radhakrishnan@strath.ac.uk 

2- Department of Mathematics and Statistics, University of Strathclyde 

3- Department of Mechanical and Aerospace Engineering, University of Strathclyde 

3- Department of Pure and Applied Chemistry, University of Strathclyde 

1. Introduction 
Inertial Focussing: 
• In low aspect ratio (height / width) rectangular channels, 

particles stabilise in two regions determined by the 

balance of forces between wall effects (Fw) and flow 

shear gradient (Fs). 

Aim 
• Generate a model of inertial focussing that has a reduced 

computational load compared to the existing 3D models. 

Figure 1: 

Schematic 

showing effect of 

inertial focussing 

on particles. 

Dashed lines are 

the particle 

equilibrium 

positions  

Fluid Flow 
• Stokes’ Flow 

•   

Particle flow 
• Force on Particles: 

F = Fγ + FD 

Cmig

𝑑𝑢

𝑑𝑦

𝑎

 
Stokes’ 

drag 
Figure 2: COMSOL plot showing particles (white)  

overlapped with velocity surface plot ( red higher speed) 

FD 

F𝛄 

Figure 8: An example of a raw image of 

particle taken near outlet. 

particles 

Figure 7: Channels with attached 

inlet and outlet tubes on stage 

Summary of results 
• Increasing velocity does 

not increase the effect of 

Cmig 

• Increasing Cmig 

decreases particle 

spread at outlet 

• Increasing channel 

length allows particles to 

concentrate 

Figure 6: Top left: 

clean SU8 mould. Top 

right: Mould and 

PDMS in desiccator 

Left: Finished 

channels 

Experimental set up: 

 
• Inverted Light Microscope 

(Olympus IX71) 

 

• Syringe Pump (Harvard 

Apparatus PHD 2000) 

 

• Figures 8 is example of raw 

image of particles taken. 

 

• 10µm polystyrene tracer 

particles used 

Figure 3: Particle distribution difference at 

outlet between Cmig = 4x10-12 and Cmig=0 

(a=1) for different flow rates at Length 1mm. 

Figure 5: particle distribution at outlet for 

different lengths. For Q= 150µl/m3 and  

Cmig = 4x10-12 (a=1) 

Figure 4: Particle distribution at outlet for 

different values of Cmig (a=1) at length 1mm. 

Q=150µl/m3.  

5. Future Work 
• Measure the outlet particle distribution from experiments 

• Validate model by determining the value for the Cmig and 

a coefficients.  

• Testing with blood 

Acknowledgements 
Colleague Joana Sales Fidalgo for  designing and 

manufacturing SU8 mould needed for creating the straight 

channel. 

Manufacturing of 

Channels: 
• Straight channels 

made of PDMS 

(Sylgard 184) 

 

• Bound to Microscope 

Slide 76 x 110mm 

(LOGITECH) using 

plasma system 

 

𝑢_𝑖𝑛𝑙𝑒𝑡 =  
12Q

DW3
(𝑦2 −

W

2

2

) 

Fs 
F𝛄 

FD 

Fw 
Fs F𝛄 

FD Fw 

Flow rate - Q 

D 

W 

y 

x 

Figure B.1: Poster presented at Strathclyde Engineering faculty research presen-
tation day 2016
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4. Experimental 

Simple model for the separation of plasma from 

whole blood using inertial focussing  
Pretheepan. Radhakrishnan1, Prof Nigel.Mottram2, Dr Mónica Oliveira3, Dr Matthew Baker4 

1- Medical Devices CDT, University of Strathclyde, Glasgow, pretheepan.radhakrishnan@strath.ac.uk 

2- Department of Mathematics and Statistics, University of Strathclyde 

3- Department of Mechanical and Aerospace Engineering, University of Strathclyde 

4- Department of Pure and Applied Chemistry, University of Strathclyde 

1. Introduction 
 

Blood:  
• Most easily accessible biofluid for diagnostic 

tests.  

• Disease biomarkers from all over the body 

can collect in the blood and be detected.   

• Blood is 55% Plasma of which 92% is water 

• Rest is composed of cells and cellular 

structures 
 

 

Inertial Focussing1: 
• In low aspect ratio (height / width) 

rectangular channels, particles stabilised in 

two regions. Balance of forces between wall 

effects (Fw) and flow shear gradient (Fs). 

 

3. Model 
A 2D phenomenological model to simulate inertial focussing from plan 

view using COMSOL5.2 with MATLAB 

• Two Step model 

• 1st step : Fluid Flow Model – Stationary time solver 

• 2nd step: Particle Tracing – Timed dependent solver  

5. Still To Do 
• Measure the outlet particle distribution from experiments 

• Validate model by determining the value for the Cmig coefficient 

• Testing with blood 

Acknowledgements 
Pretheepan Radhakrishnan would like to acknowledge the EPSRC for funding 

via the Medical Devices CDT, University of Strathclyde. 

Colleague Joana Sales Fidalgo for  designing and manufacturing SU8 mould 

needed for creating the straight channel. 

Manufacturing of Channels: 

References 
1)Di Carlo D. Inertial microfluidics. Lab Chip. 2009;9(21):3038–46. 

2)Martel J, Toner M. Modelling Inertial Focusing in Straight and Curved 

Microfluidic Channels. COMSOL News. 2013;42–3.  

Results: 

 

 

2. Motivation 
 

• Point of care devices in remote regions need 

to be able to prepare samples on site. 

 

• Microfluidics provide simple process using 

small sample volumes 

 

• The proposed model provides a tool with 

reduced computational load for designing 

microfluidic channels using inertial focussing 

compared to 3D models2. 

Model Parameters 

Fluid Flow 
• Stokes Flow 

• Boundary conditions: 

 

 

 

 

 
Where 𝑢_𝑖𝑛𝑙𝑒𝑡 is the inlet velocity 

profile, Q is flow rate, D is channel 

depth, W is the channel width, y is 

the y position and P is pressure. 

Normal outlet flow: P= 0Pa 

𝑢_𝑖𝑛𝑙𝑒𝑡 =  
12Q

DW3
(𝑦2 −

W

2

2

) 

Particle flow 
• Force on Particles: 

 F = Fγ + FD 

Cmig

𝑑𝑢

𝑑𝑦
 Stokes 

drag 

Summary of results 
• Increasing velocity does 

not increase the effect of 

Cmig 

• Increasing Cmig 

decreases particle 

spread at outlet 

• Increasing channel 

length allows particle to 

concentrate 

Figure 1: 

Schematic 

showing effect of 

inertial focussing 

on particles. 

Dashed lines are 

the particle 

equilibrium 

positions  

Figure 2: COMSOL plot showing particles (white)  

overlapped with velocity surface plot ( red higher 

speed) 

Figure 4: Particle distribution at outlet for 

different values of Cmig at length 1mm. 

Q=150ul/m3.  

Figure 3: Particle distribution difference at 

outlet between Cmig = 4x10-12 and Cmig=0  for 

different flow rates at Length 1mm.  

Figure 6: Top left: 

clean SU8 mould. 

Top right: Mould 

and PDMS in 

desiccator Left: 

Finished 

channels 

Parameter Value 

Width 400µm 

Depth 50µm 

Viscosity 3E-3Pa.s 

Fluid Density 1025kg.m-3 

Particle Density 1125kg.m-3 

Particle Diameter 10µm 

Number of Particles 9 

Table 1: Shows the parameter values 

used in the model 

Figure 5: particle distribution at outlet for 

different lengths. For Q= 150ul/m3 and  

Cmig = 4x10-12 

• Externally made SU8 mould 

• PDMS (Sylgard 184) mixed 

with curing agent (ratio 1:9) 

and poured into mould 

• Placed in desiccator to 

remove bubbles 

• Cured in Oven 80⁰C for 20 

mins 

• Bound to Microscope Slide 76 

x 110mm (LOGITECH) using 

plasma system 

Experimental set up: 

Figure 9: Image showing 

particle flow near outlet. 

• Figures 9 is example of raw 

image of particles taken. 

 

• Particles used 10um 

spheromeres 

 

particles 

Figure 7: Channels with 

attached inlet and outlet 

tubes on stage 

Syringe Pump 

Lamp • Inverted Light 

Microscope 

(Olympus IX71) 

 

• Syringe Pump 

(Harvard 

Apparatus PHD 

2000) 

Stage 

CCD 

Figure 8: Experimental set 

up 

Fs 
F𝛄 

FD 

Fw 
Fs F𝛄 

FD Fw 

Flow 

FD 

F𝛄 

Figure B.2: Poster presented at Transmed conference 2016
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Aim  
Develop a microfluidic platform that can separate a 

single blood sample into components that can be 

analysed by ATR-FTIR 

 
 

 

 

A limitation of the current protocol for point of care 

diagnostics is the preparation of the blood sample. 

 

 

 

 

 

Blood Partitioning for Spectral Disease 
Detection using Microfluidic Devices 

P. Radhakrishnan1, Dr M.J. Baker2, Prof N.J. Mottram3, Dr M.S.N. Oliveira4  

1- Medical Devices CDT, University of Strathclyde, pretheepan.radhakrishnan@strath.ac.uk 
2- Department of Pure and Applied Chemistry, University of Strathclyde 
3- Department of Mathematics and Statistics, University of Strathclyde 

4- Department of Mechanical and Aerospace Engineering, University of Strathclyde 

 
 

 

 

 

 

 

 

Microfluidics 

Inertial focussing is a 

possible method of 

separating plasma form 

blood. Two models were 

created to simplify inertial 

focussing to two dimensions. 

A discrete particle model 

(right) and a single phase 

model(below).  

 

• Attenuated total reflection Fourier transform infrared spectroscopy (ATR-FTIR) is a 

small sample volume (1µl) technique able to analyse blood samples.  

• The peaks in the absorbance spectra (right) indicate different molecule types 

• There is a difference in the location of peaks between healthy and disease samples 

which algorithms can use to detect the difference. 

• The steps  of the diagnostic process are shown below: 

Sample Preparation 

Acquisition 

Signal Processing 
Diagnostics 

Application 
Still many people around the world do not have access to 

basic healthcare. This device combined with ATR-FTIR can 

provide a more cost effective method of initial diagnostic 

tests in the field. 
FD F𝛄 

Reproduced with permission Baker et al. (2014) 

Research: 
Determining serum output 

Dilution  of samples may effect  the ability to  detect 

disease. Different concentrations of PBS and serum was 

analysed by ATR-FTIR. A spectral quality test was set up 

to find the limit of dilution for serum. 

 

Introduction 

Benefits: 

• Rapid sample preparation 

and diagnostic results 

• Device useable in remote 

hospitals  and clinics 

• Rapid deployment  to 

makeshift clinics in 

emergency situations such 

as the Ebola crisis. 
References 
Baker, M.J. et al., 2014. Nature protocols, 9(8), pp.1771–91. 

Results from Quality test 

Discrete particle model with forces 
acting on the particle shown over 
fluid flow field   

Single phase model showing concentration field with fluid velocity indicated 
by arrows 

Figure B.3: Poster presented at Medical devices and healthcare technologies CDT
networking event
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2) Model: 

A non-dimensional 1D CEM model was develop using a 
migration dependent on shear gradient: 

 

where coefficient of migration (Cmig) and shear exponent 
(b) are parameters that need to be determined.  

The governing equations are solved with COMSOL.  

Momentum Conservation: 

 

 

Fluid Mass Conservation: 

 

 

Cell Mass Conservation: 

 

 

 where 𝐴 =  
Pe∙St∙𝜈 𝜙

𝐷 𝜙
 

 

Constitutive equations2: 

Viscosity: 
               𝜇 𝜙 = 1 + M1𝜙 + M2𝜙

2  − M3𝜙
3 + M4𝜙

4  

Diffusivity: 
              𝐷 𝜙 = 1 + D1𝜙 + D2𝜙

2 − D3𝜙
3 + D4𝜙

4 −1 

Motility: 

                  𝜈 𝜙 = 1 + N1𝜙 + N2𝜙
2 − N3𝜙

3 + N4𝜙
4 −1 

Density: 
                         𝜌 = 1 − 𝜙 + B𝜙 
 

Parameters: 

 
 
 
 
 
 
 
 

A 1D phenomenological model for plasma 
skimming in a microfluidic device 

P. Radhakrishnan1, Prof N.J. Mottram2, Dr M.S.N. Oliveira3 ,Dr M.J. Baker4 

1- CDT in Medical Devices & Healthcare Technologies, Department of Biomedical Engineering, University of Strathclyde, 
pretheepan.radhakrishnan@strath.ac.uk 

2-Department of Mathematics and Statistics, University of Strathclyde 
3- James Weir Fluids Laboratory, Department of Mechanical and Aerospace Engineering, University of Strathclyde 

4-Department of Pure and Applied Chemistry, University of Strathclyde 

1) Introduction 

3) Validation: 
We compared the 1D CEM model to a dimensionless 
Carreau viscosity model (Re= 6.35): 

 

 

where 𝜇0 is the zero shear rate viscosity,  

 𝜇𝑖𝑛𝑓 is the infinite shear rate viscosity,  

 𝜆 and 𝑛 are empirical parameters. 
 

The relative error (RE) was calculated: 

 

 
 
where 𝑢 𝐶𝐸𝑀 is the velocity from CEM model  
 𝑢 𝑐𝑎𝑟 is from the Carreau model. 

References 
1) M. W. H. Ley and H. Bruus, Lab Chip, 2016, 16, 1178–1188. 
2) A. J. C. Ladd, J. Chem. Phys., 1990, 93, 3484.  

 

• Plasma: liquid component of blood, contains diagnostically 
useful markers.  

• Red blood cells: make up ~45% of blood, can hinder 
disease markers form detection. 

• Cell free layer (CFL) forms during blood flow, described by 
the Fahraeus effect.  

• Collecting plasma from the CFL is known as plasma 
skimming. 

• Microfluidics allow detection from small volume resulting in 
faster test results.  

• Ley and Bruus1 used the continuum effective medium model 
(CEM), where migration depends on an external force; 𝐹𝑚𝑖𝑔.  

Aim  

• Develop a CEM model to use as a predictive tool for device 
design. 

• Validate against the Carreau viscosity model. 

Reynolds number: Re =
𝜇𝑤

𝑈𝐿𝜌𝑤
 

Péclet Number: Pe =
𝐿 𝑈

𝐷0
 

Strouhal Number: St =  
𝑈𝑏−1

𝐿𝑏
𝜈0𝐶𝑚𝑖𝑔 

Buoyancy Constant:   B =
𝜌𝑝

𝜌𝑤
 

Schematic of blood flow in channel showing CFL region  

CFL 

CFL 

x 

𝐹𝑚𝑖𝑔 = 𝐶𝑚𝑖𝑔 𝛻𝑢 𝑏 𝜇 𝑐 = 
1

𝜇𝑤
∙ (𝜇𝑖𝑛𝑓 + (𝜇0 − 𝜇𝑖𝑛𝑓) ∙ 1 + 𝜆𝛻𝑢 2

𝑛−1
2  

𝑑𝑎

𝜕𝜙

𝜕𝑡  
=

𝑑

𝑑𝑥
𝛻𝜙 + 𝐴 ∙ sign(𝑥)

𝑑𝑢 

𝑑𝑥

𝑏

∙ 𝜙  

4) Results: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5) Discussion and Future Work: 

• Model parameters Cmig and b affect the CFL 

• We find best fit when Cmig = 1x10-19Ns and b = 1 

• We plan to extend this to 2D and model plasma 
skimming devices 

𝑅𝐸 =  
 abs( 𝑢 𝐶𝐸𝑀(𝑥) − 𝑢 𝑐𝑎𝑟(𝑥)) 𝑑𝑥 

 𝑢 𝑐𝑎𝑟 𝑑𝑥
 

𝜌 
𝜕𝑢 

𝜕𝑡 
+ 𝜌 𝑢 ∙ 𝛻  𝑢 =

−𝑝 

𝐿
+

1

Re𝑤
 𝜇 

𝑑𝑢 

𝑑𝑥
 

𝜕 𝜌 

𝜕 𝑡 
= −

𝑑(𝜌 𝑢 )

𝑑𝑥
 

C
h

a
n

g
in

g
 b

 

Velocity Volume Fraction 

C
h

a
n

g
in

g
 C
m
ig

 

Cmig increases CFL, b decreases interface thickness 

Figure B.4: Poster presented at Scottish Fluid Mechanics Meeting 2017
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2) Model:
We want to model concentration and velocity 
of RBCs flowing in microfluidic channels.

COMSOL Multiphysics was used to solve the  
model equations1 for investigating cell free 
regions. The migration force on the RBCs is 
given as:

𝐹𝑚𝑖𝑔 = 𝐶𝑚𝑖𝑔 𝛻𝑢 𝑏

where Cmig and b are parameters that need to 
be determined. 

The governing equations for velocity(ത𝑢), 
pressure ( ҧ𝑝) and concentration (𝑐 = 𝑒𝑠) are 
given below:

ҧ𝜌 𝜙
𝜕ത𝑢

𝜕 ҧ𝑡
+ ҧ𝜌 𝜙 ത𝑢 ∙ 𝛻 ത𝑢 = 𝛻 ⋅ − ҧ𝑝 +

1

𝑅𝑒𝑤
ҧ𝜇 𝜙 𝛻2 ത𝑢

𝜕 ҧ𝜌(𝜙)

𝜕 ҧ𝑡
= −𝛻 ⋅ ҧ𝜌 𝜙 ത𝑢

𝑐
𝜕𝑠

𝜕 ҧ𝑡
= 𝛻 ⋅

1

𝑃𝑒
𝐷 𝜙 ҧ𝑐 𝛻𝑠 − 𝑐ത𝑢 − 𝑆𝑡𝑐𝜈 𝜙 𝛻ത𝑢 𝑏

The material properties; viscosity ( ҧ𝜇 𝜙 ), 
diffusivity (𝐷 𝜙 ), motility (𝜈 𝜙 ) and density 
( ҧ𝜌 𝜙 ) are functions of volume fraction (𝜙) and 
are given in the constitutive equations2:

ҧ𝜇 𝜙 = 1 +𝑀1𝜙 +𝑀2𝜙
2 −𝑀3𝜙

3 +𝑀4𝜙
4

𝐷 𝜙 = 1 + 𝐷1𝜙 + 𝐷2𝜙
2 − 𝐷3𝜙

3 + 𝐷4𝜙
4 −1

𝜈 𝜙 = 1 + 𝑁1𝜙 + 𝑁2𝜙
2 − 𝑁3𝜙

3 +𝑁4𝜙
4 −1

ҧ𝜌 𝜙 = 1 − 𝜙 + 𝐵𝜙

Dimensionless parameters:

Developing a microfluidic blood preparation 
device for ATR-FTIR spectroscopy

P. Radhakrishnan1, Prof N.J. Mottram2, Dr M.S.N. Oliveira3, C. Jenkins4, Dr M.J. Baker4

1-Medical Devices CDT, University of Strathclyde, Glasgow, UK, pretheepan.radhakrishnan@strath.ac.uk
2-Department of Mathematics and Statistics, University of Strathclyde, Glasgow, UK 

3-James Weir Fluids Laboratory, Department of Mechanical and Aerospace Engineering, University of Strathclyde, 
Glasgow, UK 

4-WestChem, Department of Pure and Applied Chemistry, University of Strathclyde, Glasgow, UK 

The numerical tool being developed in this project will help in the design of 
microfluidic modules to separate healthy red blood cells (RBCs) from the diagnostic 
fluid based on the Fahraeus-Lindquist effect. 

Healthy RBCs make up majority of the sample, provide limited diagnostic 
information and therefore needs to be removed.

The model has low computational cost allowing for adoption in industry and 
reduction in the cost for module commercialisation

5) Conclusion
• Single simulation takes of the order 10 minutes on standard PC (intel i5) making it accessible to all.
• High flow rates causes recirculation of RBCs and needs to be avoided.
• The size of the cell free regions decreases with increasing HCT.
• Model still being developed to get better correlation with experiment. 

References
1 M. W. H. Ley and H. Bruus, Lab Chip, 2016, 16, 1178–1188
2 A. J. C. Ladd, J. Chem. Phys., 1990, 93, 3484. 

3) Experimental 
Validation:
• Red blood cell in Saline at 10%, 20% and 

40% Haematocrit (HCT)
• Flow rate (Q) of 10μl/min, 40μl/min, 

100μl/min
• 3 types of Microfluidic contraction channels 

used

4) Results:

ID L (cm) w (μm) h (μm) l (μm) c (μm)

1 2 400 100 90 50
2 2 400 100 500 50
3 2 400 100 90 100

Numerical Simulations

Concentration (ratio of inlet) surface plot with 
velocity vectors and streamlines at steady state.

Experimental Validation

The average frame intensity of videos taken at steady 
state are presented below.

1) Introduction
ATR-FTIR spectroscopy has great potential as a biofluid diagnostic technique. For ATR-FTIR spectroscopy to be used as a point of care diagnostic technology, 
processing samples has to be carried out on site. 
This work has conceptualised a microfluidic device to process a single blood sample (10ml) to multiple diagnostic outputs. 

Schematic of Device concept

Schematic of channel dimensions

Dimensions of Channels used
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Figure B.5: Poster presented at SPEC 2018 conference
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• Attenuated total reflection Fourier transform 
infrared spectroscopy (ATR-FTIR) is a small 
sample volume (1µl) technique able to analyse 
blood samples. 

• The peaks in the absorbance spectra can 
indicate different molecule types

• There is a difference in the location of peaks 
between healthy and disease samples which 
algorithms can use to detect the difference.

• The steps  of the diagnostic process are shown 
on right:

Sample Preparation

Acquisition

Signal Processing
Diagnostics

Aim: 
Develop a microfluidic platform that can 
separate a single blood sample into components 
that can be analysed by ATR-FTIR

A limitation of the current protocol for point of 
care diagnostics is the preparation of the blood 
sample.

Application:
Still many people around the world do not have 
access to basic healthcare. This device combined 
with ATR-FTIR can provide a more cost effective 
method of initial diagnostic tests in the field.

Benefits:
• Rapid sample 

preparation and 
diagnostic results

• Device useable in 
remote hospitals  and 
clinics

• Rapid deployment  to 
makeshift clinics in 
emergency situations 
such as the Ebola crisis.

Developing a microfluidic blood preparation 
device for ATR-FTIR spectroscopy

Introduction

Design:
A modular design intended to maximise purity 
while minimising the number of processing steps 
is presented below:

Stage 1: Developing 
Numerical Model
The model has low computational cost allowing 
for adoption in industry and reduction in the cost 
for module commercialisation. We want to model 
concentration and velocity of RBCs flowing in 
microfluidic channels.
COMSOL Multiphysics was used to solve the  
model equations1 for investigating cell free 
regions. The migration force on the RBCs is 
given as:

𝐹𝑚𝑖𝑔 = 𝐶𝑚𝑖𝑔 𝛻𝑢 𝑏

where Cmig and b are parameters that need to be 
determined. 
The governing equations for velocity(ത𝑢), 
pressure ( ҧ𝑝) and concentration (𝑐 = 𝑒𝑠) are given 
below:

ҧ𝜌 𝜙
𝜕ത𝑢
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The material properties; viscosity ( ҧ𝜇 𝜙 ), 
diffusivity (𝐷 𝜙 ), motility (𝜈 𝜙 ) and density 
( ҧ𝜌 𝜙 ) are functions of volume fraction (𝜙) and 
are given in the constitutive equations2:

ҧ𝜇 𝜙 = 1 +𝑀1𝜙 +𝑀2𝜙
2 −𝑀3𝜙

3 +𝑀4𝜙
4

𝐷 𝜙 = 1 + 𝐷1𝜙 + 𝐷2𝜙
2 − 𝐷3𝜙

3 + 𝐷4𝜙
4 −1

𝜈 𝜙 = 1 + 𝑁1𝜙 + 𝑁2𝜙
2 − 𝑁3𝜙

3 + 𝑁4𝜙
4 −1

ҧ𝜌 𝜙 = 1 − 𝜙 + 𝐵𝜙

Results:

Simulation (top) and experiments (below) 
carried out while changing the haematocrit 
(HCT) and flow rate (μl/min) (Q) 

Stage 3: ATR-FTIR 
spectroscopic sample 
characteristics

Spectra was collected on Spectrum 2 (Perkin 
Elemer, USA) of  frozen patient plasma and 
serum samples. A separate experiment on fresh 
volunteer plasma and serum samples was 
analysed for comparison

Processing of the spectra consisted of: 
• mean spectra for each machine replicate
• rubber band baseline correction
• noise reduction 
• vector normalisation
• Savisky-Golay algorithm was used to calculate 

the second derivative spectra. 
• The carbon dioxide spectral bands (2403-

2272cm-1 and 682-655 cm-1) were removed. 
• Principle component discriminant functional 

analysis.

Results:

Conclusion and Future 
work:
• Numerical model is still being developed. 

Validation with experiment is being carried 
out.

• Determined that using plasma is a better 
sample to use for Point of care diagnostics

• Once the model is suitably developed 
designing of stage 1 can be started.

• The other stages of the presented design 
will need to be developed.

For developing stage 1, a numerical tool being 
developed in this project will help in the design of 
microfluidic modules to separate healthy red 
blood cells (RBCs) from the diagnostic fluid based 
on the Fahraeus-Lindquist effect. 

Another aspect that was looked at stage 3. This 
stage involves the conversion of a plasma like 
fluid to serum. The monitoring of this change with 
ATR-FTIR spectroscopy was investigated.

a)

c)

b)

d)

a) b)

c) d)

Figure showing PC-
DFA plots for Patient 
samples: a) Cancer: 
plasma vs serum
b) Non-Cancer: 
plasma vs serum
c) Plasma: Cancer vs 
Non Cancer
d) Serum: Cancer vs 
Non Cancer

Only figure a) shows 
separation 

Figure showing PC-
DFA plots for 
volunteer samples: 
a) Fresh: plasma vs 
serum
b) Frozen: plasma vs 
serum
c) Plasma: Fresh vs 
Frozen
d) Serum: Fresh vs 
Frozen

No separation can be 
seen form any of the 
combinations

ATR-FTIR spectra for Plasma and Serum 
samples are very similar
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