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ABSTRACT 

The use of moonpools for the launch and retrieval of diving 

bells and remotely operated vehicles from a mother ship is 

well established, and the advantages of the moonpool approach 

are well known. The use of moonpools in Floating Production 

Systems is also becoming more common, as a means of allowing 

the marine riser to enter the vessel. The moonpool offers 

protection from wind and current forces and reduces the 

effects of angular motions of the vessel. The only problem 

with the moonpool concept is that the water column inside a 

badly designed moonpool may suffer from large and apparently 

unpredictable vertical surges, making operations through the 

moonpool hazardous, and in extreme cases threatening the 

seaworthiness of the vessel. The work described here shows 

how a moonpool design may be optimised for a particular 

vessel in order that such problems may be avoided. 

The dynamics of the problem are established, such that the 

water column oscillation and the forces on a subsea unit in 

the moonpool may be predicted. The effects of a variety of 

geometrical configurations are then studied, both 

mathematically and experimentally, in order to select 

configurations which allow large modifications of the 

moonpool response. A quantitative measure of moonpool 

performance is proposed, allowing individual designs to be 

ranked in terms of the long term expected downtime due to the 

moonpool. Finally, the understanding and results thus gained 

are integrated in order to produce a practical design 

procedure for a moonpool of any size, in any vessel, and in 

any operational area. A worked example basesd on a real 

design problem is presented in order to illustrate the 

practical application of the method. 
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1. INTRODUcrION 

1.1 STATEMENT OF THE PROBLEM 

As the exploration for offshore oil moves into deeper and 

more hostile waters, a vital requirement for the operation of 

offshore structures is safe and cost-effective subs ea 

support. This support covers a wide range of tasks, 

encompassing the installation, inspection, repair and 
maintenance of fixed and floating structures, seabed 

equipment, and pipelines. One of the most serious 

limitations on these activities is the ability to launch and 

retrieve subsea units - typically manned diving bells or 

remotely operated vehicles - through the air/sea interface. 

This limitation arises because the environmental forces of 

wind, waves, and current are at their most severe at the 

air/sea interface. If the conventional 'over the side' 

method of launch/retrieval is employed, where the subsea unit 

is quite literally lowered from a crane over the side of the 

support vessel, then rapid variations in the magnitude and 

direction of the environmental forces can occur, causing 

large horizontal and vertical excursions of the unit. This 

in turn leads to a two risks. Firstly, the unit may collide 

with the mother vessel. If the unit were damaged in such a 

collision, then there could be serious financial 

consequences, in terms of both repairs to the unit and 

downtime incurred. In the case of pressurised diving bells 

the consequences of such a collision could be fatal for the 

occupants of the bell since any loss of integrity of the bell 

might lead to instant decompression. Secondly, large dynamic 

loadings in the hoist wire may result, with the possibility 

of a failure of the wire, resulting in the loss of the unit. 

The financial consequences of such a loss would be severe, as 

recovery of the unit could prove extremely expensive. In 

addition, if the unit in question were a diving bell, then 

the consequences in terms of loss of life might very well be 

disastrous. 
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One solution to the problem of launch and retrieval which has 

gained increasing popularity is the moonpool. A moonpool is 

a vertical tube, usually sited near the centre of the ship, 

through which the units may be launched. The concept was 

adapted from the wells used on drillships through which the 

drill string is lowered; the name apparantly came about 

because the early wells were circular in section, and if 

divers were working beneath the ship, the circle of light 

transmitted down the well looked like a full moon. There are 

several advantages of this approach relating to the launch 

and retrieval of subsea units. Firstly all the horizontal 

elements of the environmental loading on the unit are removed 

whilst the unit is in the moonpool. The wind effect is 

removed altogether, whilst the current and the horizontal 

component of the wave motion is removed for the initial 

launch period. Furthermore, the moonpoo1 acts as a low pass 

filter to the vertical component of the wave motion, removing 

high frequency elements, and thus reducing the risks of 

slamming. Finally, if the moonpool is positioned near the 

centre of the vessel, the effects of the ship's angular 

motions particularly roll and pitch on the 

launch/retrieval operation are minimised. 

An additional use of moonpools has come from the recent 

developments in floating production systems for marginal 

fields. Where such systems are based on conventional 

monohull ship forms, the marine riser must enter the vessel 

near the centre in order that the forces required to tension 

the riser can be supported. The obvious solution is thus to 

bring the marine riser into the vessel through a moonpool. 

Such moonpoo1s will inevitably be larger than those used for 

the launch and retrieval of subsea vehicles, and due to the 

size of the vessels involved, will also have a greater draft. 

As with the case of launch and retrieval, an additional 

advantage of the use of the moonpool is to minimise the 

effects of the angular motions of the vessel during 

operation. 
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There is, however, one significant problem associated with 

the moonpool concept. The water column in the moonpool may, 

under certain conditions, undergo large and apparantly 

unpredictable vertical oscillations. In extreme cases, these 

oscillations may be as large as three or four times the 

external wave height. Such oscillations may lead to two 

distinct problems. Firstly, the deck area above the 

moonpool, used for submersible handling in the case of a 

diving support vessel, or riser handling in the case of a 

floating production vessel, may be flooded. This is 

undesirable for the safety of those working on equipment 

handling, and, in more general terms, for the safety of the 

vessel as a whole. Secondly, if the large oscillations occur 

during a launch/retrieval operation from a diving vessel, 

then the vertical forces on the unit may cause the hoist wire 

to go slack, then suffer a snatch load, with the risk of a 
failure. 

The problems of large water column oscillation are not, 

however, inherent in the moonpool approach; they result from 

poor design of the moonpool from a hydrodynamiC point of 

view. In many cases the moonpool on a vessel is designed 

with purely structural considerations in mind, with the 

result that the design is unsuited to the vessel in 

hydrodynamic-terms. This study is aimed at providing the 

techniques required to design moonpools which are well suited 

to the ships in which they are to be installed and the sea 

areas in which those ships will work. 
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1.2 AIMS OF THE STUDY 

( i ) To acquire an understanding of the water column 

oscillation in the moonpool with or without the presence 

of a subsea unit. 

( ii ) To develop a technique to calculate the hydrodynamic 

loading on a subsea un! t in the moonpool. 

( iii) To model the ship/moonpool system mathematically, and 

examine the effects of variation of important geometric 
parameters on the system response. 

(iv) To verify the conclusions reached and examine any 

deficiencies in the theoretical work by means of 

experimental studies. 

(v) To devise a quantitative" means of comparison of different 

moonpool designs, and to propose a practical procedure 

for the design of moonpools. 

4 



2. THE WATER COLUMN OSCILLATION IN A MOONPOOL 

2.1 INTRODUCTION 

Literature Review 

The amount of research in the specific area of moonpool water 

column oscillation has been somewhat limited. Madsen [1980] 

studied the problem of a diving bell in a moonpool with the 

aim of predicting the forces on the hoist wire and the 

motions of the bell with various handling systems. His 

approach involved the formulation and solution of two 

simultaneous equations of motion; one for the bell and one 

for the water column. The water column oscillation equation 

allowed for non-linearities both in mass (due to the changing 

real mass of the water column with oscillation) and damping 

terms; the hydrodynamic coefficients for added mass and 

damping were obtained from empirical formulae due to Fukuda 

[1977], Massey [1975], and Prandtl [1965]. The excitation 

was considered to be due solely to the Froude-Kry1ov force -

i.e. the wave force which would exist in the absence of the 

vessel. Solution was obtained by an initial value approach 

in the time domain. Results were presented in the form of 

time histories. A comparison was made with experimental data 

for a time history of about seven minutes duration; 

reasonable agreement appeared to be found. No water column 

oscillation statistics were calculated, either directly from 

the realisation or via response spectra. Whilst these 

statistics could be obtained from a sufficiently long 

realisation, the computer time required would be significant, 

and the rather crude approximations to both the excitation 

and the hydrodynamic coefficients could lead to serious 

inaccuracies for complex geometry moonpools and in certain 

sea states. 
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Spangeberg and Jacobsen [1983] extended Madsen's model for 

the water column oscillation without considering 

bell-moonpool interaction to include the influence of wave 

diffraction and ship heave in the excitation. However they 

retained the rather crude empirical approach to the 

calculation of the hydrodynamic coefficients. Few details of 

numerical results were given, the emphasis being placed on 

model test data in both frequency and time domains. 

Aalbers [1984] offered a sophisticated model incorporating 

coupling between ship heave and water column oscillation 

using interaction coefficients obtained from both potential 

theory and model tests. The equation of motion for the water 

column oscillation allowed for non-linearities in both mass 

and damping terms; and an attempt was made to calculate the 

coefficients using potential theory. This did not prove 

successful, even for the simple moonpool geometries used, and 

the results presented used hydrodynamic coefficients obtained 

from model tests. The excitation for the water column 

oscillation was considered to consist of the Froude-Krylov 

force and the wave diffraction force; the influence of the 

ship heave being modelled through the interaction terms. The 

solution was again obtained in the time domain; however 

results were presented in the form of frequency domain 

transfer functions; the numerical method by which these were 

obtained not being described. Agreement with experimental 

data for the simple shapes tested appeared, on the whole, to 

be good. 

In contrast Lee [1982] solved the problem using a mechanical 

oscillator model in the frequency domain. Non-linearities in 

the damping terms are allowed by the use of an iterative 

method of solution. Full coupling between ship heave and 

water column oscillation was assumed, with the cross-coupling 

coefficents as well as the added mass and damping 

coefficients obtained from an extensive set of experimental 

tests, involving the construction of models for both ship and 
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moonpool. Results were presented in the form of response 

amplitude operators; agreement with experimental data was 

generally rather poor. This seemed to be due partly to less 

than wholly reliable experimental results, as well as the 

inherent deficiencies in the method. The two major 

weaknesses with the fully coupled model as presented appear 

to be that the coupling coefficients had to be measured from 

experimental tests, but accurate measurements proved 

extremely difficult to achieve. In addition, the 

coefficients must be assumed independent of frequency in 

order to keep the amount of experimentation within reasonable 

limits. The errors introduced by these problems appear to be 

responsible for some rather counter intuitive 'valleys' in 

the theoretical prediction of the water column oscillation 

RAOs as well as being implicated in the generally poor 

agreement with experimental data. 

Gran [1983] also solved the problem in the frequency domain, 

but the mathematical model and the method of solution 

employed are considerably simpler than those used by Lee. 

The damping is only represented by a linear term, obtained 

from experiments, whilst the added mass is estimated using an 

empirical equation. The effects of ship motions are 

neglected in the mathematical model. Experimental results 

for a moonpool fixed in space are presented both as RAOs 

where the agreement between prediction and experiment seems 

reasonable, and in the form of ratios of significant moonpool 

oscillation to external significant waveheight where the 

discrepancy between prediction and experiment is between 

10 - 20%. 

Selection of Approach 

Despite the apparant problems with the frequency domain 

approaches described, the frequency domain approach has one 

major advantage over the time domain approach in that the 

amount of computation required to obtain the response spectra 
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for the water column oscillation is significantly smaller. 

For this study, then, it was decided to use a frequency 

domain approach somewhat similar to that of Lee, but to 

simplify the model in order to ease its use in practice as a 

design tool whilst attempting to improve the accuracies of 

the predictions made. The simplification made results from 

the application of an intuitive argument: that the ship 

heave will influence the water column oscillation, but that 

the reverse is not true to any significant extent. It is 

assumed that other modes of motion than heave do not affect 

the water column oscillation; furthermore that the only 

influence of the moonpoo1 on the ship motions is geometric; 

i.e. through the reduction in displacement and waterp1ane 

area. Coupling between water column oscillation and ship 

heave was therefore neglected; coupling between ship heave 

and water column oscillation was only modelled through the 

excitation terms. 

This simplification has the immediate advantage that only two 
sets of physical measurements are required in order to solve 

the equations of motion. Full details of the procedures 

established to carry out these measurements are given in 

Appendix 2.1. 

The problem as a whole is thus formulated in two parts; the 

ship heave equation being solved as the first part, and the 

water column oscillation being solved as the second. 

2.2 FORMULATION OF SHIP HEAVE PROBLEM 

The global co-ordinate system for the solution of the ship 

heave / water column oscillation equations is shown in Figure 

2.1. The co-ordinate system is space-fixed with the origin 

at the centre of the moonpoo1 on the still water level. The 

ship is restrained in all modes of motion except heave; plane 

progressive waves of circular frequency wand amplitude a 
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are incident upon the ship from a heading angle c(. The 

resulting motion can be described with the equation: 

(2.1) 

where ms = mass of the ship 

Zs = ship heave elevation 

rs = ship heave restoration 

Fs = excitation force amplitude (generally complex) 

It should be noted that the above equation assumes that 

viscous damping is neg1igab1e; the hydrodynamic forces acting 

on the ship due to the ship heave are included in the 

excitation term rather than in the usual form of 'added mass' 

and 'damping'. 

It is assumed that the solution takes the form: 

(2.2) 

where Hs = ship heave amplitude (generally complex) 

The excitation term takes the form: 

Fs e -iwt = (2.3) 

where a = wave amplitude 

Fi = amplitude of force due to the wave in the absence 
of the ship for unit wave height. 

F: = amplitude of force due to wave diffraction around 
the ship for unit wave height. 

F: = amplitude of force which would result from forced 

heaving of the ship in otherwise still water. 

and F;, F:, F: are all, in general, complex. Substitution of 

(2.2) and (2.3) into (2.1) completes the solution. 
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2.3 FORMULATION OF WATER COLUMN OSCILLATION PROBLEM 

It is assumed that the added mass of the water column is 

independent both of excitation frequency and oscillation 

amplitude, whilst the damping is considered to be independent 

of frequency, but linearly dependent on oscillation 

amplitude. The equation of motion for the water column 

oscillation can thus be written as: 

where 

mft\ = virtual mass of the water column 

z~= water column elevation in space-fixed co-ordinates 

C~ = equivalent linear damping at the oscillation 

amplitude HM (generally complex) 

r~ = water column restoration 

(2.4) 

FM = water column excitation amplitude (generally complex) 

Before a SOlu~ion is obtained for this equation, it is worth 

examining some of the terms in more detail. 

( i ) Virtual mass 

The virtual mass consists of the sum of the real and 

hydrodynamic (or added) mass of the water column. In the 

more complex moonpool geometries the actual mass of the 

water column may be somewhat difficult to calculate; in 

order to standardise the procedure it is assumed that the 

mass is equal to the cross sectional area of the moonpool 

at the still water level multiplied by the ship draft. 

This assumption is used in the calculation of the added 

mass from the experimental data as well as in the 

solution of the equation of motion, and thus the virtual 

mass will be correctly ascertained from the data even if 

the individual masses (real and hydrodynamiC) are 

slightly in error. The virtual mass is thus expressed 
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as: 

where 

M :: 
('f' r Am T (I + am) 

p = mass density of water 

(2.5) 

A"" = cross section area of the moonpool at still water level. 

T = ship draft 

a~ = water column added mass 

( ii ) Damping 

The equivalent linear damping C"" is expressed in the 

usual form of a critical damping ratio. Following Lee, 

this is expressed as the sum of two terms; one which is 

constant, and one which is proportional to the relative 

oscillation between the water column and the ship. ,The 

term C.... is thus written as: 

(2.6) 

where 

f~ = damping ratio for zero relative oscillation amplitude 

f~ = damping ratio gradient with relative oscillation 

~~ = undamped natural frequency of the water column. 

oscillation 

and W~ is obtained from the solution of the undamped 

equation of motion as: 

(2.7) 

The choice of this formulation is justified by the 

excellent agreement with experimental results obtained; 

an example is given in Figure A2.1.*. 
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(iii) Restoration 

The water column restoration is expressed quite simply in 

terms of the cross sectional area of the moonpool at the 

still water level: 

rfi\ = 
(2.8) 

(iv) Excitation 

The excitation term takes the form: 

F. : 
M 

(2.9) 

h FT F~ FM were M' 1'1\' N\ are the amplitudes of the forces 

acting on the water column corresponding to the forces 

F[ , F: , Ft acting on the ship. 

It is assumed that the solution takes the general form: 

z"" = 
(2.10) 

Using (2.4 - 2.10) an implicit solution for the moonpool 

oscillation is obtained. 

2.4 NUMERICAL SOLUTION 

The oscillation of the water column is thus calculated in two 

stages. The solution of the equation of motion for the ship 
heave must first be calculated. The mass and restoration 

terms for the ship heave may be obtained knowing the 

operating draft and the underwater form of the vessel. The 

Froude-Krylov force 

(Airy) wave theory. 
directly from first order 

the computational effort 

in the calculation of the force amplitudes F: and F: • 

is obtained 

The bulk of 

lies 
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These are obtained using a two-dimensional source 

distribution method due to Frank [1967] in conjunction with a 

strip theory approach. Although more sophisticated models 

have since become available in recent years, it is felt that 

the extra accuracy obtained would not justify the resulting 
vast increase in computer time required, from the point of 

view of an engineering solution: particularly as the approach 

used is known to be at its best for the case of a stationary 

ship undergoing heave. 

Having calculated the values of all coefficients and obtained 
a solution for the complex heave amplitude H at each 

frequency of interest, it is then possible to calculate the 

solution for the water column oscillation amplitude. As 

mentioned previously, the coefficients afW\, ~~ ,~. are 

obtained from experimental measurements (Appendix 2.1). The 

moonpool cross sectional area, Aft!, and draft, T, are known 

from the moonpool geometry. The moonpool excitation force 

amplitudes F! and F! are obtained from the same source 
distribution method as the corresponding ship excitation 
terms. 

It would then be possible to use an iterative approach to 

obtain results in the form of transfer functions from wave 

height to water column oscillation amplitude. However, 

whilst this form is eminently suitable for linear systems 

such as the ship heave, it is not suitable for non-linear 

systems such as the water column oscillation, as the 

magnitude of the function at any given frequency depends upon 

the amplitude of the input (in this case the wave height) at 

that frequency. Furthermore, in order to produce estimates 

of the statistics of the random process such as significant 

oscillation amplitudes or long term exceedance probabilities, 
the information about the water column oscillation amplitude 

is more useful in the form of a power (or variance) spectrum. 
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It is well known that the reponse spectrum for a linear 

system may be related to the input spectrum via the system 

response amplitude operator (RAO) - ie the magnitude of the 

transfer function - using the expression (eg Jenkins & watts 

[1968]) : 

where 

Su. (w) = response spectral ordinate 
M (~) = response amplitude operator 

Sn: (w ) = input spectral ordinate 

(2.1l) 

The ship heave response spectrum may thus be obtained 

directly from this expression, but a more subtle approach is 

required to obtain the water column oscillation response 

spectrum due to the non-linearity of the transfer function 

with wave amplitude. Lee [1982] suggests that the problem 

might be solved by calculating the amplitude of discrete 

components of the input spectrum associated with 

predetermined frequency bands; however the results gained 

from such an analysis would be sensitive to the number of 

components chosen; as the number increased, then the 

amplitude of the components would diminish, and the damping 

term calculated would reduce towards the value for zero 

oscillation amplitude. In order to avoid this problem, the 

magnitude of the damping term is calculated on the basis of 

an assumed significant oscillation amplitude, and the 

response spectrum calculated on the basis of this assumption. 
This spectrum is used to calculate the significant moonpool 

oscillation amplitude and the value thus obtained is then 

used to provide a new estimate for the damping term. The 

procedure is repeated until convergence of the estimated and 

calculated damping is achieved. The non-linear problem is 

thus solved as an equivalent linear system, with the value 

adopted for the equivalent linear damping depending upon the 

total energy in the system. 
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It should be noted that the transfer function between the 

wave and the water column oscillation in the moonpool results 

from several separate physical effects. There is a linear 

transfer function between wave amplitude and ship heave 

amplitude, related to the ship form as a whole. There are 
separate linear transfer functions from the ship heave 

amplitude to the ship heave water column excitation term F! , 

and from the wave amplitude to the wave diffraction water 

column excitation term F~, both of which are impliCitly 

assumed (by the use of the strip theory approach) to relate 

to the ship underwater form in the region of the moonpool. 

There is a linear transfer function between wave amplitude 

and the Froude-Krylov water column excitation term F~. 

Finally there is a non-linear transfer function between the 

total water column excitation force amplitude and the water 

column oscillation amplitude. The system is, then, modelled 

in the form of a mechanical oscillator, but the mechanism is 

more complex than might be thought at first sight. The 

relationship between the input wave and the moonpool 

oscillation is illustrated in the form of a block diagram in 
Figure 2.2. 

2.5 EXPERIMENTAL VERIFICATION 

In order to examine the accuracy of the proposed method, a 

series of experimental studies were carried out. The aim of 

these studies was to demonstrate that the procedure described 

to calculate the moonpool response spectrum (and hence the 

water column oscillation random process statistics) produces 

results which are accurate enough to be used for engineering 

design purposes. 

The method was tested for three different moonpools; for each 

moonpool two sets of tests were performed. The first series 

produced the hydrodynamic coefficients for the moonpool using 

the procedure set out in Appendix 2.1. The second series 
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produced the moonpool response spectra for a three given 

input wave spectra with the moonpools mounted in a ship 

model, the ship being fixed in the wave tank such that all 

modes of motion except heave were restrained. Three random 

realisations were generated using the 'coloured noise' method 

described in Chapter 3 from JONSWAP wave spectra. The 

realisations were then converted from wave elevation to 

voltage values and used as the input for the wavemakers, so 

that unidirectional random seas could be run in the tank. 

Measurements were taken of the water surface 

realisation near the ship and inside the moonpool 

to the ship). 

elevation 

(relative 

For each moonpool the wave height and water column 

oscillation power spectra were calculated numerically for the 

three realisations. The wave height power spectra resulting 

from this sequence of measurements were then used as the 

input for the theoretical calculation procedure in 

conjunction with the moonpool hydrodynamic coefficients, and 

the predicted water column oscillation power spectra thus 
calculated were compared to those measured. The moonpools 

used are shown in Figure 2.3; the ship model with moonpool 

mounted is shown in Figures 2.4 - 2.5. 

2.6 RESULTS AND DISCUSSION 

Hydrodynamic Coefficients 

The results for the hydrodynamic coefficients for the three 

moonpools are shown in Appendix 2.2. It can be seen that in 

all three cases the added mass of the moonpools is relatively 

small, and that the major contribution to the damping comes 

from the non-linear component ~ •• 
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Prediction of Significant water Column Oscillation 

The significant oscillation in the moonpool is shown in 

Appendix 2.3 for both measured and predicted values. The 

agreement is quite good, with the worst error being less than 

15% and the mean error over the nine tests being 7.5%. The 

errors are mostly on the side of safety (from the point of 

view of design) with the predicted significant oscillations 

being larger than those measured in seven out of the nine 

cases studied. The possible reasons for these discrepancies 

are discussed later. 

Prediction of Water Column Oscillation Response Spectra 

Plots of the measured wave spectrum, the predicted 

oscillation spectrum and the measured oscillation spectrum 

are shown in Figures 2.6 - 2.14. In each case the solid line 

represents the input wave spectrum, the dashed line 

represents the predicted moonpool response spectrum, and the 

triangular symbols represent the measured moonpool response 

spectrum. It can be seen that in all cases the input wave 
spectra are not very smooth, with two peaks in all the runs 

of realisation 1 and 2, and three peaks in all the runs of 

realisation 3. There are two distinct phenomena causing 

these problems, both related to the experimental equipment. 

Firstly, the beam of the vessel, as compared to the width of 

the tank was quite large (of the order of 20%). This led to 

a parasitic cross wave in the tank between the tank walls and 
the side of the vesseli this is shown quite clearly in all 

the input wave spectra as a peak at about 1.35 Hz. Secondly, 

the calculation of the realisations took no account of 

variation in the transfer function of the wavemakers, 

assuming that the response in the tank (in terms of wave 

height / voltage) was constant. In practice the tank was 

found to suffer from a 'dead' spot at about 0.65 HZi this is 

clearly shown in the wave spectra for the three runs of 

realisation 3 (Figures 2.8, 2.11 & 2.14) as a dip in the wave 
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spectrum at this frequency. As a result, the moonpool 

response spectra also exhibit multiple peaks in some cases, 

with peaks occurring both at input spectrum peak values and 

at the natural frequency of the water column oscillation. In 

all cases, the shape of the predicted moonpool response 

spectrum is similar to that measured. 

Sources of Experimental Error 

There are several possible sources of error with the 

experimental equipment and procedures used. The calibration 

of the wave. probes used to measure the water surface 

elevation both inside the moonpool and external to the ship 

could not be carried out to an accuracy greater than about 

5%, given the small amplitude of the waves (and water column 

oscillation). In real terms this implies an accuracy of 

about 1 - 2mm in the values measured for the water surface 

elevations. In addition, the diffraction of the waves around 

the ship would be significantly affected by the close 

proximity of the tank walls, and the cross waves caused by 

this effect will also have influenced the results obtained, 

particularly in the case of realisation 1, where the energy 

present in these waves can be seen from the spectra to be 

about 25% of the total. The proximity of the tank bottom 

would also affect both the diffraction of the waves around 

the ship and the flow in and out of the moonpool. Finally, 

the spectral analysis techniques used to obtain the power 

spectra from the realisations will tend to smooth out sharp 

peaks in the measured spectra due to the phenomenon of 

spectral leakage. It is to be expected, then, that the 

results for the realisation with the smallest significant 

waveheight (realisation 1) would exhibit the largest errors; 

this is, in fact, found to be the case. If the results for 

this realisation were to be neglected, then the worst error 

would be less than 10%, and the average error would drop to 

just over 5%. 
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Effect of Moonpoo1 Configuration on Prediction Error 

It should be noted that the moonpoo1s used provide a more 

exacting test for the method than those which might be used 

in practice. As will be seen later (Chapter 6), one effect 
of the introduction of even a small baffle is to increase the 

linear component of the damping as a proportion of the 

non-linear component, and thus make the system as a whole 

less strongly non-linear. Since the approximate method used 

to estimate the equivalent linear damping for the system will 

provide the greatest errors when the non-linear component of 

the damping is most dominant, such alterations to the 

moonpool geometry will tend to lead to more, rather than 

less, accurate predictions. 

Summary 

In summary, the results suggest that the mathematical model 

used to predict the water column oscillation suitable for the 

purposes of engineering design. However the measurement of 

the moonpool hydrodynamic coefficients should ideally be 

carried out in a wave tank where the blockage caused by the 

presence of the snip is much less than was the case with 

these measurements, and at a larger scale in order to ensure 

similarity between the flow in the model moonpoo1 and the 

full scale moonpool, in order to achieve good agreement 

between model and full scale coefficients. 

Having established a model which may be used to predict the 

water column oscillation in a moonpool, it is now required to 

develop a method of predicting the forces on a subsea unit in 

a moonpool. The following chapter describes such a model. 
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3. THE HYDRODYNAMIC FORCES ON A SUBSEA UNIT IN A MOONPOOL 

3.1 INTRODUCTION 

Having obtained the response spectrum for the moonpool water 

column oscillation, the next step required in the procedure 

is the calculation of the hydrodynamic forces on the subsea 

unit in the moonpool. This is a complex problem, for two 

major reasons. Firstly, the relationship between the forces 

on the unit and the water surface elevation is non-linear; 

this non-linearity prevents the direct use of spectral 

techniques. Secondly, the presence of the subsea unit in the 

moonpool will affect the water column oscillation whilst the 

presence of the moonpool around the subsea unit will affect 

the flow around the unit in some way. 

Literature Review: Forces on a Diving Bell in a Moonpool 

Madsen [1980] calculated the force on a diving bell fully 

submerged in a moonpool using a deterministic initial value 

time domain approach involving the solution of a system of 

differential equations based on the bell motion and the water 

column oscillation. The hydrodynamic forces on the bell were 

calculated using Morison's equation (Morison et al [1950]); 

the inertial and drag coefficients for the four bells tested 

in various sized moonpools were measured in small scale 

(1:20) experiments; the Reynolds numbers attained during the 

tests are not made clear. The effect of the moonpool on the 

flow around the bell is accounted for using experimentally 

derived empirical relations between the blockage coefficient 

(ie the ratio of the bell projected area to the moonpool 

cross section area) and the hydrodynamic coefficients. 

Results for the hydrodynamic coefficients are compared with 

the full scale measurements carried out by Mellem [1979a]; 

the agreement obtained is rather poor. Results for the force 

on the bell are presented in the form of time histories, for 

both a regular and a random wave input. Some comparison is 
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made with experimental results; good agreement appears to be 

obtained; however the comparison is only presented for about 

one cycle of oscillation. No attempt is made to predict a 

power spectrum for the force or to obtain any statistics for 

the force random process. Whilst the force random process 

statistics could be obtained from a 'suffiently long force 

realisation, it is felt that the method proposed is 

computationally too complex to be of practical use in this 

regard, and an alternative must be used if these statistics 

are to be calculated. 

Gran [1983] adopts a frequency domain approach using 

Morison's equation. The influence of the bell on the 

moonpool is allowed for by using an empirical equation for 

the linearised damping ratio. Results are presented firstly 

,in the form of an RAO calculated using Mori son 's equation, 

and secondly in the form of Root Mean Square (RMS) forces on 

the bell calculated from the RMS wave elevation. The RAO 

presented appears to give reasonable agreement with 
measurement, but the RMS forces predicted are too large by a 

factor varying between just over 2.0 to about 4.5. A 

discussion on the calculation of drag coefficients for a 

diving bell in a moonpool is presented, which suggests that 

the empirical equations obtained by Madsen seriously 

underestimate the drag coefficient at high blockage ratios. 
An alternative equation is proposed which assumes high 

blockage ratios, but produces significant overestimates of 

the drag coefficient for low blockage ratios. Comparison of 

the drag coefficient obtained from the proposed equation with 

full scale measurements carried out by Mellern [1979b] in a 
case where the blockage ratio was quite high (0.55) indicate 

that even the alternative equation underestimates the drag 

coefficient on the bell - in this case by a factor as great 

as 1. 7. 
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Literature Review: Random Hydrodynamic Forces on Fixed 

Objects 

Since neither of the works discussed provide a successful 

solution to the problem of calculating the random 

hydrodynamic forces on a subsea unit in a moonpool, an 

alternative approach is desirable. In recent years much work 

has been devoted to the study of random hydrodynamic forces 

on fixed objects, with the goal usually being the estimation 

of wave loading on fixed structures such as steel jackets or 

subsea pipelines. The problem of calculating the 

hydrodynamic forces on a subs ea unit in a moonpool is in many 

ways similar to this type of calculation. Whilst the 

moonpool problem is, in one sense, simpler in that the water 

motion in a moonpool can reasonably be considered to be one 

dimensional, it is, in another sense, more complex in that 

the oscillation spectrum is not known in functional form, and 

in that the unit is only restrained in one direction in the 

moonpool. If, however, the assumption is made that the unit 

is fixed in the moonpool, then the problem is simplified 

significantly. The statistics for the hydrodynamic force on 

the unit may be calculated with relative ease, either 

directly from a time domain simulation, or from a force power 

spectrum. The resulting values may then be compared with the 

weight of the unit in water in order to ascertain the 

probability of a slack wire situation. 

Borgman [1967a, 1967b] uses a linearised version of Morison's 

equation to calculate the force spectral density on a 

circular pile from the wave elevation spectral density. 

Whilst the derivation itself is somewhat complex, the 

resulting equations are relatively straightforward to use, 

and the force random process statistics may be obtained from 

the spectrum. The weakness of the method lies in the 

linearisation of the velocity dependent term in Morison's 

equation. Few results are given; however those shown suggest 

good agreement with experimental data. Borgman defends the 
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linearisation process by suggesting that greater errors may 

be introduced by inaccurate values of the inertial and drag 

coefficients required by Morison's equation. 

The force random process statistics may also be calculated 

from a time domain simulation. If the oscillation spectrum 

is known, then a realisation of the water surface elevation 

(and any other required wave information such as velocity or 

acceleration) may be calculated, and the force may be 

calculated deterministically at each time step by a 

strightforward application of Morison's equation in the full 

non-linear form. If the realisation is long enough such that 

the sample statistics can be considered to represent the 

process adequately, then the force random process statistics 

may be obtained from the realisation. Alternatively a force 

spectrum may be calculated from the realisation. In general 

terms, the weaknesses of the time domain approach lie in the 

generation of the water surface realisation in that the the 

water surface elevation spectrum may not be adequately 

represented by the realisation and that a large number of 

calculations are required in order to obtain the final 

information, making the process costly in both computer 

storage and time. The choice of method for the generation of 

the realisation is therefore of great importance. 

Literature Review: Generation of Random Process Realisations 

One method commonly used in the past to generate realisations 

(eg Borgman [1969]) inVOlves the summation of a finite number 

of Fourier components of fixed amplitudes determined from the 

power spectrum and random phases. Tucker et al [1984] point 

out a major error implicit in this approach, and discuss its 

effect on the wave group statistics of the realisations 

generated. An alternative method is therefore desirable. 
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Spanos and Hansen [1981] use linear prediction theo:ry to 

generate realisations based on the Pierson-Moskwitz spectrum 

using an all pole recursive digital filter. The method is 

computationally efficient, but the results show that the 

power spectra of the generated realisations suffer from 
significant fluctuations whose bandwidth is related to the 

order of the filter selected. Cuong, Troesch and Birdsall 

[1982] give a method involving the inverse fourier transform 

of 'coloured' noise to generate realisations based on the 

JONSWAP spectrum. Whilst not as efficient computational1y as 

the linear prediction method, the periodogram generated from 

the realisation shows good agreement with the target 

spectrum. Finally, Spanos [1983] uses an autoregressive 

moving-average (ARMA) approach to generate realisations based 

on the Pierson-Moskwitz spectrum; no results are presented 

comparing power spectra generated from the realisations with 

the target spectra. The method involves the fitting of an 

empirical curve to the target spectrum in order that the ARMA 

coefficients may be obtained. The method is complex, and the 

determination of the coefficients expensive in computer time. 

Selection of Approach 

For this study, two approaches were adopted, with a common 

set of assumptions. The first approach uses the method 

proposed by Cuong et al to generate realisations of the 

moonpool oscillation in conjunction with Morison's equation 

to obtain the force random process statistics. The second 

uses Borgman's 

equation. 

frequency domain solution of Morison's 
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3.2 FORMULATION OF THE PROBLEM 

The co-ordinate system for the solution of the force on the 

subsea unit is shown in Figure 3.1. The system is space 

fixed with the origin at the centre of the moonpool on the 

still water level. All displacements, velocities, 

accelerations, and forces are defined as positive 1n the 

direction z-positive (ie upwards). 

The assumptions made in order to set up the mathematical 

model are as follows: 

Hydrodynamic Force Equation 

It is assumed that Morison's equation can be used to 

calculate the forces on a subsea unit in a moonpool; whilst 

the equation was originally devised for the calculation of 

wave forces on vertical piles, it has since been extensively 

used to calculate in line forces on a wide variety of objects 
in oscillatory flow with good agreement with experimental and 

full scale results. 

Motion of Subsea Unit 

The subsea unit is assumed to be fixed in space. In practice 

the unit will usually be free to move laterally to some 

extent before it hits the moonpool walls; it will, of course, 

also be free to move vertically upwards if the upwards 

hydrodynamic forces are greater than the weight of the unit 

in water. For this study, lateral movement is ignored, as 

the water column oscillation is considered to be purely 

vertical. The restriction on vertical movement can be 

thought of in physical terms as an artificial increase in the 

weight of the unit such that the hoist wire tension will 

always be greater than zero. The results thus obtained for 

the upwards hydrodynamic force can then be compared with the 

actual weight of the unit in water, and the actual tension in 
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the hoist wire estimated. When the tension reduces to zero, 

then a slack wire situation will result. For the purposes of 

moonpool design, the prediction of this event is of prime 

importance; whilst the behaviour of,' the subsea unit 

subsequent to the slack wire cannot be modelled by this 

approach, the designer of a moonpool needs primarily to know 

how likely the slack wire situation is, rather than the exact 

consequences of its occurrance. This assumption allows the 

hydrodynamic force on the unit to be calculated from one 

equation, removing the need to set up and solve an equation 

of motion for the unit simultaneously with the equation of 

motion for the water column, and simplifying the solution 

significantly as a result. The effect of a constant launch 

(or retrieval) velocity can easily be included as an 

alteration of the static weight in water of the unit; the 

calculation here only concerns the random hydrodynamic 
forces. 

Submergence of Subsea Unit 

The subsea unit is assumed to remain fully submerged at all 

times. This assumption bypasses the initial phase of the 

launch retrieval operation whilst the unit is passing through 

the air/water interface. The effects of slamming are thus 

ignored, as are the effects of the inertial and drag forces 

whilst the unit is partly submerged. It is felt that the 

hydrodynamic forces occurring during this short period will 

not, in general, lead to a slack wire situation for several 

reasons. The static hoist wire tension will be greater than 

for a fully submerged unit, as the buoyancy forces will not 

have taken full effect. Furthermore, the likelihood of 

slamming will be small; the water column oscillation will 

tend to have a minimal high frequency content due to the 

filtering effect of the moonpool; in addition the water 

surface in the moonpool will not usually be particularly 

flat, and the appendages usually present on the underside of 

subsea units will tend to break up the water before it hits 
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the bottom of the unit proper. The forces on the unit as it 

passes through the interface are highly non-linear and the 

appropriate values for the hydrodynamic coefficients 

extremely hard to determine. Finally, the hydrodynamic 

properties of the moonpoo1 in particular the restoring 

force - will change dramatically if the subsea unit breaks 

the free surface inside the moonpoo1. 

Subsea Unit - water Column Interaction 

It is assumed that the effect of the subsea unit upon the 

water column oscillation can be accounted for with an 

appropriate choice of moonpoo1 hydrodynamic coefficients. 

These coefficients are obtained using the procedure described 

in Appendix 2.1, with the unit submerged inside the moonpoo1. 

water Column - Subsea Unit Interaction 

It is assumed that the velocity and acceleration of the fluid 

flow around the unit can be calculated from the motions of 

the free surface of the water column, and that the effects of 

local acceleration of the flow around the unit due to the 

blockage can be accounted for by an appropriate choice of 

inertial and drag coefficients. These coefficients are 

obtained using an experimental procedure 

Appendix 3.1. 

3.3 SOLUTION IN THE TIME DOMAIN 

described in 

The time domain solution involves the generation of water 

column oscillation realisations from the water column 

oscillation response spectrum, which may be used to calculate 

fluid velocity and acceleration realisations. These may then 

be used to effect a solution of Morison's equation on a step 

by step basis, to produce a force realisation. The force 

spectrum may be obtained using a Fourier transform of this 
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realisation; alternatively, the force statistics such as the 

significant force on the subsea unit may be obtained directly 

from the realisation, whilst a statistical distribution may 

be fitted directly to the values of the peak to peak forces 

obtained such that force exceedances may be estimated. 

Generation of water Surface Elevation Realisation 

The method chosen for the generation of the random water 

column oscillation realisation is based on the methods 

suggested by Cuong et al [loc.cit] and Tucker et al 

[loc.cit]. This method was chosen because it was found that 

the power spectrum reconstructed from the realisation was 

much closer to the target spectrum than for other methods 

tested. This is illustrated in Figure 3.2a and 3.2b. These 

figures show power spectra reconstructed from water surface 

elevation time histories generated firstly by the method 

chosen (Figure 3. 2a) and secondly, for comparison, the linear 

prediction method (Figure 3.2b). The target spectrum in each 

case was Pierson Moskwitz in form with significant wave 

height of 4.0m and mean zero crossing period of 7.0s. Both 

spectra were found by averaging three individual spectra each 

obtained from time histories of equal length ( 8192 points) • 

The same computer routines were used in each case to 

calculate the autocovariance function and hence the power 

spectrum. Smoothing of both spectra was carried out using a 

Tukey 1ag window on the autooovariance function. For the 

time histories used to generate Figure 3.2a the frequency 

range 0 -> 0.5Hz was represented by 2048 points, and the 

series was padded with 6144 zeros. The inverse fourier 

transform from the frequency to time domain was carried out 

using a standard fast fourier transform subroutine. Figure 

3.2b shows the power spectrum obtained from time histories 

generated using the linear prediction method, with a filter 

order of 40. It can be seen that the method adopted produces 

a significantly better fit to the target spectrum. A full 

description of the method is given in Appendix 3.2. 
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The resulting time series of water surface elevation is then 

used to calculate the fluid velocity and acceleration past 

the subsea unit using the difference equations: 

z· :. 
\. ( Z i.1 - Z ~ ') / A t 

., 
Z· :: 

l. (Zl.I - 2Z t + Z i.-') lA t"l. (3.1) 

The velocity and acceleration time series could, in fact, be 

calculated separately by obtaining the velocity and 

acceleration power spectra and then using the technique 

described twice with the same series of random numbers. The 

oscillation amplitudes implicit at each frequency would thus 

be the same, and an appropriate adjusbnent could be made to 

the phase at each frequency. This approach could be employed 

if it was felt that any error was introduced at the high 

frequency end of the spectrum by the differencing technique 

described above; however in the cases studied here the zero 

padding led to a time increment small enough that all 

relevant frequencies were present in the realisation; the 

- difference equations were therefore used on the grounds of 

computational efficiency. 

Calculation of Hydrodynamic Force Realisation 

Having obtained the fluid velocity and acceleration at each 

time step, the random hydrodynamic force realisation for the 
• 

unit is calculated using Morison's equation: 

where V~ is the displaced volume of the unit 

AI> is the projected area of the unit 

C~ is the inertial coefficient of the unit 

Cd is the drag coefficient of the unit 

(3.2) 

The inertial coefficient is defined here as being the ratio 

of the added mass of the unit to its displacement. 
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The selection of appropriate values for 

coefficients ( inertial and drag) and the 

technique used to obtain these values is 

the force 

experimental 

discussed in 

Appendix 3.1. Time histories generated in this manner can be 

used to calculate the hydrodynamic force power spectrum; 

however, there seems little point in such a calculation as 

the force random process statistics may be obtained by 

fitting statistical distributions directly to the force 

realisation data. 

A slack wire situation will occur if the upwards hydrodynamic 

force is greater than the net force downwards; ie if: 

(3.3) 

where v is the velocity of the subsea unit. The first term 

on the right hand side is the weight of the unit; the second 

term is the buoyancy of the unit, and the final term is the 

steady hydrodynamic force due to the velocity v. 

A time domain solution thus retains the non-linearity 

inherent in Morison's equation; however, in order that the 

statistics of the force realisation adequately represent the 

statistics of the force random process, it is necessary that 

enough data is calculated. If the statistics are to be 

obtained directly from the realisation, it is not important 

whether the volume of data is increased by increasing the 

length of the realisations or by increasing the number of 

realisations; however, if it is required to calculate a force 

power spectrum, then a better spectral estimate will result 

if the data is segmented by restricting the length of the 

realisations, and calculating more of them (see, for example, 

Schwartz and Shaw [1975]). A check on the quantity of data 

used can be carried out by calculating the force statistics 

for a given data set, then increasing the size of the data 

set and recalculating. If the statistics do not change 

significantly with the increase in size of the data set, then 
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the set can be assumed to be representative of the process as 

a whole. 

3.4 THE FREQUENCY DOMAIN APPROACH 

The method used to solve the problem in the frequency domain 

is that suggested by Borgman [loc.cit.]. The method is 

derived by the use of Morison's equation in 

of an analytic force covariance function. 

approximated as a series expansion, and 

calculation of only the first term of 

linearised force spectral density may thus 

the calculation 

This function is 

linearised by 

the series. A 

be obtained by 

applying a Fourier transform to the linearised covariance 

function, resulting in the expression for the force spectral 

density: 

SF.(W) • [~V~ ('~C. .. )rSAA(W)'['irAbC.t~.~Svv (3.4) 

where 

S~is the force spectral density 

Su is the water column acceleration spectral density 

SYVis the water column velocity spectral density 

mo is the zeroth moment of the water column velocity spectrum: 
v 

Since the water column oscillation is assumed to be simple 

harmonic, the water column acceleration and velocity spectra 

may be obtained in terms of the water column elevation 

spectrum as: 

(3.5) 
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leading to an expression for the force spectral density in 

terms of the water column oscillation spectral density: 

As with the time domain model, the experimental technique 

used to obtain appropriate values for the inertial and drag 

coefficients used is discussed in Appendix 3.1. The force 

spectrum thus obtained may be used to calculate the 

statistics of the force random process. 

3.5 EXPERIMENTAL VERIFICATION 

In order to examine the accuracy of the two methods adopted, 

a series of experimental studies was carried out, with the 
aim of demonstrating that both the water column oscillation 

spectra obtained with the subsea unit in the rnoonpool and the 
subsea unit 

statistiCs) 

engineering 

force spectra (and hence the force random process 

obtained are accurate enough for the purposes of 

design. 

In order to establish that the response spectra are accurate 

enough for engineering design purposes, two series of tests 

must be carried out: 

(i) A set of tests to measure the rnoonpool water column 

response with a subsea unit present. The results from 

these tests may be compared with predictions made using 

the method set out in Chapter 2. 

(ii) A set of tests to measure the force on the subsea unit in 

the moonpool 

In all cases the rnoonpools were mounted in a ship model; due 

to the complexity of the equipment used to measure the force 

on the subsea unit, the ship model was restrained in the tank 

such that all modes of motion were restrained. Three 
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moonpools were used for the tests with a single subsea unit; 

the time required to construct the relatively complex shapes 

of realistic units precluded the construction of more than 

one model. In all cases the subsea unit was placed at the 

moonpool exit, such that the bottom of the unit was flush 

with the bottom of the ship. 

The first series of tests involved obtaining the hydrodynamic 

coefficients for the moonpools with the subs ea units using 

the procedure set out in Appendix 2.1. The three random 

realisations used previously (see section 2.5) were run in 

the tank, and the water surface elevation measured both 

inside the moonpool and external to the ship. In each case 

the wave spectra and the water column oscillation response 

spectra were calculated numerically. As in section 2.5 the 

wave spectra obtained were then used as the input for the 
theoretical calculation procedure (with the moonpool 

hydrodynamic coefficients), and the water column oscillation 

spectra thus predicted were compared to those measured. 

The second series of tests required the inertial and drag 

coefficients for the subsea unit in each of the moonpools; 

these were obtained using the procedure set out in Appendix 

3.1. The three random realisations were then rerun; the 

water surface elevation inside the moonpool and the force on 

the subsea unit were measured. The water column oscillation 

spectrum and the force spectrum were then calculated 
numerically; the water column oscillation spectrum was then 

used as the input for the two methods set out in sections 3.3 

and 3.4. The force spectra thus predicted were then compared 

with those measured. 

The moonpools used are shown in Figure 3.3; moonpools 1 and 3 

were chosen as identical to moonpools 1 and 3 of chapter 2 in 

order that comparisons could be made between the water column 

oscillation with and without the subsea unit. The ship model 

with moonpool mounted is shown in Figures 3.4 - 3.5. 
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3.6 RESULTS AND DISCUSSION 

Since two distinct sets of tests were carried out, the 

presentation and discussion of the results is carried out in 

separate sections. 

3.6.1 RESULTS AND DISCUSSIONS: WATER COLUMN OSCILLATION 

Moonpool Hydrodynamic Coefficients 

The blockage coefficients and the hydrodynamic coefficients 

for the three moonpools with the subsea unit are shown in 

Appendix 3.3. It can be seen that the added masses for the 

moonpools are relatively high (in comparison with the empty 

moonpools of chapter 2). This is particularly noticeable for 

the moonpool 1, which had the highest blockage ratio (0.695), 

where the added mass rose from 0.27 (see Appendix 2.2) to 1.2 

due to the presence of the unit. The added mass for moonpool 

3, which had a relatively small blockage ratio (0.283) rose 

from 0.4 to 0.8. A similar trend can be seen in the damping 

coefficients, where both the damping ratio intercept and the 

damping ratio gradients increase significantly between the 

empty moonpool and the moonpool with the subsea unit. Again 

the increase is greatest for moonpool 1, with the damping 

ratio intercept increasing from 0.0113 to 0.0369, and the 

damping ratio gradient increasing from 0.1846 to 0.8643. 

Prediction of Significant Water Column Oscillation 

The significant oscillation in the moonpool from the random 

wave tests is shown in Appendix 3.4 for both measured and 

predicted values. The agreement is fair, with the worst 

error being less than 30% and the mean error being less than 

11%. The predictions are all high for moonpool 1, but all 

low for the other two moonpools. Possible reasons for these 

discrepancies are examined later. It is interesting to note 
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that the significant water column response in the moonpools 

is not reduced by as much as might be expected due to the 

presence of the bell for the larger waveheights: whilst the 

damping of the system is substatially increased by the 

presence of the bell, the reduction in the frequency of peak 
system response due to the increased added mass and damping 

brings the natural response frequency of the system nearer to 

the peak energy frequency of the wave spectra, largely 

cancelling out the benefits gained from the reduction in the 

maximum magnitude of the moonpool transfer function. The 

effect of the shifts in peak response frequency will be 

discussed in more detail in Chapters 4 - 6. 

Prediction of water Column Oscillation Response Spectra 

Plots of the measured wave spectrum, the predicted 

oscillation spectrum and the measured oscillation spectrum 

are shown in Figures 3.6 - 3.14. In each case the solid line 

represents the wave spectrum, the dashed line represents the 

predicted water column oscillation spectrum and the triangles 

represent the measured water column oscillation spectrum. As 

in the results presented in Chapter 2, the wave spectra are 

not very smooth, with multiple peaks exhibited in all cases. 

The reasons for these peaks are discussed in section 2.6. In 

all cases, the shape of the predicted oscillation spectrum is 
similar to that measured. 

Sources of Experimental Error 

There are several possible sources of error with the 

experimental equipment and procedures used. Many of these 

are exactly as discussed in section 2.6; however it is worth 

pointing out that the problems due to cross waves was 

exacerbated in these tests by the fact that the ship could 

not be placed centrally between the tank walls due to the 

force measurement rig. As a result, the cross waves occurred 

at several frequencies, with peaks being noticeable in the 
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wave spectra at about 1.IHz, 1.35 Hz, and 1.65Hz. A further 

effect of this asymmetry was that the amplitude of the cross 

waves was different from one side of the ship to the other, 

being noticeably greater on the side of the ship closer to 

the tank wall. Since the wave elevation was measured on the 

other side of the ship, the wave spectra obtained may well be 

unrepresentatively small. 

An additional problem found with these tests was that the 

resistance wave probes used to measure the water surface 

elevation proved to be sensitive to the proximity of solid 

objects; this became particularly noticeable for the cases 

where the blockage was high (moonpools I and 2), as the probe 

had to be placed in a very confined space between the bell 

and the moonpool wall. The sensitivity of the probes to this 

small space meant that calibration could be carried out less 

accurately than in open water, and that the output was not as 

linear as would be desired. 

Finally, it was observed that the free surface inside the 

moonpool was far from being flat due to the presence of the 

bell in the centre of the moonpool. Since the wave probes 

had to be positioned near the walls of the moonpool (rather 

than in the centre as in the tests described in Chapter 2), 

it is likely that the measured oscillation in the rnoonpool 

was greater than the mean oscillation across the whole free 

surface. 

These three effects may help to explain the underprediction 

of the significant oscillation in these tests as compared to 

the tests described in Chapter 2. It is possible that an 

error of calibration was made 

moonpool 1 with realisation 1; 

in the case of the test of 

even considering 'all the 

possible sources of experimental error, the result for this 

test is worse by a factor of two than all the other tests. 

If this result were neglected, the mean error would fall to 

less than 9%. 
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Sources of Error in Mathematical Model 

In addition to the errors due to experimental equipment, it 

is likely that some of the error is caused by the inability 

of the mathematical model to cope wi th the highly complex 

dynamic system of the moonpool with the subsea unit present, 

for a variety of reasons. 

Firstly, the modelling of the damping ratio as being the sum 

of a constant and a term proportional to the oscillation 

amplitude may not be sufficient when the blockage ratio is 

high; it would be interesting to try a quadratic model to see 

if any advantage were gained. Secondly, the modelling of the 

system as a simple mechanical oscillator breaks down when the 

bell breaks the free surface, as the restoration force on the 

water column then becomes dependent upon the area of the free 

surface, which will vary through the oscillation cycle. 

In addition, the water surface in the moonpool can no longer 

be reasonably assumed to be flat; this will cause additional 

variation in the restoration, as well as affecting the 

measured surface elevation. Since the draft of the ship in 

all the tests was 20cm, and the length of the subsea unit was 

17cm, any oscillation of height greater than 6cm would start 

to uncover the unit. This affected both the single frequency 

tests used to determine the moonpool added mass (see Appendix 

2.1) and the random wave tests. The significant water column 

oscillation was greater than 6cm in three out of the nine 

tests, implying that the unit was breaking the free surface 

for a substantial proportion of the time in these tests. The 

error caused by this phenomenon will be dependant on the 

blockage ratio, as the restoration of the system and the 

slope of the free surface will vary more at higher blockage. 

It is not surprising then to see that, of these three cases, 

the worst error is found for moonpool 1, which has the 

highest blockage ratio. 
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Summa:ry 

In summa:ry then, the results suggest that, whilst the 

mathematical model as presented is less successful for the 

case of a moonpool with a subsea uni t than for an empty 

moonpool, the significant oscillations and response spectra 

predicted are accurate enough for the purposes of engineering 

design. It is possible that the accuracy of the hydrodynamic 

coefficients could be improved both by running the single 

frequency tests for the added mass at a smaller wave height 

and using a more sophisticated model to represent the 

non-linearity of the damping. 

3.6.2 RESULTS AND DISaJSSIONS: FORCE ON THE SUBSEA UNIT 

Force Coefficients for Subsea Unit 

The results obtained for the force coefficients for the bell 

in each of the three moonpools, together with the Reynolds 

numbers and Keulegan Carpenter numbers for which these values 

were achieved are shown in Appendix 3.5. In each case three 

tests were carried out, at different frequencies, and the 

largest values taken. It can be seen that the inertial 

coefficient falls with the blockage ratio, whilst the drag 

coefficient falls then rises as the blockage ratio falls. 

The first effect is as would be expected; the second effect 

is probably related to the Reynolds number and Keulegan 

Carpenter Numbers attained rather than the blockage ratio. 

It should be pointed out that the Reynolds number given is 

calculated on the basis of the nominal flow velocity rather 

than the actual flow velocity; the effect of this assumption 

is discussed in Appendix 3.1. 
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Prediction of Significant Force on Subsea Unit 

The significant forces on the bell, both measured and 

predicted, and the errors in both the prediction methods 

adopted are given in Appendix 3.6. It can be seen that the 

agreement is on the whole very good for both approaches, with 

the worst error being less than 15%, and the average errors 

being just under 6% for the frequency domain approach, and 

just under 5.5% for the time domain approach. As with the 

previous random wave results, the errors are worst for the 

smallest realisation, though the results for Moonpool 3 in 

the large realisation are also less good. Reasons for these 

discrepancies are examined later. 

Prediction of Force Response Spectra 

Plots of the measured and predicted force spectra are shown 

in Figures 3.15 - 3.23. In each case the solid line 

represents ,the force spectra predicted by the frequency 

domain method, the dashed line the force spectra predicted by 

the time domain method, and the triangles represent the 

measured force spectra. In all but one case, the shape of 

the predicted force spectra are similar to those measured. 

Sources of Experimental Error 

There are several sources of error with the experimental 

equipment and procedures used. All the reservations about 

the measurement of the water column oscillation in the 

moonpool mentioned in the previous section apply again. In 

addition, the uncovering of the bell in the larger 

oscillations will cause the force on the bell to be reduced, 

in addition to altering the dynamics of the ship/moonpool 

system. This probably explains the over prediction of the 

force for moonpool 3 in realisation 3 (Figure 3.23). 
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Sources of Error in Mathematical Model 

Both prediction methods show a tendency to over predict the 

size of the high frequency components of the force; this 

tendency has been partly alleviated by the imposition of a 

'cut-off' at 1.5Hz. This was felt to be sufficiently far 

enough above the dominant frequencies of the water column 

oscillation that all data above the cut-off frequency could 

be regarded as spurious. Even with this approach, however, a 

certain amount of over prediction is shown, particularly in 

the case of moonpool 1 and realisation 1 (Figure 3.15). In 

general the time domain approach does show a slightly better 

fit to the experimental data than the frequency domain 

approach, though at a significant extra cost in computing 

time. 

Application of Procedure to Full Scale Prediction 

It must be stressed that the experiments were in no way 

intended to provide an accurate representation of any real 

system; the sole aim was the verification of the mathematical 

models presented. The good agreement obtained was certainly 

due in part to the fact that the tests used to find the force 

coefficients for the bell in the moonpool and the random wave 

tests were carried out at the same scale. The method used to 

obtain the force coefficients would not be directly suitable 

for the case where a prediction of full scale forces was 

required; an alternative technique is suggested in Appendix 

3.1. A further effect of the small scale of the random wave 

tests is to increase the dependance of the force coefficients 

on the Reynolds number, whilst reducing the dependance on the 

Keulegan Carpenter number. In practice, it is felt that the 

choice between the two methods will be strongly influenced by 

their ability to deal with the variation of the force 

coefficients with Keulegan Carpenter number; however this 

problem is outside the scope of this study. 
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Summary 

In summary, it has been shown that both the frequency domain 

and the time domain models proposed may be used to predict 

the forces on a subsea unit in a moonpool to a level of 
accuracy appropriate to engineering design. Some 

modifications to both the experimental procedures adopted 

will, however, be necessary in order for the method to be 

used with confidence, and further extensions to the 

mathematical model to deal with the variation of the force 

coefficients with frequency may be desirable. 

Mathematical models have thus been proposed with which the 

response of the moonpool to environmental forces - in terms 

of both the water column oscillation and the force on a 

subsea unit inside the moonpool - may be calculated with a 
sufficient degree of confidence. However the analysis of the 

response is only one part of the design process as a whole. 

Before a systematic design process may be adopted it is 

necessary for the designer to understand the relationship 

between the performance of the system and the system 

parameters. In the case of the moonpool, the area of 

particular interest is the variation of the moonpool response 

with the moonpool geometry. A study of these variations is 

presented in the following chapters. 
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4. A POTENTIAL FLOW M)DEL OF THE SHIP /MOONPOOL SYSTEM 

4.1 INTRODUcrION 

The Prerequisites for a Moonpool Design Procedure 

The work outlined in the previous chapters presents an 

approach whereby the response spectra for both the water 

column oscillation and the hydrodynamic forces on a subsea 

unit may be calculated. The approach is not, however, 

entirely based on 

numerical, and 

calculation, 

involves the 

either analytical or 

measurement of certain 

hydrodynamic coefficients using laboratory tests. This level 

of understanding of the ship/moonpool/subsea unit system is 

sufficient to allow the development of a design assessment 

procedure; however it is not sufficient to allow the 

development of a systematic design procedure. In order to 

develOp such a procedure for the design of moonpools it is 

also necessary to have an understanding of the problems which 

the designer is trying to surmount, a strategy which may be 

used to surmount these problems, and a means of implementing 

the strategy. 

The moonpools considered up to now have been 'smooth'; that 

is to say they have a constant cross sectional area from from 

the waterplane to the exit. The response amplitude operators 

(RAOs) of such moonpools resemble those of a lightly damped 

mechanical oscillator, with a large response at the natural 

frequency falling away to zero at higher frequencies and 

tending towards unity at lower frequencies. If the peak of 

the RAO of the water column oscillation falls close to the 

peak energy of the wave spectrum, then the water column 

response spectrum will exhibit a large peak value, and the 

significant oscillation will tend to be large. This is 

illustrated in Figure 4.1a. In practical terms, such a 

rnoonpool will incur large amounts of downtime, and the vessel 

on which it is installed will now be as cost effective as it 
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could. The problem facing the moonpool designer is thus to 

reduce the response of the moonpool such that the downtime 

incurred is reduced. The quantification of this downtime is 

discussed in detail in Chapter 7. 

Moonpool Design Strategies 

There are two basic strategies which might be used to 

approach the design problem as stated. Firstly the designer 

may try to modify the rnoonpool such that the magnitude of the 

peak response of the water column oscillation RAO is reduced; 

this approach is illustrated in Figure 4.lb. Alternatively 

the designer may attempt to modify the moonpool such that the 

frequency at which the peak occurs is shifted away from the 

predominant frequencies of the waves. In terms of the 

mechanical oscillator analogy, the first approach requires 

that the system damping be increased, whilst the second 

approach requires that the system added mass be changed. In 

practice, of course, an increase in the system damping will 

tend to lead to a reduction in the natural frequency, and any 

change in the rnoonpool geometry which will affect the added 

mass will also affect the system damping; however the broad 

distinction remains. 

The first strategy is suited to the case where an existing 

moonpool is to be improved; in such a case, any alterations 

to the moonpool geometry will be necessarily minor since it 

is unlikely that much space will be available around the 

moonpool in order to make significant changes to the 

geometry. Horizontal stiffeners or baffles may be added to 

the moonpool interior in order to increase the viscous 

damping of the system due to eddy shedding. When the problem 

can be tackled from the design stage, this method appears 

crude, taking account neither of the geometrical requirements 

of the moonpool (ie working cross section area and draft) nor 

of the operational areas of the vessel. The second strategy, 

on the other hand, does take account of these factors, in 
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that the geometry of the moonpool will influence its natural 

frequency, whilst the predominant frequency of the waves will 

be governed by the operational area of the vessel. If the 

designer can modify the moonpool such that the natural 

frequency of the system is shifted away from the predOminant 

wave frequencies, then the moonpool performance will be 

improved. 

In order to implement this strategy the designer needs to 

have an understanding of the way in which changes in the 

moonpool geometry affect the characteristics of the moonpool 

(in terms of both the water column oscillation and, by 

inference, the forces on a subsea unit in the moonpool). In 

particular the relationship between the moonpool geometry and 

the added mass of the water column must be understood. It is 

therefore necessary to construct a model with which the 

relationship between basic geometric parameters in a variety 
of moonpool configurations and the natural frequency of the 

water column oscillation may be established. The process by 

which the form of this model was decided is described in the 

following section. 

4.2 SELECTION OF APPRQAQ{ 

In order to gain an understanding of the way in which changes 
in the moonpool geometry affect the natural frequency of the 

moonpool, it is necessary to carry out a study relating the 

natural frequency to baSic geometriC parameters. In order to 

carry out such a study, a model of the ship/moonpool system 

is required. Such a model may take several forms; for 

example the model may be physical, numerical or analytical; 

or it may comprise elements of each form. The model set out 

in Chapter 2 has elements of all of these forms the 

measurement of the hydrodynamic coefficients uses a physical 

model, the calculation of the pressure on the base of the 

moonpool uses a numerical model, whilst the calculation of 
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the water column oscillation uses an analytical model. 

In this case, the model chosen must indicate the relationship 

between the natural frequency and the basic geometrical 

parameters of the moonpool. A further requirement is that a 

wide range of values of these parameters must be studied. 

This requirement rules out any element of experimental study, 

at least at the initial stages, since the time taken to build 

models would be prohibitive for a large study. The approach 

set out in Chapter 2 is thus of no use for this initial 

study. The problem could be solved using a numerical method; 

for example a time domain numerical solution of the 

Navier-Stokes equations for the moonpool using one of the 

algorithms currently available could be used to obtain water 

column oscillation time histories from which the moonpool 

natural frequency could be deduced. The drawbacks of such an 

approach are, however, similar to those of the experimental 

approach, since the methods available are time consuming to 

program and require large amounts of computer storage and CPU 

time to run. The use of purely physical or numerical models 

is thus ruled out. 

In contrast, an analytic solution to the problem, once 

derived, could be solved quickly and relatively easily for 

each variation in parameters. The use of an analytical model 

does, however, impose some restrictions upon the solution. 

Since it is not possible to produce an analytical solution of 

the full Navier-Stokes equations for realistic geometries, 

the effects of viscosity must be neglected. This has the 

effect that the damping of the model will be unrealistically 

low, since the only non-viscous damping present in the 

ship/moonpool situation is that caused by the radiation of 

waves from the moonpool. As a result, any transfer functions 

calculated using such an approach will have very large 

magnitudes. Furthermore, an analytic potential flow solution 

of the moonpool problem will require the use of conformal 
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mapping techniques; and as such, will be restricted to two 

dimensions. These problems are not, however, prohibitive; if 

qualitative trends can be established for various 

configurations using the analytic model subject to these 

restrictions, then the most promising configurations may be 

studied experimentally to examine the effects of viscosity 

and the actual 30 geometry. 

It was thus decided that a 20 potential flow model would be 

used to establish qualitative trends for the natural 

frequency of water column oscillation. A short series of 

experimental tests would then be carried out in order to 

confirm the trends and examine the effects of the assumptions 

made. 

If the ship/moonpool system is to be simplified to 20, then 

the possible six degrees of freedom of motion are reduced to 

three: heave, roll and sway. It has been argued earlier 

(Chapter 2) that since the moonpool will generally be close 

to the centre of the ship the effects of angular motions will 
be negligable, and since the water column oscillation is in 

the vertical plane, excitation in the horizontal plane will 

have little effect. The effects of sway and roll may 

therefore be disregarded immediately. The system is thus 

reduced to a duct between two thick heaving barriers. This 
simplification is shown in Figure 4.2a-b. 

Literature Review 

The phenomenon of the interaction of water waves with surface 

piercing vertical barriers has attracted considerable 

interest over the years, for a variety of reasons. The 

reflection and transmission coefficients obtained from 

studies of this phenomenon have been used to suggest 

possibilities for floating breakwater development, whilst the 

oscillation of the water column in the duct between the 

barriers has been studied as being relevant to the design of 
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both wave energy devices and moonpools. 

Newman [1974] solved the double barrier problem using the 

assumptions of negligable barrier thickness and a small duct 

width / barrier draft ratio, using a method similar to Tuck 

[1974]. Evans [1978] extended the method to deal with the 

case of a float connected to a spring-dashpot system at the 

free surface, and also produced a three dimensional solution 

for a narrow tube. Lee [1982] extended Newman's method to 

deal with the case of barriers of significant thickness, and 

showed how the oscillation would be affected by heaving of 

the barriers. The results showed that the oscillation 

displays a distinct peak response phenomenon, that the key 

parameter controlling this response is the ratio of duct 

width to barrier draft, and that the fixed barriers case 

offers a good first approximation to the heaving barriers 

case. 

Selected Solution Approach 

In order to simplify the problem further then, the heave of 

the barriers may be neglected, and the ship/moonpool system 

modelled as a duct between two thick barriers completely 

space-fixed. This simplification is shown in Figures 4.2b-c. 

In order to solve the simplified geometry, the fluid domain 

is first divided into inner and outer regions. The inner 

region, comprising the flow within and near to the lower exit 

of the duct is solved using a conformal mapping technique. 

The outer region, in which the two barriers are considered as 

a continuous ship section and the mass flow from the duct is 

represented by a source singularity, is solved using a source 

distribution method. The two solutions are then matched 

asymptotically to allow calculation of the water column 

response. Only the inner solution, therefore, need be 

modified in order to accommodate different duct 

configurations. 
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4.3. FORMULATION OF THE PROBLEM 

A cartesian coordinate system is chosen with its origin in 

the still water level on the centreline of the duct. The y 

coordinate is defined as positive vertically downwards. The 

width of the duct is 2b and the draft of the barriers is a. 

The coordinate system and the definition of parameters are 

shown in Figure 4.3. 

It is assumed that the water depth is infinite: plane 

progressive waves of frequency w / 211 are normally incident 

from x = + IX) upon the two dimensional space-fixed ship hull. 

The usual assumptions of linearised irrotational flow are 

made, and the time-dependent velocity potential is expressed 

as: 

(4.1) 

The time-independent part c:p (x,y) satisfies the governing 

equation: 

v? <P = 0 for y > 0 external to the body boundary 

and the following boundary conditions: 

(i) Kct + oc!> = o on y = 0 
~j 

(ii) 
~ o on the body boundary ~n = 

(iii) <P -> o as y -'J 00 

(iv) <P (x,y) "'-
_K~ ( :.1::" e e + Re'dC::" ), x -> 00 

4' (x,y) ,....., -,,~ - t. K)(' x -> -tlq Te , 

A solution of this boundary value problem is sought under the 

further assumptions on the geometry of the problem: 
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£ = b / C\ «1 ; K Cl = 0 [11 

These imply that the width of the duct is small relative to 

the draft of the barriers, a, and the wave-length 

A = 21l' / K. 

The flow field is now divided into two regions to be 

considered separately: 

(i) the outer region - defined as: (Kx,Ky) = 0[1] 

(ii) the inner region - defined as: x/b = 0[1], 0 < y < a 

4.4 SOLUTION OF rHE INNER REGION 

The inner region is solved using the Schwarz-Christoffel 

transform, which is particularly suited to dealing with 

boundaries consisting of straight lines and sharp corners. 

The method of solution of the transform integral depends on 

the complexity of the integrand; which depends in turn on the 

complexity of the geometry. There are two distinct cases to 

be considered; firstly where a solution of the transform 

integral is available in closed form, and secondly where the 

solution of the integral is not available in closed form. 

Examples of both types of solution will be given here; the 

full range of solutions obtained is given in Appendices 

4.1-4.5. 

4.4.1 CLOSED FORM INNER SOLUTION 

TwO geometries were considered for which the inner region 

solutions were available in a closed form. The first 

geometry considered was the smooth duct, as modelled by Lee 

[1982]. Whilst the method used to obtain the solution 

differs slightly from that of Lee, the results obtained are 

largely similar. A complete solution for the smooth duct is 

given in Appendix 4.1. The simplest modification to the 

smooth duct geometry is the incorporation of a thin baffle at 
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the exit. The solution for this geometry is outlined here in 

order to illustrate the method; a complete solution is given 

in Appendix 4.2. The two geometries examined are illustrated 

in Figure 4.4. 

The symmetry of the region about x = 0 is used to simplify 

the required solution region to the right half of the duct, 

shown in Figure 4.5a. The flow field is transformed onto the 

upper half plane using the Schwarz-Christoffel transform, 

with the solid boundaries of the z-plane forming the real 

axis of the ~ -plane (Figure 4. 5b) • The transform relation 

takes the form (see, for example, Lamb [1962]): 

(4.1) 

where ~ and ~ are complex constants. The expression 

describes a line integral in the ~ -plane; the path of 

integration in this case being along the real axis and around 

the singular points as shown by the dotted line in Figure 

4.5b. A complete solution for the flow in the z-plane is 

obtained by evaluation of the integral in (4.1), and applying 

the boundary conditions: 

z = b-p @ ,= 0 (4.2) . 

z~ b @ ,= k. (4.3) 

~e [z 1 : 0 @ ~ > I (4.4) 

The flow in the ~-plane is represented using a source/sink 

singularity placed at ~ = 1. The complex potential in the 

~ -plane is thus given as: 

W:: K, \n ( ~ - 1) + k~ (4.5) 

yielding: 
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(4.6) 

A complete solution for the inner region is thus obtained as: 

-ib(l- kS't r r;-:"'\;' et.".,+p 1 1,) 1- ~+e.c.w+(.\ - M ] 
Z: IT l Z" \-~ + e + (t- t.) J \-k.+ee(WtjS ... Jt=k (4. 7 ) 

subject to the geometrical constraint: 

This expression may be used to obtain a plot of the 

streamlines and potential lines for the inner region. Figure 

4.6 shows one such plot for the case where £ = 0.1, and 

p/b = 0.5. The constants 0( and f3 must be found before 

proceeding with the solution. f3 is found using the 

asymptotic potential as ~ -> 1 in conjunction with the free 

surface condition: 

f3 ~ : [~ - £11- Z ((1- k. ) - In Z J Ht'] ( 4.9 ) 

~ is found by matching the asymtotic expansion of the inner 

region potential in the overlap domain with the corresponding 

expansion of the outer solution. This asymptote is found as: 

(4.10) 

.I,Z 
where C"" = (1 - k) • 

The solution is now ready for matching; full details of the 

procedure outlined here are given in Appendix 4.2. 
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4.4.2 IMPLICIT INNER SOLUTION 

In the two cases mentioned in the previous section the inner 

solution was found explicitly from the Schwarz-Christoffel 

transform, and the required asymptotes of the inner region 

potential were found from this explicit solution. In the 

case of more complicated modification to the duct exit 

geometry, the inner solution will, however, not always be 

available in closed form, and an implicit approach is 

required. The complexity of the solution is a function of 

the number of 'corners' in the geometry of the configuration 

which become mapped onto known points in the transform plane. 

The smooth duct has two such 'corners', at z = (b, 0 ) and at 

z = (0,00); the boundary conditions relating to these 

corners allow the solution of the two unknown complex 

constants K and L (see (4.1». The introduction of a thin 

baffle at the exit introduces an extra corner at z = (b-p,O); 

this is reflected in the geometrical constraint applied to 

the solution (4.8). In general, for each additional 'corner' 

introduced to the solution, an additional geometrical 

constraint will also be introduced; and since the solution 

will only be available in an implicit form, the constraint 

will also be in an implicit form. 

The simultaneous solution of a series of such constraints is 

only possible by an iterative technique; this becomes very 

expensive in terms of computer time if a large number of 

constraints apply. In practical terms, it is only feasible 

to attempt solutions which have a limited number of 

additional 'corners'; the largest number attempted here being 

three. This restriction forms the first criterion which was 

used to decide the alternative configurations chosen for 

solution here. 
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Two other criteria were also applied to the selection of 

alternative configurations: that they should have the 

potential to offer significant shifts in peak response 

frequency, and that they should be practical from the point 

of view of design and construction in three dimensions for a 

real ship. Three configurations satisfying these criteria 

were ultimately chosen; a baffle internal to the duct (for 

which the exit baffle previously considered is a limiting 

case), a flow expansion at the duct exit, and a flow 

constriction at the duct exit. The geometry and the 

parameters to be varied for each configuration are shown in 

Figure 4.7. The solutions obtained for these configurations 

are detailed in Appendices 4.3-4.5; the solution for the 

internal baffle is outlined here in order to illustrate the 

method. 

The formulation of the problem is as described in section 

4.3. The solution again uses a Schwarz-Christoffel transform 

to map the degenerate polygon formed by the boundaries of the 

inner region onto a half-plane. The symmetry of the region 

about x = 0 is used to simplify the problem to the right half 
of the region (Figure 4. Sa) • This region is transformed onto 

an upper half plane (Figure 4.Sb). 

The transform is described by the expression: 

~ 

Z = IK f F (t) at .. lL 
o 

(4.11) 

where F( t) = t'~( t- k.. )'t (t- ~) (t-,.v ·;'l (t- , ).', and IK and IL are 

complex constants. This expression describes a line integral 

along the boundary and around the singular points as shown in 

the dotted line in Figure 4.Sb. In order to find R, L, ~ , 

~ and ~ and hence solve the problem the following boundary 

conditions are applied: 

Z= b @ 
, = 0 (4.12) 

z, b.il£!, @ ~ :. k. (4.13) 

66 



Z= b-p +i.q, 
L = b -4- iq, 

R.e (z1 = 0 

(4.14) 

(4.15) 

(4.16) 

The solution of this boundary value problem leads to the 

complete solution for the inner region: 

(4.17) 

subject to the geometrical constraints: 
. ~ 

rib 
L fk. F(t) c;\t = 

1rC"" 
(4.18) 

1/b -I le. 
:: f F(t)dt 

1rCM 0 

(4.19) 

and 

(4.20) 

-'I. .It. 
where C rw'\ = (1- l ) l (1- )..) (1-jl) t 

The coefficients k., A and f are found for a given baffle 

geometry by means of an iterative solution of Equations 

(4.18 - 4.20). 

As in the case of the closed form inner solution, the flow in 

the transform plane is modelled using a source/sink 

singularity placed at ~ = 1. ~ is thus given by equation 

(4.6); this expression is used as the upper limit of the 

integral of Equation (4.17). This integral, however, cannot, 

in general, be evaluated in closed form; thus, in order to 

obtain the streamlines and potential lines, Equation (4.1.7) 

must be evaluated numerically. The function F(t) is 

decomposed into real and imaginary functions before the 

complex line integral is evaluated. Figure 4.9 shows a 

typical plot obtained by this method for the internal baffle 

for E = 0.1, p/b = 0.5 and q/b = 0.9. 
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The constants eX and ~ are, however, still unknown. fS may 

be evaluated using the asymptote of this solution near the 

free surface (i.e as ~ -> 1). 

As ~ -> 1 Equation (4.17) may be rewritten in the form: 

Denoting the second integral as N, and neglecting the order 

term the asymptotic potential at the free surface is 

obtained, and substitution of the free surface condition 

yields: 

(4.22) 

The integral N is evaluated numerically. 

In order to evaluate 0( , the inner and outer solutions must 

be matChed in the overlap domain. The matching is carried 

out using the asymptotic expansion of (4.17) as I ~l - > 00 • 

As r~ I - > 1)0 , Equation (4.17) may be rewritten in the form: 

-ib f~ f"'tlt: - 'tb f~ F(t) - t"lot of b 
Z = TfCM 0 1fCrn 0 

(4.23) 

The second integral in this expression is bounded as I~l~~ , 

and may thus be neglected. The asymptotic potential in the 

overlap domain is thus given as: 

.,.h = z. In!:. .. k I" lTC~~ 
"t'" oc. za ()4. b (4.24) 

and the solution is now ready for matching. This equation 

can be seen to take the same form as that obtained for the 

exit baffle (Equation (4.10». Full details of the solution 

outlined here are given in Appendix 4.3. 
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4.5 SOLUTION OF THE OUTER REGION 

In the outer region, 

effectively collapsed 

with a solid boundary. 

as f - > 0, the two barriers are 

into one, representing a ship section 

The mass flux in and out of the duct 

is then represented by a source/sink singularity placed at 

y = a, x = O. This is shown in Figure 4.l0a. 

The time-independent part of the velocity potential is given 

as: 

where 4>x. is the potential of the incident wave 

~D is the potential of the diffracted wave 

tn is the outer region source strength 

4>s is the potential due to the source 

The incident wave potential is given in the form: 

(4.25) 

(4.26) 

and the three potentials of equation (4.25) (~1 ,~.,~s) should 

satisfy the free surface condition and the governing Laplace 

equation. In addition, <t>.. and <Ps should also satisfy the 

radiation condition. The following body boundary conditions 

also apply: 

(i) Diffraction Potential (~D) 
The diffraction potential satisfies the body boundary 

condition 

(4.27) 

on the body surface, where n is the normal vector 

positive outwards from the body. 
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(ii) Source Potential (~$) 
The potential of a source of unit strength satisfying the 

free surface condition, the governing Lap1ace equation 

and the radiation condition can be expressed in the form 

(Wehausen and Laitone [1960]): 

An additional term is required here to take account of 

the presence of the barriers: the potential ~s must also 

satisfy the body boundary condition ~4>s /~t'\ = 0 on the 

contour Ss shown in Figure 4.10b. Following Lee [1982]: 

c:t>s = G- + 4>Sb (4.29) 

where G is the Green's function given in Equation (4.28), 

and <l>sc> is the potential due to the diffraction of the 

flow from the source around the body obtained from the 

solution of a boundary value problem. 

Finally, in order to enable matching of the inner and 

outer solutions, the total potential in the region of 

r = 0 is found as: 

llM 4> ('(,\I ~a) = Itm (4\.+<Pb) t M IIM G- ... MhM 4>st) 
,...0 1 r .. o r~O r .. o 

= ~ro (~:t+d>t» -t ~ 11'\ fq + mllM ~.sc>-
\." pto ., 

- M f e-'2.PQdp -lme-llC"-t Of~)'t.' (4.30) 
1T 0 r-K ~ j 

A computer program 

distribution method 

using 

([1967)] 

Frank's close fit source 
was written to solve the 

boundary value problems for <PD and q>n. The next stage in 

the procedure is to match the inner limit of the outer 

solution with the outer limit of the inner solution such that 

the water column oscillation may be calculated. 
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4.6 CALCULATION OF WATER COLUMN RESPONSE 

In order to complete the solution the inner and outer regions 

must be matched, to establish a relationship between the 

singularity strength related terms m (in the outer solution) 
and 0( (in the inner solution). In each case the inner 

region asymptote has the same form (equations 

(4.24». The outer region overlap asymptote 

equation (4.30). Matching the O[ln(r/2a)] terms 

with (4.10) gives the identity 

= 

Similarly, matching the 0[1] terms: 

(4.10) and 

is given in 

in (4.30) 

(4.31) 

", 

M:' IIM /4>. + 4\'\ /[.!.. In 1f£L~ + .J. f. e-~(:(p 
." " .. 0 l \:t. ' J ttf p 11" I) p- k 

- 1. [1 .. a] + 
+~ K 

+ ..!. fc (N 1 - IIM 4>$0 + "Le - tt:C\ ] 
ltt CM r .. o 

(4.32) 

The external wave amplitude is calculated from the 1inearised 

free surface condition for the external wave field: 

(4.33) 

Assuming that, to this order of approximation, the water 

surface in the duct is flat, then the amplitude of 
oscillation of the water column in the duct is given as: 

Awe.. = (4.34) 

As the incident wave potential at y = 0 is of unit amplitude, 

the RAO is thus: 

H :: 

(4.35) 
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and the solution is complete. A computer program was written 

to evaluate the RAOs given by (4.35) over a range of 1000 

frequencies. This was felt to be sufficient to enable the 

determination of the peak response frequency with a 

reasonable degree of accuracy. 

4.7 NUMERICAL STUDY 

4.7.1 NUMERICAL STUDY: SMOOTH DUcr 

Scope of Study 

An initial study was carried out using the solution for the 

smooth moonpool in order to alllow a comparison with 

published results, and to assess the influence of the shape 

of the barriers themselves. 

The barrier shapes used are shown in Figure 4.11; these 

shapes are identical to those used by Lee. Figure 4.l2(a-c) 

shows the RAOs plotted against the non dimensional wavenumber 

Ka for a smooth duct with the duct width / barrier draft 

ratio, e , varying between 0.05 and 0.20 for each of the 

barrier shapes examined. 

Discussion of Results . 

The magnitude of the RAOs calculated are in all cases very 

large. This is to be expected, however, since the 

mathematical model includes no allowance for the effects of 

viscous damping: in practice, the viscous damping, in the 

form of eddy shedding from sharp corners will provide the 

major part of the system damping. Attention should therefore 

be concentrated on the frequencies at which the peak response 

occurs. 
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It will be seen that the results for the smooth duct are 

somewhat different from those given by Lee; the difference 

being far greater than that which would be caused by his 

incorrect formulation of the expression used to calculate the 

inner region constant (!> (see Appendix 4.1). On examination 

of his computer program used to evaluate the outer solution 

diffraction term 4>D' an error was discovered in the method 

used to solve the body boundary condition; this was found to 

be the source of the discrepancy. However, the results show 

that, whilst the numerical results given by Lee for the RAOs 

of the smooth duct are incorrect, the conclusions drawn from 

his study remain valid. The major conclusion was that the 

key parameter controlling the response of the water column is 

the duct width / barrier draft, £ . 

The geometry of the barriers appears in this case to have 

little effect on the magnitude of the frequency shift, 

suggesting that the use of three different barriers is 

unnecessary, and that appropriate inferences may be drawn 

from just one barrier shape. Subsequent results served to 

confirm this observation, and for all other calculations the 

results are presented only for barrier (b). 

4.7.2 NUMERICAL STUDY: MODIFIED DUcrS 

Scope of Study 

A parametric study of the variation in response with duct 

exit geometry was carried out for each of the three basic 

modifications to the smooth configuration by systematically 

varying the dimensions of the exit geometry, p and q. Since 

the exit baffle is a limiting case of the internal baffle, 

the results for both baffle geometries are presented 

together. 
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About 1250 combinations of p and q were studied in the cases 

of the baffle and the flow constriction, and about 2500 in 

the case of the flow expansion. The difference in the number 

of cases studied arose because it was felt that a reduction 

in the duct width of more than 50% would not be considered in 

practice, whilst an expansion of the duct of 100% might well 

be considered reasonable. This difference arises because of 

the location of the extra space required for each 

configuration over and above the minimum working area. In 

the case of the flow expansion, the extra space is required 

at the moonpool exit, and will probably come largely within 

the double bottom, where space will not, in general be at a 

premium. In the case of either the baffle or the flow 

constriction, however, the extra space will be required 

higher up in the moonpool, and will come within the tween 

decks, where space will be much tighter. The amount of extra 

space allowed for the moonpool geometry is thus likely to be 

less for these configurations. In each case barrier (b) from 

the previous section (see Figure 4.12) is used; the duct 

width / barrier draft ratio was kept constant at 0.1. 

The RAOs for each configuration were calculated over a range 

of the non dimensional wavenumber Ka from O. 6 - 1. 0; 1000 

steps were used. In each case, the wavenumber at peak 

response ( PRWN) was recorded. Typical RAOs are shown in 

Figure 4.13, in order to demonstrate the scale and direction 
of the shifts in the peak response wavenumber. 

In order to illustrate the effect of these configurations on 

the response of the system, a comparison was made between the 

peak response wavenumber for the modified exit geometry duct 

and the smooth duct. The percentage shift in the peak 

response wavenumber due to the modification can then be 

ascertained. Figures 4.14 - 4.19 show the variation in this 

shift plotted against geometrical variations in the three 

configurations. The shift is plotted as positive (ie towards 

higher wavenumbers) in each case; the actual direction of the 
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shift in each case is indicated by Figure 4.13. The slight 

irregularities in the plots are due to the discretisation of 

the wavenurnber variation. A discussion of the results 

presented here is now given. 

Discussion of Results 

The direction of the frequency shift effected by the baffle 

is given by Figure 4.13, whilst figures 4.14 and 4.15 show 

the effect on peak response wavenumber of baffles of varying 

sizes (p ) and in varying positions ( q ) • The general trends 

observed from these plots are as follows: 

(i) The presence of an baffle is shown to reduce the peak 

response wavenumber of the system. The reduction is, 

however, small: for the cases examined here the reduction 

is less than 5%. 

( ii ) Both the shift and the rate of change of shift increase 

with baffle size. 

(iii) For a given baffle size the reduction does not depend 

strongly on baffle position: however baffles nearer the 

duct exit produce the larger shifts in peak response 

wavenumber. 

The direction of the frequency shift effected by the flow 

expansion is given by Figure 4.13, whilst Figures 4.16 and 

4.17 show the effect on peak response wavenumber of flow 

expansions at the exit of varying width (p) and height (q). 

The general trends observed are: 

(i) The presence of a flow expansion at the exit is shown to 

increase the peak response wavenurnber of the 

shifts are in general slightly greater 

attainable from the baffle. 
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(ii) The shift increases with expansion width: however the 

rate of change of shift decreases. 

(iii) The shift is approximately linear wi th the expansion 

height. For a given expansion volume, then, a deep 

narrow expansion effects a greater increase in peak 
response wavenumber than one which is shallow and wide. 

The direction of the frequency shift effected by the flow 

constriction is given by Figure 4.13, whilst Figures 4.18 and 

4.19 show the effect on peak response wavenumber of flow 

contractions at the exit of varying width (p) and height (q). 

General trends observed are: 

(i) As would be expected from the results for the thin 

baffles, the presence of a flow contraction at the exit 

is shown to cause a reduction in the peak response 

wavenumber of the system. The shift is relatively large 

compared to the other configurations examined, 

approaching 15% for the larger constrictions studied. 

(ii) For a given height of constriction the shift and the rate 

of change of shift increase with expansion width. 

(iii) For a given contraction width the shift has a minimum 

value equal to that given by an baffle at the exit, and 

increases approximately linearly with height. For a 

given constriction volume, then, a shallow wide 

constriction effects a larger frequency shift than one 

which is deep and narrow. 

Summary 

Considering all the configurations together, it has been 

shown that the shifts in peak response wavenumber are in 

general small: though the flow expansion and contraction are 

undoubtably more effective than the baffle. The results 

suggest that an attempt to effect a significant shift in peak 

response wavenumber in a practical two dimensional system 
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using this approach would require drastic variations in the 

duct exit geometry. This does not, however, necessarily 

imply that the shifts effected by the corresponding three 

dimensional configurations will be as small. In order to 

investigate the performance of the two more promiSing 

configurations (ie the flow expansion and the flow 

constriction) in the three dimensional case, an experimental 

study was carried out. This is described in the following 

chapter. 

77 



(0) 

(b) 

(c) r· 
I \ . \ / . 

figure 4.1 

78 

Wave Spectrum 

-- RAO 

- - - - Response Spectrum 

--Frequency 

Wave Spectrum 

-- RAO 

- - - - Response Spectrum 

Frequency 

Wave Spectrum 

--- RAO 

- - - - Response Spectrum 

Frequency 



(a) 3D Shlp/Moonpool System - Beam Seas - 6 OOF motion 

C __ D_J 
\ ; I I SWL 

(b) 20 Shlp/Moonpool System - Beam Seas - 3 OOF motion 

(c) 20 Double Barrier Problem - Beam Seas - Space FIxed 

1 J/ 1I 'Lllll 

figure 4.2 

79 

I 
I 
I 

\lll.1' ,\\ \\ \ 



x 

y 

2b 

Figure 4.3 

(a) Smooth Duct 

..) 

(b) Duct with Exit Baffle 

Figure 4.4 
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5. EXPERIMENTAL STUDIES ON MOONPOOL EXIT GEOMETRY 

5.1 INTRODUcrION 

The work outlined in the previous chapters describes how a 

theoretical method may be used to predict the shift in 

natural frequency of the oscillation of a 2D water column 

between two barriers effected by the alteration of the duct 

exit geometry. Two of the exit configurations studied - the 

flow expansion and the flow constriction were shown to have 

the potential to effect significant shifts in natural 

frequency, with the shifts being towards higher and lower 

frequencies respectively. The use of these configurations 

thus suggest possibilities for improvement of the rnoonpool 

performance from that offered by the smooth moonpoo1. In 

addition, the viscous damping associated with these 

configurations, which was not modelled by the theoretical 

approach, should, intuitively be greater than that for the 

smooth moonpool, as more sharp corners are present to cause 

flow separation, and vortex shedding. Finally, the simple 

geometry of the configurations would not present any 

difficulties in construction if they were to be incorporated 

into a real moonpool design. To this end, a series of 

experimental tests were carried out in order that a 

parametriC study could be made of the water column 

oscillation for varying exit geometries. 

5.2 EXPERIMENTAL STUDY 

A moonpool with a series of inserts was constructed for the 

tests. The moonpool had a maximum cross section of 

200 x 200mm and a draft of 200mm. The inserts allowed for a 

variation in the exit geometry of both configurations of 

p/b = 0.0 -> 0.48 and q/b = 0.0 -> 1.5. In the case of the 

variation of p for the flow constriction, and both p and q 

for the flow expansion, the reduction of the variables to 
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zero corresponds to a smooth moonpool. However, in the case 

of the flow constriction, the reduction of q to zero 

corresponds to a thin baffle at the exit, as examined 

theoretically in Chapter 4. The geometry of the flow 

constriction configuration tested is shown in Figure 5.1a; 
that of the flow expansion configuration is shown in Figure 

5.lb. The tests carried out comprised simply of obtaining 

the hydrodynamic coefficients for each of the combinations 
using the procedure set out in Appendix 2.1. 

The tests of the flow constriction configurations proved to 

be extremely successful in that the results obtained fitted 

in well with the mathematical model (see Appendix 2.1) in all 

cases, and that very few spurious data points were obtained. 

The tests using the flow expansion configurations, however, 

were not so successful: with q/b > 0.4 and p/b > 0.24 such 

that the cross section at the still water level was reduced 

to 116 x 1l6mm, the water column oscillation was influenced 

more by surface tension effects than was desirable; 

meniscuses of several millimetres were noticed on both the 

moonpool walls and the wave probes. Since . the restoration 

forces are much smaller for these configurations than for the 

flow constriction configurations, the increased surface 

tension has a more detrimental effect. In addition, the 

greater depth expansions exhibited resonance at frequencies 

for which the problem of side waves in the tank became 

severe. As a result of these problems, the table of results 

is incomplete for the flow expansion. 

5.3 RESULTS AND DISCUSSIONS 

The results obtained for the hydrodynamic coefficients are 

set out in Appendices 5.1 and 5.2. 

observed are as follows: 
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(i) Added mass 
For the flow constriction the added mass increases with 

increases in both p/b and q/b. 

For the flow expansion the reverse is true; the added 

mass reduces with increases in both p/b and q/b. 

(ii) Damping Ratio Intercept 

For the flow constriction the damping ratio intercept is 

largest for q/b = 0.0; ie a thin baffle at the exit; for 

this case the damping ratio intercept increases with 

increases in p/b. A slight trend is apparent for q/b = 0 

for the damping ratio intercept to reduce with increases 

in q/b and to increase with increases in p/b. 

For the flow expansion there are no obvious trends in the 

relationships between p/b, q/b, and the damping ratio 

intercept. 

( iii ) Damping Ratio Gradient 
For the flow constriction the damping ratio gradient 

increases with increases in p/b, and increases then 

reduces with increases in q/b, with the value of q/b for 

which the maximum occurs reducing as p/b increases. 

For the flow expansion there are no obvious trends in the 

relationship between the damping ratio gradient and p/b; 

a similar trend to that observed for the flow 

constriction occurs in the relationship between the 

damping ratio gradient and q/b. 

In order to provide a qualitative comparison with the results 

obtained in the two preceding chapters, a measure of the 

shift of the peak response wave number is required. This 

shift is, however, not as easily defined as in the case of 

the double barrier problem, since the non-linearity of the 

damping results in a dependancy between the peak response 

wavenumber and the amplitude of the excitation ie the 

waveheight. In order to compare the moonpools directly the 

undamped peak response wavenumber was calculated for each 

configuration, using (2.7): 

W" ::. }9/"T(''t"aPo'\) 
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and thus: 

PRWN :: (5.1) 

These values were then compared with the values obtained for 

the smooth moonpool, and the percentage shift in PRWN 

calculated. The results obtained are plotted in Figures 

5.2 - 5.5. It can be seen that the general trends established 

in Chapters 4 and 5 are followed, in that the peak response 

wavenumber is reduced in the case of the flow expansion, and 

increased in the case of the flow constriction. The 

magnitude of the shifts is, however, much greater, with the 

maximum shift produced by the flow constriction about 70%, 

and that produced by the flow expansion about 50%, with the 

trends suggesting that larger shifts would have produced by 

the larger flow expansions, had these been studied. The 

increases do, however, appear to be more linearly related to 

the exit geometry than in the theoretical study. 

This comparison is, however, somewhat simplistic. The effect 

of the damping, not included in this calculation, will be to 

reduce both the magnitude of the peak response and the 

frequency ( and wavenumber) at which it occurs. As a 

consequence, the percentage shifts for the 

will be greater than those suggested by 

and those for the flow expansion will 

flow constriction 

Figures 5.2 - 5.3, 

be lesser. In 

addi tion, the performance of the moonpool in terms of water 

column oscillation amplitude at resonance will also be 

significantly affected by the magnitude of the damping. 

CompariSOns between the moonpools could be made for 

individual input wave spectra but there is no guarantee that 

a moonpool which has a good response (in terms of water 

column oscillation) in one sea state will necessarily perform 

well in another. In order to select a moonpool for a given 

ship, then, a quantitative means of comparison between 

different moonpools must be developed. The development of 

such a technique is described in the following chapter. 
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6. THE PRACTICAL ASSESSMENT OF MOONPOOL PERFORMANCE 

6.1 INTRODUCTION 

Having shown in the previous chapter that the water column 

oscillation in the moonpool may be dramatically altered by 

the alteration of the exit geometry, the question arises as 

to how a moonpool configuration should be chosen for a given 

ship. In most cases constraints upon structural integri ty 

and space will restrict the number of practical 

configurations, but a wide variety of possibilities will 

still exist. In order to select the most suitable 

configuration, it must be possible to rank the possible 

designs on the basis of performance. A suitable basis must 

therefore be chosen by which the moonpool performance may be 

assessed. 

One of the criteria which will inevitably be considered in 

the evaluation of any design is the long term downtime of the 

system. In the case of the moonpool, this downtime may be 

due to poor structural design, faulty construction, 

accidental damage, or simply the inability of the vessel to 

work due to bad weather. The downtime due to this last cause 

provides a means of comparison of the performance of 

different moonpool designs; if one design can be shown to 

cause less downtime in the long term than another, then the 

first design can be said to have a superior performance. If 

a series of moonpool designs is under consideration, then the 

designs may be ranked in terms of the expected annual 

downtime caused by each; the design with the smallest value 

will be the design which performs best. In order to obtain 

such a ranking a formal calculation must be carried out to 

determine the expected annual downtime for each moonpool; a 

procedure established for this purpose is described in the 

following sections. 
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6.2 THE CALaJLATION OF VESSEL DOWNTIME 

For a general comparison between significantly different 

designs, perhaps at an early stage in the vessel design 

process, the amount of vessel downtime due to the moonpool 
might be assumed to be the amount of time for which the 

moonpool itself is not operable; that is to say the amount of 

time for which the launch/retrieval operation through the 

moonpool is not possible. If comparisons are to be made 

between relatively similar moonpools, at an advanced stage of 

the design process, then this assumption is inadequate, and 

the ability of the vessel to work with regard to other 

factors - station keeping, roll motion etc. must be 

considered. A more sophisticated indicator is required. A 

logical extension to the indicator proposed above is to 

compare the moonpools on the basis of the vessel downtime 

caused solely by the moonpool; that is to say the amount of 

time for which the vessel is unable to work, but could work 

if the moonpool were better. 

In general the two indicators proposed above will lead to 

similar rankings, but differences may occur in some cases. 

The kind of differences possible is illustrated in Figures 

6.1-6.3, which show graphical representations of the sea 

states for which the moonpools are operable. Figure 6.1 
shows the operable sea states for two hypothetical moonpools, 

A and B. It is clear that moonpool B can work in more sea 

states than moonpool A, and the diagram thus suggests that B 

is the more suitable moonpool. Since no other constraints on 

working are considered, this diagram is analogous to the 

application of the first performance indicator suggested. 

Figure 6.2 shows the same two moonpools: however an 

addi tional constraint of vessel operability (apart from the 
moonpool) is imposed. The area of the diagram hatched with 

dashes is therefore not considered in the comparison of the 

moonpools. It can be seen that moonpool B is still more 

suitable, but the difference is more marked; on the basis of 
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this comparison moonpool A offers no advantage whatsoever 

over moonpool B. This comparison is analogous to the 

application of the second performance indicator suggested. 

Figure 6.3 shows the same two rnoonpools again, with a 
different pattern of vessel operability imposed. This time 
it is seen that moonpool B is better than moonpool A. 

Whilst a discrepancy between the two indicators as extreme as 

that illustrated in Figure 6.1 and 6.3 is rather unlikely as 

the pattern of vessel operability shown in figure 6.3 is 

somewhat artificial, the discrepancy of the type illustrated 

in Figures 6.1 and 6.2 is almost inevitable. This is not to 

say that the first indicator is of little use; in many cases, 

the information required to determine the vessel operability 

in terms of station keeping, roll motion, etc. - will not 

be available at an early stage of the design process, so this 

indicator will have to be used. However, given that all such 

data is available, then the second indicator will give a more 

accurate representation of the relative merits of the 

moonpools under consideration. 

The qualitative comparison illustrated here is not, however, 

in itself, enough to enable a quantitative comparison of the 

relative performance of the moonpools, as the different sea 

states within the diagrams do not have equal probabilities of 
QCcurrance. These probabilities must also be taken into 

account with either indicator, in order to assess the 

relative importance of the ability to operate in a given sea 

state. The technique of operability analysis has been used 

in various forms, and with varying degrees of sophistication, 

to assess performance in terms of expected, downtime (see for 

example Goren & Springett [1974], Rawstron & Blight [1978], 

or Hutchison [1981]). In this context it enables a formal 

calculation to be carried out to rank the rnoonpools in terms 

of expected annual downtime for those sea areas for which 

long term wave statistics exist. 
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The procedure for a moonpool performance assessment based on 

the first indicator considers the percentage of time for 

which the moonpool is operable in a given sea state, and 

multiplies that percentage by the probability of occurrance 

of the sea state. The sea states are defined in terms of 
significant wave height / mean zero crossing period pairs. 

If all likely sea states are considered, and the results for 

each sea state are summed, then the result will be one number 

indicating the expected percentage downtime for the moonpool 

if the vessel were to work continuously in the given 

operational area over a number of years. The procedure can 

be summarised in the form of a flow diagram; this is shown in 

Figure 6.4. A moonpool performance assessment based on the 

second indicator requires a slightly more complex procedure; 

the sea states are only considered if the vessel (excepting 

the moonpool) could operate in the sea state. The result of 

the procedure will be a number indicating the expected 

percentage downtime for the moonpool if the vessel were to 
work over a number of years in all sea states for which the 

vessel ( excepting the moonpool) could be operated. This is 

illustrated in the form of a flow diagram in Figure 6.5. 

The procedures mentioned above only deal with a single 

heading angle; in practice, whilst vessels will always work 

in head seas where possible, there will always be cases when 

other headings must be adopted. In the case of a diving 

support vessel, this may occur when the vessel is forced to 

work alongside a fixed structure; in the case of a floating 

production vessel an oblique heading may be adopted when the 

wind ( and hence the local wind sea) is not in the same 

direction as the swell. The variation in heading angles may 
be dealt with by assigning a probability to each angle, 

calculating the moonpool downtime at each angle using either 

of the procedures set out above, then using the probabilities 

to obtain a weighted sum of the downtime values for each 

angle. 
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There are, however, still some details to be resolved before 

these procedures may be used to assess the moonpool 

performance. An appropriate limit criterion (or criteria) 

for the moonpool must be chosen. The method of calculation 

of the operability of the system (either the moonpool alone 

or the vessel excepting the moonpool) must be determined; 

finally the method of calculation of the cumulative 

probability must also be decided. These questions are 
addressed in the following sections. 

6.3 SELECTION OF MOONPOOL OPERABILITY LIMIT CRITERIA 

In order to carry out the procedures described in the 

previous section, a limit criterion (or criteria) must be 

established in order to enable the calculation of the 

operability of the moonpool. The selection of this criterion 

is inevitably somewhat subjective, depending, as it does, on 

the perceived risks to the operation in question. 

In the case of a launch/retrieval operation, the decision as 

to whether or not the operation will proceed will be taken by 

the diving superintendant. Having taken advice from the 

ship's master on the station keeping (particularly if the 

ship is working close to a fixed platform) the decision will 

be made on the basis of observation of the water column 

oscillation in the moonpool allied to the experience of the 

individual concerned. Discussions with diving 

superintendents suggest that a variety of factors influence 

the decision as to whether or not the dive takes place; , 
however, the greatest risk to the safety of the operation is 

generally considered to be the possibility of a 'snatch' load 

of the hoist wire. This occurs when an upwards motion of the 

water column in the moonpool causes hydrodynamic forces large 

enough to lift the unit and thus cause a slack wire 

situation. The following downwards motion of the water 

column then accelerates the unit downwards until the hoist 
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wire becomes tight once more. Very large transient loadings 

can then occur on the hoist wire, with the possibility that 

the wire will fail, causing the loss of the unit. An 

appropriate criterion for the moonpool operability can thus 

be expressed in terms of the probability of the hoist wire 

tension being reduced to zero during the period of the 

launch/retrieval operation. 

In the case of other operations carried out through moonpools 

for example production in the case of 

systems, or drilling in the case of 

alternative criteria must be adopted. 

floating production 

drill ships then 

Depending upon the 

precise nature of the operation, different factors may become 

important: 

series of 

several criteria may 

important risks. For 

be needed to represent a 

some operations the 

operability of the moonpool may never be called into 

question, as other criteria will always cause the operation 

to be halted before the moonpool operability limit is 

reached. One risk, however, which is common to most 

operations is the possibility that the water column 

osc~11at~on ~n the moonpool may bscome large enough that the 

equipment handling area, usually the lowest space in the 
vessel open to the moonpool, becomes flooded. A suitable 

criterion for the moonpool operability in this respect is 

thus the probability of the water column oscillation becoming 

large enough to reach this level inside the moonpool. This 

criterion has a significant advantage in simplicity over the 

force criterion as it is dependant only on the ship-moonpool 
system, whereas the force criterion is dependant on the whole 

ship-moonpool-subsea unit system, and will thus have 

different values for different subsea units. It is therefore 

more easily used at an early stage in design when details of 

subsea units may not be available, and could thus be used to 
provide an early comparison between moonpools intended for 

launch/retrieval as a precursor to a more detailed study at a 

later stage in the design process. 
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The limit criteria for the vessel excepting the moonpool with 

regard to the operation to be performed must also be 

determined by an evaluation of the risks to the operation 

posed by the aspect of the vessel's performance under 

consideration. This is, however, outside the scope of this 

work. 

Having decided on the physical nature of the limitations on 

operability of the moonpool, the probabilities of exceedance 

of these limits must now be calculated and a moonpool 

performance index established. This is dealt with in the 

next section. 

6.4 A MOONPOOL PERFORMANCE INDEX 

Having established suitable limit criteria for the moonpool 

operability and for the various aspects of the vessels 

performance which also have the potential to restrict the 
operation in question, the operability of the vessel with 

regard to the various criteria must be determined. The 

concept of 'operability' must therefore be defined. It is 

unrealistic to define an operable condition as one in which 

the limit criterion will never be exceeded; it is easily 

shown that there is a finite mathematical probability of any 

gaussian process exceeding any given value, even if physical 

limitations would prevent such an occurrance in practice. 

The operability must therefore be defined in terms of the 

probabilities of exceedance of the limit criteria. 

These probabilities may be calculated in several ways, 

depending on the nature of the process involved. If the 

process is adequately represented by a calculated power 

spectrum, then the probability may be calculated using 

results from spectral theory. If, however, this is not the 

case, and it is felt that a calculated power spectrum does 

not adequately represent the process - and in particular the 
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extremes of the process - then an alternative method must be 

employed. 

Spectral Approach: Performance Indicator I 

The flooding criterion falls into the first category. The 

water column oscillation power spectrum as calculated in 

Chapter 2 was shown to predict the behaviour of the physical 

model with accuracy, despite the non-linearities in the 

system. The calculated spectral model can thus represent the 

physical reality with a reasonable degree of verisimilitude. 

Assuming that the spectral bandwidth of the process is small 

the exceedance probability can be calculated using the 

expression (eg Bishop & Price [1979]) 

'\ - ("L/f.Mo)l. 
P(h')\.tLI = e (6.1) 

where 
h is the process double amplitude 

H~ is the limit criterion double amplitude 

mo is the zeroth moment of the process power spectrum 

(ie the water surface elevation power spectrum here) 

Thus if the probability were to be 0.01 then if the vessel 

worked continuously for 100 days in the same envirorunent at 

the same heading angle, the criterion would be exceeded on 

average for one day in total. Considering the set of N sea 

states selected as being representative of the operational 

area, then the net probability of the criterion being 

exceeded for the ith sea state on a year round basis is thus: 

: (6.2) 

where p,. is the annual probability of occurrance of the sea , 
state. The performance index for all sea states for the 

given heading angle is thus given as: 
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P.. : 
J 

( 6.3) 

and the performance index for all N sea states and all M 

heading angles is given as: 
to.( N 

L Pt\Q. L: P~i 
J~' J le, 

(6.4) 

where P .... is the probability of the j th heading angle. This 
J 

approach is suitable for the calculation of a moonpool 

performance index based on the first indicator suggested in 

section 6.1. The index obtained, PI is essentially an 

estimate of the proportion of the time for which the moonpool 

limit criterion would be exceeded if the ship were to work 

continuously all year round in the chosen operational area. 

Spectral Approach: Performance Indicator 11 

In order to obtain a performance index based on the second 

performance indicator a more precise definition of 

operability is required. A yes/no decision must be made as 

to whether or not the vessel is operable with respect to all 

limit criteria excepting the moonpool before the moonpool 

itself is assessed. Each contributory process (eg station 

keeping, roll motion etc.) must therefore be assessed and the 

decision made as to whether the operation could safely be 

carried out; the moonpool operability of interest only if all 

of these processes are operable. 

If a given limit criterion is expressed in terms of the 

maximum value which can be sustained whilst still continuing 

the operation then there are two basic approaches to this 

decision. In the case of an operation of indeterminate 

duration, an exceedance probability p for the process must 

be calculated using (6.l) and compared with a probability 

regarded as 'safe' for that process; the value chosen for 

this 'safe' probability will in itself depend upon the 

perceived consequences of an exceedance of the limit 
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criterion. If the exceedance probability is greater than the 

'safe' probability then the vessel is defined as inoperable 

for that sea state. Alternatively, if the operation is of a 

well defined duration, then the expected maximum value of the 

process can be calculated using the expression (Longuet 

Higgins [1952]) 

hMAll • (~mJ"l. glnC. )1/1. ~ 0 ·lg8~ (lV\c.T"t J (6.5) 

where C is the number of cycles occurring during a typical 

operation. In many cases this will be equal to the number of 

waves occurring during the operation, which may be obtained 

from the mean zero crossing period for the sea state. If 

this value is less than the limit criterion then the vessel 

may be regarded as operable in that sea state. 

If the limit criterion can be appropriately expressed in 

terms of the 'Significant' value of the process rather then 

the maximum, the decision can be made directly for any length 

of operation simply by calculation of the significant value 

of the process and comparison with the limit criterion. 

In either case a yes/no decision can be taken, and by 

considering all the relevant limit criteria a decision can be 

made as to whether or not the vessel is operable excepting 
the moonpool. This is not to say, however, that the moonpool 

operability should necessarily be treated as a yes/no 

decision for the purposes of a performance index. The 
expression of the moonpool operability in terms of a 

probability of exceedance of the limit criterion gives a more 

accurate indication of the moonpool performance than a simple 

statement that the moonpool is operable or inoperable. A 

peformance index based on the second indicator suggested 

could thus be expressed as: 

= (6.6) 
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where b't = 1 if vessel is otherwise operable 

Si = 0 if vessel is otherwise inoperable 

The index 9btained, Pt is essentially an estimate of the 

proportion of the time for which the moonpool limit criterion 

would be exceeded if the ship were to work all year round in 

all otherwise operable sea states in the chosen operational 

area. 

It must be stressed that neither of the performance indices 

suggested actually give operabilities for the system under 

consideration. A strict operability calculation would 

require that all limit criteria, including the moonpool were 

evaluated on a yes/no basis. The operability would then be 

given as: 
H " 

Po ::. L p .... j L PSt ~L (6.7) 
J"I L:I 

where b,' \. = 1 if vessel as a whole is operable 
S· L = 0 if vessel as a whole is inoperable 

Non Spectral Approach 

If the process to which the limit criterion is applied cannot 

be modelled using a spectral technique, or the spectrum 

obtained is not of narrow bandwidth (such that a Rayleigh 

distibution of maxima is inappropriate) then, whilst the 

overall procedures remain as described, the method of 

calculation of the exceedance probability will differ. In 

such a case the exceedance may be cac1cu1ated by generating 

realisations of an appropriate length for the operation in 

question, and using these directly by fitting a suitable 

probability distribution to the data obtained. However, 

since the number of exceedances per realisation will in 

itself be distributed, it is necessary to carry out an 

initial study on a series of representative sea states in 

order to determine the number of realisations necessary to 
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achieve convergence, before embarking on the performance 

calculations proper. Having ascertained a suitable number of 

realisations ~o be calculated, the exceedance probability can 

be obtain~d by dividing the number of exceedances by the 

number of realisations (though it should, of course, be noted 

that the exceedance probability cannot be greater than 

unity). The probability is then used in exactly the same 

manner as if it were calculated from the process power 

spectrum. 

Practical Application 

A Computer program was written in order to carry out the 

performance index calculations described in this chapter. 

The long term wave statistics used were taken from Andrews 

et.a1. [1984] for the sea area 1.1 (Northern North Sea). 

Whilst no real data is available to verify the results 

produced by the program, each element of the calculation has 

been verified in previous chapters. A series of worked 

examples is presented in Appendices 6.1 - 6.4 in order to 

illustrate the potential use of the method. 

The performance of the moonpoo1 is, however, only one of 

several criteria by which a moonpoo1 design may be judged; 

other considerations such as the space required and the cost 

and complexity of fabrication must also be considered. In 

order to produce a design which best satisfies the 

requirements of 

be carried out. 

following chapter. 

a given client, a systematic procedure must 
Such a procedure is described in the 
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7. A PRACTICAL MOONPOOL DESIGN PROCEDURE 

7.1 INTRODUCTI9N 

The work set out in the previous chapters describes how an 

understanding has been acquired of the way in which changes 

in the exit geometry of a moonpool may affect the performance 

of a moonpool ( see Chapters 4 - 5). In addi tion, a 

quantitative method for assessing that performance has been 

proposed (see Chapter 7). The next and final step to be 

taken in this study is to integrate the method and the 

understanding to produce a procedure which may be used to 

design a moonpool to handle any given subsea unit from any 

given vessel in any operational area. The steps involved in 

the procedure developed for this purpose are described in the 

following section. 

7.2 DESIGN PROCEDURE 

The moonpool design procedure may be broken down into five 

basic steps; these are illustrated in Figure 7.1. 

STEP 1: Acquire Design Data 

All data on the project in hand which is relevant to the 

specific problem of moonpool design must be obtained at this 

stage. If the data is not available, then estimates should 

be used. This information may be broadly split into three 

categories. 

(i) Subsea Equipment: 

Dimensions and weights of equipment to be handled 

Clearances required between equipment and moonpool wall 

Inertia and Drag coefficients for Subsea units (where 

moonpool is to be used for launch and retrieval) 
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(ii) Vessel: 

Hull form data (eg lines plan or table of offsets) 

General ~angement 

Operat~onal limits for vessel (eg Station Keeping limits) 

(iii) Operational Area(s): 

Long term wave statistics for operational area(s) Wave 

Spectral Model(s) for operational area(s) 

STEP 2: Establish Design Evaluation Criteria 

In order to evaluate the designs produced, the criteria by 

which the designs are to be judged must be established. In 

all cases the performance of the moonpool (as described in 

Chapter 7) will be an important criterion; however there will 

also be other criteria to consider. The selection of these 

criteria will depend upon the purpose for which the vessel is 

intended. Typical criteria to be considered would include: 

Moonpool Performance 

Space required 

Ease of Fabrication 

Cost 

or a suitably weighted combination of some or all of these. 

STEP 3: Establish Design Constraints 

The evaluation of the designs produced will be carried out on 

the basis of the criteria established in the previous step; 

however the range of designs which may be considered for 

evaluation will be limited by constraints upon some or all of 

these criteria. Typically the space available for the 

moonpool may be limited, or the vessel may be considered 

impractical if the performance does not meet a certain 
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target. 

STEP 4: Select Configuration 

The configuration to be adopted for the moonpool is selected 

on the basis of two factors: 

(i) the frequency of peak response of a smooth moonpool 

satisfying the design data 

( ii) the frequencies at which the majority of the wave energy 

is present on a long term basis 

The first may be calculated simply using estimated 

hydrodynamic coefficients, whilst the second may be obtained 

from the data on the operational area(s). If the peak 

response frequency for the smooth moonpool is lower than the 

frequency of the predominant waves, then the correct strategy 

is to reduce the peak response frequency of the design 

moonpool by adopting the flow constriction configuration. 

Conversely, if the peak response frequency for the smooth 

moonpool is higher than the frequency of the predominant 

waves, then by a similar argument, the flow expansion 

configuration should be selected. 

STEP 5: Select Detailed Moonpool Geometry 

The selection of the detailed geometry of the moonpool is not 

a task which can be carried out in one stage. In order to 

produce the best design within the constraints imposed, an 

iterative procedure must be followed. The form of the 

iteration is illustrated in the form of a flow diagram in 

Figure 7.2. 

follows: 

The tasks involved in the iteration are as 
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( i ) Propose detailed geomet:ry 

A detailed layout of the moonpool is produced. The 

design sqculd set out the basic geomet:ry of the chosen 

confiquration (ie the depth and breadth of the 

constriction or expansion), and include any additional 

damping devices as appropriate. 

(ii) Assess Performance of Design 

The performance of the design thus produced is assessed 

using the technique described in Chapter 7. A decision 

making process is then carried out on the basis of this 

assessment. 

(iii) Design satisfies Constraints? 

If the design satisfies all the constraints imposed it 

may be retained for evaluation at a later stage; if not, 

then it may be discarded. 

(iv) Examine Scope for Further Designs 

If there is still scope for further geometries to be 

considered within the constraints imposed, then the next 

step would be to propose another geomet:ry. If the scope 

for further geometries has been exhausted, then the 

evaluation should take place; however it is possible that 
none 'of the geometries proposed satisfy all of the 

constraints and the whole problem will need to be 

reassessed. 
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(v) Evaluate designs 
The designs which satisfy all of the imposed constaints 

must be evaluated in terms of the criteria established 

earlier, and the geometry considered most suitable may be 

selected. The detailed structural design of the moonpool 

may then be considered. If it proves impossible to 

produce a design satisfying the constraints then the 

problem must be reassessed. This may involve the 

relaxation of one or more of the constraints, the 

modification of the design data (for example the size of 

the vessel), or, in an extreme case, the abandonment of 

the project as infeasible. 

It may be the case that the client wishes to examine several 

scenarios with varying design constraints in order to 

establish, for example, the relationship between the 

available space and the performance for the particular set of 

design data under consideration. In such a case the 

iteration procedure may be carried out for each suggested set 

of constraints. 

A worked example illustrating the use of the procedure in a 

practical design problem is given in Appendix 7.1. 
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8. DISaJSSION 

Achievement of Aims 

The main aims of this study were outlined in section 1.2. 

These were stated as being: 

(i) To acquire an understanding of the water column 

oscillation in the moonpool with or without the presence 

of a subsea unit. 

( ii) To develop a technique to calculate the hydrodynamic 

loading on a subsea unit in the moonpool. 

( iii) To model the ship/moonpool system mathematically, and 

examine the effects of variation of important geometric 

parameters on the system response. 

( i v) To verify the conclusions reached and examine any 

deficiencies in the theoretical work by means of 

experimental studies. 

(v) To devise a quanti tati ve means of comparison of different 

moonpool designs, and to propose a practical procedure 

for the design of moonpools. 

The extent to which these aims have been met by the work 

presented here will now be discussed. 

A mathematical model has been proposed with which the 

moonpool water column oscillation response spectrum may be 

calculated. The method involves the experimental acquisition 

of three hydrodynamic coefficients for the moonpool. A 

procedure for obtaining these coefficients accurately has 

been devised. The model and the experimental procedure have 

been verified with a series of random wave tests in which a 

good agreement is demonstrated between the response spectrum 

calculated from the measured water column oscillation 

realisation and that predicted using the proposed technique. 

In nine tests carried out the mean absolute percentage error 

114 



between the predicted significant oscillation and the 

measured significant oscillation was of the order of 7.5%. 

The model has also been demonstrated to give reasonably good 

predictions for the moonpool water column oscillation 

response spectrum for the case of a moonpool with a subsea 

unit present, even at high blockage ratios. Over the nine 

random wave tests carried out with a subsea unit in a 

moonpool the mean absolute percentage error between predicted 

significant and measured significant oscillation was of the 

order of 11%. Suggestions have been put forward as to how 

both the experimental procedure used to obtain the moonpool 

hydrodynamic coefficients and the mathematical model itself 

used to predict the response spectrum might be improved. An 

understanding of the of the water column oscillation in the 

moonpool can therefore be said to have been achieved. 

Two mathematical models have been proposed with which the 

hydrodynamic force on a subsea unit fixed in a moonpool may 

be calculated. One model uses a time domain formulation of 

the problem, whilst the other uses a frequency domain 

approach. Both methods require the acquisition of inertia 

and drag coefficients for the subsea unit; a method with 

which these coefficients might be obtained at suitable 

Reyno1ds numbers and Keulegan Carpenter numbers has been 

suggested. The models have been verified with a series of 

random wave tests in which good agreement is demonstrated 

between the force spectrum measured and that predicted for 

both models. In the nine random wave tests carried out, the 

mean absolute percentage error between the predicted 

significant force and that measured was less than 6%. An 

understanding of the hydrodynamic loading on the subsea unit 

in the moonpool can therefore be said to have been gained. 
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A two dimensional mathematical model of the ship-moonpool 

system has been set up and solved for five exit 

configuration~; a smooth moonpool, a moonpool with a thin 

baffle at the exit, a moonpool with a thin baffle on the 

interior wall, a moonpool with a flow expansion at the exit, 

and a moonpool with a flow constriction at the exit. A 

numerical parametric study has been carried out, showing that 

the most promising configurations, in terms of the shift in 

peak response frequency, would be the flow expansion and flow 

constriction configurations. The model did not, however, 

give any indication of the effects of the configurations on 

the system damping. 

An experimental parametric study of the two most promising 

configurations has been carried out on the basis of the 

numerical study. The results confirmed the trends suggested 

by the two dimensional model, but the shifts in peak response 

frequency were shown to be much larger in the case of the 

three dimensional physical model than in the two dimensional 

mathematical model. The results also indicate that the 

configurations studied greatly increase the system damping. 

This increase has benefits in terms of magnitude of the peak 

response, but also affects the shift in peak response 

frequency. The effect of the configurations on the moonpool 

response has been established. The use of the mathematical 

model to suggest favourable exit configurations has thus been 

backed up by the experimental study to indicate the effect of 

the variation of the exit geometry parameters. 

A quantitative definition of moonpool performance has 

proposed in the form of a moonpool performance index. 

been 

The 

performance index is obtained using long term sea state 

statistics for the operational area or areas of the vessel in 

question: the method allows for the moonpool performance tp 

be defined in terms of either the water column oscillation or 

the force on a subsea unit in the moonpool. Information 

regarding the operational limits of the vessel excepting the 
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moonpool can be included in the calculation of the 

performance index. A series of worked examples is presented 

using moonpoo~ configurations studied experimentally in order 

to demonstrate the application of the method to practical 
moonpool design problems. 

The work described so far has been integrated in the form of 

a practical procedure for the design of moonpools. The use 

of this procedure is illustrated with a worked example taken 

from a real design problem. 

In summary then, the majority of the aims set out have been 

achieved. There are, however, areas where future research 

would lead to greater understanding. 

Future Research 

There is much room for improvement in the force prediction 

models set out in Chapter 3 by way of including the effects 

of variations in the inertial and drag coefficients with 

Keulegan Carpenter Number, direction of flow, blockage 

coefficients, and proximity of the free surface. On a more 

fundamental level, it would be very useful to carry out 

studies with the aim of establishing trends showing how the 

coefficients vary with these parameters, in order that 

designers might have guidelines for the purposes of 

preliminary design. 
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9. CONCLUSIONS 

A mathematica~ model of the Ship/Moonpoo1/Subsea Unit system 

has been developed, allowing the prediction of the water 

column oscillation in the moonpoo1 (wi th or wi thout the 

presence of a subsea unit) and the hydrodynamic force on a 

subsea unit in the moonpoo1. Experimental tests have shown 

the model to give results sufficiently accurate for the 

purposes of engineering design. 

The effect of simple variations in the exit geometry of the 

rnoonpoo1 on these dynamics has been studied mathematically 

using a two dimensional potential flow model. Two 

configurations were identified as yielding significant shifts 

in the frequency of peak response of the water column. 

An experimental parametric study of the configurations 

identified was carried out. The study proved that large 

shifts in peak response frequency could be obtained in 

practice using modifications of the moonpoo1 exit geometry, 

and showed how the magnitude of the frequency shift varied 

with the geometry of the moonpoo1 exit. 

A quantitative procedure for the assessment of moonpoo1s has 

been devised using an approach based on the long term 

probability of vessel downtime due to the moonpoo1. The 

method allows for information on the vessel operability to be 

used to increase the reliability of the assessment. A series 

of worked examples has been presented in order to illustrate 

the application of the procedure to realistic cases. 

A practical design procedure has been proposed based on the 

understanding and knowledge gained through the study. A 

worked example based on a real design problem is presented in 

order to show how the method may be used to carry out a 

moonpoo1 design. 
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APPENDIX 2.1 

MEASUREMENT OF THE MOONPOOL HYDRODYNAMIC COEFFICIENTS 

In order to utilise the moonpool water column oscillation 

response model proposed in section 2.3, it is necessary to 

have numerical values for three hydrodynamic coefficients for 

the moonpool: the added mass coefficient a , and two damping 

coefficients t. and $~. For moonpools wi th small damping 

values, these coefficients can be obtained from free 

oscillation tests; however for moonpools with large damping 

values this approach becomes impractical, as the oscillation 

dies to zero within a few cycles. A forced oscillation test 

must therefore be used. 

The characteristic of the system which is most suitable for 

measurement using the forced oscillation test is the dynamic 

magnification factor (DMF), denoted D. This is defined as 

the ratio of the dynamic system response amplitude to the 

equivalent static response (ie the displacement which the 

system would undergo if a force of the same amplitude as the 

dynamic excitation were applied statically). This is given 

as: 

D = (A2.1.1) 

where HMis the water column oscillation response amplitude. 

A forced oscillation test over a range of frequencies will 

yield the system response amplitude; the excitation may be 

calculated from the waveheights used using the source 

distribution method due to Frank as described in section 2.4. 

The DMF may also be calculated directly, using the 

hydrodynamic coefficients for the moonpool. The equation of 

motion for the water column oscillation is given in equation 

(2.5) as: 

Z" c· r. 2 Pc. [r _ e -icul:l MM M 04 rll\Z\,\/\'" M M:: " r~., 
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This leads to an expression for the DMF of the system ( see 

for example C10ugh & Penzien [1975]) as: 

(A2.1.2) 

where f!> is the ratio of the forcing frequency, LV to the 

undamped natural frequency w", and ~ is the ratio of the 

system damping c"" to the critical damping cc' The undamped 

natural frequency w'" is given by equation (2.8) as: 

and thus: 

(A2.1.3) 

The critical damping for the system is given as: 

where m~, the virtual mass of the system is given in equation 

(2.6) as: 

and thus: 

[ ~ T (1 + a ~ ) 1-1
'7. 

(A2.1.4) 

Thus if aM and c"" are known, substi tution of (A2 .1. 2) and 

(A2.1.3) into (A2.l.1) yields a solution for the DMF at any 

given forcing frequency W • 

The hydrodynamic coefficients a ~ and cN\ can thus be obtained 

by an iterative procedure; a guess is made as to their 

values, and the corresponding DMF calculated. This is then 

compared with the actual dynamic magnification factor 
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measured in the forced oscillation test and the comparison 

used to improve the estimate. This comparison relies on the 

assumption that the damping is linear. In order to conform 

to this assumption, the test should be carried out in such a 

way that the damping is constant with frequency; ie the 

waveheight at each frequency should be chosen such that the 

system response remains constant. 

The result of this test then is the value of the added mass 

coefficient a~, and a value for the equivalent linear damping 

c"" at whatever constant oscillation amplitude was chosen. In 

order to obtain the values of the two damping coefficients 

describing the non-linearity of the damping, a further test 

is required. If the ratio ~ in (A2.l.2) is set to unity, 

then the expression reduces to: 

D ::: I/Z~ (A2.1.5) 

Knowing a"" ( from the first test) the undamped natural 

frequencyW~ can be calculated, and a series of tests carried 

out at this frequency with varying wave amplitude. The 

damping ratio can then be calculated for each test using 

(A2.1.5), and the two damping coefficients obtained by 

regression of these damping ratio values against the 

non-dimensional response amplitude HM / T. 

The tests were carried out with the moonpools mounted in a 

ship model, for three reasons. Firstly, it was felt that 

similarity between the model and the full scale would be 

obtained more closely if the moonpools were mounted in a ship 

raither than simply fixed in the tank on their own. The flow 

at the moonpool exit is found to have a pronounced effect on 

the moonpool performance (see chapter 7), and the fluid flow 

around a 90 0 corner (for a ship mounted moonpool) will be 

quite different from the flow around a 1800 corner (for an 

isolated moonpool). Secondly, the waves in the tank were 

found to behave better with regard to stray reflections with 
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a ship model in the tank, rather than an isolated moonpool. 

Finally, the excitation on the moonpool, Fm, can reasonably 

be calculat~d using a 2D model if the moonpoo1 is ship 

mounted; .for the case of an isolated moonpool, a full 3D 

solution would be required in order to include the effects of 

wave diffraction. The pressures at the moonpool base were 

measured in order to test the accuracy of the calculations; 

Figure A2.l.l shows the comparison of theoretical and 

experimental results. The discrepancy between the two in the 

frequency band around o. 6 - O. 64 Hz was due to the poor 

quality of the waves at these frequencies; other tests also 

showed erratic results in this range. It can be seen that 

apart from this small frequency band the agreement between 

experimental and theoretical results is excellent. 

The main assumption made about the moonpool is thus that the 

flow in and out of the moonpoo1 is similar between the ship 

used in the lab tests, and the full scale ship. It was not 

possible to test this assumption experimentally, since only 

one ship was available for use. However, for flat bottomed 

ships there are no obvious physical reasons why the 

assumption should not be valid. In the case of a full scale 

ship where the moonpool is sited in a part of the hull with 

distinct curvature, it may become necessary to build a model 

of the ship as well as the moonpool. 

It did not prove practical to hold the water column 

oscillation constant during the first test, as the range of 
wave amplitudes available at a given frequency was not always 

large enough to accomodate the range of RAO values found. A 

compromise was reached where the wave height was kept 

constant over the frequency range; this had the advantage 

that the same values for voltage amplitude could be sent to 
the wavemakers for every test. The error induced by this 

approximation is not quantifiable; if a test could be carried 

out at a constant response amplitude in order to assess the 

effect of the error, then the approximation would not be 
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needed in the first place. 

The tests were carried out in the wave tank at the Department 

of Ship and Marine Technology at the University of 

Strathclyde. The wavemakers were driven' by a progranmable 

Frequency Response Analyser which was addressed by a Sirius 

Microcomputer •. The response of the water column oscillation 

and the waves outside the moonpool were measured with 

resistance type wave probes; the analogue signals produced 

were sampled using a Rexagen analogue to digital (a/d) 

converter, and the digital values obtained written to the 

memory of the computer. A schematic diagram showing the 

equipment used is given in figure A2.l.2. 

A program was written which allowed the measurement of the 

DMF for all frequencies of interest with no intervention 

required. For each frequency, the voltage appropriate to the 

chosen constant waveheight was read from a 'look-up' table. 

The computer then instructed the Frequency response analyser 

to drive the wavemakers at the chosen frequency with the 

voltage amplitude read. A delay period then ensued whilst 

the waves and the water column oscillation 'settled down' to 

a steady state. Time histories for the water surface 

elevation inside and outside the moonpool were then measured 

and the results stored in memory. The waves were switched 

off, and the results processed to give wave and water column 

response amplitudes; these were written to the disc. The 

wave probes were then sampled until the water in the tank and 

in the moonpool was calm; the next frequency would then be 

run. The results could then be analysed to find the added 

mass coefficient a~ and the undamped natural frequency w~ ; 
this was achieved by estimating the added mass and equivalent 

linear damping, and plotting the theoretical DMF given by 

(A2.l.2) against the experimental procedure, then iterating 

to find the best fit. It was found that a visual method gave 

better agreement than an attempt to fit the results using a 

regression type approach for two reasons: firstly because 
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the regression procedure had to be carried out iteratively 

due to the form of (A2.l.2) and it proved to hard to 

establish an error criterion which was appropriate to the 

whole range of added mass and damping values found in the 

tests; secondly because any data points which were obviously 

incorrect due to experimental problems could be ignored by 

eye. An example of the quality of fit obtained is given in 

Figure A2.1.3. Having obtained the added mass for the 

moonpool, a similar procedure was carried out with a second 

program, running waves at the natural frequency with varying 

amplitudes. Regression of the damping ratio values thus 

obtained against the non-dimensional response amplitude HMI T 

yielded the two coefficients required. An example of the fit 

of the two coefficient model to the data obtained is shown is 

Figure A2.1.4. 

In practice the method described worked well, giving RAOs 

(and hence DMFs) which closely fitted the theoretical model; 

however results at certain frequencies were less reliable 

than the rest; as mentioned before, the waves appeared badly 

shaped (ie not sinusoidal) between 0.6 and 0.64Hz. It was 

concluded that this represented a resonance of the tank 

itself, at which standing waves were dominant. A further 

problem was associated with waves above 1.1 Hz, in that 

significant transverse waves were generated by the 

diffraction about the ship model; these took a considerable 

time to die down, as the tank possessed no damping for such 

waves. 

130 



C40pArison r:r T~tlicd and Expt't"iarnlal Prtss .... ts 

-- T~tlicQl Rtsulls 

Xla- I 
la 

g. 

8 .. 
.i 

I G 

~ 

~ .. 
a.. 

" 

I 

5 6 

I 

8 18 11 12 
XIO- I 

Fr~(Hz) 

Figure A2.1.1 

IoIlcrooomputor 

External 
Wove 
Gouge loIoonpool 

Wo ..... goug. 

D 

Figure A2 .1. 2 

131 



.2 
-' .. .. 
~ 

.~ 

c:3 

RAO Filltd lo Lab [)Qla! A • 9.659 G • 9.955 

IB 

0~~'-~-r'-~~~~~ 
se 69 7B se 90 IBB lIB 12B 

m-2 
Frequency (Hz) 

Fi gure A2.1 . 3 

Lrasl ~r~s Fi l lo Lab deopi"9 de la 

XIB-2 
7 

G 

5 

3 

2 

Ii 18 22 2G 38 31 38 12 16 
XW2 

Non d i ~sional Aopl i lud~ 

FiCJl lre A2 . 1 . 4 

132 



APPENDIX 2.2 

HYDRODYNAMIC COEFFICIENTS FOR THE MOONPOOLS TESTED 

Moonpool 1 2 3 

a = 1\1\ 0.27 a = .... 0.22 a -'VI - 0.40 

~I = 0.0113 ~I = 0.0101 ~, = 0.0007 

~t;' = 0.1846 ~G- = 0.2163 ~'" = 0.1897 
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APPENDIX 2.3 

SIGNIFICANT MOONPOOL OSCILLATIONS: PREDICTED AND MEASURED 

Realisation 1 2 3 

Moonpool 

2.03 3.86 5.14 

1 2.50 4.68 5.70 

2.18 4.34 5.57 

14.7% 7.8% 2.3% 

2.25 3.73 4.84 

2 2.58 4.11 5.04 

2.28 3.72 4.92 

13.2% 10.5% 2.4% 

1.89 3.49 4.50 

3 2.75 5.62 6.24 

2.63 5.97 6.67 

4.6% -5.9% -6.4% 

In each case the first number is the measured significant 

waveheight ( cm) , the second and third are the predicted and 

measured significant water column oscillations, and the 

fourth is the absolute percentage error between the predicted 

and measured values. 
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APPENDIX 3.1 

THE FORCE COEFFICIENTS FOR A SUBSEA UNIT IN A MOONPOOL 

In order" to use either of the methods proposed for the 

calculation of the random process statistics for the force on 

the subsea unit inside the moonpool, it is necessary to have 

numerical values for the force coefficients (inertial and 

drag) for the unit inside the moonpool. Before these may be 

measured it is necessary to determine what factors will 

affect the coefficients, in order that appropriate steps may 

be taken in the experimental method. 

The values will depend very strongly on the blockage 

coefficient (defined as the ratio of the projected area of 

the subsea unit to the cross sectional area of the moonpool); 

the nominal flow velOCity will be calculated on the basis of 

the velocity of the free surface, whilst local velocities may 

be much higher. Some measurements have been made for small 

smooth spheres falling in cylindrical vessels (eg Fidleris 

and Whitmore [1961]), but it is felt that the differences in 

the flow regime around a smooth sphere and a subsea unit are 

too great for any direct comparison to be made. Madsen 

[op.cit.] and Gran [op.cit.] attempted to derive empirical 

relationaships between force coefficients and blockage 

ratios, but Gran's comparison of their results with full 

scale measurements show serious discrepancies. This is 

perhaps not surprising, as there is a great variation in the 

shape of both subs ea units and moonpools which cannot be 

accounted for using this approach. In addition problems 

arise as to how the precise definition of projected areas may 

be achieved (eg in the case of a diving bell whether the 

projected area is defined in terms of the pressure hull or 

whether the appendages on the outside such as emergency gas 

bottles and protective cages should be included). In order 

to sidestep these difficulties, the measurements of the force 

coefficients may be carried out using a model of the unit 
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inside a model of the moonpool, thus eliminating any doubt 

about the effects of unit or moonpool shape at the extra cost 

of the construction of one (or more) moonpool models at the 

same scale as the subsea unit model required anyway. 

The values of the force coefficients will also depend upon 

the Reynolds Number attained during the tests, defined as: 

(A3.1.l) 

where 
Vmax is the maximum flow velocity attained 

D is the characteristic dimension of the subsea unit 

(in this case the vertical dimension of the unit) 

is the kinematic viscosity of sea water (- 0.000011) 

In the case of simple harmonic motion, the equation can be 

written as: 

= (A3.1.2) 

where 

a is the amplitude of the motion (in this case the water 

column oscillation amplitude) 

T is the period of the motion 

In order to represent accurately the full scale case, the 

Reynolds Number should be in the same range for the model 

testing as for the full scale system. It is known, however, 

that the coefficients do not vary significantly with Reynolds 

number once the values are sufficiently high, and 

supercritical, or fully turbulent, flow is established; this 

value of Re is sometimes denoted Rp. The values of Rp have 

not been studied, to any great extent for subsea units; Sayer 

and Baker [1986] conducted steady velocity measurements for 

the RCV225 ROV which show that the drag coefficient does not 

vary significantly for Re > 200000; however many subsea units 
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will have significantly larger appendages than the RCV225 (eg 

protection frames, lighting, gas bottles etc.) leading to 

supercritical flow at lower Reynolds Numbers. Bishop [1984] 

using results from Pearcey [1984] concludes that, in the case 

of wave forces on cylinders, Rp reduces significantly in 

oscillatory flow conditions; the value dropping from 

Rp = 1000000 for a slightly roughened cylinder in steady flow 

to Rp = 35000 for the same cylinder at Kc = 6. Considering 

both of these factors, it is quite likely that for subsea 

units with large appendages in oscillatory flow the force 

coefficients would not vary significantly for quite small 

Reynolds numbers; possibly as low as 20000. 

The range of Reynolds numbers occurring at full scale can be 

illustrated by considering two examples; one for a small 

oscillation at a high frequency, and one for a large 

oscillation at a lower frequency. If the full scale subsea 

unit were 2.5m deep, and the water column oscillation in the 

moonpool had an amplitude of lm with a period of 4s, then the 

Reynolds Number would be of the order of 350000. If the 

oscillation had an amplitude of 4m with a period of 7s then 

the Reynolds Number would be of the order of 800000. In 

general, then, the flow regime around the unit would thus be 

supercritical in all cases, and the force coefficients for 

the subsea unit would not be greatly affected by the Reynolds 

Number. This suggests that the experimental technique 

required to obtain the force coefficients must attain a 

Reynolds Number of at least 20000 to simulate accurately the 

flow around the unit; as long as this value is obtained, then 

the Reynolds Number can be safely disregarded. 

The values calculated for the hypothetical full scale case 

given here are based on the nominal maximum velocity (ie the 

maximum velocity of the free surface inside the moonpool); 

the maximum local velocity will be greater than this by a 

factor: 
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where VL is the nominal maximum flow velocity 

V~ is 'the maximum local flow velocity 

A~ is the cross sectional area of the moonpool 

(A3.1.4) 

Aa is the cross sectional area of the subsea unit 

This will have the effect of increasing the Reynolds Numbers 

locally. The maximum increase due to this effect is likely 

to be of the order of five, corresponding to a blockage 
., 

coefficient of 0.8. This increase will not affect the 

conclusions drawn in either case; as previously stated, a 

further increase in Reynolds Number beyond Rp will provide no 

significant variation in force coefficients. 

Since the flow around the subsea. unit is oscillatory, the 

force coefficients will also depend upon the 

Keulegan-carpenter Number (Kc), where Kc is defined as: 

(A3.1.4) 

For simple harmonic motion this may be rewritten as: 

(A3.1.5) 

There appears to be no published work showing the dependancy 

of force coefficients for subsea units; results published by 

Sarpkaya [1986] for cylinders with surface roughness of 1/50 

and Wolfram and Theophanatos 

roughness 1/20 suggest that there 

between the force coefficients 

[1986] for cylinders of 

is a strong dependancy 

and the Keulegan-Carpenter 

Number for Kc < 30. The hypothetical cases discussed earlier 

for the subsea unit in a moonpool would yield 2.5 < Kc < 10 

on the basis of the nominal flow velocity. Since the 

Keulegan-Carpenter number effects relate to the way the 

turbulent wake oscillates back and forwards over the body, 

the argument for increasing the velocity value used to 
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calculate Kc from the nominal value to the local value 

becomes much more suspect in the case of Kc (as compared to 

Re), as the main oscillation of the wake will probably take 

place at a'similar frequency to the frequency of oscillation 

of the water column. 

The experimental technique must, therefore, measure the 

coefficients at a Keulegan-Carpenter Number appropriate to 

the water column oscillation which will occur in the full 

scale case. Since it is likely that the force random process 

statistics will be required for a range of sea states, a 

range of tests should be performed at varying 

Keulegan-carpenter Numbers. The force coefficients used to 

calculate the force random process statistics should be 

chosen on the basis of a value of Kc typical in some way of 

the water column oscillation spectrum concerned. The exact 

procedure of choosing a typical value of Kc for such a 

calculation is not immediately obvious, and further study of 

the problem would be of great use. 

In order to measure the inertial and drag coefficients at the 
appropriate values of Re and Kc, it is necessary to use a 

sinusoidal distribution of fluid velocity (and hence 

acceleration) past the subsea unit. The inertial 

coefficients can then be obtained by examining points where 

the flow velocity is zero, and the drag coefficient by 

examining the points where the flow acceleration is zero. A 

regression technique may alternatively be used to fit the 

data at all points in the record. 

The experimental procedure adopted for the measurement of the 

inertial and drag coefficients of the subsea unit in the 

moonpool was based quite heavily on the procedure established 

for the measurement of the moonpool hydrodynamic coefficients 

described in Appendix 2.1. The moonpool was mounted in a 

ship model and the subsea unit fixed in position in the 

moonpool using a specially designed force measurement rig. 
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The measurement of the force on the bell was carried out 

using a tension/compression force transducer with a maximum 

rating of 101b. The transducer was driven with a bridge 

amplifier with variable gain; due to the high output of the 

transducer, the gain could be kept to less than lOOx, 

virtually eliminating electrical noise. The transducer was, 

however, very delicate with regard to out of plane loading; 

in order to protect it from any side forces on the unit (due 

for example to slight asymmetry of the unit in the moonpool) 

the force was transmitted to the transducer using a slide 

running through four roller bearings. 

The initial intention was to force oscillate the bell inside 

the moonpool, thus giving known velocities and accelerations 

from which the coefficients could be calculated. When this 

was tried, however, it was found that the bell motion excited 

a substantial water column oscillation. This meant that the 

water surface elevation would have to be recorded in addition 

to the bell position in order to determine the flow velocity 

relative to the unit. It was therefore decided to use the 

water column oscillation excited by external waves to provide 

the force excitation. The water surface elevation was 

recorded using a wave probe in the moonpool, and the force on 

the bell recorded using the force transducer mentioned above. 

This approach has the additional advantage of representing 

the actual flow conditions more accurately than would be the 

case if the unit were to be oscillated. For tests which are 

intended to model real subs ea units, however, the forced 

oscillation approach would probably have to be adopted, as 

the oscillation of the water column due to the wave 

excitation using the second approach would be 

allow realistic Reynolds Numbers (ie Re 
too small to 

> 20000) to be 

attained at the appropriate Keulegan-Carpenter Numbers 

without building very large scale models. The subsea units 

could then be oscillated inside a long tube (representing the 

moonpool), positioned such that free surface oscillations 

were minmised. This might be achieved be positioning the 
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tube horizontally in the test tank, so that the tube did not 

break the free surface. 

Since the "factor to be varied between tests was the 

Keulegan-carpenter Number, a series of frequencies were 

chosen for which the water column oscillation response of the 

moonpool varied substantially. The control system for the 

tests was exactly as in the moonpool coefficient measurements 

described in Appendix 2.1; the results were stored in the 

form of realisations of force and water column elevation. 

The velocity and acceleration of the fluid flow were 

calculated from the water column elevation data; however, due 

to the noise on the data and the relatively small number of 

samples in each full cycle of oscillation (less than fifteen 

samples/cycle in most cases) the simple difference equations 

given in equation (3.1) could not be used with any 

reliability. An eight point moving average differentiator 

was found to give sufficient smoothing to allow accurate 

calculation of the values; this can be expressed in the form: 

c;t)( _ I r(Xl.S-)(t-f)~ e)(l+t-Xi-J) 1" (xc..., ... )(t-2)i"()(i-Xt-,)] 
at L - .6t l' l6 ZO ,~ 4- (A3.1.6) 

Knowing the velocity and the acceleration time history, the 

coefficients were obtained by an iterative curve fitting 

procedure. 

A schematic diagram and photographs showing the force 

measurement rig with the subsea unit in the moonpool are 
shown in Figures A3.l.l-A3.l.2. An example of the fit 

obtained to the force realisation is given in Figures 

A3.1.3(a-d). It can be seen that the fitted force suffers 

from significant noise in some cases, whilst the measured 

force is fairly smooth. This noise is due to irregularities 

in the measured water surface elevation, which, despite 

smoothing, leads to substantial fluctuations in the 

calculated flow velOCity and acceleration. If the tests were 

carried out using the forced oscillation approach then these 
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fluctuations could be largely removed, and a better fit 

obtained. Some of the discrepancies between fitted and 

measured force do, however, undoubtedly arise as a result of 

the inertial and drag coefficients varying with the direction 

of flow and the proximity of the free surface; these effects 

would repay further study. 
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APPENDIX 3.2 

CALCULATION OF WATER SURFACE ~IME HISTORY 

The calculation of water surface elevation realisations z (t) 

from the power spectrum of the random process S ( f) is 

generally based on the assumption that the elevation follows 

a zero mean Gaussian distribution, and can be calculated from 

the summation of a series of Fourier components: 

N 

Z. (t) ; Z en Co~ (21ft", t -4- ~"') 
1\:\ 

where N is the number of components used 

fn are fixed frequencies 

(A3.2.l) 

Cft are fixed amplitudes obtained from the assumed 

power spectrum 

~ft are phases with a uniform random distribution 

between 0 - > 2 Tf 

.- This may be written alternatively in terms of cosine and sine 

components as: 

'" 
Z(t):. Z anCO~ zrrtn t .... b",$ln zrrfn t 

I\~I 

(A3.2.2) 

where a~ + b; = c~ 
and tan ( b" / a,,) = <p" 

or in complex form as: 

z. (t) = (A3.2.3) 

where Z" = a f\ - ib... This formulation is, however, only 

valid as N -> ~ (see Cartwright & Longuet-Higgins [1956]). 

If N is finite, then the use of deterministic amplitudes c n 
will lead to reduced values of the variance, and a 

non-Gaussian representation of the elevation (Tucker et al 

[1984]). An alternative formulation is thus proposed wherein 
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the elevation does follow a Gaussian distribution despite the 

finite number of components. 

If the number of components N is finite, then the length of 

record z (t) which can be created without repetition is also 

finite. If z (t) consists of N values sampled discretely at 

sampling inte~al A t, and the frequencies fn are equally 

spaced from 1 / N At -) 1 / A t, then: 

(n:: n/N~t: 

Ll(" = 1/ t.J6t 

tr:: r~t 

and (A3.2.3) becomes: 
M 

Z '= r 
Z I" C itlfr" IN 

where Zn is given by the expression: 

Z'" :' a~ - ib" 

Here an and bn are Gaussian random variables with 

variance ~n = Sz,'L ( f) df. 

This may alternatively be expressed in the form: 

Z" = en COS 4;>", - i. c." S'V\<P~ 

where 

(A3.2.4) 

(A3.2.5) 

(A3.2.6) 

c 1\ is a Rayleigh random variable with an RMS value of r 2 (1,,' 

4>" is uniformly randomly distributed between 0 -) 211. 

The amount of computer time required to find a solution of 

(A3.2.4) depends heavily on the method used to find the 

solution. It would be possible to calculate all the values 

of Zn and simply sum all the components at each time step r. 
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This would be an extremely inefficient means of arriving at a 

solution; it is much more efficient to use an inverse 

discrete Fourier transform (IDFT), particularly if the most 

efficient form of algorithm, the inverse fast Fourier 

transform (IFFT) is employed. This approach is suggested by 

Cuong et al [1982]; however Cuong's formulation uses the 

second formulation for Zn (A3.2.6); in practice, the first 

formulation (A3.2.5) will be more efficient as the 

calculation of two gaussian distributed random numbers can be 

achieved more quickly than the calculation of one uniformly 

distributed and one Rayleigh distributed random number. 

The series of Fourier Coefficients Zn is thus taken as a 

series of N complex numbers (a" - ib",), where N will usually 

be chosen as a power of two in order to optimise the IFFT 

algorithm used. However, if the realisation is obtained 

simply by choosing A t such that 1 / A t is equal to the 

maximum frequency present in the spectrum S&~(f), (denoted 

here as f M ) calculating the N terms, and taking an IFFT of 

this series, then the phenomenon of aliasing will cause the 

the realisation to be unrepresentative of the spectrum, 

since, according to the Shannon cri terion, the maximum 

frequency f& for which (A3.2.4) is valid is: 

If S~~ is considered non-zero over the frequency range 

o -> f IV' then, in order to satisfy the Shannon criterion, f,.,.. 
must be set equal to f s , corresponding to the N / 2 th 

component. In order to ensure a smooth realisation where no 

frequency components higher than f fW\ are present, then the 

remaining N / 2 terms are padded with zeros up to the 

frequency 2fM , such that N points are actually considered. 
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Further smoothing may be achieved by padding the series with 

an additional N zeros, increasing ffl/Wl~ to 4fM , and reducing 

the time inc~ement to At / 2. The process of smoothing by 

adding zeros could be continued, but at a significant cost in 

computer time. 
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APPENDIX 3.3 

HYDRODYNAMIC COEFFICIENTS FOR THE MOONPOOLS TESTED WITH A 

BELL 

Moonpool 1 

A./ A" = 0.695 

8"" = 1.2 

~, = 0.0369 

~c. = 0.8643 

2 

A./ At-\ = 0.545 

8"" = 0.80 

~, = 0.0202 

~~ = 0.4415 
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8"" = 0.55 

~I = 0.0238 

~~ = 0.1114 



APPENDIX 3.4 

SIGNIFICANT OSCILLATIONS FOR MOONPOOLS WITH BELL: PREDICTED 

AND MEASURED 

Realisation 1 2 3 

Moonpool 

3.13 4.40 6.03 

1 1.12 4.08 6.00 

0.88 3.72 5.25 

27.3% 9.7% 14.3% 

1.86 3.17 4.54 

2 1.19 4.61 5.27 

1.27 5.18 5.62 

6.3% 11.0% 6.6% 

3.20 4.44 5.61 
3 2.26 6.70 7.08 

2.45 7.42 7.38 

8.4% 9.7% 4.1% 

In each case the first number is the measured significant 

waveheight ( cm) , the second and third are the predicted and 

measured significant water column oscillations, and the 

fourth is the absolute percentage error between the predicted 

and measured values. 
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APPENDIX 3. 5 

FORCE COEFFICIENTS FOR THE BELL IN THE MOONPOOLS TESTED 

Moonpoo1 1 2 3 

A,J AH = 0.695 A,J A~ = 0.545 Act A~ = 0.283 

On = 2.1 On = 1.25 On = 0.60 

Cd = 4.0 Cd = 1.00 Cd = 1.75 

Re = 1700 Re = 570 Re = 1460 

Kc = 0.92 Kc = 0.22 Kc = 0.79 
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APPENDIX 3. 6 

SIGNIFICANT FORCE ON THE BELL IN THE tvroNPOOL: PREDIcrED AND 

MEASURED 

Realisation 

Moonpoo1 

1 

2 

3 

1 

0.759 

0.852 10.4% 

0.827 12.2% 

1.253 

1.370 9.4% 

1.355 8.1% 

1.299 

1.474 13.4% 

1.462 12.5% 

2 

2.576 

2.582 0.2% 

2.557 0.7% 

4.089 

4.076 0.3% 

4.035 1.3% 

3.517 

3.666 4.7% 

3.641 3.5% 

3 

2.829 

2.776 1.8% 

2.759 2.5% 

3.113 

3.201 2.8% 

3.174 1. 9% 

3.064 

3.341 9.0% 

3.320 8.4% 

In each case the number on the first row is the measured 

significant force (N), the numbers on the second row are the 

significant force (N) predicted using the frequency domain 

approach and the error in the prediction, whilst the numbers 

on the third row are the significant force (N) predicted 

using the time domain method, and the error in the 

prediction. 
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APPENDIX 4.1 

SOLUTION OF THE INNER REGION FOR A SMOOTH DUCT 

Consider the flow-field bounded by the rigid walls as shown 

in Figure A4.1.la. The flow field is transformed into the 

upper half of the ~ -plane, wi th the boundaries of the 

z-plane on the real axis of the ~ -plane, as shown in Figure 

A4.1.lb. The appropriate Schwarz-Christoffel transform is 

given in (4.1) as: 

z: IK f~ t'/~ (t-IY' ~t of- l 
o 

(4.1.1) 

subject to the boundary conditions 

z: b @ ~ =- 0 (4.1.2) 

ge (z 1:: 0 @ ~ > I (4.1.3) 

The evaluation of the integral yields an expression for z: 

Z III IK. ( 2 ?.,~ + (t\ ~r~_ , - <:rr 1 ~ L 
~"~ ... t 

(4.1.4) 

Substitution of (4.1.2) into this expression yields: 

lL = b (4.1.5) 

Substitution of (4.1.3) into (4.1.4) yields: 

and hence 

:: 0 

thus 
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(K. = -ib -1\ 
(4.1.6) 

The potential in the ~ -plane is given by Equation (4.6) as 

(4.1.7) 

Substitution of this expression into ( 4 .1. 6 ) gives the 

complete solution for the inner region: 

• L ( , (1-' eoc..y.J~~ )"1 - \ ] 
Z =- -~ ? {1+eocWtiS)'l + I~ 

I' L. (I t eec..,.,+j'\) ''t. or \ ( 4.1. 8) 

This expression may be used to obtain a streamline / 

potential line plot for the smooth duct. Figure A4.1.2 shows 

such a plot for a duct with t, = 0.1. 

The constants 0< and {!> must now be found. The asymptote of 

this expression in the overlap domain is found by taking the 
leading term 

Z = 

yielding: 

-ib Z (l+ellM'+{t),'t 
1f 

:: - i1r of- ZIt'\ 1r t 
Zp 

Writing z = re L9 gives: 

d..'-N+ Il... ::. -irr + Z(", '"!f of" In [r~COSLe+ 4-~t. ... l.r'ls\r'\ZO] 
1- Zb 1T 

and writing r t. cos 2 9 + 4b t /tTt + i r t sin 2 e as R e i1:" : 

cI.:N+(! :; -t11" + zrn J!: 
"" 

'1
Z 

\ Y\ E: ~ -+ 0l, 1:' 
2b 

where 

R't = r4- [\ .. .!.. co~Zf) (~}~ ~ th (}Yl If't n4-
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Hence if (b / r) « 1 : 

and 

IT" - i 1\ -t 21n - ~ 
lb 

(4.1.9) 

The asymptote high up in the duct is found by rearranging 

(4.1.8) as 

and letting ~ - > 1 : 

thus 

'JI.~ I=-o( <p + f .. Z (I - In 'l) 
b 

Substituting y' = (a - y) yields the potential: 

(4.1.10) 

This expression is substituted into the free surface boundary 

condition 

to yield f3 : 

f' = I [~- a 1 -Z (I-1nL J (4.1.11) 

NB This expression differs from that given in Lee [1982]. 
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APPENDIX 4.2 

SOLUTION OF THE INNER REGION FOR A DUCT WITH A THIN BAFFLE AT 

THE EXIT 

Consider the flow-field bounded by by the rigid walls as 

shown in Figure 4.5a. The flow field is transfonned into the 

upper half of the ~ -plane, with the boundaries of the 

z-plane on the real axis of the ~ -plane, as shown in Figure 

4.5b. The appropriate Schwarz-Christoffel transfonn is given 

in the form 

(4.2.1) 

.\ , 
where F (t) = t (t - k.) (t - 1) subject to the boundary 

conditions 

z~ b-p @ (=0 (4.2.2) 

z :: b @ ~= k. (4.2.3) 

~{[Zl= 0 @ ~>I (4.2.4) 

Substitution of (4.2.2) into (4.2.1) yields: 

LL= b-p (4.2.5) 

whilst substitution of (4.2.3) into (4.2.1) yields: 

\~ ~ p / t~ F(t)dt (4.2.6) 

Finally, substituting of (4.2.4) into (4.2.1) and taking the 

real part of the expression yields: 

b-p + P ~Jk . L I"" [f~J:(n C;\l:1 ~ 0 ( 
F"(t)dt' ~'>' • 

(4.2.7) 

There are two contributions to the imaginary part of 
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t 
~F (t) dt: the integral from ~ = 0 to t = k and the 

contour integral around the simple pole at ~ = 1 in the 

upper half plane (see Figure (4.5b». This integral is now 

evaluated. 

Considering the integral all the way around the singularity 

( t F (t) dt ) it is seen that 

and hence 

f F(t)~t:: = 

1i FCt)tlt • f FCt)tAt t tJ. F{i.)-;IT 

: Cl (M [f. flt)a tl 
(4.2.8) 

where the overbar denotes the complex conjugate. Using a 

theorem due to Cauchy the integral around the singularity is 

evaluated : 

(4.2.9) 

Equating (4.2.8) and (4.2.9) it is seen that 

and thus 

(4.2.10) 

Returning to equation (4.2.7) it is seen that substitution of 

(4.2.10) yields.: 

p" b = 

and thus 
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:: (4.2.ll) 

Using (4.2.ll) in conjunction with (4.2.6) the constant ~ is 

found: 

and thus 

z= 
~ 

-J£. I f Flt)t\c of h- P 
1fll-k.)' \. 0 

Carrying out the integration yields the result: 

thus 

and 

J F (t) ~t = 2[1:- k. ~ --L In rt-k -rH:. 
JI·k.. Jt-"' ....... JI-k: 

and, after some manipulation, 

(4.2.l2) 

(4.2.l3) 

(4.2.14) 

(4.2.15) 

z = -',b~ (Zft',k' ... ~ (" 8-k -M ] 
'"'" II-k.' ~ ~ (4.2.l6) 
I' ~~-\:::. ... .,I-k,.. 

As in the case of the smooth duct, the flow in the transform 

plane is represented by a source / sink singularity placed at 

~ = 1, leading to the expression 

The complete solution for the inner region is thus obtained 

as: 
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The asymptote of the solution in the overlap domain is found 

by taking the leading term of this expression: 

Z ,=- ~ibJl-k. L J (I ... \c) +- eo(w-t(3 
1r 

yielding 

(4.2.18) 

d..'tJ-tB. GC -i.'If -t Zln E- + I" (Z-Z +- 4b't{,-k)) 
,- lbJI-k. 1ft. 

and, using a procedure similar to that of Appendix 4.1 

(4.2.19) 

The aymptote of the potential high up in the duct is found by 

rearranging (4.2.17) as: 

z: -2 J I-I<. [zJ (I-k) .e .... ·1' +;- 1" (~-I) - ~ 14=£ • Ji=k)\ 4.2.20) n- 1-)1( Ji:")c:. ~ 
and letting ~ -> 1 : 

thus 

Substitution of y' = (a - y) yields the potential: 

Substitution of this expression into the free surface 

boundary condition gives the constant f3 : 

(4.2.21) 
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APPENDIX 4.3 

SOLUTION OF THE INNER REGION FOR A DUcr WITH AN INTERNAL 

BAFFLE 

Consider the flow-field bounded by by the rigid walls as 

shown in Figure 4. 8a. The flow field is transformed into the 

upper half of the ~ -plane, with the boundaries of the 

z-plane on the real axis of the l; -plane, as shown in Figure 

4.8b. The appropriate Schwarz-Christoffel transform is given 

in the form shown in equation (4.11): 

z = Kt F(t)<lt .. L 
o 

(A4.3.1) 

".I't ·'l-I where F(t) = t"l(t-k.) (t-)") (t-,.., )Z,(t-l). The geometrical 

constraints on the problem allow the solution of this 

integral subject to the following boundary conditions: 

(i) z=b @ S==Q 

which yields L= b 

(ii) 

and hence: 
. 

l( = Lq, / Ik.f{t) ~t-
o 

le 
where 1 F(t) dt is real negative. 

o 

(iii) 

thus 
. 

-Ptt'\. 
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(A4.3.2) 

(A4.3.3) 

(A4.3.4) 

(A4.3.5) 



and 

PI. : 
~ . 

A 

-ilk. r(i)ctt / 1~ F{t)c{t 
o (A4.3.6) 

where (F(t) dt is imaginary negative, giving p / q real 

positive as would be expected. 

(iv) 

z = b.,.·ut, @ 

thus 

and 

where f; F(t) dt is imaginary positive. 

(v) 

thus 

~c [z] :: 0 @ ,> I 
I~' :: 

t 

(A4.3.7) 

(A4.3.8) 

(A4.3.9) 

where f. F{t) dt is calculated along the contour shown in 
( 

Figure 4.8b. The integral 1. F(t) dt is positive real along 

the ~ -axis for { > 1; the imaginary part is due to the 

contribution of the pole at ~ = 1. The relevant condition 

is, then: 

The contour integral around the pole is given by Cauchy's 

Residue Theorem as: 

(A4.3.ll) 
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The integral around the semi-circle indented into the upper 

half plane (as shown in Figure 4.8b) is related to this 

integral by ~he expression: 

(A4.3.l2) 

(see Appendix 4.2). Equating (A4.3.ll) and (A4.3.l2) yields 

the expression: 

(A4.3.l3) 

and substitution of this expression into (A4.3.l0) gives 

q / b: 

(A4.3.l4) 

Using (A4.3.6) and (A4.3.l4) an expression for p / b is 

obtained: 

(A4.3.l5) 

and finally, using (A4.3.4) and (A4.3.l4) K is obtained as: 

IK. :: -ib 
1f(1- k')"t (I-~) (I-f»''z. 

(A4.3.l6) 

The flow in the transform plane is represented by a 

source / sink type singularity placed at ~ = 1 , yielding an 

expression for ~ : 

(A4.3.l7) 

This is used as the upper limit of the integral in (A4.3.l) 

to give the complete inner solution: 

• H eo<v..H(l 

Z = - Ib f F(t)~t-i"b 
1fC"" 0 

where On = (1 - k.. f'\ (1 - >- ) "', (1 -j'J ) c., 
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(A4.3.l8) 

subject to the 



geometrical constraints given in (A4.3.8), (A4.3.14) and 

(A4.3.15). 

The aaymptote of this solution high up in the duct is found 

by rewriting (A4.3.18) in the form: 

-LP z: -
1TC"" 

and hence 

Writing: 

z:: -ib f~{i-IY'C(t­
lfo 

- ~ C FO:) -CM Ct-I)-' e{t; -
nCm 0 

- ~ f t F{t) - ~ (t-I) ~t + b 
rr~ I 

N!! l' pet) - ~ Ct-I)-' ~t 
o 

the expression becomes: 

Z:. - it:> 1~ It-f',-' ttt - ~ t.J 
tr 0 IT c."" 

-~ f~ F(t)-~(t-j)-rdt + b 
lfC~ , 

(A4.3.19) 

(A4.3.20) 

(A4.3.21) 

(A4.3.22) 

The third term is of order (t - 1 ). Letting ~ - > 1, 

neglecting the order term and using (A4.3.17) gives: 

-l!> [O('Nt~+ t:rr] - LP hl "'" b 
IT 1f~ 

and hence: 

yielding an expression for the potential: 
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(A4.3.23) 

Using the fr~e surface boundary condition: 

The constant f is obtained: 

/3 0;; JIb [-K' - a1 - ~ {- I j '--W\ (A4 • 3 • 24 ) 

The asymptote of the solution in the overlap domain is 

obtained by rewriting (A4.3.18) in the form 

::: -iD (ftf"t~t ... J' F{t)-t"1. tAt ] + b (A4.3.25) 
Z 1T~ 0 (> 

The second integral is bounded as It I -) 00 . hence: , 

('M 
_olD J~ 't. tit Z :; t z. 

IU .. tI) TrCM (> 

- 2 i~ '1. 
(\rY\ Z = ( I + eb(~t(1) t-

Itl .. '" rr~ (A4.3.26) 

Using a procedure similar to that of Appendix 4.1, the 

asymptote of the potential is obtained: 

(A4.3.27) 
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APPENDIX 4.4 

SOLUTION OF THE INNER REGION FOR A DUCT WITH A FLOW EXPANSION 

Consider the flow-field bounded by by the rigid walls as 

shown in Figure A4.4.1a. The flow field is transformed into 

the upper half of the ~ -plane, with the boundaries of the 

z-plane on the real axis of the ~ -plane, as shown in Figure 

A4.4.1b. The appropriate Schwarz-Christoffel transform is 

given in the form: 

z.= (A4.4.1) 

where F( t) = t''t( t- le. )\( t- >. )'\.( t-1 f' The geometrical 

constraints on the problem allow the solution of this 

integral subject to the following boundary conditions: 

(i) Z. = b~ p @ <;:c 0 
(A4.4.2) 

which yields ~ = b + P 

( ii ) Z. =- b+ P of- "1 @ s:: l: 
(A4.4.3) 

and hence: 

(A4.4.4) 

k. 
where L F(t) dt is real negative. 

(iii) 

(A4.4.5) 

thus . ~ 

b ... ia: L4/ k • J FLt)olt 1" b + P 
-Lt 10 F(~)~t 0 
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and 

(A4.4.6) 

>. 
where J~ F(t) dt is imaginary negative, giving p / q real 
positive as would be expected. 

(iv) 

~c (~l :: 0 @ ,> ( (A4.4.7) 

thus 

- (q. / s: F(t)~t ]lM [ I: F(t)t\t J .. b + P = 0 
t· (A4.4.8) 

where fo F(t) dt is calculated along the contour shown in 

Figure A4.4.1b. The integral J: F(t) dt is positive real 

along the .: -axis for ~ > 1; the imaginary part is due to the 

integration between ~ = le:"- and ~ = X and the 

contribution of the pole at ~ = 1. The contour integral 

around the pole is given by Cauchy's Residue Theorem as: 

(A4.4.9) 

The integral around the semi-circle indented into the upper 

half plane (as shown in Figure A4.4.1b) is related to this 

integral by the expression: 

(A4.4.10) 

(see Appendix 4.2). Equating (A4.4.l0) and (A4.4.9) yields 

the expression: 

(A4.4.11) 

and thus 

(A4.4.12) 
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Substitution of this expression into (A4.4.8) gives 

q / (b + p): 

q./I:>~!, • - J: ~ It)<lt I( TT (1_ k Y "l ( 1-),)''t +- i. ( F( t)d t J (M. 4 .13 ) 

Using (A4.4.6) and (A4.4.l3) an expression for p / (b + p) is 

obtained: 

P itp. if: Hl:)tIt-6r (1- k.)~~ (1->.)": +- i. f>lt)t:lt ] (A4.4.l4) 

and finally, using (A4.4.4) and (A4.4.l3) 

The flow in the transform plane is 

source / sink type singularity placed at 

expression for ~ : 

K is obtained as: 

(A4.4.l5) 

represented by a 

~ = 1 , yielding an 

(A4.4.l6) 

This is used as the upper limit of the integral in (A4.4.l) 

to give the complete inner solution: 

_ -ib 
z - lIC

M 

It etJ(Wt(l 

J r:{t)~t + b+ P 
• 

(A4.4.l7) 

• 'lz.. 't where On = (1 - J:::) (1 - >. ) z., subj ect to the geometrical 

constraints given in (A4.4.l3) and (A4.4.l4). If F (t) is 

decomposed into real and imaginary parts, a plot of the 

streamlines and potential lines may be obtained. Figure 

4.4.2 shows such a plot for E = 0.1, p/b = 0.5, and 

q/b = 1.0. 

The procedure for obtaining the asymptotes is exactly as 

shown in Appendix 4.3. 
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APPENDIX 4.5 

SOLUTION Of THE INNER REGION FOR A DUCT WITH A FLOW 

CONSTRICTION 

Consider the flow-field bounded by by the rigid walls as 

shown in Figure A4.5.1a. The flow field is transformed into 

the upper half of the ~ -plane, with the boundaries of the 

z-plane on the real axis of the ~ -plane, as shown in Figure 

A4.5.1b. The appropriate Schwarz-Christoffel transform is 

given in the form shown: 

Z = IK r: F(I::)ti.t. + IL (A4.5.l) 

" I, .\ ., 
where F( t ) = t"l( t- k ) 1 (t- >-) ( t-l ) The geometrical 

constraints on the problem allow the solution of this 

integral subject to the following boundary conditions: 

(i) 

z =- p- p @ ~=O (A4.5.2) 

which yields (' = b - P 

(ii) 

z = b-p + l'l, @ S = k. (A4.5.3) 

and hence: 

IK. :: (A4.5.4) 

k. 
where f. F(t) dt is real negative. 

(iii) 

(A4.5.5) 

thus 

170 



and 

(A4.5.6) 

~ 

where (~ F(t) dt is imaginary positive, giving p / q real 

positive as would be expected. 

(iv) 

R~ [z 1 = 0 @ ,> I (A4.5.7) 

thus 

(A4.5.8) 

~ 
where i F(t) dt is calculated along the contour shown in 

Figure A4.5.1b. The integral f.~ F(t) dt is positive real 

along the ~ -axis for { >' 1; the imaginary part is due to the 

integration between ~ = k.. and ~ =).. and the 

contribution of the pole at ~ = 1. The contour integral 

around the pole is given by Cauchy's Residue Theorem as: 

f = -2lTi. (l-k)"'(I-X1", (A4.5.9) 

The integral around the semi-circle indented into the upper 

half plane (as shown in Figure A4.5.1b) is related to this 

integral by the expression: 

(A4.5.10) 

(see Appendix 4.2). Equating (A4.5.10) and (A4.5.9) yields 

the expression: 

(A4.5.ll) 

and thus 
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Substitution of this expression into (A4.5.8) gives 

q / (b - p) : 

. -J; Flt) J.t / ). ] 
q.,/(b-p) = l[rr(l-k.)"l(I-)S'/t+Lf~F(t)dt (A4.5.13) 

Using (A4.5.6) and (A4.5.13) an expression for p / (b - p) is 

obtained: 

and finally, using (A4.5.4) and (A4.5.13) R is obtained as: 

(A4.5.15) 

The flow in the transform plane is again represented by a 

source / sink type singularity placed at ~ = 1 , yielding an 

expression for ~ : 

(A4.5.16) 

This is used as the upper limit of the integral in (A4. 5.1 ) 

to give the complete inner solution: 
,..eCl(wt{' 

Z 
_- -_ib ( F{t)olt ~ b - p ) ( A4 • 5 • 17. ) 

rrc.W\ 0 

IL -" where C = (1 - k ) ~ (1 -).. ) l. subj ect to the geometrical 

constraints given in (A4. 5. 12 ) and ( A4 • 5 .13 ) • This 

expreSSion may be used to obtain a plot of the streamlines 

and potential lines by decomposition of F (t) into real and 

imaginary parts. Figure 4.5.2 shows such a plot for 

t = 0.1, p/b = 0.5, and q/b = 1.0. 

The asymptotes of this solution are found using exactly the 

same procedure as shown in Appendix 4.3. 
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APPENDIX 5.1 

HYDRODYNAMIG COEFFICIENTS FOR FLOW CONSTRICTION 

q/b 0.00 0.40 0.80 1.20 1.60 

p/b 

0.3900 

0.00 0.0049 

0.1652 

0.4600 0.5300 0.6200 0.7000 0.6500 

0.12 0.0494 0.0183 0.0167 0.0102 0.0321 

0.3344 0.2494 0.2698 0.3282 0.1164 

0.5600 0.8000 0.9200 1.0500 1.3000 

0.24 0.0849 0.0097 0.0313 0.0436 0.0592 

0.5064 0.5362 0.5890 0.4058 0.2430 

0.7500 1.2000 1.4500 1.7500 2.1500 

0.36 0.1072 0.0066 0.0194 0.0226 0.0578 

1.0700 1.2884 0.9854 0.9224 0.5878 

1.1000 1.7500 2.4000 2.9000 3.9000 
0.48 0.1667 0.0422 0.1291 0.0913 0.0842 

1.2272 2.3608 1.0272 0.8958 0.6454 

For each configuration the first number is the added mass a_ 

the second is the damping ratio intercept f~ , and the third 

is the damping ratio gradient ~4r • 
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APPENDIX 5.2 

HYDRODYNAMIC COEFFICIENTS FOR FLOW EXPANSION 

q/b 0.00 0.40 0.80 1.20 1.60 

plb 

0.3900 

0.00 0.0049 

0.1652 

0.2700 0.2200 0.1750 0.1500 

0.12 0.0412 0.0163 0.0274 0.0849 

0.0140 0.1572 0.1038 0.5064 

0.1800 0.0800 0.0000 -0.0600 
0.24 0.0196 0.0073 0.0223 0.0213 

0.0758 0.2000 0.0610 0.0116 

0.1000 -0.0500 

0.36 0.0162 0.0112 

0.1644 0.0814 

0.0300 -0.0800 
0.48 0.0082 0.0002 

0.2054 0.1690 

For each configuration the first number is the added mass a.w 

the second is the damping ratio intercept f~ , and the third 

is the damping ratio gradient r(j. . 
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APPENDIX 6.1 

PERFORMANCE INDEX WORKED EXAMPLE I 

The first worked example shows the simplest application of 

the procedure proposed. It is assumed that no information 

about the operability of the ship is available, and, as such, 

a calculation of the first type must be performed. It is 

further assumed that the ship concerned is a floating 

production vessel with a working draft of 10.Om, and the only 

concern about the moonpool is the magni tude of the water 

column oscillation. In order to demonstrate the effect of 

the choice of the criterion used for the exceedance 

calculation, a series of three water column oscillation 

criteria are used. The water column oscillation amplitudes 

for which the performance indices are calculated are 2.0m, 

3. Om, and 4. Om ( ie 4. Om, 6. Om, and 8. Om peak-to-peak 

oscillation). These might correspond to oscillations for 

which different precautions must be taken. It is assumed 

that the maximum cross sectional area available for the 

moonpool is lOm x lOm, while the working area of the moonpool 

must be no less than 5m x 5m. The moonpool thus fits within 

the bounds of the model tests described in the previous 

chapter. 

are: 

Five moonpools are chosen for comparison; these 

( i ) A Smooth moonpool 

(used here to provide a datum for comparison) 

(ii) A Moonpool with a thin baffle at the exit with p/b = 0.48 

(selected as having the highest damping ratio intercept) 

(iii) A Moonpool with a flow constriction at the exit with 

p/b = 0.48 and q/b = 0.40 

(selected as having the highest damping ratio gradient) 

(iv) A Moonpool with a flow constriction at the exit with 

p/b = 0.48 and q/b = 1.60 

(selected as having the highest added mass) 
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(v) A Moonpool wi th a flow expansion at the exi t wi th 

p/b = 0.48 and q/b = 0.80 

(selecte~ as having the lowest added mass) 

The calculations are carried out in each case for heading 

angles of 0°, 22.5° and 45°. These represent a best case, a 

worst case, and an intermediate case. It is unlikely that a 

floating production vessel would ever be forced to work beam 

on to the predominant waves, but with a wind direction (and 
hence the local wind waves) in a different direction to a 

swell, it is quite possible that the vessel would be forced 

to take up a heading between the two. The heading angles are 

assumed to have probabilities of 0.7 (0°), 0.2 (22.5°), and 

0.1 (45°). 

The results of the calculation are presented in Table A6.l.l. 
For the case of the 2.Om criterion, the vessel is quite 

sensitive to the moonpool performance, with the worst 

performance coming from the smooth moonpool, at 19.8 days of 

downtime in typical years operation. The best moonpool is 

the first of the two flow constrictions conSidered, with only 

2.4 days of downtime in a typical year, closely followed by 

the thin baffle at 3.5 days downtime per year. The 

difference between the best and the worst moonpools is thus 

quite significant, at 17.4 days per year. 

The performance indices improve radically as the criterion 

becomes less stringent. The rankings of the moonpools do 

not, however, alter. For the case of the 3.0m criterion the 

worst performance is again that of the smooth moonpool at 5.3 

days per year, whilst the best performance is again the first 

of the flow constrictions at 0.2 days per year. In the case 

of the 4.Om criterion, the smooth moonpool gives 1.5 days per 

year, whilst the first flow constriction virtually eliminates 

downtime due to the moonpool at 0.01 days per year. Thus, 

even with the least stringent criterion, an extra 1.5 days 

operation per year would be achieved by the selection of the 
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most appropriate moonpool if the vessel were to work 

continuously. 

Whilst the rankings do not change as the criterion changes in 

this case, it is quite possible that in other cases a large 

change in the criterion value would lead to a change in the 

rankings, especially in a case where one moonpool has a large 

damping ratio intercept, but a small damping ratio gradient, 

whilst another has a small intercept and a large gradient. 
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TABLE A5.1.1 PERFORMANCE INDICES FOR 2.Om OSCILLATION 

AMPLITUDE CRITERION 

Moonpool P (0°) P (22.5°) P (45°) 

(i) 4.180% 5.445% 13.994% 
(ii) 0.945% 1.029% 0.805% 
(iii) 0.632% 0.585% 0.677% 
(iv) 2.033% 2.315% 3.345% 
(v) 4.519% 3.520% 2.811% 

The performance indices over all heading angles are thus 

calculated as: 

(i) P, = 5.41% or 19.8 days/year 

(ii) P, = 0.95% or 3.5 days/year 

(iii) P, = 0.55% or 2.4 days/year 

(iv) P, = 2.22% or 8.1 days/year 

(v) P, = 4.17% or 15.2 days/year 
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TABLE A6.1.2 PERFORMANCE INDICES FOR 3.Om OSCILLATION 

AMPLITUDE CRITERION 

M:>onpoo1 P (0 0
) P (22.5°) P (45°) 

(i) 0.997% 1.497% 4.515% 
(ii) 0.105% 0.116% 0.075% 
(iii) 0.045% 0.051% 0.063% 
(iv) 0.375% 0.447% 0.772% 

(v) 0.777% 0.607% 0.484% 

The performance indices over all heading angles are thus 

calculated as: 

(i) P, = 1.45% or 5.3 days/year 

(ii) P, = 0.10% or 0.4 days/year 

(iii) P, = 0.05% or 0.2 days/year 

(iv) PI = 0.43% or 1.6 days/year 

(v) P, = 0.71% or 2.6 days/year 
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TABLE A6.1.3 PERFORMANCE INDICES FOR 4.Om OSCILLATION 

AMPLITUDE CRITERION 

Moonpoo1 P (0°) P (22.5') P (45°) 

(i) 0.257% 0.439% 1.529% 
(ii) 0.010% 0.012% 0.006% 
(iii) 0.003% 0.003% 0.007% 
(iv) 0.074% 0.093% 0.196% 

(v) 0.142% 0.109% 0.092% 

The performance indices over all heading angles are thus 

calculated as: 

PI " () I> = 0.7 x P (0 ) + 0.2 x P (22.5 ) + 0.1 x P (45 ) 

(i) P, = 0.42% or 1.53 days/year 

(ii) P, = 0.01% or 0.04 days/year 

(iii) P, = 0.00% or 0.01 days/year 

(iv) P, = 0.09% or 0.33 days/year 

(v) PI = 0.13% or 0.48 days/year 
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APPENDIX 6.2 

PERFORMANCE INDEX WORKED EXAMPLE 11 

The second calculation presented illustrates how the choice 
of the vessel influences the choice of the moonpool. It is 

assumed this time that the vessel concerned is a diving / ROV 

support vessel with a working draft of 4.0m, and that no 

knowledge of the subsea units to be launched or the vessel 

operability is available in the initial stages of the design. 

The only criterion available for evaluating the moonpool 

performance is thus the water column oscillation: a value of 

2. Om amplitude ( ie 4. Om peak-to-peak) is chosen as the 

maximum working condition. It is assumed that the maximum 

cross sectional area of the moonpool is 4.Om x 4.Om, and that 

the working area must be no less than 2.0m x 2.Om. The 

moonpool thus has the same geometry as the previous example: 

accordingly the same five moonpools are examined. 

In this case, however, the heading angles examined are 

different: a diving support vessel may, in some 

circumstances, be forced to work alongside a fixed structure: 

in so doing the vessel may have to work beam on to the 

predominant sea. The three angles used for the calculation 

are thus taken as 0°, 45°, and 90°, with assigned 

probabilities of 0.6 (0°), 0.25 (45°), and 0.15 (90°). The 

results of the calculation are set out in Table A6.2.1. 

It can be seen that there is a dramatic change in the ranking 

of the five moonpools examined for this vessel, as compared 

to those obtained for the floating production system. The 

best moonpool in this case is the moonpool with the flow 

expansion at the exit at 0.5 days downtime in a typical year 

of continuous operation; this moonpool was the second worst 

performer in the previous example. The worst performance 

does not come from the smooth moonpoo1, (as might be 

expected) but from the moonpoo1 with the large flow 
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constriction at 14.7 days per year; this moonpool was in the 

middle of the rankings in the previous example. The best 

performer ~rom the previous example, the moonpool with the 

smaller flow constriction, is the second worst in this case, 

giving more downtime per year than the smooth moonpool. 

This serves to reemphasise the polnt that the design of a 

moonpool cannot be successfully carried out without 

consideratlon of the ship for which it is intended. 

TABLE A6.2.1 

M:>onpoo1 P (00
) P (45°) P (90 D

) 

(1) 0.930% 0.683% 5.771% 

(11) 0.370% 0.930% 4.576% 

(lii) 1.278% 2.226% 5.774% 

(iv) 2.554% 4.132% 9.761% 

(v) 0.126% 0.057% 0.320% 

The performance lndlces over all heading angles are thus 

calculated as: 

PI = 0.6 x P (0·) + 0.25 x P (45°) + 0.15 x P ( 90") 

(1) PI = 1.59% or 5.8 days/year 

(11) PI = 1.14% or 4.2 days/year 

(iil) P, = 2.19% or 8.0 days/year 

(lv) P, = 4.03% or 14.7 days/year 

(v) PI = 0.14% or 0.5 days/year 
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APPENDIX 6.3 

PERFORMANCE INDEX WORKED EXAMPLE III 

The third worked example presented illustrates how the 

rankings produced by the moonpool performance index 

calculations can be affected by prior knowledge of the vessel 

operating characteristics. The calculation takes the same 

ship, the same heading angles and the same five moonpools as 

in the previous example, but this time it is assumed that the 

vessel cannot operate in sea states for which the significant 

vessel heave is greater than 4.0m. This type of restriction 

may well apply in practice, as divers cannot enter and leave 

the bell in safety if the oscillation of the bell is too 

great. The sea states for which the previous calculations 

were carried out are shown in Figure A6.3.1; these are simply 

all sea-states with a non-zero occurrance probability. 
Figures A6.3.2-4 show the reduced number of sea-states to be 

considered when the heave constraint is applied. It can be 

seen that the greatest effect of the heave constraint is at 

the 90 heading angle, when the number of sea states for 

which the vessel can work (excepting the moonpool) is 
dramatically reduced. 

The results of the calculation are set out in Table A6.3.1. 

It can be seen that the sensitivity of the vessel operation 

to the moonpool performance is reduced by this constraint; 

however the downtime lost to the moonpool is still as high as 

6.6 days/year in the worst example. The ranking of the five 

moonpools remains the same, but the relative performance of 

the moonpools within the ranking varies noticeably. Table 

A6.3.2 shows the ratio of the downtime of each moonpool to 

the downtime of the best moonpool (v). The ratio for the 

worst moonpool increases by over 50% from 28.8 in the first 

calculation to 45 in the second; in contrast, the second best 

moonpool improves relative to the best as a result of this 

constraint, from a ratio of 8.1 in the first calculation to 
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only 2.0 in the second. In absolute terms, the extra 

downtime incurred by choice of the second best moonP?Ol would 

reduce from 3.7 days per year down to 0.1 days per year as a 

result of the vessel operability criterion; as such the 

difference between the two on the basis of the criteria 

applied (both for moonpool and vessel operabili ty) in the 

second example becomes negligable. 

thus shown to have a significant 

performance in this case. 

The vessel performance is 

effect on the moonpool 

TABLE A6.3.l 

Moonpool P (0·) P (45°) P (90°) 

(i) 0.510% 0.287% 2.534% 

(ii) 0.001% 0.005% 0.540% 

(iii) 0.035% 0.115% 0.863% 

(iv) 0.838% 1.166% 6.717% 

(v) 0.049% 0.012% 0.032% 

The performance indices over all heading angles are thus 
calculated as: 

Pt = 0.6 x P (0°) + 0.25 x P (45°) + 0.15 x P (90°) 

(i) Plo = 0.76% or 2.8 days/year 

(ii) Pt. = 0.08% or 0.3 days/year 

(iii) Pt = 0.26% or 1.0 days/year 

(iv) Pt = 1.80% or 6.6 days/year 

(v) Pt = 0.04% or 0.1 days/year 

TABLE A6.3.2 

185 



Moonpool 

(i) 

(ii) 

(iii) 

(iv) 

(v) 

Downtime / Best 

Moonpool Downtime 

(Worked example II) 

11.4 

8.1 

15.6 

28.8 

1.0 
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Downtime / Best 

Moonpool Downtime 

(Worked example Ill) 

19.0 

2.0 

6.5 

45.0 

1.0 
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APPENDIX 6.4 

PERFORMANCE INDEX WORKED EXAMPLE IV 

The final worked example illustrates the use of the hoist 

wire tension criterion instead of the flooding criterion. 

The vessel chosen and the heading angles examined are exactly 

as in the previous two examples. It is again assumed that 

the vessel cannot work when the significant heave is greater 

than 4.0m. The calculation illustrates how the method might 

be used at an early stage of the design of a diving system. 

The diving bell is assumed to have a projected area of 

4.52m, a volume of 7.92m , and a wet weight of 2.5 tonnes. 

No laboratory tests have been carried out to determine the 

force coefficients of the bell in the moonpools to be 

exaxmined, and, in particular, the dependence of these 

coefficients on the Keulegan Carpenter Number of the flow 

regime inside the moonpool (see Appendix 3.1), but 

measurements on similar bells in 'open' water have yielded 

Cm = 0.9, and Cd = 1.9. 

Three smooth moonpools are to be compared for the study: a 

circular moonpool of diameter 2.88m, a moonpool 2.88m square, 

and a moonpool 4.0m square. These correspond to the 

moonpools tested experimentally in Chapter 3. The blockage 

coefficients for the three moonpools are thus 0.695, 0.545, 

and 0.283 respectively. Since no information is available on 

the force coefficients for the bell inside the moonpool, an 

approximation must be employed. Madsen [op.cit.] suggests 

that the inertial coefficient for a bell in a moonpool may be 

calculated as: 

(A6.4.l) 

where B is the blockage coefficient. Gran [op.cit.] suggests 

that the drag coefficient may be calculated as: 
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(A6.4.2) 
-c. DO 

These equations lead to Cm and Cd values of 1.65 and 13.3 for 

moonpool 1, 1.34 and 6.68 for moonpool 2, and 1.00 and 3.17 

for moonpool 3. 

It is to be stressed that this approximation is far from 

ideal, taking no account of the shape of the moonpool or the 

oscillatory nature of the flow regime around the bell; 

however, if no other data were available, this would be the 

only method of comparing the moonpools in terms of the hoist 

wire tension criterion and thus examining the performance of 

the ship/moonpool/bell system as a whole. 

The results of the calculation are presented in Table A6.4.1. 

It can be seen that moonpool 1 provides the best performance, 

with 22.4 days downtime due to the moonpool alone in a years 

continuous operations. This contrasts sharply with the 

performance of the moonpools in terms of the flooding 

criterion in the previous examples, suggesting that the 

tension criterion wili be the more important in a diving 

support vessel. The complexity of the physical system is 

underlined by the performance of moonpool 1, since the high 

blockage for this moonpool leads to high values of Cm and Cd; 

however, this_is more than offset by the effect of the bell 

on the moonpool water column oscillation properties. The 

other moonpools follow this trend, with moonpool 2 giving 

31.6 days of downtime per year, and moonpool 3 giving 55.3 

days downtime per year. 

It should be stressed, however, that the empirical equations 

used here to estimate the effect of the blockage, coupled 

with the effects due to the variation of Keulegan Carpenter 

number over the sea states used to calculate the performance 

indices could lead to serious underestimation of the 

coefficients in many of the sea states considered. This 

might lead to very different conclusions being drawn. 
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The calculation of performance indices based on the tension 

criterion are thus shown to be of use in the moonpool design 

process. However, the technique would also be useful in a 

case where the moonpool is already in existence, but a new 

diving bell or other subsea equipment is being designed. 

This information could then be used to give designers a feel 

for the relationship between the wet weight of the units and 

the force coefficients required to give the operators a 

reasonable probability (in terms of the importance of the 

operation) of being able to launch and recover the unit 

safely. 

TABLE A6.4.l 

Moonpool P (00) P (45 0) P (90°) 

(i) 4.54% 1.84% 27.97% 

(ii) 7.04% 2.60% 25.27% 

(iii) 13.26% 8.44% 33.87% 

The performance indices over all heading angles are thus 

calculated as: 

(i) 

(ii) 

(iii) 

Pt 

Pt 

Pt 

= 
= 
= 

6.14% 

8.66% 

15.14% 
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APPENDIX 7.1 

MOONPOOL DESIGN PROCEDURE: A WORKED EXAMPLE 

The worked example presented here shows how the procedure 

proposed in chapter 7 may be used in practice. The vessel 

concerned formed part of a Floating Production System: the 

particular problem illustrated here is the design of a 

moonpool for the launch and recovery of ROVs. 

STEP 1: Acquire Design Data 

(i) Equipment: 

The minimum working area required for the moonpool was 

specified as being 3.95m (longitudinally) X 5.0Om 

(transversely). No information was available at the time 

on the type of ROVs to be launched: it was thus agreed 

that the design procedure be carried out on the basis of 

the risk of flooding of the handling area. 

(ii) Vessel: 

Information on the vessel was obtained in the form of a 

Body Plan, a set of Motion RAOs obtained from Model tests 

and computer 

plan. The 

calculations, and a General Arrangement 

ROV handling deck was found to be 3.5m above 

the still water level at a typical working draft: however 

in view of the serious consequences of the flooding of 

this deck, an oscillation amplitude of 3m was taken as 

the flooding criterion. 

(iii) Operational Area: 

The intended operational area was the North Sea. Long 

term wave statistics for this area are given in Andrews 

et a1 [1984], and the JONSWAP spectral model was assumed. 
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STEP 2: Establish Design Evaluation Criteria 

The criteria established as being of prime importance to the 

client were the moonpoo1 performance and the space required. 

The ease of fabrication and cost were of lesser importance. 

STEP 3: Establish Design Constraints 

The only specific constraint was placed upon the space 

available for the moonpoo1. The amount of space available 

longitudinally for the moonpoo1 was restricted by the process 

area forward of the moonpoo1 and a coffer dam aft of the 

moonpoo1. The distance between these was only 5m. In the 

transverse direction a total breadth of lOm was available. 

Due to the very tight restriction thus imposed, it was agreed 

to examine designs with fore and aft dimensions of up to 8m. 

The trade off between performance and space could thus be 

quantified. The desired performance was not stated 

explicitly; however the client did state that three specific 

sea states were of interest in addition to the long term 

assessment; these were significant wave height / mean zero 

crossing period sea state pairs of (4.5,7.2), (4.5,8.3), and 

(5.0,8.6). 

STEP 4: Select Configuration 

The typical working draft of the vessel was stated as being 

11.00m; the natural frequency of a smooth moonpoo1 in the 

vessel was therefore estimated as being O.llHz 

corresponding to a natural period of about 9s. The long term 

wave statistics suggest that the predominant sea states in 

this area have mean zero crossing periods of the order of 

5.5s - 8.5s. The strategy for the moonpoo1 design must 

therefore be to attempt to reduce the natural frequency of 

the water column oscillation using the flow constriction 

configuration. 
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STEP 5: Select Detailed Moonpool Geometry 

Iteration 1: 

In order to illustrate the performance advantage gained 

through the moonpool design procedure, it was decided that a 

test of a smooth moonpool of the same dimensions as the 

minimum working area be carried out, and a performance index 

calculated. The performance of the designs carried out could 

therefore be assessed against the smooth moonpool. 

The results for the Smooth Moonpool were found to be: 

Design H" T~ 

4.5,7.2 

Smooth Moonpoo1 42.1 

Hs, T~ 

4.5,8.3 

33.0 

H" T~ 

5.0,8.6 

39.1 

Performance 

Index 

11.1 

N.B. All ,performance figures are % exceedance of the 3.Om 

oscillation amplitude criterion. 

Iteration 2: 

The initial geometry selected was a flow constriction in the 

transverse direction with a depth of one third of the vessel 

draft. Two large baffles were added above the flow 

constriction, and three small baffles added to the inner side 

of the flow constriction. Five small baffles were placed on 

the transverse walls at the same height. The overall 

dimensions of the design were 5m (longitudinally) X lOm 

(transversely). The configuration is illustrated 

schematically in Figure A7.1.l. It was felt that the baffles 

would be needed since the frequency shift induced by the flow 

constriction would not be very large because the fluid was 

only constricted in the transverse direction. 
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The results of the performance assessment are shown below: 

Design 

No 2 

H" Tl. 

4.5,7.2 

1.1 

H s, Ta. 

4.5,8.3 

9.3 

5.0,8.6 

12.9 

Perfonnance 

Index 

4.2 

Whilst the results were encouraging, it was felt that the 

response in the 5.0m significant sea state was poor, and that 

the design could be improved. 

Iteration 3: 

A modification considered was the addition of a perforated 

tube to the initial design. This is shown in Figure A7.1.2. 

Unfortunately the performance of the moonpoo1 deteriorated 

slightly, as the results show: 

Design 

No 3 

Hs, Tz. 

4.5,7.2 

0.9 

~, T'Z, 

4.5,8.3 

10.3 

Hs, Tz. 

5.0,8.6 

13.4 

Perfonnance 

Index 

4.6 

Whilst the addition of the tube increased both the added mass 

and the damping gradient, the damping intercept was reduced. 

Iteration 4: 

The next design considered involved the use of the maximimum 

amount of space allowed by the constraint; ie Sm 

(longitudinally) X 10m (transversely). The configuration was 

similar to design No.3, but incorporated flow constrictions 

in both longitudinally and transverse directions (see Figure 

A7.1.3). 
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The results obtained were: 

Design 

No 4 

Hs, T~ 

4.5,7.2 

0.0 

H" Tz. 

4.5,8.3 

0.1 

5.0,8.6 

0.3 

Perfonnance 

Index 

2.3 

The design thus showed a significant increase in perfonnance 

over the other designs considered. 

Iteration 5: 

A compromise between Designs No.3 and No.4 was examined, 

where the longitudinally dimension was reduced to 6.5m, and 

flow constrictions were present on three sides (Figure 

A7.1.4). 

The results obtained were: 

Design 

No 5 

Hs, T'I. 

4.5,7.2 

0.0 

4.5,8.3 5.0,8.6 

0.6 0.9 

Perfonnance 

Index 

2.4 

The perfonnance was thus only slightly reduced compared to 

the previous design. 

Iteration 6: 

The final design examined the possibility of using the 

minimum amount of space in the longitudinally direction (ie 

4m) The design consisted of a modification of design No.3, 

with the small baffles on the transverse walls removed, and 

the perforated tube constructed in an octagonal shape (Figure 

A7.1.5). 
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The performances obtained were: 

Design 

No 6 

Hs, Toz. 

4.5,7.2 

3.4 

H" T'C 

4.5,8.3 

14.4 

Performance 

Index 

4.7 

At this stage it was considered that no scope for further 

designs remained. 

The results as shown were presented to the client for 

evaluation. The space criterion was deemed to be dominant, 

and Design No.6 was selected. Subsequent model tests showed 

that the heave response of the vessel was substantially 

reduced by later changes in the hull form, and the 

performance of the moonpool improved as a result. 
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