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Abstract

This thesis outlines the main experimental results of a Bose-Einstein con-

densate (BEC) interferometer and the finite temperature coherence of elon-

gated BECs.

Cold atom and BEC-based interferometers take advantage of the wave na-

ture of atoms as they are cooled and can be used for precision measurements

of fundamental physics, fundamental constants, rotations and gravitational

gradients. The coherence properties of atomic matter-waves are of great in-

terest, in particular phase coherence, which has played an important role in

fundamental research involving BEC interferometry. When subject to high

cloud aspect ratios, BECs become elongated and exhibited phase fluctua-

tions, which can have a dramatic a↵ect on the performance of matter-wave

interferometers.

A brief overview of the history and basic theory of Bose-Einstein conden-

sates is presented as well as introducing the various studies and applications

in metrology involving BECs. The theory of the techniques used to create

a BEC, such as laser cooling, trapping and evaporation, are discussed along

with the dynamics of BECs, matter-wave interference and phase fluctua-

tions.

The experimental chapters describe the various concepts, techniques and

mechanisms used to experimentally observe matter-wave interference fringes.

The interference fringes are a result of realising two BECs from a double-

well potential, which is created using a combination of magnetic and optical

potentials, and allowing them to expand and overlap.

The main interferometry results are then discussed, this includes the obser-

vation of single-shot interference fringes with contrast � 95%, which has

a strong dependence on the detuning of the imaging beam. Also, a strong

dependence on fringe contrast with the focal location of the camera is ob-

served, which can now be clearly attributed to the Talbot e↵ect. This is

the first reported observation of the spatial Talbot e↵ect of light interact-

ing with period BEC fringes, revealing the drastic e↵ect it can have on the



interference signal.

The major results regarding phase fluctuations in elongated condensates are

presented. These include the existence of large regular period phase fluc-

tuations, which should normally be of random phase and size. By dynam-

ically changing the aspect ratio of the condensate during an experimental

sequence, a controlled generation and removal of phase fluctuations in a

Bose-Einstein condensate is observed, indicating a phase revival.

The thesis concludes by considering potential improvements and future ex-

periments, which could be used towards the experimental implementation

of a BEC interferometer.
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Chapter 1

Introduction

1.1 Is colder better?

To answer this question we must first ask ourselves what it actually means. The fact

that we are to able cool elements down, by narrowing the width of the systems velocity

distribution, allows us to see remarkable phase transitions in every day life, such as

vapour to liquid and then liquid to solid. Extraordinary advances in recent decades have

allowed atoms to be cooled, trapped and controlled at ultra low temperatures, which

enables phase transitions and quantum phenomena to be observed in cold atom labs

around the world. As atomic systems approach zero temperature, macroscopic quantum

e↵ects become extremely pronounced and this provides an incredibly powerful tool to

explore phase transitions [1, 2], build quantum simulators [3, 4, 5], develop quantum

computing [6], test fundamental physics [7, 8] and make precision measurements [9] just

to name a few. It has rapidly become apparent that ultracold atoms have the potential

to probe and discover phenomena about the quantum world, therefore research in this

area has grown dramatically. In this thesis we discuss experiments that take advantage

of the condensation of a weakly interacting dilute atomic system at low temperature.

1.2 Condensation of a quantum gas

In quantum mechanics particles can be classed into one of two groups, either bosons,

which have integer spin, or fermions, which have half integer spin. These two spin states

exhibit di↵erent properties. This di↵erence is evident when considering the occupancy
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1.2 Condensation of a quantum gas

of the quantum state. Bosons have no limit to how many can be in the same quantum

state, however the Pauli exclusion principle allows only fermion in the same quantum

state.

The di↵erent restrictions on the number of particles allowed in each state between

these two types of particles means that a gas of bosons and a gas of fermions have

di↵ering properties at low temperatures. In 1924, Bose and Einstein introduced the

first theoretical description of an ensemble of bosonic atoms in the same quantum state

[10, 11], this provided the framework for a whole area of physics. In this paper they

predicted that if an atomic system of bosons could be cooled to its lowest possible

temperature, by minimising the kinetic energy, then the atoms will all condense into

the lowest quantum ground state. When this happens one can observe a macroscopic

occupation of a single quantum ground state. This phenomenon in which a bosonic

ensemble can condense into a single quantum state is known as a Bose-Einstein con-

densation (BEC) [12, 13].

The phase transition of an ensemble of bosons to a Bose-Einstein condensate occurs

when both the temperature and density reach a critical value, at this point the atomic

separation between the atoms approaches the de Broglie wavelength. In the simpli-

fied picture represented in Figure 1.1, atoms can be considered as quantum-mechanical

wavepackets, which have a size on the order of the de Broglie wavelength �dB. The de

Broglie wavelength of the wavepackets is defined as

�dB =
~p

2⇡mkBT
, (1.1)

where m is the mass of the particle, kB is the Boltzmann constant, ~ is Planck’s

constant divided by 2⇡ and T is the temperature. At low temperatures (Figure 1.1

a)) �dB = h/mv / T�1/2, however as the temperature of the wavepackets is decreased

the de Broglie wavelength gets longer until it reaches a critical value, at which point

�dB becomes as large as the inter-particle spacing (Figure 1.1 b)). At this point the

wavepackets overlap and the atoms become indistinguishable from one another and

Bose-Einstein condensation can occur. As the temperature continues to decrease the

atoms condense into the same quantum state and form a giant matter wave (Figure 1.1

c)), which can be described by the same wavefunction.

The quantity that is commonly used to describe this phase transition, which is
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b)a) c)

dis

λdB

λdBdis

temperature

Figure 1.1: De Broglie waves as a function of temperature showing the stages from a
thermal gas to a Bose-Einstein condensate. a) Thermal atoms which have a �dB smaller
than the interparticle spacing, dis. b) Close to the BEC transition temperature where
the two length scales become comparable and the wavefunctions start to overlap each
other. c) All atoms have condensed into the same ground state to form a pure BEC
and can be described by the one wavefunction. Figure adapted from [14].

written in terms of the spatial number density and the de Broglie wavelength to give a

unitless number, is known as the phase space density (PSD)

PSD = n�3dB , (1.2)

where n is the number density and �dB is the de Broglie wavelength. From the above

equations it can be seen that the phase space density and de Broglie wavelength are

both temperature and density dependent, meaning the ideal situation to reach the BEC

transition would involve maximising the density and minimising the temperature. As

mentioned previously the BEC transition occurs at a very specific temperature known

as the critical temperature, which is given by

TC =
~!̄
kB

✓
N

⇣(3)

◆1/3

, (1.3)

where !̄ is the geometric mean of the trapping frequencies !̄ = (!x!y!z)1/3, N is the

number of atoms and ⇣(x) is the Riemann Zeta function. The phase space density can

also be written in terms of the trapping potential and temperature

PSD = N

✓
~!̄
kBT

◆3

= ⇣(3)

✓
TC

T

◆3

. (1.4)
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The BEC transition for a three-dimensional harmonic potential occurs when the phase

space density PSD=⇣(3) = 1.202 [15] (the critical phase space density changes depend-

ing on the trapping potential [16] and is sometimes quoted as ⇣(3/2) = 2.612, which is

for an ideal Bose gas in a three-dimensional box or a free gas [17]).

If you consider atoms at room temperature that move with velocities of a few hun-

dred metres per second, this corresponds to de Broglie wavelengths of the order of pi-

cometres. However, atoms approaching the BEC transition have velocities of the order

of millimetres per second, which increases the de Broglie wavelengths to micrometres.

The orders of magnitude in phase space densities between room temperature atoms and

atoms at the BEC transition has made it a very challenging prospect of experimentally

observing such a phase transition since it’s first prediction in 1924.

The road to creating a BEC has not been an easy one, many technical problems

reared their heads many times, but out of this challenging time many new and vital

tools have come about, such as laser cooling [18, 19] and trapping of atoms [20, 21],

magneto-optical traps (MOT) [22], magnetic trapping of atoms [23, 24] and evaporative

cooling [24, 25]. After over 70 years since it was first predicted, cold atom physicists

were rewarded for their hard work and the first ever Bose-Einstein condensate was

observed by the research group of Eric Cornell and Carl Wieman at the University

of Colorado (JILA) in early June 1995 [26]. Shortly after in September of that year

Wolfgang Ketterle’s research group at the Massachusetts Institute of Technology (MIT)

successfully produced a BEC, which contained 100 times more atoms [27]. For their

achievements Cornell, Wieman, and Ketterle received the 2001 Nobel Prize in Physics.

It is these experiments and this exotic state of matter that have opened up a whole

new world of physics to be explored.

Since the first experimental realisation of a Bose-Einstein condensate in 1995, re-

search in this field has grown dramatically and BECs have been made in many di↵erent

atomic species including H [28], metastable helium 4He [29, 30], 7Li [31], 23Na [27],
39K[32], 40Ca [33], 41K [34], 52Cr [35], 84Sr [36, 37], 85Rb [38], 86Sr [39], 87Rb [26], 88Sr

[40], 133Cs [41], 160Dy [42], 162Dy [42], 164Dy [43], 164Yb [44], 168Er [45], 170Yb [46],
174Yb [47], 176Yb [44], and photons in a cavity [48].

Bose-Einstein condensates have also been used for a variety of studies including the

ability to tune the interaction strength between particles using Feshbach resonances

[49, 50, 51]. Theoretical predictions of the properties of BECs have now been compared
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with experimental data, such as collective excitations [52, 53, 54] and the formation of

vortices [55, 56, 57]. Due to their unique properties, BECs have been used to produce

a coherent beam of atoms, a so-called atom laser [58, 59]. BECs have also been ob-

served non-destructively [60] so their formation [61] and the flow of a superfluid can

be probed [62, 63]. Another field that has grown since the first observation of a BEC

is interferometry [64, 65, 66] and condensates have been used to enhance measurement

sensitivity [67].

1.3 Interferometry

Interference was first observed by Thomas Young in 1801 through his famous double

slit experiment [68]. This experiment shows that light behaves as a wave. This discov-

ery was as important to physics in the nineteenth century as the quantum field was to

physics in the twentieth century. The discovery by Young revolutionised the field of

physics and optics and had a crucial hand in the discovery of light as an electromagnetic

wave [69]. A short time after it was realised that the interference of light could be used

to make very precise measurements. Through the ground-breaking experiments and

e↵orts of Michelson, Morley, Rayleigh, Mach, Zehnder, Fabry and Perot optical inter-

ferometers grew and flourished into an important and ever expanding field of research.

Interferometers of that period could measure path di↵erences with a precision of the

order of one wavelength of light [70].

Mirror

Detector

Beam splitter

Mirror

Recombiner

Detector

Figure 1.2: Schematic diagram of a Mach-Zender interferometer
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Although there are many di↵erent types of optical interferometers, they can be split

into four di↵erent basic groups, Michelson, Mach-Zehnder, Sagnac and Fabry-Perot in-

terferometers. All these interferometers rely on the same basic principles, that is, a

incoming beam (single mode) is split into two, the two separate parts are allowed to

evolve in time before they are recombined and then any acquired phase di↵erence can

be measured.

In 1924, de Broglie proposed in his doctoral dissertation that matter, like light,

should behave like a wave [71]. Shortly after the first proposal by de Broglie, elec-

tron di↵raction experiments showed wave-like phenomena [72, 73]. The first electron

interferometer was observed in 1954 [74] and in 1962 a neutron interferometer was

experimentally realised [75].

1.3.1 Atom interferometry

Interferometry performed with atoms has many advantages compared to photons or

electrons, these include a wider selection of atomic properties, larger cross section for

scattering and higher precision [76]. The de Broglie wavelength of thermal atoms are

of the order of 30 000 times smaller than wavelengths for visible light, which enables

much smaller signals to be detected with increased sensitivity. A wide variety of atomic

properties can be chosen, for instance the atomic mass, magnetic moment and polar-

isability. Furthermore, atoms can be manipulated and controlled by lasers with high

levels of precision.

By analogy with its optical counterparts, atom interferometry uses the wave nature

of atoms and seeks to exploit wave interference as a tool for precision metrology. The

basic principle behind atom interferometry is similar to that of optical interferometry,

both can be realised by combining matter waves and light waves. In the case of atom

interferometers (schematic shown in Figure 1.3), the atom itself propagates and inter-

feres instead of the light wave, and is coherently split and recombined using light fields.

The relative phase is given as the di↵erence in path lengths and determines the output

interference signal.

Atom interferometry is still a young area of research. It was first demonstrated

in 1991 [77, 78] where periodic potentials of light were used as di↵raction gratings. In

this method three identical gratings are used, the first acts as a beamsplitter, second as

a mirror and third as the second beamsplitter to recombine the atoms. A few months

6



1.3 Interferometry

Wavepacket

Mirror

Mirror BS

Detector

Detector

Figure 1.3: Schematic diagram of an atom interferometer, where the atom itself propa-
gates and interferes and light waves (blue arrows) act as beamsplitters (BS) and mirrors.
The two atom wavepackets propagate along di↵erent paths and if the two paths di↵er
from one another then a phase shift will build up and this can be measured at the
detector.

after the first demonstration a second type of atom interferometer was developed using

stimulated Raman scattering to control the atoms [79, 80]. This type of interferome-

ter works by applying o↵-resonant Raman light pulses to transfer momentum onto the

atoms and thus split and recombine them.

An atom wave has mass and internal structure, hence the atom can experience po-

tentials from the Earth’s gravitational field, magnetic field, electric field and atom-atom

interaction. Therefore the atom can accumulate phase shifts due to these fields dur-

ing the interrogation time of the interferometer. For this reason atom interferometry

has been used to provide standards of time, frequency and length [81] and also used

for some of the most precise measurements of fundamental constants [82, 83], gravity

gradients [84, 85], fundamental physics [86, 87, 88], rotations [89, 90, 91], accelerations

[92, 93], quantum decoherence [94] as well as practical uses [95, 96].

1.3.2 Atoms v light

One may ask “why use atoms instead of light?” The Sagnac e↵ect is an example that

answers this question and demonstrates the power of atom interferometry [97]. The
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1.4 Cold atom or BEC based interferometry

phase shift for an interferometer of area A, which is rotating with an angular velocity

⌦, can be expressed as [98]

�� =
4⇡A⌦

�v
, (1.5)

where � is the wavelength and v is the propagation velocity. If two identical interfer-

ometers, which enclose the same area are used, one with atoms and the other photons,

then the sensitivity has a ratio of [76]

��atom

��light
=

�photonc

�dBvatom
=

mc2

~!light
. (1.6)

The ratio of the energy of atoms (E = mc2) compared to the energy of photons (E =

~!) shows that atoms have the possibility to measure inertial e↵ects and rotations with

a much higher precision. For 87Rb and 780 nm light, the sensitivity per particle for

atoms can be up to 5 x 1010 times larger than that of light [76]. As well as the potential

of increased sensitivity, atom interferometers have far fewer atoms than photons and a

much smaller area.

1.4 Cold atom or BEC based interferometry

Atom interferometers are essential tools for studying fundamental quantum mechanical

phenomena, probing atomic properties and metrology. The next question one may ask

is “what are the advantages of using cold atoms or even BECs?” The main reason for

using cold atoms instead of hot atoms is the coherence time. For cold atomic ensembles

the momentum spread is reduced, which results in a longer coherence time, which in

turn leads to a longer interaction and therefore increased phase sensitivity. Using BECs

rather than cold atoms in interferometry is similar to the transition from using laser

light instead of white light, with all particles in the same mode [99]. However, in

using a BEC atom number is sacrificed, therefore reducing sensitivity and the atomic

interactions in a BEC cause unwanted phase shifts [76].

In a condensate, a macroscopic matter wave is formed, which means all the atoms

are in the same quantum state. Since condensates exhibit large coherence lengths

of the order of the condensate size of tens of µm, this means condensates can be

thought of as analogous to lasers and thermal atoms (coherence lengths of 0.5 µm

near the condensation temperature) are the analogue of white light sources, therefore
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making interference easy to observe [76]. The atoms in a condensate are so cold and

monochromatic that the velocity spread �vBEC is much smaller than that of thermal

atoms, which means they can be manipulated and controlled much more easily. Since

the atoms propagate along the same path, they have a stable phase relationship, which

leads to long temporal coherence times. The atoms in a BEC can be described by the

same wavefunction, therefore over time they will evolve in the same way and every

atom will remain in phase and thus be coherent across the whole condensate.

The relatively easy manipulation of BECs leads to translational states being used to

separate the arms of an interferometer. In thermal atom interferometers the separation

of the arms is normally realised by transferring the atoms into a superposition of internal

atomic states [98]. The output is then formed by counting the number of atoms in each

state. The atoms are sensitive to the phase of the driving field, so this e↵ect introduces

decoherence and limits the interaction time. Due to the precise control possible when

using condensates, the separation between the arms can be achieved using translational

states.

A major disadvantage when using atom interferometers is further heightened when

using condensates. Low production rates can reduce the signal-to-noise ratio of atom

interferometers compared to light interferometers, and for condensates the production

rates worsen. Typical atom beam interferometers have flux rates of 109 particles per

second, whereas the best BEC production rates are limited to 105 per second [100].

1.4.1 Double-well potential BEC interferometer

The basic principle of a double-well interferometer is a condensate formed in a single-

well potential, which is then coherently split into a double-well potential before the

trapping potentials are switched o↵ and the two separated BECs are allowed to overlap

with one another. In this type of interferometer the trap holding the BEC is contin-

uously deformed into a double-well potential, with each of the two wells containing

part of the wavefunction. Coherent splitting of the wavefunction by slowly deforming

a single-well into a double-well trap can be thought of as the beam splitter for trapped

atoms. The splitting in a double-well interferometer occurs in position space, which is a

sharp contrast to to interferometers in which the splitting occurs in momentum space.

In this interferometer the two atom waves are always confined and can be separated by

moving the two wells apart.
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The first experimental realisation of a double-well interferometer was demonstrated

in 1997 by the group of Ketterle and Pritchard at MIT [64]. In this experiment the

BECs were formed in a double-well potential created by a magnetic trap and a focussed

blue-detuned laser beam. This produced two independent BECs, which were initially

separated by 40µm, and when allowed to ballistically expand and overlap with one

another an interference pattern was observed. This result confirmed condensates as a

good source of coherent matter waves. The second evolution of this experiment was

demonstrated in 2004. In this setup a BEC was created in a single-well potential which

was then coherently split into a double-well potential [65]. The double-well was created

by a collimated laser beam passing through an acousto-optic modulator (AOM), which

was driven at two frequencies. This produced two beams that propagate parallel to

each other, the separation was controlled by the frequency di↵erence and could achieve

a separation of 13µm with coherence times of 5ms.

Another method in which a single-well was split into double-well potential on an

atom chip using a two-wire scheme [101] was first demonstrated by the group at MIT

[66]. The beamsplitter in this setup comprised two parallel wires with the same current

and a perpendicular magnetic field. To achieve the splitting the magnetic field is varied

and this can transform the single-well into a double-well potential.

The group of Jörg Schmiedmayer demonstrated a third method in which the con-

densate could be split [102, 103]. In this setup the double-well was created using radio-

frequency (RF) induced adiabatic potentials [104] and when the interference fringes

from the two condensates combining in time-of-flight were analysed it was determined

the splitting was coherent, i.e. the phase was preserved. Using RF induced adiabatic

potentials to split the atom cloud overcomes the weak confinement during the splitting

and the extreme sensitivity to magnetic field fluctuations present in the two-wire setup.

This method to separate the condensates allows control over the separation between

the wells and could be used to separate the wells from 2 to 80µm with coherence times

of 2ms for small separations. The large range of well separations enabled regimes of

tunnelling wells and complete isolated sites to be accessed.

In the Strathclyde experiment the single-well potential is transformed into a double-

well potential in a scheme very similar to Reference [64]. The BEC is created in a

single-well magnetic trap which is then deformed into a double-well using a focused

blue-detuned 658 nm laser beam [105]. At the focus the two wells are separated by 40
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µm and by varying the power of the blue-detuned beam the separation of the wells can

be altered.

1.4.2 Guided-wave BEC interferometer

By combining the concept of optical interferometers that use optical fiber wave guides

with the rapid advances in confining, guiding and manipulating atoms, the next logical

step is to consider wave guides for atoms and BECs. A wave guide BEC interferometer

can be achieved by using a weakly confining magnetic field along the axis and using

light pulses, which act as the beamsplitter, mirrors and re-combiner, to manipulate

it. In this type of guided wave interferometer the BEC is split into two momentum

components. The first experimental observation of a guided-wave BEC interferometer

was in the group of Cornell at JILA [106]. This was a Michelson interferometer and had

a coherence time of 10ms. A modification of the Michelson interferometer was built

by the group of Sackett [107] and had a coherence time of 44ms. A third guided-wave

BEC interferometer was based on a Mach-Zehnder interferometer and had a coherence

time of 15ms [108].

A toroidal trap acts a circular waveguide for the condensate, which spatially sepa-

rates the two atom clouds, and benefits from symmetric two-dimensional confinement.

The first ring trap for neutral atoms was a magnetic trap developed by the Chap-

man group [109]. Toroidal traps also have the advantage that since they guide the

condensate back to its original position, only splitting and re-combination pulses are

needed. Large enclosed areas with compact spatial extent can be achieved by using

guided interferometers [110] where the atoms are confined during propagation, as in a

ring trap. Phase noise is also reduced by guiding the condensate around the ring due

to the Coriolis force, e.g. in gravity measurements [111]. Many di↵erent phenomena

can be studied in a ring trap, for instance, superfluid properties of a BEC [62], vortex

creation and decay [112, 113], atomic SQUIDS [63] and much more.

There are di↵erent types of toriodal traps including magnetic ring traps [114, 115],

optical ring traps [63, 116] , RF ring traps [116, 117], inductively coupled magnetic trap

ring traps [118, 119] and a combination of two di↵erent methods [62, 120, 121].

All of the di↵erent implementations of the ring trap have their own advantages

and disadvantages, for instance magnetic ring traps are normally larger, optical and

RF dressed ring traps are tuneable in size and inductively coupled ring traps have no
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Figure 1.4: Toroidal magnetic storage ring trap for BECs (image from [115]). It shows
the four circular current carrying wires, which create a quadrupole field that has a
ring-shaped magnetic minimum. The axial wire adds an additional extra azimuthal
magnetic field, this removes the zero field from the toroidal quadrupole field and avoids
Majorana spin flips.

current carrying wires, so therefore no end e↵ects. Sagnac interferometry is where ring

traps come into their own, as free-propagating interferometers use standing waves to

split and separate the condensate by the transfer of momentum. This limits the sep-

aration of the two arms of the interferometers, hence limiting the sensitivity that can

be achieved. Ring traps can overcome this by the fact that the condensate is confined

during the propagation and small compact ring traps can have a large enclosed area

[107, 110].

The Strathclyde ring trap shown in Figure 1.4 can hold a BEC and has a magnetic

lifetime which is 40 times longer than that of the first storage ring [109]. It can also

hold 5 x 108 atoms and has an enclosed area of 72 cm2, making it the largest ring trap

in the world and has the potential to be used for ultra-sensitive Sagnac interferometry.

1.5 Thesis outline

In this thesis I will discuss the ongoing Bose-Einstein interferometry and finite temper-

ature coherence experiments at Strathclyde and discuss the progress made during the

duration of my PhD studies.

In Chapter 2 the theory and techniques used to create a Bose-Einstein condensate

12



1.5 Thesis outline

will be discussed, mainly laser cooling and trapping, magnetic trapping, evaporation

and the dynamics of BECs. Then the concept of interference between condensates and

the coherence of BECs at finite temperature will be introduced.

Chapter 3 will review the Strathclyde experimental setup, for instance the lasers

and various trap geometries, as well as discussing the experimental parameters.

Chapter 4 gives a brief description on the main methods to create and control the

BEC. The main features of the Strathclyde experiment, such as the dipole beam used

to split the condensate and the magnetic levitation will be discussed.

Chapter 5 details the main experimental results from the interference of two con-

densates. It introduces the interference signal’s dependence on various experimental

parameters, maximum contrast interference, Talbot enhanced interferometry and the

lifetime of the interference fringes.

In Chapter 6 the experimental studies of the coherence of BECs in elongated traps

will be described and how the Strathclyde experiment allows the trapping potential to

be dynamically changed. This feature enables the controlled creation and then removal

of phase fluctuations in elongated condensates.

The thesis will conclude in Chapter 7, where the work during my PhD will be

summarised and potential future improvements discussed.
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Chapter 2

How to make a BEC

2.1 Rubidium

The alkali metals have dominated the laser cooling, trapping and Bose-Einstein conden-

sate community due to their moderately simple energy level structure. Rubidium, like

all alkali metals, belongs to the “hydrogen-like” group of atoms due to only having one

valence electron and can be easily understood using an adapted hydrogen atom theory.

Rubidium occurs naturally in two isotopes, 85Rb with an abundance of 72% and 87Rb

with an abundance of 28% [122]. Both these isotopes have slightly di↵erent properties,

one of these is their nuclear spins, 85Rb has a nuclear spin of I = 5/2 whereas 87Rb

has a nuclear spin of I = 3/2.

Rubidium has two groundstate F hyperfine levels, which is a result of the coupling

of the total angular momentum J and the nuclear angular momentum I, and results in a

total angular momentum given by F = I+J , which can take values |J�1|  F  |J+I|.
The presence of a magnetic field further splits each of the F levels into additional, non

degenerate, magnetic sublevels. Each of the hyperfine groundstates splits into 2F + 1

magnetic sublevels mF , which can take values of �F,�F+1, ......, F+1, F . The excited

states are defined depending on the atomic transition, hence in 87Rb the D1 transition

at 795 nm has two excited state F levels (F 0 = I ± 1/2), and the D2 transition at 780

nm has four excited state F levels (F 0 = I ± 1/2, I ± 3/2). The two excited states are

known as the 52P1/2 and the 52P3/2 states and the D1 and D2 lines correspond to the

respective transitions to these states from the 52S1/2 ground state. The Strathclyde

BEC is created using 87Rb atoms trapped in the |F = 2,mF = 2i ground state, which
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2.1 Rubidium

is achieved using the D2 line which connects the 52S1/2 ! 52P3/2 ground and excited

states, therefore only the energy level structure for 87Rb (I = 3/2) will be presented in

Figure 2.1.

2.1.1 Trap and repump lasers

The level diagram shown in Figure 2.1 helps illustrate the selection rules for absorp-

tion on the D2 line, which are �F=0,±1 and �mF=0,±1. Transitions of the form

�F=�mF=mF=0 are prohibited.

F=2

F=1

0 1 2
-1-2

0-1-2-3
1 2 3

0-1-2
1 2

F'=3

F'=2

F'=1

F'=0

F=2

F=1

5s2S1/2

5p2P1/2

5p2P3/2

D1 line
377.11 THz
795 nm

D2 line
384.23 THz
780.2 nm

6835 MHz

812 MHz

72 MHz

157 MHz

267 MHz

Figure 2.1: Energy level diagram for 87Rb (not to scale). Red state indicates the
quantum state where the Strathclyde BEC is made. Integers represent themF sublevels

In our experimental setup the laser which drives atomic transitions between F =

2 ! F 0 = 3 levels is used to cool the atoms, and is referred to as the ‘trap laser’. When

an atom is excited to the F 0 = 3 excited state its decay is governed by the selection

rules and therefore the atom must decay to the F = 2 ground state, this cycle creates

a closed loop and provides e↵ective laser cooling. However, the trap laser is also able

to address transitions to the F 0 = 2 and F 0 = 1 states. If an atom is excited to the

F 0 = 1 or F 0 = 2 state instead of the F 0 = 3 state then it can decay to the F = 1
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2.2 Laser cooling

state, thus being lost from the closed cooling transition. Over time all the atoms will

eventually accumulate in the F = 1 ground state and won’t be able to absorb cooling

light. To avoid this an additional laser is needed to pump the atoms out of the dark

state and replenish the F = 2 ground state again so cooling can be performed. This

laser is known as the ‘repump’ laser and is an essential component in laser cooling of

atoms. The repump laser is tuned to the F = 1 ! F 0 = 2 transition and is overlapped

with the trap beams.

As well as being able to create BECs in the |F = 2,mF = 2i state, it is also possible

to make BECs in the |F = 1,mF = �1i state [123, 124, 125] and the |F = 2,mF = 1i
state [126, 127].

2.1.2 Optical pumping

In the cooling cycle provided by the trap and repump lasers, most of the atoms will

eventually decay into the F = 2 ground state. During the decay process the atoms

will be distributed amongst the magnetic sublevels of the ground state. This proves

a problem when trying to create a BEC as it isn’t possible to trap all the magnetic

sublevels at the same time. The process in which the atoms can be reorganised and

increase the population in the specific state where further cooling and trapping can be

performed is known as optical pumping (OP). Optical pumping increases the number

of trapped atoms and helps lead to the creation of a BEC. A more detailed explanation

will be provided in Section 4.2.

2.2 Laser cooling

The first suggestion that light could exert a force on matter was back in the 17th century,

when Kepler noticed that comet tails always pointed away from the sun, which led him

to the conclusion that it was due to light pressure. Although in the context of comet

tails light plays little role, in 1901 Nichols and Hull showed the first experimental

evidence of the existence of light radiative pressure [128]. It was 32 years later when

Frisch preformed an experiment that proved that light could exert a force on matter

[129]. In this experiment he saw a beam of sodium atoms being deflected by a resonant

laser beam, due to the atoms absorbing the photons from the laser.

It took scientists many years before they could unlock the immense power of light
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2.2 Laser cooling

exerting a force on matter and the major breakthrough that made this possible was the

invention of the tuneable laser. The tuneable laser opened up a broad band of precision

laser spectroscopy, and the narrow linewidth allowed resonant transitions in atoms to

be explored. The first proposal that light could be used to transfer momentum to

atoms and cool them was in 1975 by Hänsch and Schawlow at Stanford University [18]

and Wineland and Dehmelt at the University of Washington [130]. Both these papers

explained how light could be used to reduce the atom’s kinetic energy and therefore

cool the atom.

2.2.1 Light force on atoms

The first experimental realisation of radiation pressure was by Phillips and Metcalf

in 1982 [131], where they decelerated an atomic beam by the absorption of counter-

propagating resonant laser beams. In 1985, three-dimensional cooling of neutral atoms

by resonance radiation pressure was reported by Chu et al. [19]. In this setup there

was no confinement of the atoms but Section 2.2.2 shows how it played a major role in

the creation of the atom trap.

To understand how the radiation force can be used to cool atoms we must first

consider an atom travelling within a laser beam, which is tuned close to a resonance

line of the atom. This atom will repeatedly absorb photons, each photon having a

momentum equal to:

p =
h

�
= ~k , (2.1)

where h is Planck’s constant, � is the laser’s wavelength and ~ is Planck’s constant

over 2⇡. Every time the atom absorbs or emits a photon this results in a change of its

momentum.

In a two-level atom the rate at which it absorbs and spontaneously emits photons

is given by the Lorentzian profile [132]:

R(I,�) =
�

2

I/Isat
1 + I/Isat + (2�/�)2

, (2.2)

where the excited state lifetime ⌧ = 1/�, � is the natural linewdith of the transition, I is

the light intensity, Isat is the saturation intensity and� is the laser’s frequency detuning

from the atomic resonance. For 87Rb, ⌧=26.6 ns, �=6.07 MHz, Isat=1.67 mW/cm2 (for

the stretched state |2, 2i ! |3, 3i transition) and the maximum acceleration a single
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2.2 Laser cooling

atom can feel in a laser beam is 1.1 ⇥ 105 m/s [122]. If the frequency between the

atom’s ground and excited state is !0 and the laser’s frequency is !, then the detuning

is defined as � = !�!0. Since the atom is absorbing photons at a rate R, which have

a momentum of ~k, then the atom will feel a force due to radiation pressure, which can

be derived from Newton’s second law of motion

F = ~kR , (2.3)

it is this force that leads to the atom being cooled.

2.2.2 Doppler cooling - optical molasses

Now consider a two-level atom with resonant frequency !0, traveling with velocity v,

which is interacting with two counter-propagating laser beams (which originate from

the same laser) as shown in Figure 2.2. If the two counter-propagating beams are

Figure 2.2: Two counter-propagating laser beams interacting with an atom travelling
with velocity v.

red detuned from resonance (lower frequency), then there will always be a force which

opposes the motion of the atom, due to the force imbalance from the two lasers. The

momentum that the photon imparts during the absorption process results in reducing

the atom’s kinetic energy, which is related to reducing the temperature [133, 134].

Before the atom can absorb another photon it must emit one, this emission has no

preferred direction so has no overall net e↵ect on the atoms velocity, but random recoil

momentum can result in the atom drifting from the laser field [135]. The spontaneous

emission also causes inherent heating, which sets a limit on the achievable temperature

using laser cooling.

Atoms travelling in the red detuned laser light will experience the Doppler e↵ect,
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2.2 Laser cooling

mΔv=ℏk

ℏk

Figure 2.3: Absorption and emission cycle of laser cooling adapted from [136]: An
atom absorbs an incident photon with momentum ~k and is promoted to the excited
state. When the atom absorbs the photon it will gain a momentum kick parallel to
the direction the photon is travelling, thus causing the atom to recoil with a change of
velocity of ~k/m. The atom will then emit a photon, which will again cause another
momentum kick, in a random direction and return to the ground state. Since the
emitted photon is in a random direction, over many absorption and emission cycles
this will be symmetric and on average the atom will feel no momentum kick from the
emitted photons.

which depends on the direction of the light. If the laser beam is travelling towards the

atom, then the atom will see the light blue-shifted closer to resonance and therefore

scatter more photons. Whereas, when the laser beam is travelling away from the

atom the light will be further red-shifted from resonance and scatter fewer photons.

The imbalance of the two forces from the two laser beams results in an average force

which opposes the atom’s motion. This Doppler shift results in two di↵erent detunings

depending on the direction of the light: when the atom is travelling in the same direction

as the photons the shifted angular frequency �same is:

�same = �� kv . (2.4)

Therefore, when the atom is travelling in the opposite direction to the photons the
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Figure 2.4: Velocity-dependent acceleration in optical molasses. Dashed blue lines are
the Lorentzian profiles from both of the counter-propagating laser beams and the solid
red line is the combination of the two. I/Isat = 1, Itot = 2I and � = ��.

shifted angular frequency �opp is:

�opp = �+ kv . (2.5)

The radiation pressure force the atom feels from in Equation 2.3 is now a function of

intensity and detuning and in 1D takes the form:

F (I,�)1D = ~k[R(I,�� kv)�R(I,�+ kv)] . (2.6)

The damping or cooling force the atoms experience can be written as F = �↵v,
where ↵ is the dampening coe�cient and is defined as [132, 136]:

↵ = �4~k2 I

Isat

(2�/�)

[1 + sI/Isat + (2�/�)2]
. (2.7)

This force is depicted in Figure 2.4, when an atom is in the linear region (dashed black

line) of the red curve it feels a net force pushing it towards ‘zero’ velocity. For red

detuned lasers (� < 0) this force has a cooling e↵ect, so therefore reduces the width of

the velocity distribution, whereas for blue detuned lasers (� > 0) this causes heating.

The damping force on the atoms is a result of many absorption and emission cycles,
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2.2 Laser cooling

Figure 2.5: 3D optical molasses arrangement. The optical molasses setup consists of
three pairs of orthogonal red-detuned laser beams. These provide a viscous force which
opposes the atom’s motion in all three dimensions.

the 1D setup can be extended to three dimensions [19], so the force becomes:

F(I,�)3D = ~k
X

3D=x,y,z

[R3D(I,�� k · v3D)�R3D(I,�+ k · v3D)] , (2.8)

the 3D setup is simply constructed of three pairs of orthogonal counter-propagating

beams and results in a viscous force for the atoms. The orientation of laser beams is

depicted in Figure 2.5.

The 3D viscous field that the photons create for the atoms is commonly known as

‘optical molasses’ and was first demonstrated in 1985 by Chu et al.[19]. The viscous

force of optical molasses will cool the atoms until a certain point, when there is a

balance between the cooling force and the heating due to the random nature of photon

absorption and emission. This leads to a quantity known as the Doppler temperature

[132]:

TD =
~�
4kB

1 + Itot/Isat + (2�/�)2

�2�/�
. (2.9)

In the limit of low intensity, (Itot ⌧ Isat), and when � = ��/2, the Doppler tempera-

ture has a minimum of

TD =
~�
2kB

. (2.10)
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2.2 Laser cooling

Since the Doppler temperature is a function of natural linewidth it varies depending

on atomic species, for 87Rb TD=145 µK on the 780 nm transition.

2.2.3 Magneto-optical trap

Although optical molasses reduces the atoms velocity it doesn’t confine them. For

this an inhomogenous magnetic field is needed. In 1987, the first experiment in which

atoms were not only cooled but also trapped was performed by Raab et al. [22]. This

setup combined optical molasses with a quadrupole magnetic field, B=B1(x, y,�2z),

which originates from two current carrying wires in the anti-Helmholtz configuration

and is known as the ‘magneto-optical trap’ (MOT) and is depicted in Figure 2.6. In

optical molasses, the linear Doppler e↵ect provides a velocity-dependent pressure imbal-

ance in the laser beams and in a MOT, due to the linear Zeeman e↵ect, this pressure

imbalance is in addition spatially-dependant. The MOT configuration still has the

velocity-dependant optical molasses cooling e↵ect, thus creating cold and dense atomic

Figure 2.6: Schematic of a 3D MOT: This configuration combines both magnetic and
optical components, which have correct polarisations, to cool and trap the atoms. Two
coils (black) with current flowing in opposite directions (indicated by arrows) produce
a quadrupole magnetic field. When combined with 3 pairs of orthogonal red-detuned
beams with correct polarisation (red), this produces a restoring force that pushes the
atoms to the centre of the trap.
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ensembles.

When a magnetic field is applied, the excited state sublevels are split with the

following energy di↵erence [137]

�E = gFµB�mFB , (2.11)

where gF is the Landè g-factor for a given state with angular momentum F , µB is the

Bohr magneton and B is the amplitude of the static magnetic field. In the 1D case

depicted in Figure 2.7 a linearly varying magnetic field ~B is applied, and the point

at which the field amplitude vanishes is set to be z = 0. Two red-detuned counter-

propagating laser beams are shone onto the atoms, with polarisations of the same

handedness, i.e. for both of the beams the electric field vector rotates in the same

mF=-1

mF=+1

mF=0

F=0

F=1

σ-

z

E

σ+ σ+σ-σ-

z<0 z>0

mF=-1

mF=+1

+1
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-1 +1
0

-1

z

IBI
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ω0
ω

Δ

σ+
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Figure 2.7: One dimensional MOT scheme. The laser beam travelling in the +z direc-
tion is �� polarised when z < 0 and is �+ polarised when z > 0. The polarisations are
set so that �� light can only drive atoms to the mF = �1 and �+ light can only drive
the mF = +1 state.
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direction when looking along the wave vector of the beam. A laser beam travelling

in the +z direction will be �� polarised for z < 0 and therefore will couple to the

mF = �1 transition. The same beam travelling along the +z direction will be �+ for

z > 0 and will couple to the mF = +1.

For an atom on the left side (z < 0), photons from the left laser beam can only

drive �� transitions and excite the atom to the mF = �1 state, which is now shifted

closer to resonance while state mF = +1, which can only be reached via an absorption

of a photon from the right laser beam, is being shifted further from resonance (opposite

but same e↵ect for an atom on the right hand side (z > 0)). The probability is higher

to absorb a photon from the left beam rather than a photon from the right beam,

therefore the resulting radiation pressure pushes the atom towards the magnetic field

minimum, at which the absorption from both lasers is equal and is therefore the trap

centre. As a result of this, any atom that isn’t located at the trap centre will experience

a force pointing to the centre of the MOT which allows confinement of the atoms.

2.3 Magnetic fields and atoms

To further cool an ensemble of trapped atoms, the constant light scattering in a MOT

cannot be used. To overcome this the atom’s magnetic moment can be used, and

by applying an inhomogenous magnetic field, which results in an atom-magnetic field

interaction, this can trap the atoms without the presence of light and allow further

cooling by evaporative cooling techniques. The first experiment which utilised the

idea of using magnetic fields to manipulate atoms was performed in 1921 by Stern

and Gerlach [138]. In these experiments, the atomic beams yielded a small deflection

in the presence of an inhomogenous magnetic field, which was highly dependent on

the longitudinal velocity spread of the atoms and the magnitude of the magnetic field

gradient. Since the development of laser cooling techniques, small clouds of atoms which

have narrow velocity spreads have lead to magnetic confinement and manipulation of

cold atomic ensembles [139].

2.3.1 Zeeman e↵ect - atom-magnetic field interaction

In the absence of external magnetic fields all the magnetic mF sublevels are degenerate

for each hyperfine energy level F . However, their degeneracy is broken when an external
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2.3 Magnetic fields and atoms

magnetic field is applied. The Hamiltonian that describes the interaction with the

magnetic field along the z-direction (atomic quantisation axis) is given by

HB =
µB

~ (gSSz + gLLz + gIIz)Bz , (2.12)

where gS , gL, and gI are the electron spin, electron orbital and nuclear g-factors re-

spectively [122]. If the energy shift from the magnetic field is small in comparison to

the fine-structure splitting, then the interaction Hamiltonian can be written in terms

of the quantum number J

HB =
µB

~ (gJJz + gIIz)Bz , (2.13)

where J is the total electronic momentum (J = S + L). Here, the Landé factor gJ is

given by [140]

gJ = gL + gS

' 1 +
J(J + 1) + S(S + 1)� L(L+ 1)

2J(J + 1)
, (2.14)

for gL ' 1 and gS ' 2.

A similar approach can be taken if the energy shift due to the external magnetic field

is small compared to the hyperfine splitting. In this case, the interaction Hamiltonian

can be expressed in terms of the quantum number F [141]

HB(hfs) = µBgFFzBz , (2.15)

and the corresponding hyperfine Landé g-factor gF is given by

gF = gJ + gI

' gJ
F (F + 1)� I(I + 1) + J(J + 1)

2F (F + 1)
, (2.16)

for gI ⌧ gJ . The energy shift from the Hamiltonian in Equation 2.15 takes the form

�EB(hfs) = µBgFmFBz . (2.17)

There are two ground state energies for alkali atoms, which are a result of the total

angular momentum F = I ± 1/2, and can be described by the Breit-Rabi formula [142]
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Figure 2.8: Ground state Breit-Rabi Diagram for 87Rb showing the relative atomic
frequency shifts dependence on the magnetic field, for each of the magnetic sub-
levels mF . Upper red lines correspond to the |F,mF i ground state energy lev-
els |2, 2i,|2, 1i,|2, 0i,|2,�1i,|2,�2i and for the lower blue lines |F,mF i ground states
|1,�1i,|1, 0i,|1, 1i (from top to bottom).

E|J mJ I mIi = �
�Ehfs

2(2I + 1)
+ gIµBmB ±

�Ehfs

2

✓
1 +

4mx

2I + 1
+ x2

◆1/2

, (2.18)

where �Ehfs = Ahfs(I + 1/2) is the hyperfine splitting, m = mI ± mJ = mI ± 1/2

and x = (gJ � gI)µB/�Ehfs. The result of the Breit-Rabi formula shown in Figure

2.8 demonstrates the ground states dependence on magnetic field. The Zeeman e↵ect

produces two groups of atoms, which behave di↵erently depending on their hyperfine

state. Hyperfine states with gFmF < 0 are known as weak field seekers, and are

attracted to the local minimum of the magnetic field whereas, states with gFmF > 0

are strong field seekers, and are attracted to the local maximum in the magnetic field.

This is only true for low magnetic fields and when the splitting of the levels approaches

the ground state splitting.

2.3.2 Rectangular and circular coils

There are many coil configurations for trapping atoms, and many of them rely on the

same principle of how magnetic fields are produced. The simplest way to produce a

magnetic field is one generated from a single current carrying wire and the magnetic

26



2.3 Magnetic fields and atoms
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Figure 2.9: Square coils in Helmholtz and anti-Helmholtz configuration, with dimen-
sions as indicated. Arrows indicate direction of current flow.

field can be determined from the Biot-Savart law

dB =
µ0I

4⇡

dl⇥ (r� r’)

|r� r’|3 , (2.19)

where I is the current in a length of wire dl, dB is the magnetic field at the point r that

is generated at a position r’ and µ0 is the magnetic permeability of free space. The

commonly used unit when talking abut magnetic trapping is the Gauss (1G = 10�4

T), therefore the proportionality constant in Equation 2.19 is µ
0

4⇡ = 1
10 GcmA�1. These

units are used throughout this section.

The magnetic field produced by a segment of wire along the z-axis, which has a

length l, (0, 0,±l/2), and has a current I flowing, is given by integrating Eq. 2.19

B =
I

10(x2 + y2)

 
�(z � l/2)p

x2 + y2 + (z � l/2)2
+

(z + l/2)p
x2 + y2 + (z + l/2)2

!
(x,�y, 0) .

(2.20)

Although there is no such thing as an isolated current carrying wire, the above equation

can be extended to current carrying wires which are in a circuit or current loop.

The magnetic field generated from a pair of rectangular coils (Figure 2.9) of the

same size in the Helmholtz configuration, current flowing in the same direction and

spaced equal to the radius, has the Taylor expansion about the origin given by

B =
8NI

5

wb(w2 + b2 + 2d2)

(w2 + b2)(b2 + d2)(w2 + b2 + d2)1/2
(0, 0, 1) , (2.21)

27



2.3 Magnetic fields and atoms
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Figure 2.10: Circular coils in Helmholtz and anti-Helmholtz configuration, with sepa-
ration s and radius r. Arrows indicate direction of current flow.

where N is the number of turns, I is the current, w, b and d are the dimensions of the

rectangular coil (w=width, b= breadth, d=seperation). When the currents are flowing

in opposite directions and the separation equal to the radius of the coils, known as

anti-Helmholtz, the magnetic field Taylor expansion is given as

B =
8NI

5

wbd

(w2 + b2 + d2)3/2
(�B1xx,�B1yy, (B1x +B1y)z) , (2.22)

where B1x = 3(w2+b2)+2d2

(w2+b2)2 and B1y = 3(b2+d2)+2w2

(b2+d2)2 .

The magnetic field generated from an N turn circular coil (Figure 2.10), along the

z-axis has the form

Bz(0, z) =
⇡NIr2

5(r2 + z2)3/2
, (2.23)

where r is the radius of the coil, which is placed at z = 0. The magnetic field from a

circular loop is a symmetric system and to second order the Taylor expansion over all

space is given by

B(x, y, z) = B0(0, 0, 1) +B1

⇣
�x

2
,�y

2
, z
⌘
+

B2

2

✓
�xz,�yz, z2 � x2 + y2

2

◆
. (2.24)

For two coils with radius r in the Helmholtz configuration, their magnetic field Taylor

expansion has the even symmetric form

B1 = B3 = 0, B0 =
16⇡NIr2

5(4r2 + s2)3/2
, B2 =

668⇡NIr2(4s2 � r2)

5(4r2 + s2)7/2
, (2.25)
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to second order for a coil separation of s. For coils in the anti-Helmholtz configuration,

the Taylor expansion of their magnetic field has the odd symmetric form

B0 = B0 = 0, B1 =
96⇡NIr2s

5(4r2 + s2)5/2
, (2.26)

to third order. In the Strathclyde experiment a combination of rectangular and circular

Helmholtz and anti-Helmholtz coils are used for the various steps in the experiment.

2.3.3 Quadrupole trap

The magnetic coil configuration which has a central minimum in |B| allows weak field

seeking atoms to accumulate at the local minimum of the trap. All square and circular

anti-Helmholtz coil pairs approximately generate a field of the form

Bquad(r) = B1(x, y,�2z) , (2.27)

which results in a magnetic field magnitude of |B| = B1(x2 + y2 + 4z2)1/2. This trap

configuration was first demonstrated in 1985 [143] where sodium atoms where trapped

for over 1 s. The resulting ground state energy from this trapping potential is given by

U(x, y, z) = µBgFmFB1(x
2 + y2 + 4z2)1/2 . (2.28)

The quadrupole trap has a zero-field point at the centre of the trap, which results in

the atoms being able to ‘fall’ out of the trap. This loss process can by understood in

the following way; at the zero point in the trap hyperfine degeneracy is present, so an

atom that passes near will experience a change in orientation of its atomic moment

and will no longer be aligned with the local field direction. This non-adiabatic spin-flip

into a untrapped gFmF < 0 state is known as a Majorana spin-flip transition [24, 144].

The loss rate of the atoms from the trap increases with decreasing temperature, which

can prove catastrophic when trying to reach the temperatures and densities required

for Bose-Einstein condensation.

The major flaw of the quadrupole trap can be overcome by removing the zero-field

point, hence removing the point of hyperfine degeneracy and thus stopping spin-flips.

There are many configurations that do just this including ‘plugging’ the hole in the trap

using a blue detuned laser beam [27, 145], which repels the atoms from the region of
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the trap where they can be lost. Another solution is to make the minimum of the trap

position time-dependent, so the atoms ‘chase’ the hole but can never reach it. This is

known as a time-averaged orbiting potential (TOP) trap [24, 146, 147]. In Strathclyde

we don’t use either of these techniques, but instead use a combination of rectangular

and circular coils along with straight current carrying wires to form an Io↵e-Pritchard

trap [23, 148, 149], as described below.

2.3.4 Io↵e-Pritchard trap

In Sec 2.3.2 the field produced by rectangular and circular coils was discussed. It is

these fields that form the framework of the Io↵e-Pritchard (IP) trap. The IP trap is a

static magnetic trap that creates a trapping potential which has a non-zero minimum,

therefore preventing spin-flips and atoms being lost from the trap.

The ‘traditional’ IP trap consists of four long wires with current flowing in op-

posite direction for adjacent wires and a pair of Helmholtz circular coils. The four

current carrying wires that are placed at equal distances from one another and from

Figure 2.11: Io↵e-Pritchard trap geometry. The four straight current carrying wires
(red) produce the 2D quadrupole trap in the x and y axis. Confinement along the z-axis
comes from the two Helmholtz circular coils (blue) and the compensation magnetic field
is generated from the square Helmholtz (green) coils. Arrows indicate the direction of
current flow.
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the symmetric z-axis of the circular coils can produce a a two-dimensional quadrupole

field. Although this produces tight radial confinement, there is no such confinement

along the axial direction so an additional magnetic field is required. This additional

field is provided by the Helmholtz coil pair and are known as the pinch coils, shown in

Figure 2.11. Such a trap for trapping neutral atoms was first introduced in 1983 [23],

but was originally used for plasma physics [150].

Since the Io↵e-Pritchard trap was first proposed it has played a major role in not

only trapping of neutral atoms, but also in the realisation of Bose-Einstein condensa-

tion. The combination of the pinch coils, which provide an axial harmonic minimum

with curvature B2, and the perpendicular quadrupole field with gradient B1, results in

a trap which has a large axial bias field Baxial, which can be cancelled by applying a

magnetic field in the opposite direction. The magnetic field used to cancel this large

axial bias is generated by a pair of Helmholtz coils [151] and are known as the compen-

sation, nulling or IP ‘bias’ coils. With the addition of the IP ‘bias’ coils the e↵ective

total field at the centre of the trap is

B0 = Baxial �BIP bias . (2.29)

The bias o↵set at the trap minimum avoids any spin-flips, the field from pinch coils is

given in equation 2.24 and a two dimensional quadrupole can be written as

B(x, y, z) = B1(�x, y, 0) . (2.30)

The magnitude of the magnetic field from the IP trap, excluding the IP bias coils, is a

combination of the four wires and two circular coils, this can be expressed as

BIP =

s

B2
1(x

2 + y2) +

✓
B0 +

B2

2

✓
z2 � x2 + y2

2

◆◆2

. (2.31)

To second order the Taylor expansion is [152]

BIP = B0 +
1

2

✓
B2

1

B0
� B2

2

◆
(x2 + y2) +

B2

2
z2 , (2.32)

and this produces (to second order) a harmonic, cylindrically symmetric trap.
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2.3.5 Compression

The final stage of the cooling cycle is evaporation (see Section 2.4), but before this

can be implemented there are certain parameters that need to reach a critical value

for it to be e�cient. The key parameter for e�cient evaporation is the collision rate,

so an adiabatic compression of the IP trap is performed to increase the density and

temperature, both of which help maximises this parameter. The phase space density

stays the same during this process as long as the compression is adiabatic.

The compression of the IP trap can be achieved by changing the current flowing

through the IP trap and IP bias coils, which changes the potential energy of the mag-

netic trap and therefore changes the shape of the trap. During the compression the

atoms are being ‘squeezed’ into a tighter trap, which in turn increases the collision rate

and density of the ensemble of atoms, as well as heating them, which also increases

the collision rate. As the magnetic trap is compressed the trap frequencies change,

creating high confinement in the radial direction and due to the inherent cylindrically

symmetric feature of the trap, this leads to an elongated cigar-shaped trap shown in

Figure 2.12.

-0.4 -0.2 0.0 0.2 0.4

-0.4

-0.2

0.0

0.2

0.4

z HcmL

x
Hcm
L

-0.4 -0.2 0.0 0.2 0.4

-0.4

-0.2

0.0

0.2

0.4

z HcmL

x
Hcm
L

Figure 2.12: Contour plots of Strathclyde’s uncompressed IP trap (left) and compressed
IP trap (right). Contour intervals are smaller in the uncompressed trap. Compression
increases collision rate and density of the cloud of atoms. Contours represent magnetic
field, where the darker regions illustrate stronger magnetic field strength.
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2.4 Evaporation

Adiabatic compression of the magnetic trap is an essential step for increasing the den-

sity and temperature of the atomic cloud, in turn increasing the collision rate. It’s the

fine interplay between ‘good’ elastic collisions and ‘bad’ inelastic collisions that holds

the key to e�cient evaporation. Evaporative cooling is a process that works by selec-

tively removing the hotter atoms from the distribution, allowing it to rethermalise and

therefore reduce the temperature of the atomic ensemble, as shown in Figure 2.13. In

1985, the idea of using evaporative cooling to reach the Bose-Einstein condensate phase

transition was introduced by Hess [153]. In this paper evaporative cooling was used to

attempt to create a hydrogen BEC, but this came with little success due to the poor

e�ciency of the evaporation. However the first hydrogen BEC was created in 1998

[28]. The main purpose of evaporative cooling is to reach the necessary phase space

densities for the BEC transition and this can be done by slowly lowering the ‘sides’ of

the magnetic trap [154], thus reaching ultra-low temperatures and at the same time

high atomic densities (> 1012cm�3).

Two concerns, or downsides, of evaporation are the evaporated cloud’s lifetime and

the intrinsic atom losses. The evaporated clouds lifetime is fixed by any heating in
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Figure 2.13: Basic principle of evaporative cooling where the hotter atoms are removed
from the trap and after rethermalisation the ensemble is at a colder temperature. The
hotter atoms are selectively ‘cut’ from the Maxwell Boltzmann distribution and once
the remaining atoms rethermalise the average velocity, and therefore temperature, is
reduced. This process results in a substantial decrease in temperature and an increase
in density at the expense of atom number.
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the trap, losses from the trap or inelastic collisions, therefore the ratio between elastic

and inelastic collisions sets the e�ciency of the evaporation. Atom loss is a necessary

process in evaporation, e.g. in Strathclyde we start with ⇡ 108 atoms in the magnetic

trap and when the atoms have been evaporated below the critical temperature and

undergone the phase transition only ⇡ 105 atoms are left. This shows the magnitude

of the loss process during evaporation, even with e�cient evaporation we lose a factor

of 1000 in atom number.

2.4.1 RF evaporative cooling

The lowering of the trap’s ‘walls’ to selectively remove the hotter atoms can be done

by applying an RF field to the atoms, as was first demonstrated experimentally in 1995

[24, 25, 155]. As discussed in Section 2.2.3, an atom trapped in a spatially varying

magnetic field will experience an energy splitting of the excited state sublevels given

by

�E = gFµBmF |B| , (2.33)

where |B| is the magnitude of the local magnetic field vector. An oscillating AC mag-

netic field is applied, which is perpendicular to the IP trap’s magnetic field vector.

This oscillating AC field is a superposition of �+ and �� polarised magnetic field and

therefore drives the |F,mF i ! |F,mF ± 1i ground state transitions if the frequency of

the RF field follows the relation

�RF = gFµB|B| . (2.34)

Since the magnetic field is spatially dependent, it also makes the RF induced tran-

sitions spatially dependent. Therefore if the RF is tuned to the the ‘edges’ of the trap,

only the atoms which are at the ‘edges’ and furthest from the trap centre will undergo

these transitions. This is due to the fact that only the more energetic, and therefore

hotter atoms, can ‘climb’ up the potential and then be ejected from the trap as shown

in Figure 2.14.

By sweeping down this spatially dependent RF field it allows the sides of the mag-

netic trap to be lowered, constantly enabling the hottest atoms to escape. This is

known as an “RF knife” and it is this tool that ‘chops’ o↵ the high velocity atoms in

the Maxwell Boltzmann thermal distribution (Figure 2.13). For this RF knife to work
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mF=2

mF=1

mF=0

mF=-1

mF=-2

RF

Figure 2.14: Principle behind RF evaporative cooling: an RF field is incident on the
atoms, which is driving the |2, 2i ! |2, 1i ! |2, 0i ! |2,�1i ! |2,�2i transitions. If
an atom and RF photon (designated by dotted line) have exactly the same energy, the
atom will be transitioned into an untrapped state (mF = 0,�1or �2) and be lost from
the trap, and after thermalisation the ensemble is at a colder temperature.

the atoms that are left in the trap must redistribute their kinetic energy amongst each

other in the form of collisions, thus returning close to thermal equilibrium. Waiting

for the ensemble to fully equilibrate every time an atom is lost would take too much

time, so instead the RF knife’s frequency is continuously ramped down, which at each

instant removes the hotter atoms. The time it takes for the atoms to approach thermal

equilibrium therefore sets a time scale on how fast the RF knife can be swept at.

2.4.2 Dynamics of evaporative cooling

For atoms which are trapped in an external potential during evaporation, one of the

key parameters is the potential depth, which is given as

Udepth = ⌘kBT , (2.35)

where ⌘ is called the truncation parameter. For small values of ⌘, evaporation happens

fast since the trapping potential is low in comparison to the energy of the atoms,
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although fast evaporation doesn’t necessary mean e�cient evaporation. For evaporation

to be e�cient and result in an appreciable temperature drop for each escaping atom,

the truncation parameter must be made time dependent, therefore relating it to the

dynamics of the evaporation.

Evaporative cooling occurs on an exponential scale and consists of many finite

steps in which the truncation parameter is altered and the remaining atoms in the trap

rethermalise (shown in Davis et al.[156]). A measure of how much the temperature is

reduced relative to the number of atoms lost from the trap can be expressed as [157]

↵ =
ln(T

0
/T )

ln(N 0/N)
, (2.36)

where T
0
= T +�T and N

0
= N +�N [158]. If ↵ is constant during the evaporation,

then the decrease in temperature is T (t)/T (0) = [N(t)/N(0)]↵.

In a power law potential which has d dimensions, U(r) / rd/� (U(r) = 2 for har-

monic potential), during evaporation all quantities scale as [N(t)/N(0)]x, where x is

only a function of � and ↵. In this case the relationship between the volume of the

trapped atoms and the temperature is V / T � [159]. The value of the parameter �

depends on the trapping potential and on the dimenionality, for instance, � = 0 for a

3D box potential (with infinitely high walls), � = 3/2 for 3D harmonic potential and

� = 3 for a 3D linear potential.

The key parameter in the whole process is ↵, this parameter indicates the tempera-

ture drop relative to atom loss. A full derivation can be found in Ref [16], in this thesis

only the final equation is presented. The relationship between the average energy of an

escaping atom, ⌘ and ↵ can be expressed as

↵ =
⌘ + 

� + 3/2
� 1 . (2.37)

This equation results in a dimensionless quantity that indicates how much more than

the average energy is removed by an evaporated atom. In principle there is no upper

limit to the e�ciency of evaporative cooling and ↵. This can be understood as follows:

if ⌘ was large and long enough was waited until a single atom had all the energy of

the system, then by evaporating this atom the system would be cooled down to zero

temperature. Unfortunately this would take an almost infinite amount of time and not
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be conducive to any realistic experiment with a finite cloud lifetime.

2.4.3 Runaway evaporation

For alkali metals, where the main loss process is background gas collisions, it is im-

portant to maintain or increase the elastic collision rate, n��, which varies as [158]

d(n�v)

dt
/n�v =

1

⌧el

✓
↵(� � 1/2)� 1

�
� 1

R

◆
> 0 , (2.38)

where n is the density, � is the elastic collision cross section, v is the relative velocity

between atoms, ⌧el is the elastic collision time, � is the ratio of the evaporation time

and elastic collision time (⌧ev/⌧el) and R is the ratio between good and bad collisions

(⌧loss/⌧el, where ⌧loss is the time constant for an atom to be lost due to background gas

collisions).

Evaporation at constant, or increasing collision rate, is known as “runaway evapo-

ration” and requires

R � Rmin =
�

↵(� � 1/2)� 1
. (2.39)

Equation 2.39 sets requirements on the initial conditions of the evaporation. In order

to cool e↵ectively and reach BEC in an harmonic potential there must be at least 150

good elastic collisions for every bad inelastic collision, a long time constant for an atom

to be lost from the trap due to background collisions and an constant or increasing

collision rate.

2.4.4 Phase-space density parameter

The parameter ↵ describes the decrease in temperature due to atoms being lost from

the trap during the evaporation process. However, to achieve a BEC it is important to

not only decrease the temperature of the ensemble but also increase the phase-space

density (PSD) of the atomic cloud. Maximising the PSD is critical in order to reach a

BEC, the relative change in PSD with decreasing atom number in the trap is given by

[158]

� = �d(lnPSD)

d(lnN)
=
↵(� + 3/2)

1 + �/R
� 1 , (2.40)

where � is the e�ciency parameter of the evaporation. In a harmonic trap � must

be � 2 to be in the runaway evaporation regime. With a high �, this opens up the
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possibility to reach high phase-space densities. Since the e�ciency � depends on the

ratio of good to bad collisions R, if R is small (which isn’t in the runaway regime)

� specifies that the PSD cannot be increased. However, if R is increased to above

Rmin, then � will increase and therefore so will the PSD. If the collision rate required

for runaway evaporation is satisfied, and if the PSD is increased, then Bose-Einstein

condensation can take place.

From Equations 1.1 and 1.2, it can be seen that the PSD is proportional to both

n and T�3/2. As discussed earlier in this section, an atom trapped in a 3D harmonic

potential experiences a relationship between the volume and temperature which follows

V / T 3/2. By simply substituting V into the spatial density, the relationship between

PSD with respect to temperature and number of atoms is found to be

PSD / N

T 3
. (2.41)

The average velocity of the atoms in the trap scales as vav / T 1/2 and the density varies

as n / NT�3/2, so it can be seen that the elastic collision rate scales as n�v / N/T .

An e�cient evaporation requires a constant or increasing elastic collision rate and if

this is met it can be seen from the scaling relations that the PSD will increase. In the

Strathclyde 3D harmonic trap, for e�cient evaporation the temperature drop must be

faster than the atom loss, therefore

d(n�v) = d
N

T
=

dN

T
� NdT

T 2
=

N

T

✓
dN

N
� dT

T

◆
> 0 . (2.42)

for the drop in temperature to be greater than the loss of atoms �dN/N < �dT/T .

Since when thinking about evaporation atom loss is considered, both �dN and �dT

are positive.

2.5 Bose-Einstein condensation

The phenomena of BEC was first introduced by Einstein in 1924 [10] for a noninter-

acting gas, where he built on the ideas of Bose, which addressed photons [11]. Since

the first experimental observation of BEC in dilute gases in 1995 [26, 27], interest in

the field has grown dramatically due to the relative experimental ease and flexibility of

these systems.
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2.5.1 Mean-field theory

In order to describe the dynamics of a BEC, where interactions are present, one must

address the quantum mechanics of a system containing N bosons in an external poten-

tial Vext(r, t). An analogy with quantum optics can be made here: photons are bosons,

and the electromagnetic field can be quantised in terms of harmonic oscillator modes

[160]. To allow this to be used for BECs, the photon creation and annihilation opera-

tors are replaced with  (r) and  (r)†, which are the boson field operators to annihilate

and create a particle at position r [161]. By applying the second-quantised approach,

the Hamiltonian of the system can be expressed as [162]

H =

Z
dr †(r)


~2
2m

r2 + Vext(r)

�
 (r)

+
1

2

Z
drdr0 †(r) †(r0)V (r� r0) †(r0) †(r) , (2.43)

where the first term describes the kinetic energy and external potential, and the second

term describes the interactions between atoms. Since BECs are dilute and extremely

cold systems, only two body interactions contribute to the total interactions via the

potential V (r � r0) and can be described by a single parameter, the s-wave scattering

length a. This means the interatomic potential can be replaced with an e↵ective delta-

potential of the form [163]

V (r� r0) = g�(r� r0) , (2.44)

where g is related to the scattering length a by the relation g = 4⇡~2a/m.

In 1947, Bogoliubov formed the basis of mean-field theory for dilute gases in which

the bosonic field operator  is decomposed into two parts. The first creates a particle

into a state in which Bose-Einstein condensation can occur, while the other creates a

particle in one of all the other states [164]

 (r, t) = �(r, t) + 0(r, t) . (2.45)

Assuming a macroscopic occupation of the ground state, the ground state operator

�(r, t) is now a complex number, which is defined as the total field operator’s expec-
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tation value

�(r, t) = h (r, t)i . (2.46)

The density distribution of the BEC is fixed by the relation n0(r, t) = |�(r, t)|2, this
can be thought of as the order parameter for the phase transition from a thermal to a

condensed state. The function �(r, t) has a well-defined phase, which can be seen as

the macroscopic phase of the BEC.

By writing the time evolution of the field operator �(r, t) using Heisenberg’s equa-

tions of motion with the Hamiltonian (2.43), the result is the time-dependent Gross-

Pitaevskii equation [165]

i~@�(r, t)
@t

=


� ~2
2m

r2 + Vext(r, t) + g|�(r, t)|2
�
�(r, t) . (2.47)

By writing the order parameter as �(r, t) = �(r)�iµt/~, where � is real, this results in

the time-independent Gross-Pitaevskii equation [166]

✓
� ~2
2m

r2 + Vext(r) + g�2(r)

◆
�(r) = µ�(r) , (2.48)

which reduces to the usual Schrödinger equation in the absence of interactions.

2.5.2 The Thomas-Fermi approximation

In 1927, Thomas [167] and Fermi [168] independently devised a model to approximate

the distribution of electrons in an atom, this is known as the Thomas-Fermi approxi-

mation and can be applied to atoms in a BEC.

As the number of bosons N increases, the kinetic energy contribution becomes less

significant with respect to the interaction energy [169], once N is large enough the

kinetic term can be neglected. The parameter that describes when the kinetic term

can be discarded is the dimensionless parameter ⇣ = 8⇡Na
ar

1/5
, where ar =

q
~

m!r
is the

radial harmonic oscillator length [170]. The ratio between the kinetic and interaction

energies is of the order ⇣�4 ⇠ N�4/5, which means for just 1000 87Rb atoms the ki-

netic energy is only 0.4% of the interaction energy (only valid when using mean trap

frequency). This is known as the Thomas-Fermi (TF) approximation and gives the
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density profile of the ground state in a harmonic trap [14]

nTF (r) = |�2(r)| = µ� Vext(r)

g
. (2.49)

For a harmonic trap, the TF approximation yields a density distribution in the shape

of an inverted parabola, with the maximum density at the centre of the trap. The

density distribution goes to zero at the Thomas-Fermi radius given by [171]

Rr(z),TF =

s
2µ

m!2
r(z)

. (2.50)

From Equation 2.49, the chemical potential can be derived in terms of the number of

atoms N , the scattering length a and the geometric mean of the trapping potential

!̄ = (!x!y!z)1/3 [172]

µ =
~!̄
2

 
15Na

r
m!̄

~

!2/5

. (2.51)

2.5.3 Condensate expansion

The formation of a Bose-Einstein condensate is usually observed by time-of-flight, where

the cloud is released from the trap and allowed to expand. The condensate shows up

as a sharp peak and has a bimodal distribution (see Figure 2.15), as it expands more

slowly than a thermal cloud. To be able to model the dynamics of a condensate in

a trapping potential, or during expansion, a solution of the GP equation is needed.

However, in the Thomas-Fermi regime and using the scaling approach developed by

Castin and Dum [173] and Kagan, Surkov and Shlyapnikov [174], the situation can be

considered analytically.

In the method, the evolution of a classical gas at zero temperature in a time-

dependent harmonic trap is considered. The classical gas initially has a Thomas-Fermi

distribution and is in the steady state of the quantum system. Using Newton’s equations

of motion, and by considering the total force experienced by a particle in the gas, the

time-dependent scaling parameter in each dimension, �i(t) in the ith dimension, can be

calculated. The evolution of a condensate with initial size ri(0) in a time-dependent

trap can be completely described by a set of coupled di↵erential equations, where the

scaling factors �i(t) are solutions. This is significantly simpler than calculating a full
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Figure 2.15: Absorption image, bimodal density distribution and fit of BEC. Scale bar
represents optical density. a) is an absorption image (900 µm ⇥ 900 µm) of a BEC
after 20 ms time-of-flight, b) shows the experimental data points of bimodal density
distribution (black dots) fitted with a Thomas-Fermi+Gaussian function (solid red line)
to the data summed over all rows. The solid blue curve indicates the thermal atoms,
i.e. the atoms which are not condensed.

solution of the 3D GP equation.

The trap is described by an anisotropic time-dependent harmonic potential of the

form

V (r, t) =
1

2

X

i=x,y,z

m!2
i (t)r

2
i . (2.52)

The force experienced by each particle in a classical gas is given by

F (r, t) = �r(V (r, t) + gncl(r, t)) , (2.53)

where ncl is the spatial density, which is normalised to N . At t = 0, the gas is in

equilibrium and so F = 0 whereas, for t > 0 it experiences dilatation and each particle

will move along a trajectory given by

ri(t) = �i(t)ri(0) (i = x, y, z) . (2.54)

Applying Newton’s law for the condensate’s trajectory implies

m�̈i(t)ri(0) = �@V (r, t)

@ri
+

1

�j(t)�x(t)�y(t)�z(t)

@V (r(0), 0)

@ri(0)
, (2.55)
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and by combining this with the trapping potential (2.52), the trajectory (2.54) is a

solution of the equation of motion provided the scaling factors satisfy

�̈i(t) =
!2
i (0)

�j(t)�x(t)�y(t)�z(t)
� !2

i (t)�i(t) , (2.56)

with the initial conditions �i(0) = 1. For a cylindrically symmetric trap, !x(0) =

!y(0) = !r � !z(0) = !z, and in the case of free expansion, all trap frequencies, !i(t),

go to zero at t = 0. By introducing a dimensionless time, which has been scaled by the

radial trap frequency ⌧ = !rt, the evolution of the scaling parameters 2.56 reduce to

d2

d⌧2
�r(⌧) =

1

�3r�z
, (2.57)

d2

d⌧2
�z(⌧) =

"2

�2r�
2
z
, (2.58)

where " = !z/!r. In our trap where "⌧ 1, since !z ⌧ !r, these have analytic solutions

�r(⌧) =
p
1 + ⌧2 (2.59)

�z(⌧) = 1 + "2(⌧ arctan ⌧ � ln
p
1 + ⌧2) . (2.60)

In this case the condensate expands quickly in the radial direction due to the tighter

confinement and interactions whereas the expansion in the axial direction is suppressed

by a factor of "2.

2.6 Interference

The observation of an interference pattern proves that massive objects have wave char-

acteristics and therewith shows the existence of a phase. Unlike the mass or velocity

of particles, a global phase has no actual physical meaning, only the relative phase

of two interfering particles has meaning and this manifests itself through interference

experiments. However, it has been seen that the phase evolves through the particle

coupling to potentials and external fields. By measuring the relative phase between

two particles that are travelling in a potential allows conclusions to be drawn on the

potential. For this reason, and the fact that atoms couple to electric, magnetic and

gravitational fields, their phase opens up a tool to measure unknown quantities and is
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therefore of great interest. The relative phase between the two particles can be inferred

from the interference pattern, but for this to work a source of coherent atoms is needed.

The fact that in a BEC all atoms are in the same quantum ground state and can be

described by the same wavefunction means that it has one global phase, therefore a

BEC is an ideal source of coherent atoms.

2.6.1 Phase of a BEC

A dilute Bose gas which is trapped in an external potential Vext(r, t), and where the

scattering length is much smaller than the average distance between particles, Gross

[175] and Pitaevskii [176] derived the Gross-Pitaevskii (GP) equation

i~@ (r, t)
@t

= � ~
2m

r2 (r, t) + Vext(r, t) (r, t) + g| (r, t)|2  (r, t) . (2.61)

The GP equation is valid for low temperatures and a large number of atoms in the

condensate N0. The final term describes the atom-atom interaction with the coupling

constant g = 4⇡~2a
m , where a is the scattering length and m is the atomic mass. For

a < 0 this corresponds to a repulsive force, whereas for a > 0 this describes an attractive

interaction and when a = 0 the interactions vanish and the GP equations reverts to

the Schrödinger equation. The function  (r), which describes a whole ensemble of

atoms within the mean-field approximation, is a macroscopic Schrödinger wavefunction

normalised to number of atoms N . This is known as the order parameter and can be

written as [165]

 (r, t) =
p
n(r, t)ei�(r,t) . (2.62)

The order parameter has a well-defined phase and the atomic density n is fixed by the

relation n(r, t) = | (r, t)|2 [177].

Under general time-dependent conditions, the phase gradient of a condensate is pro-

portional to its velocity. In the regime where Na/aho � 1, the system can be described

by the hydrodynamics of superfluids in the collisionless regime at zero temperature

[12]. To understand the velocity of a BEC one can use the continuity equation, which

is derived by multiplying equation 2.61 by  ⇤(r, t) and then subtracting the complex

conjugate of the resulting equation to obtain [177]

@| (r, t)|2

@t
+r


~

2mi
( ⇤(r, t)r (r, t)� (r, t)r ⇤(r, t))

�
= 0 . (2.63)
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The above equation can be written in terms of particle density n(r, t)

@n

@t
+r[n(r, t)v(r, t)] = 0 , (2.64)

where the velocity of the condensate is defined as

v(r, t) =
~

2mi

( ⇤(r, t)r (r, t)� (r, t)r ⇤(r, t))

| (r, t)|2 . (2.65)

Simple expressions for the density and velocity can be obtained if  is written in terms

of its amplitude f and the phase � ( = fei� and n = f2), so the velocity of the

condensate is now given by [171]

v(r, t) =
~
m
r�(r, t) . (2.66)

The velocity field is fixed by the phase of the BEC. A trapped condensate (with no

vortices) in the steady state has a vanishing velocity field and from equation 2.66 the

phase is therefore constant over the whole BEC. Since, as discussed before, a BEC is

a macroscopic occupation of the lowest ground state then intuitively one does indeed

expect the atoms to form a uniform phase. Any change to the external potential, Vext,

will be the same for each atom in the condensate, therefore the whole BEC, or one of

the wells in a double-well potential, will experience a total phase shift.

2.6.2 Matter-wave interference

The macroscopic phase coherence of BECs was first shown by the interference between

atoms which were coupled out from a single BEC, now known as the atom-laser [58,

178]. Then Andrews et al. showed that two independent BECs interfere when they

ballistically expand [64], and since then similar experiments where BECs have been

released from optical lattices and interfered with one another have been performed

[179, 180].

These experiments, and many others, are closely linked to the question raised by

P. W. Anderson [181]: If two superfluids that have never ‘seen’ each other interfere do

they have a definite relative phase? There is now a general agreement that even if the

phase isn’t initially defined, each experimental realisation will show a distinct phase

[182]. This is known as spontaneous symmetry breaking and is a result of the quantum
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Figure 2.16: Schematic of two interfering BECs. As the two initially separated BECs
are released from the trap and overlap with one another interference fringes start to
become visible, until the whole cloud has clear spatial fringes across it.

measurement process. For two independent condensates overlapping, high contrast

interference fringes are expected but the phase of the fringes should be random for

each experimental realisation [183]. Since the nonlinear interactions are important in

the system’s evolution they lead to an e↵ect known as phase di↵usion, which sets a

fundamental limit on the phase coherence of split BECs (see Section 2.6.4).

If two BECs, which are initially separated and independent from one another, are

released from the trap at t = 0, schematically shown in Figure 2.16, and overlap during

free fall, then the relative phase [182, 184] between the two clouds can be derived from

the resulting interference pattern. The relative phase is defined as [65]

�rel = �1 � �2 , (2.67)

the di↵erence of the two individual phases �1,2. The interference fringes can be de-

scribed by the mean field picture [185], where the equilibrium wave functions of the

two independent condensates are

 1,2 =
q
n1,2(r, t)e

i�
1,2(r,t) . (2.68)
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The initial separation of the condensates is denoted by d, with condensate one centred

around z1 = �d/2 and condensate two centred at z2 = +d/2. At t = 0, the system’s

initial order parameter is a linear combination of the two individual wavefunctions [177]

 (r) =  1(r) + 2(r) , (2.69)

with the overlap of the wavefunctions

Z
 ⇤

1(r) 2(r)d
3r ⇠= 0 . (2.70)

If the interactions between the two condensates is neglected, and only the atom-atom

interaction taken into consideration during the free expansion of the clouds, then the

total density, n = | |2, of the overlapping condensates takes the form

n(r, t) = n1(r, t) + n2(r, t) + 2
p

n1(r, t)n2(r, t) cos[�1(r, t)� �2(r, t)] . (2.71)

Equation 2.66 shows a condensate’s phase is related to the velocity field, then by

making the assumption that the condensate’s velocity field asymptotically approaches

the classical velocity of the particles, v1,2 = r1,2/t, then from integration the phase of

the condensates is given by

�1,2(r, t) =
1

2

m

~t(r± d) · r+ constant . (2.72)

The di↵erence between the two phases at the point r is then given by

�1(r, t)� �2(r, t) =
m

~td · r+ �rel . (2.73)

The integration constant has been replaced by the relative phase between the conden-

sates, which is an initial and constant o↵set inside the trap. Since �rel doesn’t exist

for just one BEC, the properties of the two clouds after the release are the same and

the relative phase is independent of position. Therefore equation 2.71 can be written

as [65]

n(r, t) = n1(r, t) + n2(r, t) + 2
p
n1(r, t)n2(r, t) cos

✓
md

~t x+ �rel

◆
, (2.74)
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Figure 2.17: Absorption image (1.3⇥1.3 mm2) from the Strathclyde experiment of the
resulting interference from two condensates overlapping. Scale bar represents optical
density. The condensates were initially separated by 40 µm and allowed to expand for
163 ms, this yields a fringe period �=42 µm.

this shows that the interference fringes (see Figure 2.17) have a period given by

� =
ht

md
, (2.75)

where t is the time-of-flight and m is the mass of the particle. Since the initial relative

phase, �rel, determines the fringe positions, the density distribution of the two overlap-

ping condensates can be used to ascertain the relative phase. This is the basis of how

phase measurements are performed using an interferometer.

2.6.3 Coherent splitting of a condensate

The main question that arises when talking about the relative phase between two

interfering condensates is: can two BECs be prepared in such a way that for every

single shot of an interference experiment there will be a fixed phase? To achieve this a

single BEC is split in such a way that it preserves the phase, an analogy to an optical

beam splitter. This is done by deforming the single-well potential into a double-well

potential, which separates the condensate into two parts as shown in Figure 2.18. The

condensate initially occupies the single ground state of the single-well, whilst the system
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Φrel

Φ1 Φ2

Figure 2.18: Schematic of BEC in a single-well potential being transformed into a
double-well, with a BEC in each well where the separation between the two wells is
given by d. The condensate in the single-well has a phase of �BEC and when the
coherent splitting is performed the BECs have a ‘phase memory’ of each other and this
introduces a relative phase �rel, which initially equals zero, between the two halves.

after the splitting process has two degenerate ground states which correspond to each

of the two wells.

For finite splitting times the process cannot be truly adiabatic, which makes the

process complicated and has led to many discussions on how best to describe it [186,

187]. However, there is general agreement that by dividing a single condensate into two

parts prepares a phase coherent state, which by then interfering the two condensates

will always result in the same relative phase. This process doesn’t need the initial BEC

to have a global phase, the splitting process itself introduces a fixed relative phase

between the two condensates. So if the splitting of the condensate is done coherently,

then the two halves will have a ‘phase memory’ of each other which will allow the

interference fringes to be used in interferometry.

2.6.4 Phase di↵usion

Even if the condensate is coherently split and the two halves have a fixed phase, their

‘phase memory’ of one another can be lost due to the fundamental process of phase

di↵usion. By coherently splitting the BEC the relative phase is initialised, this has

a narrow distribution, which results in an uncertainty in the atom number in each of

the two wells [188]. Assuming Poissonian noise, the fluctuations are of the order
p
N ,

where N is the total number of atoms. The total energy of the cloud depends on the

interactions, therefore any fluctuations in atom number leads to fluctuations in the

relative phase and this washes out the phase over many realisations of the experiment
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[186]. For 3D condensates, the timescale for phase di↵usion is given by [65, 186]

TD =
5~

p
N

2µ
, (2.76)

where µ is the chemical potential of the BEC. Therefore, the fact that phase di↵usion

is observed experimentally provides a major technological challenge. Not only does the

splitting need to be done coherently, the coherence has to be maintained for long periods

of time, una↵ected by technical fluctuations or noise. In the Strathclyde experiment,

under typical experimental parameters of the interferometry experiments (!̄ = 2⇡(10⇥
100 ⇥ 100)1/3, N = 5 ⇥ 105) the phase di↵usion time is 230ms, whereas for phase

fluctuations experiments (!̄ = 2⇡(10⇥ 400⇥ 400)1/3, N = 2⇥ 105) TD = 65ms.

2.7 Coherence - Phase fluctuations

Below the critical temperature Tc, and in equilibrium, fluctuations in the density and

phase vanish and the condensate is phase coherent, however, in lower dimensions this

is not the case. The Mermin-Wagner-Hohenberg [189, 190] theorem states that true

condensation does not occur in 2D and 1D Bose gases at finite temperatures. In 1D

traps, which have aspect ratios ⇤ = !r/!z � 1 between the radial trap frequency

!r and the longitudinal trap frequency !z, density fluctuations are suppressed [191,

192]. However, phase fluctuations along the length of the cloud are present due to

thermal excitations and can remain until the temperature drops significantly. The axial

excitations with energies ✏v < ~!r are the main contributors to the phase fluctuations

and have excitation wavelengths which are smaller than the length of the condensate.

In the presence of phase fluctuations the BEC can no longer be thought of as a true

condensate but rather now must be referred to as a quasicondensate. At this point,

the coherence length is smaller than the condensate size and results in the condensate

breaking up into domains with di↵ering phase. After time-of-flight and expansion, the

phase fluctuations transform into density fluctuations, which can be observed using

absorption imaging. The result of this is matter-wave like interference fringes from the

domains of di↵erent phase interfering with one another [192, 193]. Phase fluctuations

causes the BEC to fragment into several quasicondensates of random phase and size,
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therefore the resulting matter-wave like interference fringes will have random phase and

size with each experimental iteration.

2.7.1 BEC in a 3D elongated trap

Most Bose-Einstein condensate experiments are in a magnetic trap which are cylindri-

cally symmetric, which gives rise to an elongated cigar shaped cloud. The level of the

trap’s anisotropy is given by the aspect ratio ⇤ = !r/!z. In such a system excitations

with energies of the order µ can start to exhibit 1D character and result in domains

of di↵ering phase along the longitudinal axis of the condensate. In this regime the

coherence length of the condensate is shorter than its size.

When a condensate is made in an elongated trap it can begin to cross over from

a fully 3D regime to a 1D regime, in which the radial modes are frozen out. Similar

to transitions between di↵erent quantum regimes in 1D and 3D systems, the crossover

from fully 3D to an e↵ective 1D system is very smooth also. F. Gerbier introduced

a mean-field theory [194], which is based on a local density approximation, for the

crossover regime. For a BEC the energy of the system isn’t defined by the temperature

T but by the chemical potential µ, therefore for a condensate to be in the 1D regime

µ ⌧ ~!r. The dynamics of these systems have been studied in depth. For a more

detailed description see Refs [170, 195, 196, 197].

2.7.2 Phase fluctuations in elongated BEC

The phenomena of phase fluctuations in a BEC were first introduced by Petrov et

al. [198], where it was suggested that a highly elongated condensate could acquire 1D

characteristics. The first experimental observation of phase fluctuations in an elon-

gated quasicondensate was by Dettmer et al. [192, 193], where the aspect ratio of the

condensate was changed and the density modulations after time-of-flight due to phase

fluctuations were studied. Other methods that can be used to study phase fluctuations

including condensate focussing [199] and Bragg spectroscopy [200, 201, 202]. These

fluctuations have practical implications when trying to measure relative phases and

perform interferometry, as they can interfere with the interference pattern.

The following analysis is a summary of the work by Petrov et al in Refs [191, 198,

203]. Under the condition where !r � !z, the radial size of the condensate R is much
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smaller than the axial size of the condensate L. The radial size R and axial size L take

the form

R,L =

r
2µ

m

✓
1

!r
,
1

!z

◆
, (2.77)

where µ is the chemical potential, m is the mass and !r,z are the radial and axial

trap frequencies. At finite temperature, fluctuations in the phase and density originate

from excitations in the condensate. Excitations with energies of the order µ dominate

density fluctuations with wavelengths shorter than the radial size of the condensate,

hence they are small and have normal 3D character. The field operator for the atoms

can be written as

 (r) =
p

n0(r)e
�i�(r) , (2.78)

where �(r) is phase operator. The single-particle correlation function can now be

expressed through the mean square fluctuations of the phase

h †(r) (r0)i =
p
n0(r)n0(r0)e

��2�(r,r0)/2 , (2.79)

with �2�(r, r0) = h|�(r)� �(r0)|2i. The phase operator �(r) is given by

�(r) =
1p

4n0(r)

X

j

f+
j (r)aj + h.c. , (2.80)

where aj is the annihilation operator of an excitations with quantum number j and

energy ✏j . The modes f+
j = uj + vj are excitations of the BEC determined by the

Bogoliubov-de Gennes equations.

The excitations can be split into two main groups, low energy axial excitations with

energies ✏v < ~!r, and high energy excitations ✏v > ~!r. The high energy excitations

have wavelengths smaller than the radial size R, these have 3D characteristics and don’t

contribute to the phase fluctuations. On the other hand, the low energy excitations have

wavelengths which are larger than R and start to obtain 1D characteristics, it is these

excitations which contribute greatly to the phase fluctuations. The main parameter

that is related to experimental measurements is the mean squared amplitude of the

phase fluctuations. At the central region of the condensate, (|z|, |z0| ⌧ 1), the mean

square amplitude is

h|��(z, z0)|2iT = �2L
|z, z0|
L

, (2.81)
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where �2L is a measure of the phase fluctuations on a distance scale |z � z0| ⇠ 1 and is

defined as

�2L(T ) =
32µkBT

15Nc(~!z)2
, (2.82)

where Nc is the number of condensed atoms. This equation can be written as

�2L(T ) =

✓
T

Tc

◆✓
N

Nc

◆3/5

�2c , (2.83)

where the transition temperature kBTc ⇡ N1/3~!̄ and N is the total number of atoms.

The 3D BEC transition in elongated traps requires the inequality Tc � ~!r, this

therefore sets a limit on the aspect ratio to !r/!z ⌧ N . The parameter �2c is defined

as

�2c =
32µ

15N2/3
c ~!̄

✓
!r

!z

◆4/3

. (2.84)

The number of atoms which aren’t condensed is small, except from the narrow tem-

perature window just below Tc, which reduces Equation 2.83 to �2L = (T/Tc)�2c . This

shows that phase fluctuations are prominent when �2c is large, whereas when �2c ⌧ 1

they are small on any length scale and there is a true BEC.

When �2c � 1, the behaviour of the condensate is temperature dependent, therefore

a characteristic temperature is introduced

kBT� =
15Nc(~!z)2

32µ
, (2.85)

at the point �2L ⇡ 1. In the region T� < T < Tc, the phase fluctuates on a length scale

smaller than L. Thus, since the density fluctuations are suppressed, the condensed

state is a condensate with fluctuating phase, also known as a quasicondensate. The

phase coherence length is expressed as

l� = L

✓
T�

T

◆
, (2.86)

which typically is bigger than the correlation length (or healing length), lc = ~/pmµ,

of the BEC.

Equations 2.85 and 2.86 give the ratio l�/lc ⇡ (Tc/T )(Tc/~!r)2 � 1, therefore

the quasicondensate has the same density profile and local correlation properties as

a true condensate but the phase coherence properties are drastically di↵erent. In the
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Strathclyde experiments on phase fluctuations, typically the aspect ratio ⇤ = 45, which

results in a condensate with a radial size R = 2µm and an axial size of L = 82µm.

The characteristic temperature, T�, and transition temperature, Tc, were calculated to

be ⇠ 80 nK and ⇠ 325 nK respectively. The temperature of the phase fluctuations after

58ms is typically of the order of ⇠ 150 nK, this results in a phase coherence length

l� = 39µm (⇠ L/2), which is smaller than the axial size of the condensate, hence phase

fluctuations are present.

2.7.3 Density fluctuations in time-of-flight

The density distribution of a BEC in the equilibrium state in a trap remains una↵ected,

even if its phase is fluctuating. The reason for this is that the mean-field interparticle

interaction prevents the local field velocities, which come from the phase fluctuations,

being transformed into modulations of the density [193]. However, once the condensate

has been released from the trap, the mean-field interactions rapidly decrease and the

axial velocity fields are then converted into the density distribution [203].

Since the velocity field of a BEC is proportional to the gradient of the phase, to first

approximation, phase fluctuations can be mapped onto an initial velocity distribution

along the length of the cloud. Density fluctuations at long time-of-flights are a result

of interference between components of the BEC with di↵erent initial velocities and po-

sitions, shown in Figure 2.19. Since the initial phase distribution of these domains is

random, the resulting density fluctuations will also vary with each experimental itera-

tion. However average values, such as the mean square amplitude of the fluctuations,

should be the same independent of the orientation of the density fluctuations.

For a condensate which is initially in the TF regime and has chemical potential

µ, the radially integrated density fluctuations �n(x) after time-of-flight t in the time

interval µ/~!2
z � t � µ/~!2

r are given by [192]

�n(x)

n0(x)
= 2

X

j

sin

 
✏2j⌧

~µ[1� ( xL)
2]

!
(!r⌧)

�(✏j/~!r)2�j(x) , (2.87)

where n0(x) is the radially integrated density for the unperturbed condensate, �j(x)

is the phase operator for the jth mode, ⌧ = !rt and ✏j = ~!z

p
j(j + 3)/4. The mean
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Figure 2.19: Absorption image (600µm ⇥600µm) of phase fluctuations in an elongated
condensate from the Strathclyde experiment. Scale bar represents optical density. A
condensate is formed in a trap with an aspect ratio of 45, it is then allowed to expand
for 58ms. The ratio of the temperature and to the characteristic temperature (T/T�)
was measured to be ⇠ 2. The matter wave like interference fringes are observed after
expansion since phase fluctuations transform into density fluctuations.

square amplitude of the fluctuations, in the central part of the cloud, comes from

averaging (�n/n0)2 over di↵erent initial phases and is given by

✓
�BEC

n0

◆2

=
T

⇤T�

r
ln ⌧

⇡

0

B@

vuut
1 +

s

1 +

✓
~!r⌧

µ ln ⌧

◆2

�
p
2

1

CA . (2.88)

By measuring (�BEC/n0)2 in the lab, it can give a measure of how fragmented a conden-

sate is due to the phase fluctuations. The temperature can also be estimated from this,

as long as the trap frequencies, chemical potential and time-of-flight are known accu-

rately, although if possible it is better and more accurate to calculate the temperature

from the wings of the Gaussian.
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Chapter 3

Experimental setup

3.1 The laser system

In laser cooling, one of the most important requirements for a good MOT is a stable

laser system. The hyperfine structure of atoms sets underlying limits that the lasers

must meet in order to be an e↵ective light source for cooling and trapping. A MOT’s

atom number is extremely dependent on the frequency of the laser [204], therefore

stable frequency is a necessity in laser cooling. The D2 transition in Rubidium has a

line width of � = 6.07 MHz [122], therefore to be capable of addressing the individual

transitions of the atom and obtain accurate detuning values for the various steps of the

experimental sequence, MOT lasers must be stabilised to the 1 MHz level for e↵ective

laser cooling.

Although semiconductor diodes are relatively inexpensive, compact and simple de-

vices, they still have a major role in optical and atomic physics. These diodes, combined

with some additional components, can supply suitably stable light for laser cooling ex-

periments. A basic laser diode, which has a short cavity, typically has a linewidth of

⇠100 MHz and also has poor tunability [205]. The narrow linewidth and tunability

required can be achieved by having an external, frequency selective, optical feedback us-

ing an external-cavity diode laser (ECDL) [206]. Another method for achieving narrow

linewidths, which uses an acousto-optical modulator (AOM) to produce dispersion-

like error signals to which the laser can be locked and stabilised to, was reported in

Reference [207].
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3.1.1 ECDL - Repump laser

An ECDL works by sending laser light from the diode back into the cavity, this is done

using a di↵raction grating, which is mounted in the Littrow configuration [208]. The

angle of the grating can then be used to provide tunability by allowing the wavelength

of the feedback to be selected. Using a piezo (PZT) allows a wide range of frequencies

to be achieved very accurately, the resulting high level of tunability is key in selecting

the correct wavelength. A schematic diagram of the ECDL is shown in Figure 3.1,

which shows the three key ECDL components; the laser diode, the collimating lens and

the di↵raction grating. The laser diode is a Sanyo DL-LS1027 which lases at 780 nm

with ⇠50 mW, the collimating lens is an aspheric optic with a focal length of 6.2 mm

and the di↵raction grating is a gold-coated (1800 lines/mm) holographic grating on a

15 ⇥ 15 ⇥ 3 mm3 substrate. A more detailed description of how to construct a ECDL

and technical information can be found in Reference [205]. It is this laser design that

is used for our repump laser.

Laser beam output

Grating

PZT

1 cm

Lens

Collimation tube
Laser diode

Front plate

Back plate

Grating mount

Figure 3.1: Schematic diagram, viewed from above, of a extended-cavity diode laser.

3.1.2 Trap and dipole beam lasers

The repump laser is ‘less important’, but still essential, in the laser cooling system and

for this reason doesn’t require as much power. The reason for this is there is a smaller
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Figure 3.2: MOT atom number as a function of MOT beam power. Fluorescence was
detected using a large area photo diode, the output of which was then converted into
atom number. Beam power was changed by altering a �/2 plate, which changed the
amount of light sent to the MOT.

probability for an atom to decay to the F = 1 state and be lost from the cooling cycle,

for 87Rb, the repump is only needed once for every 1000 absorption cycles. However,

the atom number increases with increasing cooling laser power (shown in Figure 3.2),

for this reason a commercial laser is used for the cooling light. For cooling, a Toptica

DLX100 is used, which lases at 780 nm with 1W of power and supplies light to both the

high pressure (HP) and low pressure (LP) MOTs simultaneously. One major advantage

of the DLX is the built in optical fibre output, which not only helps with alignment

but also improves the beam quality. Unlike diode lasers, which have a natural elliptical

beam shape, the DLX output has a 1 : 1 aspect ratio eliminating the need for beam

shape correction optics. We run the DLX at half power (for longevity of the laser diode)

and at the output of the fibre this gives us ⇠250 mW, which is then split between the

HP, LP, push beam, optical pumping and imaging system.

The laser used to split the BEC is known as the dipole beam, which is a free running

658 nm laser diode with ⇠ 100mW of power. The large detuning from the atomic

resonance of this beam means that such precise wavelength control is not needed and

hence an ECDL is not used (as long as drifts in wavelength are within experimental

noise). A more detailed description of the dipole beam setup will be discussed in Section

3.3.3.
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3.1.3 Temperature and current controls

In order to have the appropriate laser frequency stability, attention needs to be paid

to the temperature and current of the system, as small changes in these parameters

can a↵ect the laser frequency [209]. By placing the laser in a boxed enclosure one can

isolate it from changes in environmental temperature and allow the laser to be locked,

which actively stabilises the laser, to a known frequency using a rubidium saturated

absorption spectrum as discussed in the following section.

Additional temperature control was created using using a FTP-4000 laser driver and

temperature controller, which is connected to a Peltier thermoelectric cooler (PTC).

By using a thermistor, which provides feedback to the temperature controller, the tem-

perature can be measured accurately. The controller is dependent on a low noise power

supply. Current is supplied to the diode via a Thorlabs LD1255R current controller,

which is housed in an enclosed box; the driver allows a constant current, up to 250 mA,

to be applied to the laser. Under usual experimental conditions it operates at ⇠150

mA.

3.1.4 Talking to the laser - absorption spectroscopy

To be able to ‘talk’ to the atoms, the laser has to be ‘told’ the correct frequency to use.

Absorption spectroscopy allows the atomic transitions to be mapped out onto a pho-

todiode. This frequency dependent signal provides a frequency reference for the laser

[210]. The ground states of 87Rb are connected to the excited states via the D1 and

D2 absorption lines (see Figure 2.1), with cooling operating on the D2 transition. On

this cooling transition the transition rules (�F = �1, 0, 1) allow 3 atomic transitions

for each of the hyperfine ground states. The frequency spacings between the excited

hyperfine splittings of the 5p 2P3/2 are: ⇠ 72 MHz between F 0 = 0 and F 0 = 1, ⇠ 157

MHz between F 0 = 1 and F 0 = 2 and ⇠ 267 MHz between F 0 = 2 and F 0 = 3 [122].

The resolvability of the hyperfine structure gives a stable and reliable frequency

reference, which can then be used to lock the lasers frequency [211]. However, Doppler

broadening of the absorption profile (⇠ 500MHz) hides the hyperfine structure and

prevents acquisition of a reference frequency. To overcome this issue a Doppler-free

spectrum is needed which will allow the hyperfine structure to be seen. Narrow absorp-

tion features on the scale of the natural linewidth can be achieved using saturated ab-
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PD

From laser

1.4 mW 0.35 mW

0.35 mW

Figure 3.3: Trapping laser saturated absorption spectroscopy setup. The incoming
single beam is a direct pick-o↵ from the DLX (1.2 mW) which passes through a beam
splitter to reduce the beam’s intensity. The BS directs 0.35 mW through the absorption
cell, which is retroreflected back by a mirror. The incoming beam is referred to as the
pump beam and the reflected beam is known as the probe beams. The BS then sends
a fraction of the pump beam through a lens into the photodiode.

sorption spectroscopy, hence allowing the three atomic transitions to be resolved from

the Doppler-broadened profiles. This is achieved by counter-propagating the beam

through a rubidium vapour cell in a pump-probe arrangement, the Strathclyde sat-

urated absorption setup is shown in Figure 3.3. The resulting absorption signal on

the photodiode gives a frequency ‘map’ that can be used to lock the laser’s frequency.

Corrections to the laser’s frequency can be made by changing the diode’s current or

altering the cavity length via the piezo-electric transducer (PZT), which is attached to

the di↵raction grating.

When the laser passes through the cell, and is resonant with the atomic transition,

the atoms will absorb photons. The pump beam makes all atoms resonant with the

laser and reveals the Doppler broadened spectrum, then the counter-propagated probe

beam can be used to resolve the hyperfine structure. Whilst the pump and probe beams

have the same frequency, they interact with two di↵erent velocities of atoms due to the

beams propagating in opposite directions

k · vpump = �k · vprobe , (3.1)

where v is the laser frequency. When the frequency from both beams matches the

atom’s resonance, then both lasers interact with the same atoms. At this point the

pump beam saturates the transition (equal populations in ground and excited state) and

makes the probe beam free from absorption, resulting in the hyperfine structure being

resolved. The multiple excited states result in the existence of the useful phenomenon

of crossover peaks. They occur when the frequency of the laser is equal to half of the
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Figure 3.4: Experimental saturated absorption spectra of 87Rb F = 2 ! F 0 (top) and
87Rb F = 1 ! F 0 (bottom) and their corresponding error signals for locking the laser
(right). Arrows represent transitions and cross-over peaks. Coloured arrows denote the
peak at which the lasers are locked to.

spacing between two states, and can be used as frequency references as they produce the

largest reduction of transmission (see Figure 3.4 for experimental saturated absorption

spectra). For a more detailed explanation of saturated absorption spectroscopy see

references [210, 211, 212].

The two important mechanisms when discussing saturated absorption spectroscopy

are saturation and hyperfine pumping [212]. Both mechanisms are velocity dependent

and alter the populations in the atomic states. In a two-level atom the saturation

e↵ect imposes a population limit between the ground and excited states, in the regime

I � Isat, a limit of 50% of the population in the excited state can be reached. Whereas,

in a multi-level atom there is multiple ground states available from the excited states.

3.1.5 Locking the laser

Locking the laser to a saturated absorption feature is di�cult due to a voltage o↵set

in the lock, which if the beam’s intensity fluctuates will change the laser frequency.
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Moreover, the lock point will be near a turning point of the photodiode signal, making

it incredibly sensitive to any drifts. For this reason, in Strathclyde we utilise a technique

known as dither locking, which is based on frequency modulation of the PZT scan. By

combining the photodiode signal with the frequency modulation, the derivative of the

signal (i.e. dispersion curves) can be seen. Derivative signals are particularity useful

as they have a linear response with frequency (and a zero crossing) near the centre of

the absorption line. An integrator can then be used to lock to the zero crossings in the

derivative signals [213], which correspond to the peaks of the absorption line. Applying

a small modulation to the laser frequency used in the saturated absorption and by

taking the product of the applied modulation and the modulation on the photodiode,

this gives a signal proportional to the derivative of the saturated absorption signal. This

signal can then be used as the error signal for the integrator, which then allows the

lock point to account for any drifts in frequency, this assures a stable laser frequency.

3.1.6 Shifting the frequency

As mentioned in Section 3.1.4, when doing saturated absorption spectroscopy other

useful features known as crossover peaks can be seen. The trap laser is locked to the

F = 2 ! F 0 = 2/3 crossover peak, meaning it is 133.7 MHz red detuned from the main

F = 2 ! F 0 = 3 resonant cooling transition. The frequency o↵set can be accounted for

by using an acousto-optical modulator (AOM), which up-shifts the frequency of a beam

passing through by an amount equal to that of the RF signal fed into the AOM. The

AOM shifts the trap laser’s frequency to the blue by 133.7 ��trap MHz, where �trap

corresponds to the detunings used for the HP and LP MOTs. The typical experimental

detunings for the HP and LP MOTs are ⇠ 22 MHz and ⇠ 16 MHz respectively.

The repumper, just like the trap, needs to be adjusted to the correct frequency but

as it interacts with di↵erent atomic states, another AOM is needed. The repump is

locked to the F = 1 ! F 0 = 1/2 crossover peak, which is ±78.4 MHz from the two

closest F 0 = 1 and F 0 = 2 resonant transitions. The AOM shifts the repump 78.4 MHz

to the blue to the main resonant repumping transition, F = 1 ! F 0 = 2.

The experiment has a total of five AOMs, three are used to control the trap and

repump light for the HP and LP MOTs, one for transferring the atoms from the HP to

LP MOT, known as the ‘push beam’, and a final AOM for controlling the dipole beam

(see Section 3.3.3). The push beams AOM shifts the frequency by 133.7 MHz back to
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the resonant F = 2 ! F 0 = 3 transition, this pushes the atoms from the HP to LP

MOT by resonant light scattering. This light is also used for imaging of the BEC, a

polarising beam splitter (PBS) reflects a fraction of the light into a fibre for imaging

and the transmitted is used for pushing the atoms. The light that is coupled into the

fibre is not only used for imaging of the condensate, but also for optical pumping (see

Section 4.2 for full details) into the desired mF state. The F = 2 ! F 0 = 2 resonant

transition is used for the optical pumping (�+) light, this is achieved by unlocking

the laser and jumping the frequency by ⇠ 270 MHz to the red, then jumped back to

original frequency before being relocked. The laser lock can be broken by implementing

a switch between the lock-in output and the integrator input. A digital signal from

the computer unlocks the laser and then a current is injected into the laser using the

‘scan’ input through a 15 k⌦ resistor such that 120 mV corresponds to ⇠270 MHz. For

optical pumping the laser is unlocked for 1 ms and then relocked when returned back

to its original frequency, this technique is only possible due to good laser stability.

3.2 Double MOT setup - HP and LP MOTs

The idea behind having a double MOT setup is to di↵erentially pump two experimen-

tal chambers and then seperate them by some distance. A general rule of thumb for

magnetic lifetimes in a lab is that for a pressure of 10�9 Torr, a 1 s lifetime is expected

[214]. As the pressure is lowered, the amount of background gas collisions decreases,

meaning there is a strong dependence between the pressure and the magnetic lifetime.

So for pressures of 10�10 and 10�11 Torr, lifetimes of 10 s and 100 s respectively can

be achieved. The rubidium used in the experiment is supplied by heating rubidium

dispensers (getters), which a↵ects the high pressure (HP) chamber’s pressure. So when

atoms are being added to the vacuum by heating the getters the pressure increases.

For this reason the getters are only run approximately once per day, which provides

enough rubidium to produce BECs and run the experiment. While the getters are o↵,

the pressure in the HP and low pressure (LP) chambers are ⇠ 10�9 and ⇠ 10�11 Torr

respectively.

The Strathclyde vacuum system, depicted in Figure 3.5, is constructed from stain-

less steel, which is free from any magnetisation e↵ects. The HP chamber’s design allows

trap and repump beams access through glass viewports, which are anti-reflection (AR)
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CCD

Imaging & optical 
pumping

CellPush
beam

Viewports

HP MOT

LP MOT

Ion pump

Ion pump

50 cm

Mirror

Mirror

Figure 3.5: Strathclyde’s double MOT optical setup viewed from above. The trap and
repump lasers provide light for both the high pressure (HP) and low pressure (LP)
MOTs. The push, optical pumping and imaging beams are derived from trap laser.
The three trap and repump beams for the HP MOT are retroreflected by mirrors to
provide a six beam MOT. The push beam pushes the atoms through a transfer tube
into the LP MOT which has six trap and repump beams. The centres of both MOTs
are separated by approximately 50 cm.

coated for normally-incident 780 nm light. In the double MOT arrangement, the HP

MOT acts as the atom source for the LP MOT, and can be used to repeatedly load the

LP chamber [215]. The loading rate of the LP MOT is dependent on the number of

atoms in the chamber, this can be controlled by changing the current passing through

the SAES alkali metal dispensers [216, 217]. The two MOTs are connected via a 30

cm transfer tube, a specially designed quartz vacuum cell is used at the LP MOT end

instead of a stainless steal chamber. The LP MOT is formed within a ‘square doughnut’

shaped cell, which has 12.5⇥ 12.5 cm2 sides as shown in Figure 3.6. The unique shape

of the vacuum cell not only allows a MOT to be formed but is also ideal for a toroidal

magnetic storage ring (Section 3.3.4).

Stable lasers and a good vacuum system are only the first step to creating a magneto-
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Transfer tube &
HP MOT

5 cm

12.5 cm

12.5 cm

Toroidal coils

R=5 cm

Figure 3.6: Strathclyde’s ‘square doughnut’ quartz vacuum cell viewed from the side.
The cell has side-lengths of 12.5 cm and a 5⇥ 5 cm2 ‘hole’ in the middle. The toroidal
coils (red) have diameters of 12.5 and 7.5 cm and the atom cloud forms ⇠ 5 cm from
the centre of the ‘hole’ in the cell.

optical trap, these elements must be combined with a variety of optical components, a

schematic diagram of this is shown in Figure 3.7 (not all optical components are shown).

All these elements must be implemented and aligned with a high level of precision in

order to create a stable system and MOT.

As mentioned previously, the HP and LP MOT beams are derived from one repump

(⇠ 45 mW ECDL) and one trap laser (⇠ 250 mW Toptica DLX). Both the HP and

LP MOTs have separate beam expanders (10⇥ for HP and 14⇥ for LP), which allows

a di↵erent beam size and collimation for each MOT. Periscopes are used to raise the

horizontal MOT beams to ⇠ 20 cm so they can enter the vacuum chamber through

the viewports and interact with the atoms in the HP chamber and LP cell. The beam

intensities of the individual trapping (repump) beams are measured frequently to en-

sure a consistent experiment, which was done using the photodiode head of a power

meter. The 1 cm2 square photodiode head was illuminated by each of the beams and

the maximum power was recorded. The HP trap (repump) beams yield intensities of

Ix = 7.1 (0.26) mW/cm2, Iz = 6.5 (0.22) mW/cm2 and Iy = 5.8 mW/cm2. Similarly,

the LP MOT beams were measured to be I+x = 2.2 (0.32) mW/cm2, I�x = 2.7 (0.28)

mW/cm2, I+z = 2.5 (0.29) mW/cm2, I�z = 1.9 (0.29) mW/cm2, I+y = 2.1 mW/cm2

and Iy = 2.4 mW/cm2. Note there is no vertical repump in either the HP or LP MOTs.

The HP MOT uses three retroreflecting mirrors, hence the total intensity is given by

IHP (tot) = 2(Ix + Iy + Iz). The number of atoms in the MOT is sensitive to the beam
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3.2 Double MOT setup - HP and LP MOTs

alignment, but the intensity imbalance is relatively forgiving. Even with an imbal-

ance of ⇠ 20%, it is still possible to achieve a stable MOT with a large atom number.

As mentioned previously, the incoming HP beams are retroreflected back through

the chamber to interact with the atoms and ensure an even restoring force towards

the centre of the MOT. This process of retroflection can cause unwanted feedback via

retroreflected MOT laser light entering the laser diode. To avoid this a -40 dB (LINOS

FI-780-5 SV-BB) and a -60 dB (LINOS FI-790-TV) optical isolator (OI) are used in

the repump and trap beam respectively. Another key component in the optical setup

are shutters, which eliminate any stray unwanted light reaching the atoms, which is

advantageous as stray resonant light can heat the the atoms in the MOT and decrease

the magnetic lifetime. In the Strathclyde experiment three shutters are used (LS6T2

Uniblitz): one after the fibre in the trapping beam, one before the LP MOT AOM and

one in the repump beam. The shutters, in combination with the AOMs, completely

Figure 3.8: Strathclyde University BEC experiment optical setup (2015).
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eliminate any stray light from reaching the atoms. Figure 3.8 shows the Strathclyde

experiment’s optical setup.

3.3 Four traps in one

In Section 3.2 the experimental setup of the double MOT was introduced, in which

two separate quadrupole fields are used for trapping atoms in a MOT. The magnetic

field used to create the HP MOT is generated from a pair of circular coils in the

anti-Helmholtz configuration. However, the magnetic field which forms the LP MOT

is produced from a combination of di↵erent coils. The Strathclyde coil configuration

(Figure 3.9) allows the realisation of di↵erent magnetic geometries:

• 3D magnetic quadrupole field used for MOT

• Io↵e-Pritchard trap

• double-well potential to split BEC

• toroidal magnetic storage ring

This results in a high level of flexibility and control of the magnetic field at the LP end.

By using the hybrid trap, the lossy process of transferring the atoms from the MOT

to a separate magnetic trap can be avoided. The unique setup allows ensembles of cold

atoms and BECs to be created in a section of the ring, removing the need for transfer

between the magnetic trap and the storage ring. Another advantage when using the

hybrid trap is that it can be operated using the same power supplies. The Strathclyde

hybrid trap consists of a combination of current carrying wires:

• four two-turn circular coils, 2⇥ 12.5 cm and 2⇥ 7.5 cm diameter

• four three-turn square coils, with side lengths of 7.5 cm

• a single straight wire

The schematic of the hybrid trap is shown in Figure 3.9.

The four two-turn circular coils are used to generate a 2D toroidal magnetic quadrupole

field and to supply the ring confinement for the atoms. The four, three-turn, square

coils, also known as the ‘pinch’ coils, are used for both the MOT and the Io↵e-Pritchard
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3.3 Four traps in one

Figure 3.9: Schematic diagram of magnetic coil system of the Strathclyde storage ring.
Four circular coils (red) with diameters of 12.5 and 7.5 cm generate the storage magnetic
field minimum with average radius of 5 cm. The four square ‘pinch’ coils (blue), with
side lengths of 7.5 cm, trap the atoms is the MOT or IP depending on their current
direction. The straight azimuthal wire (green) adds an additional azimuthal magnetic
field, which removes the zero field from the toroidal quadrupole field from the circular
coils.

trap. Changing the current direction in the four pinch coils switches between the MOT

and IP configurations. When the pinch coil pairs are in anti-Helmholtz configuration

the trap operates in MOT mode, whereas when the pinch coil pairs the trap Helmholtz

configuration the trap switches to IP mode. By having a di↵erent ratio of currents in

the pinch coils this can produce a magnetic field gradient, which can be used to split

the condensate inside the ring. The single straight wire produces a bias field at the

centre of the toroidal quadrupole field. This azimuthal magnetic field is essential as it

removes the zero field line, which is a result of the toroidal quadrupole field, and stops

the atoms being lost due to Majorana spin-flips [144].

The four circular coils and four square coils, when operating at maximum current,

produce magnetic fields using two-turn⇥500A coils (circular) and three-turn⇥ 500A

coils (square), which produces a total power of 2.5 kW, therefore the power in the

system must be dissipated and the heating reduced. The system is prevented from

overheating by using copper rectangular cross section pipes, which allows internal cool-

ing water to flow while the coils are in operation.
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3.3.1 MOT configuration

When in the MOT configuration the hybrid trap creates a magnetic field using a com-

bination of fields from the circular and square coils, which results in maximum field

gradients of (210,�170,�70) G/m in the (x, y, z) directions respectively. Using this

combination of coils, and by adding a three-dimensional spatially constant o↵set field

(bias field), the location of the MOT centre can be changed. The MOT magnetic field

contours can be modelled using the Biot-Savart law for circular and square coils, as

shown in Figure 3.10. The larger radial gradient when operating in the MOT configura-

tion leads to a slightly elongated magnetic field, which results in the MOT atom cloud

having a 3D ellipsoid shape. Ensuring the MOT’s centre is aligned with the centre of

the IP trap helps prevent any unwanted e↵ects when loading the IP from the MOT.

Figure 3.10: Top view of the magnetic field contour plot when coils are in MOT con-
figuration (slice through magnetic field at z = 4.8 cm). Regions of black indicate the
circular and pinch coils. Pair of square coils with current flowing in opposite directions
create a 3D quadrupole with field minimum at the centre.

3.3.2 Io↵e-Pritchard configuration

The Io↵e-Pritchard (IP) magnetic trap is generated when the pinch coils operate in

a Helmholtz configuration (i.e. current flowing ion the same direction), with an ad-

ditional field from the compensation coils (typically B1 = 230 G/cm and B2 = 60

70



3.3 Four traps in one

G/cm2). Care must be taken to match not only the MOT and IP trap centres but

also their curvatures to avoid any sloshing or breathing in the system. The theoretical

magnetic contour plot of the trap in IP mode, without any magnetic field from the

compensation coils, is shown in Figure 3.11.

The transition between the MOT and IP configurations is implemented experimen-

tally after the atoms are further cooled during optical molasses. After this the IP trap

is switched on and compressed over ⇠ 400 ms, hence increasing the atomic ensembles

density and temperature. Creating the compressed trap increases critical parameters

and allows further cooling of the ensemble through evaporation procedures. Preparing

the cold atom sample or condensate in the top section of the ring allows them to be

either split into a double-well potential or launched into the magnetic storage ring,

which is provided by the circular coils.

Figure 3.11: Top view of the magnetic field contour plot when coils are in IP configura-
tion (slice through magnetic field at z = 4.8 cm). Regions of black indicate the circular
and pinch coils. All square coils have current flowing in same direction to generate IP
field. Note that symmetry is broken at ‘large’ distances from centre due to higher order
terms.

3.3.3 Double-well potential configuration

In Strathclyde the double-well potential is created using a far blue-detuned optical

dipole beam, which can be focussed onto the atoms in the IP trap. This allows for the
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3.3 Four traps in one

creation of a pure double-well or the deforming of a single-well into a double-well trap.

The limited space for an additional beam meant that the dipole beam was implemented

at a slight angle (⇠ 10�) with respect to the xy�plane to avoid blocking the imaging

beam. To achieve the required tilt for the focusing lens, a stable mount was designed,

this had an adjustable tilt, as well as a fine adjustment micrometer attached to allow

the focus to be accurately achieved (Figure 3.12).

The dipole beam consisted of a free-running 658 nm diode laser (Thorlabs HL6545MG)

with an output power of ⇠ 100 mW. The beam was then focused through an AOM,

with a VCA controlled (Minicircuits ZAS-3) output to allow precise control over the

beam’s intensity. It was then focussed onto the atoms through a 80 mm focal length

achromat lens, with a waist of 16 µm and 11 µm in the radial and axial directions

respectively (measured outside of the cell). The dipole potential was aligned by over-

lapping the 658 nm dipole beam with a 780 nm ‘tracer’ beam (picked o↵ from repump

F = 1 ! F 0 = 2) to create a focussed beam with a much greater scattering rate and

Stable mount

Dipole lens

Micrometer

Pinch coils

Figure 3.12: Strathclyde’s dipole beam lens mount. A stable mount was used to reduce
vibrations coupling into dipole beam as it passes through the lens. Micrometer enabled
lens focus to be accurately achieved. The dipole beam lens is positioned between two
pinch coils. Note the slight angle, this is due to limited optical access.
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optical potential [218].

3.3.4 Toroidal magnetic storage ring

The Strathclyde storage ring is comprised of four concentric circular coils, which pro-

duce a toroidal quadrupole magnetic field of the form [115]

Bring(r, z) = bR��R(r, z � �z)� bR��R(r, z + �z)� bR+�R(r, z � �z)

+ bR+�R(r, z + �z). (3.2)

The magnetic field generated by this coil setup is more symmetric compared to that

produced by two concentric current carrying wires.

The storage ring has radius R = 5.0 cm, radial displacement �R = 1.25 cm and axial

displacement �z = 1.35 cm, which leads to a ring of zero-magnetic field at a radius

R0 = 4.8 cm (slightly smaller than the mean coil radius R). To avoid this field-zero

an axial wire, which adds a 0 � 10G field, runs through the centre of the cell and

toroidal quadrupole field. The straight axial wire adds a 1/r azimuthal magnetic field

to Equation 3.2, which has negligible contribution to the ring radius, but results in a

storage ring with completely nonzero-magnetic field.

Our ‘BEC-friendly’ ring has many advantages, as it can hold ⇠ 5⇥ 108 atoms and

has a magnetic lifetime of 55 s. The e↵ective enclosed area of the ring is 72 cm2, making

it the biggest in the world and the shape allows a high level of optical access for imaging.

3.4 Current control

Having the ability to control the amount of current flowing through the coils is essential

when trapping atoms in magnetic fields. In order to generate these current flows to

create the MOT, IP and ring traps, a system which contained five water-cooled MOS-

FET banks was used, each of which contained 20 single PHP125NO6T MOSFETs.

The sources were attached to two parallel copper bars (20 ⇥ 10 mm2 cross section)

and each of the individual MOSFETs bolted down onto the copper with thermal paste

to increase the conductivity. In addition, the copper bar was connected to the water

cooling system to help dissipate the heat power of the MOSFETs.

The experiment, when running at full current, produces a large amount of power
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Figure 3.13: Strathclyde MOSFET bank arrangement. Current flows from the 5 V,
500 A power supply through the circular coils (red) and can either then flow through
MOSFET bank marked 1, or through one set of square coils (blue) and either through
both MOSFET banks marked 2 or both MOSFET banks marked 3.

(5V⇥ 500A = 2.5 kW), so each of the MOSFET banks must be able to deal with this

power dissipation. Each individual PHP125NO6T MOSFET has a rating of 55V, 75A,

187W, so by placing 20 in parallel, each MOSFET has 125W of power dissipated into

it. The circuit used to control the MOSFET banks is shown in Figure 3.13. The coils

are connected in series, which results in high stability and a high level of magnetic field

noise cancellation [178].

3.4.1 Control circuit and DAC

To be able to control the flow of current through the coils a control circuit (which is

based on an integrator) is needed where the input voltage is supplied via an analogue

signal from the computer. The output voltage from the digital-to-analog convertor

(DAC) was sent through a di↵erential amplifier, which has the gain set to one to

reduce any AC noise, before being fed into the feedback. A variable resistor was used

on the input of the integrator, which allows the RC time constant to be adjusted and

therefore switching speed of the coils to be changed. Having this flexibility allows fast

switching (⇠ 1ms) while avoiding any undesirable oscillation of the voltage.

The current stabilisation was supplied by a fast feedback system, which consisted

of a di↵erential amplifier before the integrator and a high frequency response (150 kHz)

current sensor. The current sensor was a non-invasive closed loop Hall e↵ect sensor
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(CSNR-161). The typical rms AC current noise on the sense resistor was ⇠ 100µV on

top of a 8V DC signal on the resistor, resulting in a relative current noise of 1⇥ 10�5.

The control circuit was powered by a ±16V low-noise power supply and currents up

to 500A could be measured using a 33⌦ sense resistor. The control circuits used to

regulate the current for the various coil configurations are shown in Appendix A.

The resolution of the control voltage is set by the hardware, in this case a 16-bit

DAC card (National Instruments PCI-6733). Using a 16-bit DAC card gives 216 steps

in which the control voltage can be sent to the current drivers, i.e. the DAC output

can be tuned between ±10V with 16-bit resolution yielding step intervals of 0.3mV.

3.5 Cameras

CCD cameras are some of the most essential components in cold atom labs as they have

a variety of uses, which as optimisation and to gather experimental data. In Strathclyde

there are four CCD cameras in use, three for general maintenance and optimisation and

one for data acquisition using absorption imaging (Section 3.5.1).

The first of the three general purpose cameras is used to observe the atoms in the

HP MOT. This camera sees the HP MOT through a PBS, which is also used for the

push beam. This camera allows in situ alignment of the push beam and also proves

helpful when locking the lasers. A cold sample is immediately observable when the

lasers are locked to the correct transitions.

Another two cameras, which are set to continuous display mode, are positioned at

the LP MOT and are used for beam alignment. The positioning of the two cameras

enables the size, position and compression of the atomic ensemble to be observed in

both the xy and yz planes. The camera arrangement also proves helpful at the final

alignment stage of the optical molasses. Using long molasses expansion times of the

order of ⇠ 1 s, these cameras can show any unwanted e↵ects due to beam alignment,

beam intensities or magnetic field imbalances when cooling in optical molasses.

The camera used for absorption imaging is the Andor Luca DL658M CCD camera.

The Luca has a back-illuminated CCD array comprising of 658 ⇥ 496 pixels, each of

which is 10⇥ 10µm2. The maximum frame rate readout is 30Hz, which is more than

adequate for recording the three images in the absorption imaging sequence. The

quantum e�ciency at 780 nm is ⇠ 25%.
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3.5.1 Absorption imaging

Consider a near-resonant probe laser beam in the low intensity regime, I < Isat, that

is shining onto an atom cloud. Since the atoms will partially absorb the incident light,

then by using a lens system, the atoms can be imaged as a shadow on the detector

(CCD camera). This process is known as absorption imaging, and since photons are

being scattered o↵ the atoms as the picture is taken this is a destructive technique.

The optical density is the relative amount of light the atoms absorb along a single ray

through the atomic cloud. The observable optical depth (OD) can be expressed using

the Beer’s law relation.

Iout = Iine
�OD(r) = I0e

��
0

R
n(r)dx, (3.3)

where Iin is the intensity of the incident light, �0 is the absorption cross section and

n(r) is the atomic density at a position r in space.

The OD is calculated experimentally by taking three images: one of the probe

Figure 3.14: Experimental absorption imaging sequence. Left image is probe beam
with atoms (note shadow), centre is probe beam without atoms and right is image with
no light. Distortions on probe beam are due to aberrations from the glass of the LP
MOT cell .

light with atoms (Iatoms, shadow image), one of the probe light with no atoms (Iprobe,

normalisation image) and a final image with no light or atoms (Ibackground, background

image). The experimental sequence of three images is shown in Figure 3.14. From

the three images the relative absorption signal can then be interpreted, this is done by

calculating the OD of each pixel, which is given by

OD = ln

✓
Iprobe � Ibackground
Iatoms � Ibackground

◆
. (3.4)
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CCD

f 2f

f=10 cm f=20 cm

Figure 3.15: Schematic of Strathclyde’s double lens absorption imaging setup. After
the light passes through the atoms it passes through a two lens system and is then
focussed onto the CCD.

The time between each of the three images is 40 ms, which was chosen to match the

frequency of the lights in the lab. Allowing two periods of 50Hz (1/50Hz = 20ms)

ensures each of the three images has the same background conditions.

Before reaching the CCD the laser beam passes through a lens setup, which allows

the image to be focussed onto the camera. Two lenses are used in the setup, as shown

schematically is shown in Figure 3.15. The imaging beam is spatially filtered through

an optical fibre (picked o↵ the resonant push beam by a PBS) and then passes through

a �/4 waveplate to circularly polarise the beam before it probes the atoms in the LP
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Figure 3.16: Ballistic expansion data used to calibrate magnification of the imaging
beam. A condensate was formed and then allowed to drop and expand for variable time
and the position recorded on CCD. Magnification was calculated to be 2.03± 0.05.
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cell.

To be able to observe small objects like BECs or interference fringes, the imaging

system must have a su�ciently high optical resolution. The Luca pixel size of 10µm2

along with the imaging lens system, which has a magnification of ⇠ 2, resulted in a

optical resolution of ⇠ 5µm. Experimental ballistic expansion data can be used to cali-

brate the magnification of the imaging camera. By comparing the expected y = �gt2/2

motion with the experimental parabolic centre-of-mass motion of the condensate, a

magnification factor of M = 2.03±0.05 was obtained. Figure 3.16 presents the ballistic

expansion data and corresponding fit used to calibrate the camera magnification. A

BEC was created and then dropped from 1 ! 21 ms in 2ms steps to obtain an accurate

camera calibration.
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Chapter 4

Controlling the BEC

4.1 Loading the MOT

As discussed in Section 3.2, the Strathclyde experiment utilises a double MOT setup

where the two chambers are connected by a transfer tube. Atoms are initially trapped in

the HPMOT and then transferred to the LPMOT using a series of resonant light pulses.

The resonant pulses accelerate the atoms to ⇠ 25 m/s through the transfer tube such

that a large number of atoms (⇠ 109) can be trapped. The push beam imparts a kinetic

energy kick onto the atoms because the frequency matches the resonant transition for

trapping atoms.

For this to occur, the HP MOT light is switched o↵ when the push beam is pulsed

on, allowing the atoms to be pushed out of the HP MOT, as they now only experience a

scattering force from the push beam. The LP MOT loading sequence is shown in Figure

LP MOT

LP MOT
Loading

HP MOT

Push

6 ms 4 ms

0.35 ms

6 ms 4 ms

0.35 ms

Figure 4.1: The LP MOT digital signal loading sequence and timings. Note that HP
MOT light is switched o↵ when the resonant push beam is pulsed on.
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4.2 Optical pumping

4.1. In order to e�ciently load the LP MOT, one needs to avoid scattering atoms from

this trap with the push beam. This is achieved by misaligning the push beam from

the LP MOT centre, such that it is at a small angle to the horizontal but still aligned

with the HP MOT centre. By having this angle, the atoms which are pushed have

a parabolic trajectory allowing them to be collected in the LP MOT without being

a↵ected by any resonant light.

4.2 Optical pumping

Optical pumping (OP) is used after MOT loading and further cooling by optical

molasses (red detuned, �molasses ⇠ 40MHz, for 10ms). Without optical pumping,

the atoms are distributed evenly amongst the magnetic sublevels of the ground state

(F = 2). Optical pumping is a procedure that increases the population of atoms in a

particular quantum state.

By using �+ polarised light that is resonant with the |F = 2i ! |F 0 = 2i transi-

tion, photon absorption drives the |F = 2,mFi ! |F 0 = 2,mF + 1i transition, which

is then followed by spontaneous emission. After a series of absorption-emission cycles,

the atoms will remain in the |2,+2i state. Once the atom reaches the |2,+2i ground

state, any absorption from the �+ light is now forbidden so the state is now a dark. A

schematic of this process is shown in Figure 4.2.

It is also possible to optically pump the |F = 2i ! |F 0 = 3i transition using �+

light. This transition would make the repump redundant since the |F 0 = 3i ! |F = 1i
decay is forbidden, however this introduces heating, as photon emission is present even

after the atoms are pumped into the |2,+2i state.

F'=2

F=2
mF=-2 mF=-1 mF=0 mF=+1 mF=+2

σ+

Figure 4.2: Optical pumping scheme. The black arrows indicate the �mF = 1 tran-
sitions that lead to the dark state and the grey arrows show the allowed spontaneous
emissions.
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4.2 Optical pumping

4.2.1 Magnetic field quantisation

The optical pumping must have a polarisation specified, in this case �+, therefore a

magnetic field is needed. The optical pumping sequence is comprised of three steps:

first is laser was unlocked and jumped ⇠ 270MHz to be resonant with the |F = 2i !
|F 0 = 2i transition, with a time duration of 0.45ms; the second step involves turning on

a 1G magnetic field (along OP axis) as well as the �+ OP light for a further 0.45ms;

finally, the laser is then jumped back and relocked to the |F = 2i ! |F 0 = 2/3i
crossover peak.

Once the optical pumping has been applied and the atoms are in the weak field

seeking (|2, 2i) trappable state, it is essential to synchronise the magnetic trap switch

on to catch the atoms. The timing of the magnetic field’s switching is observed by

monitoring the Hall e↵ect sensor signal, this is shown in Figure 4.3.
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Figure 4.3: Current monitor during magnetic trap switch on. The blue curve shows the
magnetic field generated along OP beam axis, this field is pulsed on prior to IP being
switched for 0.9ms. Red curve shows synchronised IP trap switch on, this catches the
atoms which have been prepared in the |2, 2i state by OP.

One can clearly see the e↵ect that optical pumping has on a cloud of atoms in the

magnetic trap by taking absorption images with and without OP. To do this, the MOT

was loaded for 5 s (as short fill time avoids camera saturation), then the atoms were

trapped in the compressed IP with (and without) the 0.45ms OP pulse, and finally an

absorption image was taken. Figure 4.4 shows the clouds profile and optical density

(OD) with and without OP, it can be seen that the OD increases from ⇠ 2 to ⇠ 4.5
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Figure 4.4: Demonstration of optical pumping e�ciency through the cloud’s profile
along vertical y axis and optical depth. When OP is o↵ (blue) the number of atoms is
2.8⇥ 107, whereas with OP (red) there are 7⇥ 107 atoms.

in the presence of OP. As well as increasing the OD, the number of atoms in the trap

increases by a factor of ⇠ 2.5.

4.3 Trapping the atoms

As discussed in the previous section, optical pumping can be used to increase the num-

ber of atoms in the |2, 2i state, hence increasing the number of atoms in the magnetic

trap. Once the atoms are trapped they can be controlled and manipulated to increase

critical parameters or undergo further cooling. The atoms in the magnetic trap can

also be used as a tool or diagnostic for the system.

4.3.1 Magnetic field compression

The compression of the magnetic trap is achieved by changing the current through the

coils. After OP, the IP current controller is initially primed to 10V to ensure a rapid

switch on of the IP FET banks, then the current is increased from 125 ! 450A (2V !
7V DAC voltage) over 400ms. During this compression stage, the compensation coils,

which generate the bias field, are also switched on. Figure 4.5 shows the current through

the coils, which were measured using the Hall-e↵ect sensors, during the magnetic trap

compression. The depth of the magnetic trap is deep enough to ensure that no atoms

are lost during the process of compressing the trap.
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Figure 4.5: Current through the coils during magnetic trap compression. Red curve
shows the current ramp of IP magnetic field (125 ! 450A) and green curve shows the
current in the compensation bias field during compression. Blue curve is OP field (⇥10
to emphasise signal), which is applied immediately prior to IP field being switched on.

The adiabatic compression of the magnetic trap is the final step before implementing

evaporative cooling. Compressing the trap increases the density and temperature of

the atomic ensemble, and hence the ratio of elastic to inelastic collisions. At the end

of the compression process, the critical parameters needed for runaway evaporation are

satisfied.

4.3.2 Trap frequencies

The magnetic trap frequencies change during compression, due to the alteration of the

shape of the trap. It is essential to know these frequencies accurately as they are used

to calculate the temperature of the atoms once released from the trap. In this case the

condensate is used as a tool to measure the trap frequencies of the IP trap.

At the centre of the IP trap the atoms experience a harmonic potential, which

directly a↵ects the behaviour of the trapped atoms. Atoms in this harmonic potential

will experience a potential of the form

U(r, t) =
1

2

X

i=x,y,z

m!2
i (r)t

2
i , (4.1)

where !i is the trap frequency in the three spatial dimensions of the trap. The Strath-

clyde IP trap is approximately cylindrically symmetric about the axial axis, which
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Figure 4.6: Radial magnetic trap frequency measurement. The hold time was varied
from 0 ! 41ms in 1ms steps to obtain four full oscillations to gain an accurate trap
frequency measurement. Radial trap frequency was measured to 92.3(0.2)Hz.

implies that !x = !y ⌘ !r, and we can refer to this as the radial frequency. The

axial confinement is an order of magnitude weaker, which results in a lower axial trap

frequency !z due to the weaker confinement.

The trap frequencies were measured using an external perturbation to disturb the

equilibrium position of the atoms in the trap, which results in spatial oscillations of

the atoms in the magnetic trap. By recording the final position of the atomic cloud,

after a variable hold time in the trap, the trap frequencies can be measured. Prior

to the creation of an external perturbation, a BEC was prepared, with its equilibrium

position measured as the peak of a 2D gaussian fit. To amplify the harmonic motion

of the condensate a drop time of 15ms was used.

The external perturbation was created using a magnetic field perturbation. The

perturbation in radial direction was induced by dropping the total IP magnetic field,

this changed the equilibrium gravitational sag. The total current in the IP coils was

dropped from 450 ! 385A (7 ! 6V on DAC voltage) for 2.5ms, which corresponded

to a quarter of the expected oscillation period. Care was taken to ensure that the

perturbation wasn’t great enough for the atoms to reach the anharmonic regions of the

trap. The radial trap frequency was measured to be 92.3(0.2)Hz, experimental data

and the corresponding fit are shown in Figure 4.6. For the axial perturbation a field

gradient was needed, this was supplied by the MOT coils. The magnetic perturbation

was created by keeping both the IP and bias coils constant and pulsing on the MOT
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Figure 4.7: Axial magnetic trap frequency measurement. The hold time was varied
from 0 ! 820ms in 10ms steps for three full oscillations, three full oscillations were
skipped before a final two oscillation data was recorded. This allowed more oscillations
of the atoms to be sampled and ensured an accurate trap frequency measurement, with
the axial trap frequency measured to be 9.11(0.01)Hz.

coils (0 ! 0.2V on DAC voltage) for 50ms, again this was chosen to match half of the

longer axial trap frequency. To create this pulsed MOT field, the current di↵erence

in the pinch coils was changed by switching the current direction in one of pinch coil

pairs. The axial trap frequency was measured to be 9.11(0.01)Hz, experimental data

and corresponding fit is shown in Figure 4.7.

4.4 Evaporative cooling

The final stage in creating a BEC is radio frequency (rf) evaporative cooling, this tech-

nique allows us to reach the required phase space density for macroscopic quantum de-

generacy. The time required for rf evaporation, which continuously satisfies the critical

parameters for runaway evaporation, in the Strathclyde experiment is ⇠ 32 s. The evap-

oration consists of a two-step continuous evaporation swept from 20 ! 5MHz, which

is controlled by an external frequency generator (Agilent 33220A, 20MHz Frequency

Generator). The first step of the evaporation sweeps the frequency from 20 ! 5.05MHz

in 30 s through a GPIB card, while the second step of the evaporation switches the Ag-

ilent to external frequency modulation (FM) and sweeps the frequency from 5.05 ! 5

MHz in 2 s. The switch to external FM mode means that the rf evaporation is con-

trolled by the DAC card, which is advantageous because the dipole beam and trap are
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Figure 4.8: Experimental evaporative cooling frequency ramp. The curve shows typical
32 s frequency ramp for �start = 20MHz, �stop = 5MHz and �base = 4.85.

also controlled by the DAC card. This eliminates any software jitter between the rf

switching o↵ and the dipole beam and magnetic trap, which is essential when trying to

achieve stable phase locked interference fringes.

The rf evaporation interacts with the atoms via a two-turn (23⇥18 mm) copper coil

that is placed on top of the cell in such a way that the vertical MOT beams pass through

it. The frequency is ramped using an exponential curve, such that the time-dependent

rf frequency is given by

�RF = (�start � �end)exp
�t/⌧

RF + �base . (4.2)

Equation 4.2 allows the evaporation to be modelled and optimised, and also allows for a

linear ramp if the parameters are chosen correctly. The Strathclyde evaporation ramp

is shown in Figure 4.8.

As the evaporation takes ⇠ 32 s, it is essential that the magnetic trap lifetime

is long enough to ensure that background inelastic collisions don’t interfere with the

experiment and data. To measure the lifetime of the trap the atoms were loaded into

the IP trap and held for a varying amount of time before an absorption image was

taken. Once the data has been taken, it can then be fitted with a function of the form

f(x) = N0exp
x/t

life , (4.3)
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Figure 4.9: IP magnetic trap lifetime. The MOT was loaded for 15 s and then atoms
were held for a variable time in the magnetic trap. Lifetime was measured to be 54 s.

where tlife is the magnetic trap lifetime. Using the above equation the IP magnetic trap

lifetime was measured to be 54 s, which is more than su�cient for the 32 s evaporative

cooling stage. The experimental data and fit are shown in Figure 4.9.

4.5 BEC

The evaporative cooling stage is the final step in creating a Bose-Einstein condensate.

An abrupt increase in cloud density and the emergence of a bimodal distribution in-

dicates the formation of a BEC. In addition, one can confirm the creation of a BEC

through its anisotropic velocity distribution and agreement with predicted transition.

Figure 4.10 shows density plots (absorption images taken at 25ms) of the forma-

tion of the BEC at di↵erent final trap depths at the final stage of evaporation. The

atom number, condensate size and density is controlled by changing the trap depth,

which can be achieved by changing the field from the bias (compensation) coils while

keeping the RF knife at 5MHz. The bias field is controlled by a DAC voltage and is

calibrated in such a way that a 0.01V change corresponds to a 25 kHz change in the

trap depth, this method enables a high level of control over the final trap depth. Figure

4.10 shows the cloud shrinking in size as trap depth is lowered by altering the field from

the bias coils, and peak density increasing as atoms condense into same state.

The appearance of a bimodal distribution once a condensate has been formed can

be seen in Figure 4.11, where a 1D Thomas-Fermi+Gaussian curve has been fitted to
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Figure 4.10: Density plots of the formation of a BEC as the trap depth is lowered by
changing the field from the bias coils. Scale bars represent optical density. From a)
to b) the trap depth was lowered by 25 kHz (bias 5.665 ! 5.655V) and from b) to c)
it was lowered by a further 10 kHz (bias 5.665 ! 5.651V) to form a 80% pure BEC.
Each image is 0.8mm2 and image taken at 25ms.

the experimental data. The bimodal (Thomas-Fermi+Gaussian) distribution used to

the fit the data takes the form

FitTF+G = A1 ⇤H
✓
1� x� x0

�

◆✓
1� (x� x0)2

�2

◆2

+A2 exp

✓
�(x� x0)2

2�2

◆
, (4.4)

where H represents the unit step function (equal to 0 for x < 0 and 1 for x > 0), x0 is

the centre of the distribution and � is the width. At first the atoms are in a thermal
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Figure 4.11: Density distributions and corresponding fits of the formation of a BEC
as the trap depth is lowered. Density distributions correspond to BECs from Figure
4.10, i.e. a) is the density distribution of Figure 4.10 a) and so on. Black points are
the experimental data, the red curve is the 1D Thomas-Fermi+Gaussian bimodal fit
to the data and the blue curve is the thermal cloud. Note how the thermal component
decreases and OD increases as the BEC is formed.
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cloud, but as the trap depth is lowered the thermal component decreases as the OD of

the condensed fraction increases. By dividing the area under the bimodal fit (red curve

in Figure 4.11) by the area under the thermal fraction (blue curve in Figure 4.11) plus

the area under fit, the BEC fraction can be calculated.

4.5.1 Ballistic expansion

Atoms in a BEC exhibit di↵erent ballistic expansion dynamics compared to a thermal

cloud of atoms. This expansion of the condensate can be used to gain important

information regarding the properties of the coherent matter wave, such as the velocity

distribution and aspect ratio of the cloud.

The condensate’s density can be written in the form of a time-dependent inverted

paraboloid that is strongly dependent on trapping frequencies [173] (recall that the

axial (!z) and radial (!r) trap frequencies are 9.1Hz and 92.3Hz respectively). When

the Thomas-Fermi [12] regime applies, the ballistic expansion obeys [173, 219]

◆r(t)

◆z(t)
=

p
1 + ⌧2

1 + "2(⌧ arctan ⌧ � ln
p
1 + ⌧2)

, (4.5)
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Figure 4.12: Ballistic expansion of BEC in free fall. The aspect ratio of the cloud was
calculated after the condensate was released from the trap and allowed to expand for
a varying time of flight. There is good agreement between the theoretical prediction
(black solid line) from Equation 4.5 and the experimental data (red). The experimental
trap frequencies used are !z = 2⇡ ⇥ 9.1Hz and !r = 2⇡ ⇥ 92.3Hz.
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for a weakly interacting BEC, where ⌧ = !rt and " = !z/!r. Figure 4.12 shows the

experimental data of the BECs ballistic expansion in the presence of only gravity and

the theoretical prediction from Equation 4.5, which are in good agreement.

4.6 Dipole beam

The Strathclyde experimental setup makes use of the optical dipole force to either

create a condensate in a double-well potential or adiabatically deform a single-well into

a double-well potential to a split BEC. This dipole beam is a blue detuned laser which

is far detuned from the 87Rb resonant transition and creates a potential barrier at the

centre of the BEC.

4.6.1 Optical dipole potential

As with trapping atoms using radiation pressure and magnetic traps, it is also possible

to make traps using laser beams. Such traps, which exploit electric dipole interactions,

are known as optical dipole traps [220]. The potential generated in optical dipole traps

has a strong dependence on detuning, therefore it is possible to create attractive and

repulsive forces with the light. A far blue detuned laser repels atoms from the brightest

parts of the beam, hence it is this repulsive force which can split the condensate.

An electric field E induces a dipole moment of �er = ✏0�a · E in an atom with an

interaction energy given by [97]

U = �1

2
✏0�aE

2 =
1

2
er ·E , (4.6)

where E is the amplitude of the electric field, U is the energy and ✏0�a is the polaris-

ability. The total force that the atom experiences is a combination of the dipole force

and the scattering force, Ftotal = Fdipole + Fscatt. The dipole force takes the form [97]

Fdipole = �~�
2

⌦

�2 + ⌦2/2 + �2/4

@⌦

@z
, (4.7)

and the scattering force is given by

Fscatt = ~k�
2

⌦2/2

�2 + ⌦2/2 + �2/4
, (4.8)
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where � = !�!0 is the laser detuning and ⌦ is the Rabi frequency. The dipole force is

zero on resonance (Fdipole = 0 for � = 0) and for |�| � � the dipole force is equal to the

derivative of the light shift (�!light = ⌦2/4�). Therefore, the light shift, or a.c. Stark

shift, for a ground state atom acts as a potential, Udipole, which, in three dimensions,

is given by [97]

F = �rUdipole , (4.9)

where

Udipole ⌘
~⌦2

4�
⌘ ~�

8

�

�

I

Isat
. (4.10)

When � is positive (blue detuning), the potential has a maximum where the intensity

is highest, i.e. the atoms are repelled from regions of high intensity. In the opposite

case when the frequency is detuned to the red (� is negative), the atoms are attracted

to the regions of high intensity. The dipole force either repels or confines the atoms at

the focus of the beam and since dipole traps operate at large detunings, the scattering

rate approximates to

Rscatt '
�

8

�2

�2
I

Isat
. (4.11)

This scattering rate scales as I/�2, whereas the trap depth in Equation 4.10 scales as

I/�. Therefore, the use of large detuning reduces the scattering (heating) rate whilst

maintaing a large trap depth.

4.6.2 Dipole beam position

To initially align the dipole beam it was overlapped with a 780 nm ‘tracer’ beam (picked

o↵ from F = 1 ! F 0 = 2 repump beam), which ‘blew’ away all of the atoms when

aligned with them. Once this was achieved the ‘tracer’ beam was removed and fine

alignment of the dipole beam realised. For the final alignment of the dipole beam

maximum beam power (⇠ 40mW) was used, which created the biggest optical dipole

potential. The dipole beam was switched on before the evaporation and was present

throughout the entire evaporation, which resulted in the clearest split signal. The

atom number and cloud size was adjusted by changing the final DAC voltage of the

compensation bias coils, Figure 4.13 shows the optical dipole potential’s a↵ect on two

condensates with di↵erent atom numbers. In Figure 4.13 a) there is a su�cient number

of atoms to continuously ‘fill’ the hole made by the dipole beam, which results in two
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4.6 Dipole beam

Figure 4.13: Absorption images of optical dipole potential e↵ect on atoms in magnetic
trap. Scale bars represent optical density. Two di↵erent final bias voltages a) 5.660V
and b) 5.680V were used to determine that the centre of dipole beam was aligned.
The two final bias voltages correspond to a change of 50 kHz at the trap bottom. Each
image is 1.0⇥ 0.4mm.

notches in the condensate, which indicate the dipole beam is positioned in the centre

of the atomic cloud. For a smaller number of atoms in Figure 4.13 b) there are not

enough atoms to ‘fill’ the hole, which results in the dipole beam completely splitting the

condensate into two parts. By changing the intensity of the dipole beam the splitting

between the two condensates can be adjusted.

The potential that the dipole beam creates is a function of the beam’s power, waist
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Figure 4.14: Theoretical optical dipole beam potential as a function of beam power.
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and detuning from the resonant transition. The theoretical optical dipole potential as

a function of dipole beam power is shown in Figure 4.14. The maximum dipole beam

power achievable is ⇠ 40mW, the use of an AOM combined with a VCA allows any

power from 0 ! 40mW to be used. Figure 4.14 shows that the potential scales linearly

with power; hence, 0.1mW of power creates a 22 nK potential and 40mW of power

creates a 9µK optical dipole potential.

4.6.3 Controlling the dipole beam

By changing the rf frequency and power of an acousto-optic modulator (AOM), the

deflection angle and intensity of a beam can be altered. These features have been

previously used to create arbitrary patterns for BEC experiments using time-averaged

optical dipole potentials [116, 221, 222]. Previously, potentials created for BECs using

AOMs have used red-detuned light light, however blue-detuned light potentials [223]

have much lower decoherence rates.

The dipole beam is focused through a 200MHz AOM, which has a voltage-

controlled amplifier (VCA) RF input, with an e�ciency of ⇠ 50% (the poor e�ciency

is due to the beam being bigger than the active RF region). The VCA (attenua-

tor/switch) allows the AOM to be controlled by a DAC line from the computer, which

enables dipole beam to be ramped on/o↵ in the experimental sequence. The VCA has

an input from a frequency generator, a control input from a DAC voltage and a output
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Figure 4.15: Dipole beam power as a function of RF power. The dipole beam illumi-
nated the photodiode head of a power meter just before the dipole beam focussing lens
at the cell and the maximum power was recorded. The DAC voltage was set to 5V.
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4.6 Dipole beam

which gets amplified before being connected to the AOM.

The dipole beam’s power is an extremely important parameter, as it alters the

splitting between the two parts of the condensate and therefore the interference fringes

(discussed in Section 5.3.2). In the experimental setup there are two ways in which to

adjust the dipole beam’s power, either through the power of the RF from the signal

generator or the voltage from the DAC. Figure 4.15 shows the dipole beam’s power

as a function of the power of the applied RF from the signal generator. The second

method to control the dipole beam’s power is via the control voltage from the DAC,

the dependence on which is shown in Figure 4.16.

Using both the RF power and DAC voltage means that the dipole beam’s power can

be controlled very accurately, which is essential when trying to perform ultra-stable in-

terferometry experiments. Dipole beam’s pointing stability is discussed in Section 5.8.3.
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Figure 4.16: Dipole beam power as a function of control voltage from DAC. The dipole
beam was incident on the photodiode head of a power meter just before the dipole
beam focussing lens at the cell and the maximum power was recorded. RF power was
set to �14 dB on signal generator.

4.6.4 Adiabatic splitting

In the Strathclyde experiment the splitting of the condensate can be achieved in two

ways: either by creating a BEC in a trap with the presence of the dipole beam, or by

ramping the dipole beam on after evaporation. The technique of continuous beam ap-

plication (through the evaporation process) results in the creation of two independent
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4.7 Levitation

Figure 4.17: Density plots showing di↵erence between adiabatic and rapid injection
of dipole beam. Scale bars represent optical density. Image a) shows rapid injection
of dipole beam over 1ms and image b) shows adiabatic injection of dipole beam over
100ms. Each image is 0.8⇥ 0.4mm at 2ms drop time.

BECs. For use in interferometry applications a single condensate needs to be smoothly

(adiabatically) split into two condensates with a fixed relative phase [65, 184, 224] to

prevent phase jitter in the interference fringes. Figure 4.17 shows the di↵erence be-

tween rapid and adiabatic splitting of the condensate. Figure 4.17 a) shows a rapid

injection of the dipole beam over a 1ms linear ramp, which sends shock waves through

the condensate and proves an obstacle when trying to generate interference fringes.

However Figure 4.17 b) shows a linear dipole beam ramp over 100ms which adiabati-

cally splits the condensate and results in clear spatial interference fringes. Having the

ability to adiabatically split the BEC allows both halves of the condensate to have a

phase memory of each other, this is essential for interferometric techniques.

4.7 Levitation

Magnetic levitation [26, 41, 225] is a very useful tool in cold atom experiments and

is used to overcome gravity, which allows for longer interaction times. Neutral atoms,

which have been cooled, have magnetic moments that are parallel to a static mag-

netic field B, therefore using a superposition of the existing gravitational field and an

additional magnetic field, they can be e↵ectively levitated.

95



4.7 Levitation

4.7.1 Importance of levitation

The importance of magnetic field levitation becomes apparent when considering the

interference of two BECs. The period of the interference fringes � in this experiment

arises from the de Broglie waves of the two condensates and takes the form (Section

2.6.2)

� =
ht

md
, (4.12)

where h is Planck’s constant, m is the atomic mass, d is the centre-of-mass splitting

distance between the condensates and t is the expansion time. Ballistic expansion in

free fall (t) is limited by the physical size of the vacuum cell and the imaging area (we

note that times of 100ms correspond to the BEC falling 49mm). Magnetic levitation

can be used to overcome this limitation and keep the atoms in the area of interest for

long time intervals (t > 80ms), allowing the interference fringes to become optically

observable.

4.7.2 Creating the levitation field

The levitation field was generated using the quadrupole field produced by the four cir-

cular coils with an additional vertical constant field, B4 coils+Bvertical. The mechanism

of levitation uses weak-field seeking |2, 2i atoms which are attracted to the local mini-

mum of the magnetic field. Once a BEC has been formed, the anti-gravity conditions

are achieved by applying a vertical magnetic field gradient. Since the force from gravity

has to be compensated with a magnetic field gradient, the field required can be written

as

FB = Fg =) µBB = mg =) B =
mg

µB
, (4.13)

therefore a vertical gradient of 15G/cm is needed for the levitation field. Combining

Bvertical with the quadrupole magnetic field reduces lensing in the vertical and imaging

directions [226]. The additional vertical constant magnetic field Bvertical is generated

from a pair of rectangular coils, which are used for optical molasses. The vertical bias

field is parallel to gravity but has the opposite sign; the e↵ect of adding this field to

the field produced by the circular coils can be seen in Figure 4.18. The magnetic field

causes focusing in the radial plane, while the axial dimensions display defocusing due

to the magnetic field.
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4.7 Levitation

Figure 4.18: Magnetic field contours of the levitation field (slice through magnetic
field at z = 0 cm). Contours represent magnetic field, where the darker regions indicate
stronger magnetic field strength. The levitation field is generated from the four circular
coils plus an additional vertical bias. The dashed line (red) indicates the original
position of magnetic field minimum from the four circular coils.

4.7.3 Levitation timing

The e↵ectiveness of the levitation field is very dependent on the accurate timing of

the experimental sequence. Switching the field on too early or too late can lead to

decoherence in the BEC or even atoms being lost. The levitation field is switched on

after evaporation and immediately after the IP and bias coils have been switched o↵.

Figure 4.19 shows the experimental timings of the quadrupole field from the toroidal

coils and the vertical bias for levitation with respect to the magnetic trap switch o↵.

The torus coils that produce the quadrupole field for levitation are pulsed to 10V (on

DAC) for 3ms to ensure they are on just as the IP trap switches o↵, and then set to

0.75V to support atoms against gravity. Bvertical requires a DAC voltage of 6.3V to

produce the necessary field for levitation.

4.7.4 Levitation field dynamics

The combined field B4 coils+Bvertical compensates for gravity, therefore this linear field

gradient can hold the atoms in a specific position for long times-of-flight. During levi-
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Figure 4.19: Magnetic levitation field timing. Bias (black) and IP (blue) switch o↵ in
⇠ 3ms at which point both the quadrupole (red) and Bvertical (green) have switched
on. This method ensures a ‘smooth’ transfer from the magnetic trap to the levitation
field.

tation the condensate experiences di↵erent expansion dynamics compared to a BEC in

free fall as the levitation field causes the atoms to experience a weak outward force in

the horizontal direction. Figure 4.20 shows the expansion of the atoms in the levitation

field for various levitation times.

The nature of the modified expansion can be understood through considering the

potential landscape of the field. Since the coils used to created the toroidal quadrupole

field are circular, the axial (z) potential can be approximated to a weak inverted

Figure 4.20: Density plots for BEC in levitation field. Scale bars represent optical
density. Each image is 1.4⇥1.4mm2 and the levitation time is given in top-left corners.
Density plots show how the BEC expands and the OD density drops with time.
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4.7 Levitation

parabola, Uz = �m!2z2/2. The magnitude of ! is that of a rigid pendulum, ! =
p
g/r = 14 rad/s, where the acceleration due to gravity is g and r is the radius of the

ring (5 cm). The classical motion of a particle with an initial velocity v0 and horizontal

position z0 is given by

z(t) = z0 cosh(!t) + v0 sinh(!t)/! . (4.14)

The anti-trapping potential that a↵ects the horizontal motion can be defined by finding

! from Equation 4.14.

By analysing the cloud expansion during levitation the angular frequency of the anti-

trapping potential can be found. After BEC formation, the BEC was then levitated
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Figure 4.21: Axial cloud widths and distributions in levitation field. Top image shows
how the width of the atomic cloud varies as a function of the levitation field. The fit
function is of the form hz(t)i = (hz20i cosh2(!t) + 1

!2

hv20i sinh2(!t))1/2. Bottom images
are examples of 1D (Thomas-Fermi+Gaussian) fits using Equation 4.4 for di↵erent
levitation times (shown in top-left corner), note the change of y-axis scale as cloud
expands.
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4.7 Levitation

for a variable time and at each time an absorption image was taken. To observe the

atomic distribution each absorption image was integrated along the y axis, resulting

in determining the distribution along the axial direction of the condensate. For each

levitation time a 1D Thomas-Fermi+Gaussian was fitted to the data and the width

of the cloud obtained. Figure 4.21 shows the cloud widths (average of four images)

as a function of the levitation time, along with some examples of the 1D fits to the

experimental data using Equation 4.4.

The Magnitude of ! obtained from the fit to the data in Figure 4.21 was found to

be (14.1 ± 0.4) rad/s, which agrees with the theoretical prediction from the geometric

potential. The value of ! defines the anti-trapping potential and has a substantial e↵ect

on the interference fringes of two overlapping condensates that are in this levitated

potential.
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Chapter 5

Interferometry

By combining the Io↵e-Pritchard trap (discussed in section 2.3.4) and the dipole beam

(discussed in section 4.6) a double well potential can be created, where two halves

of the BEC, or two independent BECs, occupy both wells of the potential (Section

1.4.1). The recombination of the two wells is achieved by switching o↵ the dipole

and magnetic potentials and allowing the condensates to overlap with one another.

After implementing the levitation field (Section 4.7) an interference pattern is optically

observable after 80ms. The levitation field enables interference fringes from 80 !
200ms to be imaged using absorption imaging.

5.1 Interference fringes

Initially the interference fringes were obtained from two independent BECs as the dipole

beam was present during the whole evaporation process. Once the two BECs had been

created in each of the two wells, all dipole and trapping potentials were switched o↵ and

the anti-gravity conditions initialised for 160ms. The levitation field was then switched

o↵ and an additional 2ms free fall was applied before an absorption image was taken,

which ensured there were no stray magnetic fields and resulted in a clearer image.

Figure 5.1 shows a typical interference pattern and density profile of two BECs

that have overlapped during 160ms levitation. From the absorption images some of

the important properties of the coherent matter-wave can be interpreted, such as the

fringe period, contrast and phase of the interference pattern. The period and contrast
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Figure 5.1: Interference pattern and integrated OD after 160ms levitation. Scale bar
represents optical density. a) Density plot (2⇥1.5mm) of interference fringes from two
initially separated BECs and b) is integrated optical density over the whole cloud.

of the interference fringes depend on a variety of experimental parameters, including

the levitation time and the initial separation between the two condensates.

5.2 Fringe pattern processing

Once the absorption image has been taken, it has to be analysed to gain the period and

contrast of the data. A technique known as Discrete Fourier Transform (DFT) is used

to calculate the period of the interference pattern. The continuous Fourier transform

is defined as [227]

f̂(!) =

Z +1

�1
f(t)e�2⇡i!tdt , (5.1)

where f(t) is the inverse Fourier transform given by

f(t) =

Z +1

�1
f̂(!)e2⇡i!td! . (5.2)

Now considering the case when the function is no longer continuous but takes discrete

values, f̂(t) ! ûk, given N values ûk takes the values u0, u1, ..., uN�1. This results in

the discrete Fourier transform [228]

ûk =
N�1X

k=0

uje
�2⇡ijk/N , (5.3)
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the inverse transform is then

uj =
1

N

N�1X

k=0

ûke
2⇡ijk/N . (5.4)

Discrete Fourier transforms are particularly useful as they show periodicities in data as

well as the relative strength of any periodic components. In general, the discrete Fourier

transform of a real sequence of numbers will be a sequence of complex numbers of the

same length. As the DFT is a complex function hence we can write the components as

[229]:

ûk = |ûk|ei�(k) . (5.5)

By calculating the modulus of the Fourier transform’s complex function |ûk|, the am-

plitude spectrum can be obtained. The squared modulus of a Fourier complex function

describes the spectral power density, therefore this results in the ratio of how di↵erent

spectral elements contribute to the total power. if uj is real, then ûN�k and ûk are

related by

ûN�k = ûk , (5.6)

for k = 0, 1, ..., N � 1 and leads to a symmetric amplitude spectrum plot, only if the

total number of components is odd.

5.2.1 Fourier transformation and fringe period

From the original image of the interference pattern only a section in the centre, the area

of interest (AOI), is selected for further analysis. The Fourier spectrum was acquired by

selecting all of the rows within the AOI (R1, R2, R3, ..., Rn), then the Fourier spectrum

Fi(Ri) was calculated for each of the individual rows and finally the average |Fi(Ri)|/n
was generated (assuming no tilt in the fringes).

Figure 5.2 b) shows the Fourier spectrum for the interference fringes in Figure 5.2

a). The original absorption image of the interference fringes was 400⇥ 400 pixels and

the AOI was chosen from that image, this allows the period of the fringes to be seen

more clearly. The AOI was chosen to be a 50 ⇥ 50 pixel submatrix in the centre of

the original image, shown in Figure 5.2 a), and the amplitude of the Fourier spikes

corresponds to the contrast of the fringe pattern.

The Fourier spike can be transformed into the fringe period using
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Figure 5.2: Submatrix and Fourier spectrum for experimental interference pattern after
160ms levitation. Scale bar represents optical density. a) Original absorption image
is 400 ⇥ 400 pixels and submatrix 50 ⇥ 50 pixels (red box), which is used to calculate
period. b) Fourier spectrum of the submatrix in a), fringe period was calculated to be
⇠ 45 µm.

� =
Ntotal

Npeak � 1
Psize , (5.7)

where Npeak is the frequency at which the fringes occur within the AOI, with total

width Ntotal, and Psize is the pixel size. It is this formula that is used to calculate the

fringe period for all the experimental data, although as discussed in Sectopn 5.4 this

needs to be modified due to the inverted parabola axial potential.

Ideally the interference pattern will be aligned with the CCD camera, however ex-

perimental interference fringes may be tilted with respect to the pixel array. Interference

fringes possess phase information, by applying phase related correction the fringes can

be straightened. Figure 5.2 presents the raw image with the 50 ⇥ 50 pixel submatrix

and the corresponding Fourier spectrum used to calculate the fringe period and density

maxima. The Fourier spectrum has peaks at 7 and 46, which have opposite phase and

are most sensitive when straightening the fringe pattern. The tilt of the fringes directly

corresponds to the phase change along the fringes. The phase, �i, for each of the rows

(from bottom to top) in the AOI is obtained from the Fourier transform, Figure 5.3

presents the phase change for each row in the AOI.

The phase change with respect to the rows was fit using the function �cor = Ax+�0,

the gradient A was found to be �0.006 rad/row and �0 was found to be 0.97 rad. The
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Figure 5.3: Phases of the Fourier components of interference pattern with the AOI
from Figure 5.2 a). Data points (black) are shown along with corresponding linear
phase shift fit (red dashed) to the phases of the Fourier components. The slope was
determined to be �0.006 rad/row.

phase correction factor is then applied to the peaks in the Fourier spectrum (with

opposite phase e�i�
cor and ei�cor), this results in the phase correction shift and the

interference fringes being straightened.

Once the fringe period has been calculated from the Fourier spectrum the contrast

is then obtained by averaging the phase corrected rows in the AOI and fitting the data.
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Figure 5.4: Density profile and sinusoidal fit of the interference pattern. The density
profile (red points) is obtained by averaging the rows in the AOI, which are then fitted
(blue curve) with a sine wave that has a quadratically varying amplitude and o↵set
(Equation 5.8). The sinusoidal fit to the data demonstrated a high contrast of 95%.
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The fringes are fitted with a sine wave that has a quadratically varying amplitude of

the form

Fitfringes =
�
1 + C(x�D)2

�✓
A+B cos


2⇡

✓
x� leng� 1

2

◆
(spi� 1)/(leng) + �

�◆

(5.8)

where leng is the number of the columns in the AOI and spi is the position of the first

Fourier spike in the AOI. Figure 5.4 shows the density profile and fit (using Equation

5.8) of the interference fringes within the AOI in Figure 5.2 a). When calculating

the fringe visibility the background level was measured and subtracted from the data.

There is a striking agreement between the averaged row experimental data and the fit,

this increases the confidence in the calculated values of the fringe period and contrast.

5.3 Fringe period - initial separation

The initial separation between the two wells of the potential is a critical parameter,

as it can not only influence the fringe period but also the contrast of the interference

pattern. The initial separation can be changed by altering the power in the dipole

beam, e↵ectively changing the potential barrier thickness between the two wells.

5.3.1 Focusing the dipole beam

The dipole beam is linked to the initial separation between the two wells of the potential,

therefore it is essential that the dipole beam is focussed at the BEC. Similar to Section

4.3.2 where the BEC was used as a tool to measure the trap frequencies, the BEC can

be used to identify if the dipole beam is in focus. Using the equation for the fringe

period (Equation 4.12), it can be seen that the fringe period is inversely proportional to

the initial separation. Therefore, the largest fringe period should correspond to when

the the dipole beam is focussed at the condensate.

Figure 5.5 shows the experimental fringe separation (and corresponding contrast)

as a function of the dipole beam lens position. The lens was attached to a micrometer,

this gave accurate control over the lens position. Two independent condensates were

created and levitated for 150ms and the fringe period calculated from the image of the

fringes. The largest fringe separation occurred when the lens was at 8.3mm on the

micrometer, this corresponded to a fringe separation of ⇠ 35µm.
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Figure 5.5: Dipole beam lens focus. Two independent BECs were created and levitated
for 150ms before an absorption image was taken. The lens was attached to a microm-
eter and this was used to vary the lens position. Blue (circles) corresponds to fringe
separation and red (triangles) corresponds to contrast. The fringe period is inversely
proportional to the initial separation, therefore the lens was in focus at 8.3mm as this
gave the largest fringe period. Each point is an average of five experimental data points.

5.3.2 Dipole beam power

For a fixed drop time the power of the dipole beam is linked to the initial separation

of the condensate. Increasing the power in the dipole beam makes a linearly larger

Gaussian potential at the bottom of the parabolic IP trap, pushing the two condensates

apart. The fringe period’s dependence on dipole beam power is shown Figure 5.6

and it agrees well with the fringe period formula. Two independent condensates were

generated since the dipole beam was on throughout evaporation, the BEC was then

levitated for 160ms and the dipole beam power varied. Lower intensities,  1 mW,

result in the largest fringe period since e↵ectively this corresponds to the thinnest

optical barrier between the two parts of the condensate. The fringe spacing ranges

from ⇠ 22.9 µm to ⇠ 55.1 µm, note the first two images have curved fringes which

is similar to Reference [64] (see Figure 5.7). Figure 5.7 shows absorption images of

the interference pattern for various dipole beam powers, note discernible change in the

period of the fringes and their contrast.

When dealing with interference patterns, not only is the fringe period taken into

account but also the fringe contrast (visibility), which is written as

Contrast =
Smax � Smin

Smax + Smin
, (5.9)
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Figure 5.6: Fringe period dependence on dipole beam power. The dipole beam is
present throughout whole evaporation, then the BECs were levitated for 160ms and
the dipole beam power was varied. Each point is an average of five experimental data
runs.

where Smax is the maximum signal of the oscillations and Smin the minimum of the

oscillations. The dipole beam power also a↵ects the contrast of the interference pattern,

this dependence is shown in Figure 5.8 and the reason discussed below. The same set

of experimental data was used for Figures 5.6 and 5.8.

The contrast starts to drop as the dipole beam power is increased, as at higher beam

powers the part of the Gaussian dipole potential experienced by the BEC is increasingly

steep. As the condensate is in the Thomas-Fermi regime there is a correspondingly

Figure 5.7: Absorption image of interference fringes for various dipole beam powers,
taken after 150ms of levitation. Scale bars represent optical density. The beam power
for each interference pattern was a) 0.2mW, b) 0.9mW, c) 6.5mW and d) 14.4mW.
The fringe periods and contrasts were measured to be: a) 55µm and 15%, b) 46µm
and 94%, c) 34µm and 74%, d) 24µm and 65%.
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steep atomic density gradient, which further increases the broken symmetry of the

system prior and during expansion. The largest fringe period and contrast occur at

low dipole beam power which lends itself perfectly to interferometry, This is because

smaller changes in the potential permit faster adiabatic splitting of the condensate,

ideally leading to longer phase memory in the halved BEC.
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Figure 5.8: Fringe contrast dependence on dipole beam power. The dipole beam is
present throughout whole evaporation, then the BECs were levitated for 160ms and
the dipole beam power was varied. Each point is an average of five experimental data
runs.

5.4 Fringe period - levitation time

Altering the initial separation between the condensates by changing the potential which

splits them isn’t the only method of changing the fringe period. Using fringe period

formula from Equation 4.12, it can be seen the ballistic expansion results in a linearly

increasing fringe spacing with time. With a fixed initial centre-of-mass separation

between the condensates, the fringe period is directly proportional to the duration of

the ballistic expansion. The solid red curve in Figure 5.9 is how the fringe period should

depend on the ballistic expansion time however, it is clear that the data significantly

deviates from the predicted curve.

The reason for the deviation from the ballistic expansion theory can be understood

when considering the levitation field applied during the ballistic expansion of the BECs.

As discussed in Section 4.7.4, the atoms experience an inverted parabola axial potential
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Figure 5.9: Fringe period as a function of levitation time. BECs were initially separated
by ⇠ 40µm and then levitated for a varying time. Ballistic expansion theory (red),
experimental data (black points) and modified fringe period formula (blue) are all shown
for levitation times up to 190ms. The experimental data agrees well with the model
for the fringe period in an inverted parabola potential (a geometrical ring property),
with ! = 15.3 rad/s.

during levitation due to the circular nature of the quadrupole field. By solving the

one-dimensional time-dependent Schrödinger equation, it can be shown that the fringe

separation in a potential Uz = �m!2
zz

2/2 should be modified relative to the fringe

period from ballistic expansion theory, � = ht/md, to

�0 = �
sinh(!zt)

!zt
. (5.10)

The levitational potential has a nonlinear ‘magnifying’ e↵ect on the fringes and with

200ms levitation fringe periods of 80µm can be observed, which can be clearly seen in

Figure 5.9. It should be noted that to achieve the equivalent maximum fringe period

by ballistic expansion it would take 800ms, which corresponds to 3m of free-fall.

5.5 Maximum contrast interference

The theoretical maximum contrast that is possible can be modelled and then compared

to the experimental data. If you assume two perfect matter-wave point sources that

interfere, they will produce an interference signal in the form of sinusoidal fringes
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d

j-1 j+1

Figure 5.10: Schematic diagram of sinusoidal fringes on pixels of the CCD. Interference
fringes (red) spanning over the pixels of the camera (black) with a pixel size d = 5µm.
Adjacent pixels in the CCD are defined as J � 1 and J + 1.

F (x) = A sin

✓
2⇡x

�f

◆
, (5.11)

where �f is the fringe period. By integrating how much of the sine wave is in each of

the pixels the theoretical maximum contrast can be calculated. When the interference

fringes hit the jth pixel of a perfect CCD, which has a pixel size of d (schematic shown

in Figure 5.10), the fringe signal averaged over the range (j � 1/2)d  x  (j + 1/2)d

is

FCCD = sinc

✓
⇡d

�f

◆
A sin

✓
2⇡jd

�f

◆
= CF (jd) . (5.12)

0 10 20 30 40 50
0

20

40

60

80

100

Fringe period HmmL

M
ax
Co
nt
ra
st
H%L aL

0 40 80 120 160 200
0

20

40

60

80

100

Time HmsL

Fr
in
ge
pe
rio
d
Hmm
L bL

Figure 5.11: Maximum contrast as a function of fringe period theory curves. a) The-
oretical plot of the variation of contrast as a function of time using Equation 5.13. b)
Theoretical plot of fringe period as a function of levitation time in the inverted parabola
axial potential using Equation 5.10.
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Therefore, the original fringe signal is modulated by the reduced contrast

C = sinc

✓
⇡d

�f

◆
. (5.13)

In our experimental setup the size of the pixels d is constant, therefore the contrast

only depends on the period of the time-dependent interference fringes. Figure 5.11

shows the theoretical plots for both the contrast as a function of the fringe period and

the fringe period as a function of levitation time. Figure 5.11 b) used the formula for

the modified fringe period (Equation 5.10) due to the axial inverted parabola potential

during levitation and the calculated ! = 15.3 rad/s from the fit in Figure 5.9.

Knowing how the contrast depends on the fringe period, and how the fringe period

varies with time, allows the theoretical maximum contrast sinc curve due to the pixel-

lation of sinusoidal fringes on the CCD camera to be determined. Figure 5.12 shows

the theoretical maximum fringe contrast as a function of time in the levitation field.

For levitation times > 150ms the contrast reaches 95� 100%.
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Figure 5.12: Theoretical maximum contrast as a function of time, due to pixellation of
sinusoidal fringes on the CCD camera. Theory curve (black) uses both plots in Figure
5.11 to calculate the maximum contrast in the levitation field.

5.5.1 Contrast - Experimental fringes

As discussed theoretically in the previous section, the contrast of the interference fringes

varies as a function of levitation time. A BEC was created and then split by ⇠ 40µm

using the dipole beam, the two halves were allowed to expand in the levitation field
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5.5 Maximum contrast interference

Figure 5.13: Absorption image of interference fringes for various levitation times. Scale
bars represent optical density. Image a) is after 80ms with a contrast of 30%, b) is
after 120ms levitation with a contrast of 65% and c) is after 160ms with a contrast of
95%. Each individual image is 1.8⇥ 1.8mm.

and an absorption image was taken. Figure 5.13 shows absorption images of the inter-

ference fringes at various points during levitation: a) 80ms, b) 120ms and c) 160ms.

From these images it is clear to see not only the contrast increasing with time but

also the noticeable change in the fringe period, which agrees with the model for the

experimental setup.

Figure 5.14 shows how the contrast of the interference fringes varies as a function
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Figure 5.14: Experimental fringe contrast as a function of time using �3MHz detuned
imaging beam light. Experimental data points (red) and theory curve (black) are shown
for levitation times up to 190ms. Each point is an average of five experimental data
runs.
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5.5 Maximum contrast interference

of time, using �3MHz detuned imaging light (discussed in next section), as well as

the theoretical maximum contrast curve. The reason for the increasing contrast up to

levitation times of 150ms is that there are fewer pixels per fringe, i.e. lower fringe reso-

lution. As the fringe period grows with levitation time it fills more pixels, therefore the

fringe resolution increases and the contrast becomes more evident. Another reason for

the increasing contrast with time is that at short time of flights the spatial distribution

dominates, whereas at longer times the velocity distribution dominates. A result of

this is that the matter wave fringes become increasing planar. At 160ms single-shot

interference contrast � 95% has been observed, which is the highest contrast reported

in this type of interferometer, and is only limited by the pixellation of the sinusoidal

fringes on the CCD camera.

There is good agreement between the experimental data and the theory, which is

quite remarkable as the theory assumes two perfect matter wave point sources. The

theory also has no allowance for our non-tomographic imaging which is susceptible to

any spatial asymmetry in the source BECs and hence 3D curvature of the fringes. The

agreement between the experimental data and theory is made all the more impressive

considering the BEC is far from a perfect point source, it is an elongated condensate

split in half with broken symmetry.

5.5.2 Contrast - Imaging beam detuning

The frequency of the light used to image the BEC is an important parameter, as absorp-

tion imaging is a function of detuning. As discussed in Section 3.5.1, the Strathclyde

experiment uses resonant absorption imaging, so any magnetic fields on during imag-

ing must be accounted for. During the imaging sequence there is a ⇠ 2G magnetic

field along the imaging direction, this causes a 3MHz relative Zeeman shift of the

|2, 2i $ |3, 3i transition. To calibrate the imaging beam frequency and the applied

magnetic field during imaging, the frequency of the light was changed and the number

of atoms in the IP trap recorded.

Figure 5.15 shows the atom number in the IP trap as a function of the imaging

beam frequency and the corresponding Lorentzian fit. From the fit the maximum in

atom number occurs at an AOM frequency of 136.5MHz with a linewidth of 6.4MHz.

The imaging beam AOM is set to be on resonance at 133.7MHz, therefore as ex-

pected the AOM frequency needs to be adjusted by ⇠ 3MHz to be resonant with the
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Figure 5.15: Atom number as a function of imaging beam frequency. Imaging beam
frequency was adjusted by changing the RF input to the AOM and MOT was loaded
for 5 s to avoid the camera saturating. The data was fit with a Lorentzian function,
centre frequency and linewidth from fit are 136.5MHz and 6.4MHz respectively. Each
point is an average of five experimental data runs.

|2, 2i $ |3, 3i imaging transition. Not having the imaging beam on resonance results

in a drop in optical density and contrast as the focal point of the camera changes with

imaging beam frequency.
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Figure 5.16: Contrast as a function of time for di↵erent imaging beam detunings.
Two BECs were created, then levitated for a varying time and the contrast of the
resulting interference pattern analysed. The fringes were focused separately for all
three detunings. Each point is an average of five experimental data runs.

115



5.6 Talbot enhanced interference

As mentioned previously, the focal position of the camera changes depending on

the frequency of the imaging beam. The fringes were focused for -3, 0 and +3MHz

detuning from the imaging resonance and the contrast of the interference fringes as a

function of time was performed for all 3 detunings. The experimental data is presented

in Figure 5.16, where it is clear to see that there is ⇠ 20% increase in contrast for both

the �3 and +3MHz detuning. The reason for the increase in contrast when the imag-

ing beam is detuned can be attributed to the spatial Talbot e↵ect of the imaging light

interacting with the periodic BEC fringes, The Talbot e↵ect converts phase amplitude

into intensity amplitude, which results in an increase of the observed contrast of the

interference pattern. This Talbot e↵ect and enhancement of contrast will be discussed

in more detail in the next section.

5.6 Talbot enhanced interference

5.6.1 Talbot e↵ect

A well known phenomenon in classical optics is the Talbot e↵ect, the self-imaging of a

periodic structure in near-field di↵raction at certain regular distances. The Talbot e↵ect

was first observed in 1836 by Talbot [230], when a di↵raction grating was illuminated

with white light, and behind the structure repeated images of the grating were observed

[231]. In 1881, Lord Rayleigh explained the Talbot e↵ect in terms of wave optics [232],

where he proved the phenomenon was a result of the di↵raction interference of highly

spatially coherent waves, i.e. plane waves, by the grating.

When light with wavelength � is incident on a periodic structure (a grating) with

period d, the intensity pattern of the light forms a self image of the structure behind

the grating. These self images occur at particular periodic positions, with a period

given by the Talbot length [76]

LTalbot =
d2

�
, (5.14)

and then again at all multiples of the length. At even multiples of the Talbot length an

exact self image of the structure is reproduced, whereas at odd multiples the reproduced

self image is shifted by half the period of the grating (see Figure 5.17). In between the

revivals of the images, patterns with smaller periods are formed, this e↵ect is known
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Figure 5.17: The Talbot e↵ect, figure taken and adapted from [231], shown as a “Talbot
carpet”. An incident plane wave di↵racts though the grating and this exact image is
reproduced behind the grating at 2LTalbot. Another exact self image of the grating
occurs at LTalbot but is shifted by half a period of the grating. At regular fractions of
the Talbot length higher frequency images are also present.

as the fractional Talbot e↵ect [233]. Figure 5.17 schematically shows the Talbot e↵ect

for plane light waves incident on a periodic grating. It is clear to see the identical self

image of the structure at 2LTalbot, the self image shifted by half a period as well as the

higher frequency Talbot e↵ects.

The Talbot e↵ect has many applications in imaging processing and synthesis,

optical testing and optical metrology [234], and has been studied extensively both the-

oretically and experimentally [235, 236, 237]. The Talbot e↵ect has also been observed

with spatially incoherent light [238] to form a Talbot-Lau interferometer [239], which

is used in atomic and molecular interferometry [240, 241]. In the case of atom op-

tics, where matter waves replace light waves, the Talbot e↵ect has also been observed

[239, 242, 243]. As regards to macroscopic matter waves, i.e. BECs, the temporal

Talbot e↵ect has been observed in the time domain [244, 245]. The Talbot e↵ect is also

important for pattern formation [246].

5.6.2 Spatial Talbot e↵ect - BEC interferometry

In atom optics the Talbot e↵ect is due to matter waves imaging and reimaging at the

Talbot distance (⇤T = 2d2/�). The Talbot e↵ect has been observed using hot atomic
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beams, which have de Broglie wavelengths of tens of picometers. For BECs, to date

the Talbot e↵ect has been seen in the time domain, in systems with additional 1D

standing waves. In Strathclyde there is a strong dependence of the interference fringe

contrast with the focal location of the camera, which can be clearly attributed to the

Talbot e↵ect. This is the first observation of the spatial Talbot e↵ect of imaging light

interacting with periodic BEC fringes and this e↵ect can have a drastic influence on

the interference signal, which is discussed below.

The CCD camera is on a translation stage, which has a total range of 25mm, so

by moving the camera in 1mm steps interference patterns from multiple di↵erent focal

locations can be analysed. By moving the camera over the full range of 25mm, the

observed contrast of the interference fringes increases and decreases, as shown in Figure

5.18. In this experiment two BECs were created, then levitated for 160ms before an

absorption image was taken on resonance at the various camera positions. From this it

is clear to see that the contrast of the interference pattern increases and decreases as

the camera is swept through the full range of the translation stage. The three density

plots were chosen at the peak, trough and middle point to display the contrast visibly

changing and demonstrate the drastic e↵ect on the interference signal.

The magnification of the imaging system modifies the observed Talbot period, which

is therefore given by

⇤ =
(M�f )2

�
, (5.15)

where M is the magnification, �f is the period of the fringes and � is the wavelength of

the imaging light. Due to the magnification of 2.03(0.05) (measured in Section 3.5.1) at

a camera position of 12.5mm in the setup, the Talbot period appears four times longer

when imaged onto the camera. The observed fringe period under these experimental

conditions was calculated to be 41(1)µm (camera position of 12.5mm) after 160 ms,

using Equation 5.15 this corresponds to a theoretical Talbot period of 8.6(4)mm. The

Talbot period from the fit to the data in Figure 5.18 was measured to be 8.0(1)mm,

which agrees well with the theoretical predictions.

The Talbot e↵ect depends on the magnification, fringe period and wavelength of the

imaging light. To confirm the observed e↵ect was the Talbot e↵ect the period of the

interference fringes was changed and the same experiment was carried out. The fringe

period was altered by changing the total levitation time, 140ms and 170ms were chosen
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Figure 5.18: Talbot e↵ect - Contrast as a function of camera position for a resonant
imaging beam and density plot of fringes at three camera positions for 160ms levitation.
Scale bars represent optical density. Contrast of interference signal drops and then
rises as the camera’s position is scanned across the full range. Red numbers on graphs
correspond to red numbers in the corner of the density plots. Density plots of fringes
show the contrast visibly changing as the camera’s focal location is changed. Each
data point is an average of five experiment iterations and images are single shots with
1.2⇥ 1.2mm.

as they would both produce a noticeable change in the observed Talbot period. The

same experiment was performed for both 140ms and 170ms: two BECs were created,

then levitated for either 140ms or 170ms and the contrast as a function of camera

position was analysed. Figure 5.19 shows the experimental data and fits to the data,

which also exhibit a periodic variation in the contrast of the interference signal as the

camera’s location is varied. It is expected that the Talbot period will be extended for

larger fringe periods and shortened when the fringe period becomes smaller, this e↵ect
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Figure 5.19: Talbot e↵ect - Fringe contrast as a function of camera position for resonant
imaging light for 140 and 170ms levitation. Talbot period increases with larger fringe
periods and gets shorter with smaller fringe periods. With the camera at 12.5mm,
the fringe periods at 140 ms and 170 ms were measured to be 35(1)µm and 49(1)µm,
respectively, which results in theoretical Talbot periods of 6.3(3)mm for 140ms and
12.3(4)mm for 170ms. Talbot period from the fits were measured to be 6.4(1)mm for
140ms and 11.8(1)mm for 170ms. Each point is an average of five experimental data
runs.

is observed in Figure 5.19. The fringe periods under the experimental conditions for

140ms was found to be 35(1)µm and 49(1)µm for 170ms with the camera at 12.5mm,

which results in a theoretical Talbot period of 6.3(3)mm and 12.3(4)mm for 140ms and

170ms respectively. The Talbot periods from the fits to the data were measured to be

6.4(1)mm for 140ms and 11.8(1)mm for 170ms, both of these are in good agreement

with the theoretical prediction.

The striking agreement between the theoretically predicted Talbot periods and the

measured Talbot periods from the fits to the experimental data strongly verifies that

the observed e↵ect is indeed the Talbot e↵ect. This is the first reported observation of

the spatial Talbot e↵ect of imaging light interacting with periodic BEC fringes. This

e↵ect is relevant to all BEC interferometers and can be used as a tool to optimise and

focus interference fringes. Figure 5.20 presents the observed Talbot period as a function

of fringe period for three di↵erent magnifications and demonstrates the relevance and

importance this e↵ect has on BEC interferometry. Depending on the magnification of

the imaging system and the interference pattern’s fringe period the Talbot period can
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Figure 5.20: Theoretical Talbot period as a function of fringe period for three di↵er-
ent magnifications. Theoretical Talbot periods calculated using Equation 5.15. This
demonstrates how sensitive the Talbot period is to experimental parameters. Depend-
ing on fringe period and magnification, the Talbot period can be either small or large,
which can have a major e↵ect on the interference signal. Note y-axis is on a log scale.

be either extremely short or long. If the fringe period is small, when the BEC appears

to be in focus the interference signal could potentially be at a trough in the Talbot

period, therefore the resulting fringes will appear to have a low contrast. By moving

the camera a small amount, while still keeping the BEC in focus, the fringes would rise

to a peak in the Talbot period, in turn increasing the contrast of the interference signal.

This phenomenon o↵ers a technique to focus interference fringes and obtain the highest

possible contrast the system allows and is important for all BEC interferometers.

The spatial Talbot e↵ect of light interacting with periodic interference fringes was

also studied using positive and negative detuned imaging light. The contrast as a

function of camera position after 160ms levitation was performed for both +3MHz

and �3MHz imaging beam detuning. Figure 5.21 presents the experimental data for

the contrast as a function of camera position for +3/0/�3MHz detuned imaging light.

The enhancement in the contrast can be understood by considering what happens to

the imaging light as it passes through the fringes. When light passes through the

interference fringes, the atoms attenuate and phase shift the light depending on the

detuning and optical density. The phase delay due to the detuning and optical density
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Figure 5.21: Talbot e↵ect - Fringe contrast as a function of camera position for +3/0/�
3MHz detuned imaging light after 160ms levitation. Contrast is enhanced for both the
negative and positive detunings, which are also anti-correlated (⇡ out of phase). The
phase of the Talbot period curves for both the +3 and �3MHz is shifted, this is due to
the imaging light being phase shifted through the fringes. With the camera position at
12.5mm, the observed fringe periods were 41(1)µm and Talbot periods of 8.6(4)mm,
which agree well with the theoretically predicted period of 8.0(1)mm. Each point is an
average of five experimental data runs.

can be described by the following

�delay = OD

✓
�

1 + (I/Isat) + 4�2

◆
, (5.16)

where OD is the condensate’s optical density, I is the intensity of the light, Isat is the

saturation intensity (I/Isat ⇠ 0.25 in the Strathclyde experiment) and � is the light’s

detuning measured in linewidths (�/�). Figure 5.22 demonstrates the phase shift of

the imaging light as a function of detuning. It can be seen that the largest phase shift

occurs at ±3MHz (�/� = 0.5). The phase delay as a function of the optical density

is presented in Figure 5.23. The phase shift increases linearly for both the �3 and

+3MHz detuning as a function of the optical density. The phase delay of the imaging

light as it passes through BEC fringes, with a period of 42µm, for �3, 0 and + 3MHz

is presented in Figure 5.24. It can be seen that the light acquires a phase shift as it

passes through the atoms for both the positive and negative detunings. Due to the finite

linewidth of the laser used for imaging (⇠ 1MHz), experimentally the 0MHz detuning
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Figure 5.22: Phase shift of imaging light as a function of detuning with an optical
density of 0.2. Imaging light experiences largest phase shift at �3MHz (red) and
+3MHz (blue) detuning. Phase delay was calculated using Equation 5.16.

will experience a slight phase shift. The Talbot e↵ect causes an enhancement of the

observed contrast for detuned light due to the phase variation in the initial conditions

converting reversibly into intensity variation upon propagation. Another phenomenon

which contributes to the enhancement of contrast is focusing and defocusing of the light

as it passes through the BEC fringes due to the di↵erent refractive index of the BEC

depending on the imaging beam’s detuning. This phenomenon, along with the Talbot

e↵ect, results in the regions with light (i.e. peak of the fringes) to be even brighter and

the regions with no light (i.e. trough of fringe) to be even darker. The Phase of the

�3 and +3MHz Talbot period curves are shifted compared to the 0MHz because the
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Figure 5.23: Phase shift of imaging light as a function of condensate’s optical density.
Phase shift increases linearly as a function of optical density for both the �3MHz (red)
and +3MHz (blue) detuning. Phase delay was calculated using Equation 5.16.
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phase of the light is delayed as it passes through the condensate. The Talbot period

curves for �3 and +3MHz detuning are ⇡ out of phase, this is due to the positive and

negative refractive index of the condensate depending on detuning of the imaging beam.

The fractional Talbot e↵ect (higher frequency images) isn’t observed in the experiment

because our light sources aren’t localised.
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Figure 5.24: Phase shift of imaging light from passing through BEC fringes with optical
density of 0.2. No phase delay occurs at 0MHz detuning (black), whereas for �3MHz
(red) and +3MHz (blue) the atoms phase shift the imaging light. The phase delay is
dependent on the detuning of the light and the optical density of the condensate.

5.6.3 Spatial Talbot e↵ect - BEC interferometry theory

The spatial Talbot e↵ect of imaging light interacting with periodic BEC fringes can be

modelled by calculating the propagation of the electromagnetic (EM) waves. It is easier

to propagate the field in Fourier space or k-space, the Fourier transform of the spatial

field distribution is known as the angular spectrum. The general method is: calculate

the angular spectrum, propagate over a distance z and then use the inverse Fourier

transform to covert back to a real space distribution. A detailed description of how to

propagate the electromagnetic waves in Fourier space can be found in [247, 248, 249].

The figures in this section are taken from the theory and code developed by Dr. Aidan

Arnold.

Figure 5.25 represents the theoretical Talbot e↵ect of imaging light interacting

with periodic BEC fringes from propagating electromagnetic waves with 0MHz detuned

imaging light. The theoretical propagation of light interacting with matter-wave fringes
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Figure 5.25: Theoretical Talbot e↵ect pattern from propagating electromagnetic waves
for 0MHz detuning. Theoretical propagation of light interacting with matter-wave
fringes is modelled for a BEC at z = 0 with ten fringes of peak OD = 0.4. Primary
(exact self-image) and secondary (exact self-image shifted by half the period of the
grating) Talbot image are both observed. Note Talbot period is four times longer after
the imaging system (Equation 5.15).

is modelled for a BEC at z = 0 with ten fringes of peak OD = 0.4, from this it is clear to

see the primary Talbot image (exact self-image) and secondary Talbot image (exact self-

image shifted by half the period of the grating). The Talbot period appears four times

longer in the experiment due to an extra factor of four from the magnification of the

imaging system (Equation 5.15). In Figure 5.26, the central fringe of the theoretical
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Figure 5.26: Theoretical propagation of light interacting with matter-wave fringes for
±3 and 0MHz detuned light for a BEC at z = 0 with ten fringes of peak OD = 0.4.
Central fringe is displayed for ±3 and 0MHz, illustrating how detuning not only phase-
shifts the fringes in z, but can enhance contrast relative to the initial optical density.
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5.7 Interference fringes lifetime

propagation of light interacting with matter-wave fringes is shown for ±3MHz and

0MHz detunings. This clearly illustrates how detuning not only phase-shifts the fringes

in z, but can also enhance contrast relative to the initial optical density. By taking

slices through Figure 5.25 the contrast as a function of z can be obtained, this is shown

in Figure 5.27. The contrast is enhanced from 80% for the 0MHz detuning to 100%

for both the positive and negative detunings, which is in excellent agreement with the

experimental data. This enhancement for detuned light is due to phase variation in the

initial conditions converting reversibly into intensity variation upon propagation. The

phase of the �3 and +3MHz detunings are ⇠ 0.8⇡ out of phase, unlike the ⇡ out of

phase in the experimental data, however, overall there is good agreement between the

theory and the experimental data.

-6 -4 -2 0 2 4 6
0

20

40

60

80

100

z HmmL

Co
nt
ra
st
H%L

-3 MHz 0 MHz +3 MHz

Figure 5.27: Theoretical Talbot e↵ect - contrast as a function of z obtained by taking
slices through Figure 5.25. The contrast is enhanced from 80% to 100% for both the
positive and negative detunings, which is in excellent agreement with the experimental
data in Figure 5.21. The phase of the ±3MHz Talbot periods are shifted compared to
the 0MHz detuning due to the phase delay when the light passes through the fringes,
which is also in good agreement with experimental data. Note Talbot period is four
times longer after the imaging system (Equation 5.15).

5.7 Interference fringes lifetime

The Strathclyde magnetic storage ring has a total enclosed area of ⇠ 72 cm2, which

lends itself perfectly for Sagnac interferometry as the sensitivity is proportional to the
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5.7 Interference fringes lifetime

enclosed area [115]. The storage ring is also a fully coherent system, i.e. after a full

propagation around the ring the atomic cloud is still a BEC and the heating rate is

less than 50 nK/s [250]. The atoms travelling around the ring (one revolution) need

to travel ⇠ 30 cm, so not only does the BEC lifetime need to be su�ciently long, the

lifetime of the interference fringes must also be long enough.

To measure the lifetime of the interference fringes an experiment was carried out

where two BECs were created, then a varying hold time was implemented before the

condensate was levitated. The BEC lifetime was measured by monitoring the BEC frac-

tion and the fringe lifetime was measured by analysing the contrast of the interference

signal. BECs with 5 ⇥ 105 atoms and a ⇠ 60% condensate fraction were alternately

created with (without) the dipole beam, RF evaporation was then stopped and the

atoms were held in the IP trap for a varying time. The atoms were then allowed to

expand for 160ms (20ms) and an absorption image was taken. The data without the

dipole beam, and with short time-of-flight, allowed the relative remaining BEC fraction

to be accurately determined. The long levitation time data with the dipole beam was

used to calculate the fringe contrast, which is a measure of the fringe lifetime.

Figure 5.28 shows the experimental data for the BEC fraction and fringe lifetime as

a function of hold time in the IP trap. A BEC lifetime of around 1 s was determined,

with a similar fringe coherence time which only appears to be limited by the BEC life-
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Figure 5.28: Experimental interference fringes lifetime. The BEC fraction (red) and
fringe lifetime (blue) are shown as a function of hold time in the IP trap. The BEC
fraction was calculated using 20ms time-of-flight and the fringe contrast was determined
using 160ms time-of-flight. Each data point is an average of ten experimental data runs.
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5.8 The search for phase locked fringes

time. By leaving a weak RF evaporation knife on during the ‘hold’ time [62], the fringe

lifetime could no doubt be extended. This result is a proof of principle that interference

will be possible between condensates travelling around the magnetic storage ring. As

it appears the fringe lifetime is limited by the BEC lifetime, and since the heating rate

of the ring is su�ciently low that after multiple revolutions the atomic cloud is still a

BEC, interferometry around the ring should be possible.

5.8 The search for phase locked fringes

The crucial element of any kind of sensor is to be able to obtain a stable and consistent

measurement. This is essential as if the system is stable and reproducible there is a

reference point from which quantities can be measured against. For atom interferometry

to be used as a measuring device it requires the matter-wave interference pattern to

be ultra stable. Unfortunately the spatial fluctuations of the Strathclyde BEC and

interferometer prevents the observation of reproducible interference fringes, i.e. the

position of the interference pattern changes with each nominally identical realisation of

the experiment.

5.8.1 Spatial fluctuations

Since the fringes move from shot to shot, there is no stable reference point from which

to make measurements. Spatial fluctuations in the location of the centre of the BEC

can be caused by

• magnetic trap/current noise

• magnetic switch o↵

• dipole beam movement

each of which was studied.

First the final cloud position with no dipole beam, i.e. just BEC, after 160ms

levitation was monitored for several iterations of the experiment and centre-of-mass of

the condensate was found. The centre of the BEC was found by fitting a Gaussian

in both the y and z axis and the peak of the Gaussian was taken as the centre of the

condensate. Figure 5.29 shows how the centre of the condensate fluctuates from the
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Figure 5.29: Spatial fluctuations of final BEC position in y and z axis after 160ms
levitation. The centre of mass of the condensate was calculated for 30 consecutive
experimental iterations and the centres subtracted from the average cloud centre. The
standard deviation demonstrates by how much the centre of the cloud fluctuates from
the average centre over a period of ⇠ 30minutes (each experimental iteration takes
⇠ 1minute).

mean cloud centre of mass with each iteration of the experiment (each experimental

iteration lasts ⇠ 60 s).

To attribute the fluctuation in the BEC location to a change in the initial velocity or

position, the same experiment was carried out for various levitation times. The data and

corresponding fit of this experiment is presented in Figure 5.30. From this experiment

it is clear to see that the standard deviation of the condensate centre to the mean cloud

centre increases with increasing levitation time. This result points towards the cause

being fluctuations in initial conditions (position or velocity) since the jitter in BEC

location increases with time. However, it is di�cult to distinguish between fluctuations

in the initial velocity or position, from the fit to the data shown in Figure 5.30, z0 and

v0 were found to be 1.187(0.707) and 0.098(0.109) respectively for the z-axis(y-axis).

When using long levitation times of the order 100ms, the spatial fluctuations become

significant when compared to the size of the condensate, or more importantly the period

of the interference fringes. Therefore the size of our interference pattern in comparison

to our centre-of-mass uncertainty currently prevents us from ascertaining our degree of

phase stability. The initial conditions of the condensate are set by the turn-o↵ of the

magnetic trap, which starts the ballistic expansion or magnetic levitation, hence the
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Figure 5.30: Spatial fluctuations of final BEC position in y and z axis as a function of
levitation time. For each levitation time 30 iterations of the experiment were carried out
with no dipole beam. Points are averaged standard deviation of the condensates centre
from the mean centre for the z (red) and y (blue) axis. The data was fit using a function
of the form hz(t)i = (hz20i cosh2(!t) + 1

!2

hv20i sinh2(!t))1/2, with z0 = 1.187(0.707) and
v0 = 0.098(0.109) for the z-axis(y-axis). These results demonstrate jitter in the BEC’s
centre increasing as a function of time.

fluctuations in BEC location are present from the moment the atoms are released from

the trap.

5.8.2 Spatial fluctuations - Magnetic switch o↵

Changes in the initial conditions of the condensate at the moment that the atoms are

released from trap can result in a di↵erent spatial position after each experimental run.

During the magnetic trap switch o↵ an initial velocity or position can be imparted

onto the atoms, which will not only result in a di↵erent spatial location but also will

increase with time. The advantage of the inverted parabola axial potential providing

a magnifying e↵ect on the fringes also has the disadvantage of magnifying any initial

velocity or position that the atoms have. To study if the magnetic switch has an e↵ect

on the final position of the BEC’s centre, the switch o↵ time was varied and the jitter

as a function of time analysed.

Typically the Bias and IP coils switch o↵ in 1ms and 2.5ms respectively (Bias must

switch o↵ before IP to avoid spin-flips), which is due to slightly di↵erent time constants
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Figure 5.31: Spatial fluctuations of final BEC position in y (blue) and z (red) axis
as a function of levitation time for di↵erent magnetic trap switch o↵ timings. a) Fast
timings; bias and IP are switched o↵ in 0.5ms and 1ms respectively, jitter in condensate
centre increases. b) Typical experimental timings; bias and IP are switched o↵ in 1ms
and 1.5ms respectively. c) Slow timings; bias and IP are switched o↵ in 3.5ms and
4.5ms respectively, standard deviation of condensates centre decreases. The initial
position and velocity z0 and v0 from the fit were calculated to be; a) 1.245(1.562) and
0.171(0.158), b) 1.187(0.707) and 0.098(0.109) and c) 0.988(0.501) and 0.085(0.096) for
the z-axis(y-axis). Each point is comprised of averaged standard deviation of the clouds
centre from the average centre for 30 experimental iterations.

of the control circuits and coil inductance. By either changing the time constant of the

circuit or DAC line voltages and timings, the speed of the switch o↵ can be varied.

To avoid ringing in the circuit the time constant wasn’t changed, instead the switch of

speed was adjusted solely using the DAC line. Figure 5.31 shows the spatial fluctua-

tions as a function of time for both extremes of the magnetic switch o↵, i.e. a fast and

slow switch o↵, and the typical experimental switch o↵ timings. In Figure 5.31 a) the

bias and IP were switched o↵ in 0.5ms and 1ms respectively, and it is clear to see that

this has an undesired e↵ect as the standard deviation of the clouds centre increased by

a noticeable amount. This result is expected as the faster the trap is switched o↵ the

more instantaneous and nonadiabatic the release from the trap becomes. This means

the atoms experience a large change in magnetic field over a short period so therefore

they gain an initial unwanted velocity. In Figure 5.31 c) the bias was switched in 3.5ms

and the IP in 4.5ms, which resulted in the overall jitter in the condensate’s location to

decrease. Again this can be understood in the following way: as the trap is switched

o↵ over a longer period the atoms experience a less abrupt change in magnetic field

and the release from the trap becomes more adiabatic. Also, some of the initial kinetic

energy of the atoms is absorbed by the trap as it is being slowly switched o↵. Overall,
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5.8 The search for phase locked fringes

Figure 5.32: Density plots of fringes with di↵erent magnetic trap switch o↵ times after
160ms levitation. Scale bars represent optical density. a) Typical magnetic switch
o↵ (bias=1ms and IP=2.5ms) and b) slow magnetic trap switch o↵ (bias=3.5ms and
IP=4.5ms). Contrast drops from � 95% in a) to ⇠ 65% in b). Not only did the slower
magnetic trap switch o↵ reduce the contrast, it also changed the expansion dynamics
of the condensate. Each image is 1.8⇥ 1.8mm2.

the initial position x0 and velocity v0 from the fits in Figure 5.31 both decrease as the

switch o↵ time is increased, this coincides with the standard deviation of the cloud’s

centre also decreasing at slower switch o↵ speeds.

Using the slower magnetic switch o↵ reduced the standard deviation of the con-

densate’s centre from ⇠ 32µm (Figure 5.31 b), bias=1ms and IP=2.5ms) to ⇠ 25µm

(Figure 5.31 c), bias=3.5ms and IP=4.5ms) in both the y and z directions for a drop

time of 160ms. It was then investigated if the slower switch o↵ had an e↵ect on the

resulting interference pattern, Figure 5.32 shows density plots of the interference fringes

with the typical and the slower magnetic trap switch o↵ times after 160ms levitation.

The contrast of the interference pattern drops from � 95% (Figure 5.32 a)) to ⇠ 65%

(Figure 5.32 b)) with the slow magnetic trap switch o↵. Not only did the contrast

reduce when using the slower magnetic trap switch o↵, the expansion dynamics of the

condensate were also altered. A possible reason for this is that the interference fringes

arise from the momentum distribution of the two condensates de Broglie wavelength’s

overlapping, so by slowly switching o↵ the potential the momentum distribution is dis-

rupted. As the condensates are released from the trap some of the initial kinetic energy

is absorbed by the ‘walls’ of the trap, therefore meaning the momentum distribution is
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5.8 The search for phase locked fringes

changed and the contrast of the resulting interference pattern decreases.

By switching the trap o↵ over a longer period (3.5ms and 4.5ms for bias and IP),

the standard deviation in the condensate’s centre is reduced by ⇠ 20% although the

contrast drops by ⇠ 35%. It was found that by switching the coils over an even longer

period further reduced the centre-of-mass motion but the contrast of the interference

pattern washed out. Even though the longer switch o↵ time decreased the BEC’s lo-

cation, it came at a price as the contrast dropped by a significant amount compared

to the reduction in the jitter of the cloud. From this it was inferred that the magnetic

trap switch o↵ has some contribution to the spatial fluctuations but it is di�cult to

eliminate form the experiment without e↵ecting the resulting interference pattern.

5.8.3 Spatial fluctuations - Dipole beam

Another possible cause of the fluctuations in the final location of the condensate is the

optical dipole beam, which could impart a velocity or position onto the atoms. The

dipole beam could cause an initial velocity or position in the atoms via instabilities in

either the intensity or position. To investigate any instabilities in the dipole beam a

photodiode was placed in the beam just before the focusing lens, this was the closest

point to analyse before the atoms. Then scope traces were taken over various time bases

(to ensure all frequency components were covered) with the full beam illuminating the

photodiode for intensity noise and with a knife edge over half the beam for position

noise.

The knife edge measurement was performed for the vertical and horizontal motion

of the dipole beam and any motion was converted into a position. This was done

Time base Vertical (µm) Horizontal (µm) Intensity (⇥10�3)
1 ms 3.49 3.24 1.42

100 ms 4.15 3.41 1.46
10 s 5.21 4.13 1.49

Table 5.1: Dipole beam’s vertical and horizontal RMS position noise and relative in-
tensity noise. Vertical and horizontal position noise was calculated using knife edge
measurement, i.e. half of the photodiode was illuminated, and relative intensity noise
was measured with the full photodiode illuminated. RMS signal of the scope trace was
converted into position by multiplying by a conversation factor for both the vertical
and horizontal, whereas intensity is relative noise (RMS/DC voltage). Three time bases
were taken to ensure that all frequency components are included.
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5.8 The search for phase locked fringes

by calculating the RMS of the signal from the scope trace and multiplying it by a

conversion factor, which converts the voltage change on the photodiode into a position

change. The conversion factor was found to be (
p
⇡/2/w)/Vmax, where w is the beam’s

waist and Vmax is the maximum DC voltage on the photodiode. Intensity noise was

calculated by dividing the RMS of the scope trace by the voltage on the photodiode

(RMS/Vmax), which results in a relative intensity noise. Table 5.1 presents the RMS

position noise of the dipole beam in the vertical and horizontal axis as well as the rela-

tive intensity noise. Figure 5.33 shows the scope trace for the knife edge measurement

in the vertical axis with a time base of 1ms. Position error of the dipole beam was

calculated by taking the RMS of the trace and converting into movement at the dipole

beam. Similar traces were used for all dipole beam jitter measurements.

As well as calculating the instabilities of the dipole beam using photodiode mea-

surements, an experiment was carried out using the hole which the dipole makes when

splitting the BEC. In this experiment a BEC was created, then the dipole beam was

ramped on to split the condensate in half and an absorption image taken after 0.1ms

expansion. From the resulting images the minimum in the density distribution was

found, this was taken to be the centre of the hole created by the dipole beam. The

jitter in the minimum of the hole between the two condensates can be converted into

position change of the beam. Using this method the jitter in dipole beam’s position in

Figure 5.33: Dipole beam knife edge measurement scope trace for vertical axis with
time base of 1ms. RMS jitter is calculated from this trace and then converted into
a position motion at the dipole beam. All scope traces had one million data points.
Similar traces were used for all jitter in position calculations.
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Vertical (µm) Horizontal (µm) Intensity (⇥10�3)
Time base 0- 5Hz 5Hz-5 kHz 0-5Hz 5Hz-5 kHz 0-5Hz 5Hz-5 kHz

1 ms 0.88 3.37 0.97 3.08 0.44 1.35
100 ms 2.84 3.01 1.98 2.77 0.56 1.35
10 s 3.43 3.93 2.36 3.39 0.25 1.47

Table 5.2: Dipole beam’s vertical and horizontal RMS position noise and relative inten-
sity noise in particular frequency ranges. The Fourier transform was calculated for all
of the traces, then the RMS position and relative intensity noise was calculated for both
frequency regions. Photodiode had DC voltage of 240mV for vertical and horizontal
measurements, whereas intensity measurement had a 480mV DC on photodiode. Noise
in both regions add in quadrature, i.e. ((0-5Hz)2+(5Hz-5 kHz)2)1/2=total noise (Table
5.1). Three timebases were taken to ensure all frequency components were covered.

the vertical and horizontal axis was calculated to be 3.87µm and 3.54µm respectively,

which is consistent with the measured values in Table 5.1.

Next the Fourier transform of each of the scope traces was taken to investigate if

there was any noise at a particular frequency. Table 5.2 shows the RMS position and

intensity noise within the ranges of 0�5Hz and 5Hz�5 kHz for each of the time bases

for the vertical, horizontal and intensity traces. The relative RMS position noise in all

frequency ranges is < 5µm, which is smaller than a pixel on the CCD camera. Figure

5.34 presents the Fourier transforms for all of the time bases in the vertical axis, note

the change in frequency range between the three Fourier transforms (similar transform

were taken for horizontal and intensity noise). From this it can be interpreted that

Figure 5.34: Fourier transform of vertical knife edge measurement for various times
bases, which enables a wide range of frequencies to be analysed. Time bases are a)
10 s, b) 100ms, and c) 1ms. Overall the RMS position noise is greater at higher
frequencies. Fourier transforms were also taken for the horizontal position noise and
relative intensity noise, which resulted in similar transforms.
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RMS position and relative intensity noise from the dipole beam has very little, if any,

e↵ect on the standard deviation of the BEC’s centre.

5.8.4 Spatial fluctuations - Magnetic trap noise

An experiment was carried out to study if noise on the magnetic trap bottom had any

influence on the final location of the BEC. Fluctuations in the position of the trap

bottom could couple into an initial velocity when the atoms are released from the trap.

Typical noise on the IP current sense resistor is ⇠ 100µV, this results in a relative

current noise (i.e. by dividing by 7V usual IP setting) of the ⇠ 1⇥ 10�5 current level.

Typically the fluctuation in the condensate’s position at 25ms is 2/2.5µm in both the

y and x axis, which is ⇠ 1/2 of the 5µm pixel size of the CCD camera. Noise was

added into the circuit after the integrator (see Appendix A) via the noise function on

a Agilent 33250A signal generator, which adds random noise at a known frequency

and amplitude. A BEC was created in the magnetic trap, which had noise added at

a known frequency and amplitude, then it was released from the trap and allowed to

expand for 25ms to amplify its a↵ect on the condensate’s centre-of-mass jitter. The

longest time-of-flight possible without the need for levitation, 25ms, was chosen.

Noise added to trap COM motion
Frequency (Hz) Agilent (mVpp) Resistor (mV) y-axis (µm) z-axis (µm)

5 500 14.2 2.45 3.58
10 75 1.8 2.14 12.84
12 150 6.5 3.11 6.47
50 800 31.2 3.34 2.82
85 150 4.5 6.15 1.72
90 50 1.5 52.79 3.07
100 150 4.4 5.84 2.21
110 550 17.2 2.94 3.84

Table 5.3: Centre-of-mass motion of condensate with various known frequency and
amplitude noise added to magnetic trap. The amplitude of the noise signal sent to
the circuit is shown along with the resulting noise on the current sense resistor. The
centre-of-mass motion was measured for both the y and z axis for all frequencies of
added noise. Standard deviation of the cloud’s centre from the mean cloud centre was
calculated from 20 experimental runs for each frequency. Note that more noise must be
added at frequencies which aren’t near the trap frequency for there to be a noticeable
change in the condensate’s location compared to the typical centre-of-mass motion.
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Table 5.3 presents the results from adding various known frequencies and amplitudes

of noise to the magnetic trap and analysing the condensate’s final position. From this

experiment it can be seen that the standard deviation of the final location of the

condensate is extremely sensitive when the frequency of the noise added is near the

trap frequency. The centre-of-mass jitter has the most notable increase in the z-axis

for frequencies of 10 and 12Hz, whereas the most noticeable increase occurs at 85,

90 and 100Hz in the y-axis. This can be understood by considering the the trap

frequencies: the radial trap frequency is 92.3Hz, so therefore when the frequency of the

noise approaches this more noise will be coupled into the radial axis and result in the

jitter in the y-axis increasing. The same can be said about the axial trap frequency,

which is 9.2Hz, and when the noise frequency approaches this it couples more into the

z-axis motion.

It was surprising that it was possible to still create BECs with so much noise being

added to the magnetic trap. Typically the IP current sense resistor has 0.1mV noise and

even with > 30mV noise on the sense resistor it was still possible to create BECs. It is

impressive that the evaporation still worked when e↵ectively it was only ‘nibbling’ into

the BEC at the modulation frequency of the noise. Converting the noise at 50Hz into

31.2mV/7V⇥28G⇥0.7MHz/G= 90 kHz RMS oscillation in the trap bottom, which is

massive relative to our normal evaporation sensitivity. When the frequency of the noise

wasn’t near the trap frequencies a larger amplitude was needed to see a notable change

in the final BEC position compared to the typical COM motion at 25ms. This implies

that the jitter in the condensate’s centre is more sensitive to noise with frequencies

close to the frequencies of the magnetic trap.

5.8.5 Spatial fluctuations - Phase

As well as the final location of the condensate fluctuating with each iteration of the

experiment, the phase of the interference pattern also changes with each realisation.

This proves detrimental when trying to produce stable interference fringes to use in

precision metrology. Figure 5.35 presents two typical sets of data and demonstrates

how the phase fluctuates with each iteration of the experiment. In these experiments a

BEC was created, it was then adiabatically split (Section 4.6.4) before being levitated

for 160ms and an absorption image taken. It is clear to see that the phase fluctuates

randomly with each realisation of interference fringes and it is believed that the splitting
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Figure 5.35: Fluctuation in phase of interference pattern with time. Phase was calcu-
lated for each of the interference patterns and plotted as a function of time to demon-
strate how the phase fluctuates. a) 50 interference patterns were used and b) 100
interference patterns.

dynamics causes this unwanted e↵ect. Currently the condensate is trapped magnetically

and split optically, this means that when the IP moves with respect to the dipole beam

the split changes. By changing the splitting dynamics (split ratio), the phase of the two

halves evolve di↵erently with each experimental realisation, this leads to the phase of

the interference pattern fluctuating from shot to shot. There are two obvious solutions

to this, either reduce the magnetic trap noise or decouple the magnetic trap and the

split.

5.8.6 Spatial fluctuations - Solutions

A potential cause of the spatial fluctuations is sloshing in the magnetic trap, which can

originate from loading the magnetic trap o↵ centre, compressing the magnetic trap or

the evaporation. If the atoms are sloshing in the trap, then each time they are released

from the trap the atoms could be at a di↵erent point in their oscillation, therefore

having di↵erent initial conditions and velocity. Another probable cause is noise on the

levitation field, so atoms acquire a velocity kick during the levitation procedure causing

the final position of the condensate to fluctuate from shot to shot. If the magnetic lev-

itation is noisy and ‘shaking’, then even atoms released with perfect initial conditions,

i.e. no velocity component, will exhibit spatial fluctuations that will grow with the

amount of time in the levitation field.

A solution which could be used to investigate sloshing in the magnetic trap and
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decrease the influence of any noise that may be gained during the levitation process is

RF dressing. RF dressed double-well potentials have been produced on atom chips and

used for BEC interferometry [102, 103, 251, 252], which are ideal due to the high trap

frequencies and magnetic field gradients. However, initial calculations suggest that it

will be possible to RF dress our standard macroscopic IP trap and create a double-well

potential interferometer (see Appendix B). The advantage of RF dressing is that the

initial separation between the condensates will decrease, and from the fringe period

equation (� = ht/md) this means the time-of-flight needed to obtain the same size

fringes (⇠ 40µm) will also decrease. Therefore, the time the atoms spend in the levita-

tion field will decrease, so any noise and centre-of-mass jitter the atoms acquire during

levitation will be reduced. Using RF dressing to split the condensate decouples the

magnetic and optical noise, which is advantageous when trying to create stable fringes.

Currently the trap is magnetic and the split is optical, therefore when the magnetic

trap moves the split changes. However, using RF dressing to split the condensate means

when the magnetic trap moves the split also moves.

To be able to observe the interference fringes from the RF dressed double-well po-

tential a vertical imaging system is needed (Appendix C). Not only will this allow the

interference pattern to be observed, it will also enable sloshing in the x-axis to be inves-

tigated, which may be contributing to the condensate jitter. Having the horizontal and

vertical imaging system will allow all three axes of the condensate to be probed and

investigated, hopefully leading to the centre-of-mass motion of the condensate being

removed from the system. Another solution in which the magnetic and optical noise

would be decoupled is for the axial confinement and split to be all optical. This could

be achieved by using the AOM to paint arbitrary potentials and create “!” dipole beam

potential, which could be used to axially confine the condensate as well as split it. A

final solution is instead of using the existing toroidal coils for levitation a separate coil

could be implemented, with its sole use being to apply the magnetic levitation. Due to

limited space on the optics table this would be di�cult to implement into the system.
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Chapter 6

Phase Fluctuations

The phenomenon of phase fluctuations in elongated condensates was introduced in Sec-

tion 2.7. It was shown that in an elongated condensate, ⇤ = !r/!z � 1, excitations can

show 1D character, which results in domains of di↵ering phase along the longitudinal

axis of the condensate. At this point the condensate can no longer be thought of as a

true BEC but as a quasicondensate, which when allowed to expand results in matter

wave like interference fringes due to the di↵erent phases interfering.

The aspect ratio of the cloud is the ratio between the radial and axial trap frequen-

cies, !r/!z, so by altering the magnetic trap frequencies the aspect ratio can be varied.

In Strathclyde, the aspect ratio of the cloud is adjusted by changing the position of

the trap bottom, this is achieved by altering the field from the bias coils. By lowering

the trap bottom, and the final RF evaporation frequency, the curvature of the trap,

and therefore trap frequency, can be changed and the aspect ratio of the cloud can be

varied from ⇤ = 10 ! 45. Figure 6.1 shows a schematic diagram (not to scale) of how

lowering the trap bottom alters the curvature of the trap and therefore the aspect ratio

of the BEC.

The number of atoms and the total RF evaporation time both change as the trap

bottom is varied. As the trap bottom is lowered the e↵ective volume of the magnetic

trap shrinks and three body collisions start to dominate, this results in atoms being

lost from the trap at a higher rate and leads to smaller BECs. To over come the e↵ect

of three body losses the total RF evaporation time is decreased, this allows the atoms

to condense before being lost from the trap.

Figure 6.2 demonstrates how the BEC atom number varies as a function of the
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RFfinal=5 MHz

RFfinal=0.25 MHz

a) b)

Higher trap bottom: More atoms, longer evap

Lower trap bottom: Fewer atoms, shorter evap

Figure 6.1: Schematic diagram trap bottom changing curvature of magnetic trap. Low-
ering the trap bottom increases the radial trap frequency, which allows the aspect ratio
to be varied from 10 ! 45. As the trap bottom is lowered the number of inelastic
collisions increases, this results in the number of atoms in the BEC decreasing. The
evaporation time also decreases with decreasing trap bottoms as three-body collisions
start to dominate as the atoms are being ‘squeezed’ into a tighter trap.

magnetic trap’s aspect ratio, i.e. the trap’s curvature. For aspect ratios < 7 the cur-

vature isn’t su�cient to maintain the collision rate required for runaway evaporation,

therefore the BEC number falls sharply. For aspect ratios > 7, large condensates are

achievable since the parameters for runaway evaporation are maintained until ⇤ � 20,

at this point three-body inelastic collisions increase and BEC atom number falls.
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Figure 6.2: BEC atom number as function of the magnetic trap’s aspect ratio. The
number of atoms in the BEC increases from ⇤ = 45 ! 7, at which point the atom
number drops drastically due to the trap being so weak there aren’t enough collisions
for e�cient evaporation. Each point is an average of five experimental data runs.
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6.1 Calibrating trap bottom and aspect ratio

6.1 Calibrating trap bottom and aspect ratio

The aspect ratio is altered by lowering the trap bottom, which modifies the trap fre-

quencies by changing the curvature the atoms experience at the centre of the trap.

The aspect ratio comes from the ratio of the radial and axial trap frequencies, lowering

the trap bottom changes the radial trap frequency whereas the axial frequency is left

unchanged. The total field produced by the IP trap can be expressed as (Equation

2.32)

BIP = B0 +
1

2

✓
B2

1

B0
� B2

2

◆
r2 +

B2

2
z2 , (6.1)

where r2 = (x2 + y2). The radial trap frequency !r /
⇣
B2

1

B
0

� B
2

2

⌘
and the axial trap

frequency !z / B2, therefore the aspect ratio can be expressed as

⇤ =

s
B2

1

B0B2
� 1

2
, (6.2)

where B0 is the trap bottom, B1 ⇠ 200G/cm and B2 ⇠ 70G/cm. Using this expression

the aspect ratio is 10 and 47 for the 5MHz and 0.25MHz trap bottom respectively.

There is a finite di↵erence between the final RF evaporation frequency and the actual

trap bottom, which needs to be taken into account when calculating the aspect ratio.

For a RF frequency of 5MHz, there is another ⇠ 20 kHz to the actual trap bottom,

whereas for an RF frequency of 0.25MHz, there is ⇠ 40KHz. The di↵erence between

the RF frequency and trap bottom increases as the trap is tightened since the same

amount of chemical potential is being ‘squeezed’ into a tighter trap. An approximation

that allows the new radial trap frequency to be calculated follows

!r(new) ⇡ !r(5 MHz)

✓
5 MHz

RFnew

◆1/2

, (6.3)

where !r is the trap frequency at 5MHz, which was measured to be 92.3(0.2)Hz (Section

4.3.2) and RFnew is the value of the new trap bottom.

To confirm the relationship gives an accurate value for how the radial trap frequency

changes as a function of trap bottom, trap frequency measurements were performed for

various curvatures (shown in Figure 6.3). Particular care had to be taken when applying

the magnetic field perturbation, especially at 0.25MHz, since when the curvature is

increased the harmonic region of the trap decreases. From equation 6.3, the new radial
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6.1 Calibrating trap bottom and aspect ratio
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Figure 6.3: Radial trap frequencies for 1MHz and 0.25MHz trap bottom. a) Radial
trap frequency for 1MHz trap bottom, measured to be 204(2)Hz. b) Radial trap
frequency at 0.25MHz, measured to be 428(2)Hz.

trap frequency was calculated to be (using !r = 92.3Hz) 208Hz and 430Hz for the

1MHz and 0.25MHz trap bottom respectively. This is in good agreement with the

measured trap frequency values of 204(2)Hz and 428(2)Hz from Figure 6.3.

The assumption when calculating the aspect ratio is that the axial trap frequency

doesn’t change as the trap bottom is altered, to confirm this, an axial trap frequency

measurement at 0.25MHz was carried out. Figure 6.4 presents the axial trap frequency

data and fit, with the trap frequency measured to be 9.0(0.1)Hz, this is almost identical

to the axial trap frequency of 9.11(0.01)Hz at 5MHz. Finally to calculate the aspect

ratio the radial frequency must be divided by the axial, which results in aspect ratios

of 10, 23 and 47 for 5, 1 and 0.25MHz respectively.
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Figure 6.4: Axial trap frequency for 0.25MHz trap bottom. Axial trap frequency for
0.25MHz was measured to be 9.0(0.1)Hz.
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6.2 Phase fluctuations in time-of-flight

6.2 Phase fluctuations in time-of-flight

Phase fluctuations show up as density fluctuations in time-of-flight, which is a result

of the domains of di↵ering phase interfering once the cloud has been released from the

trap. The phase fluctuations, �BEC, are characterised by fitting a bimodal Thomas-

Fermi+Gaussian distribution to the experimental data and then calculating the stan-

dard deviation between the fit and data in the central region of the BEC (full width

half maximum). The bimodal distribution used to fit the data takes the form

FitTF+G = A1 ⇤H
✓
1� x� x0

�

◆✓
1� (x� x0)2

�2

◆2

+A2 exp

✓
�(x� x0)2

2�2

◆
, (6.4)

where H represents the unit step function (equal to 0 for x < 0 and 1 for x > 0), x0 is

the centre of the distribution and � is the width. This method enables a value to be

assigned which defines the level of fragmentation along the length of the condensate,

therefore allowing the dynamics to be studied.

Figure 6.5 presents typical density plots of BECs with and without phase fluctua-

tions after 58 ms levitation, both showing the experimental data points and fit. The
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Figure 6.5: Density plots of BECs with and without phase fluctuations. Experimental
data points (black) are shown along with Thomas-Fermi+Gaussian fit (red) and ther-
mal component (blue) zoomed into Thomas-Fermi radius to emphasise e↵ect of phase
fluctuations. a) BEC in 18:1 aspect ratio trap, b) BEC made in 45:1 aspect ratio trap.
Note how data points follow fit in a) when there are no phase fluctuations whereas in
the presence of fluctuations the data deviates considerably from the fit. OD y-axis scale
changes as number of atoms in BEC decreases for tighter trap (b)), which is consistent
with Figure 6.2.
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6.2 Phase fluctuations in time-of-flight

fragmentation along the length of the cloud causes a noticeable change in the density

plot and can have a considerable a↵ect on the performance of matter-wave interferom-

eters. However, when the quasicondensate is imaged along the longitudinal axis the

fragmentation due to the phase fluctuations becomes less important [103, 251].

6.2.1 Fluctuations - time

Under typical experimental parameters !r/!z ⇠ 10, phase fluctuations are suppressed

and no fragmentation along the length of the cloud is observed. However, as the aspect

ratio of the cloud is increased there is a smooth transition from a fully 3D system

to an e↵ective 1D system. Phase fluctuations can be mapped onto the initial velocity

distribution along the condensate, these then appear as density modulations after time-

of-flight.

The level of fragmentation of the condensate is a function of time, i.e. the number

of stripes across the condensate increases with increasing time. The sensitivity to

phase fluctuations increases with time, therefore the levitation field is a precise tool

to study phase fluctuations. To study the phase fluctuation’s dependence on time,

condensates were created in traps where phase fluctuations were and weren’t expected.

The experiment was carried out by creating 18 : 1 and 45 : 1 aspect ratio BECs,

then the BECs were allowed to expand for a varying amount of time and the standard

deviation between data and fit calculated.

Figure 6.6 presents �BEC as a function of time for both a 18 : 1 and 45 : 1 aspect

ratio BEC. For the 18 : 1 there is a constant statistical o↵set value of �BEC, whereas

for a 45 : 1 aspect ratio cloud �BEC increases and continues to grow with time. To

establish a baseline for the phase fluctuations the same analysis was performed on

thermal atoms, i.e. data was fit using Equation 6.4 and the standard deviation of the

data from the fit calculated. Thermal atoms aren’t susceptible to phase fluctuations

so are ideal to obtain a constant statistical o↵set. By averaging over ten experimental

realisations of thermal atoms, the statistical o↵set was found to be 0.021± 0.004. The

value of �BEC for the 18 : 1 aspect ratio condensate is similar to the constant statistical

o↵set, therefore indicating that no phase fluctuations where present. Having the ability

for long time-of-flight allows the build-up and formation of phase fluctuations to be

studied with high levels of sensitivity. Figure 6.7 shows density plots of a BEC in the

presence of phase fluctuations for various levitation times. It is clear to see the stripes
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6.2 Phase fluctuations in time-of-flight
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Figure 6.6: Phase fluctuations as a function of time for 18 : 1 and 45 : 1 aspect ratio
BECs. For the 18 : 1 initial aspect ratio BEC (red) there are only constant statistical
fluctuations (similar value to �BEC = 0.021 for thermal atoms) whereas for a 45 : 1
aspect ratio (blue) fluctuations are always present and grow with time. Each point is
an average of five experimental data runs.

in the condensate and how they become more and more pronounced with increasing

levitation time. Although, initial data suggest that the period of the phase fluctuations

doesn’t increase with time, this indicates that the condensate breaks up into chunks

of di↵ering phase from the start, which then interfere with one another. However,

more experiments must be performed to confirm this. The levitation field not only

Figure 6.7: Density plots of BECs with phase fluctuations at various levitation times.
Scale bars represent optical density. Levitations times are: a) 20 ms, b) 50 ms and c)
90 ms. Note how the density fluctuations from the phase fluctuations continue to grow
in time-of-flight and become more pronounced. Each image is 1⇥ 1mm2.
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6.2 Phase fluctuations in time-of-flight

enables long time-of-flight, it also amplifies the stripes due to the inverted parabola

axial potential, this o↵ers new levels of sensitivity to investigate the aspect ratio in

which the system undergoes a transition from a 3D to an e↵ective 1D system.

6.2.2 Fluctuations - aspect ratio

As the condensate is elongated it can begin to cross over from a 3D to an e↵ective 1D

system and start to exhibit phase fluctuations. The levitation field enables long time-

of-flight, which allows the range of aspect ratios at which the condensate transitions

from a 3D to a 1D system to be studied more precisely. Using a fixed levitation time,

58 ms as it yielded the best signal-to-noise, and by varying the aspect ratio, the phase

fluctuations dependence on the cloud’s aspect ratio could be studied.

Figure 6.8 presents the phase fluctuation’s dependence on the trapping potential

aspect ratio for a fixed levitation time of 58ms. It can be seen that for ⇤ < 20

fluctuations are suppressed as �BEC lies in the constant statistical o↵set of 0.021±0.004.

The o↵set was calculated from the average of ten standard deviations of the data from

the fit (Equation 6.4) using thermal atoms. However, for 20 < ⇤ < 30, the value of

�BEC increases above the statistical o↵set, at this point the BEC undergoes a phase
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Figure 6.8: Phase fluctuations as a function of aspect ratio at 58ms levitation time.
For initial ⇤ < 20, no phase fluctuations are present as �BEC falls within the constant
statistical o↵set of 0.021 ± 0.004, which was calculated from thermal atoms (average
of ten experimental iterations). However, for 20 < ⇤ < 30, �BEC grows out of the
statistical o↵set and there is a changeover and the BEC acquires 1D characteristics
leading to phase fluctuations. Each point is an average of five experimental data runs.
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6.3 Regular phase fluctuations

‘transition’ and acquires 1D characteristics leading to phase fluctuations.

Phase fluctuations are extremely sensitive to temperature and atom number, �BEC

continuously reduces with decreasing temperature and increasing atom number [192].

Due to this it isn’t possible to determine a cuto↵ point in which phase fluctuations

cease, rather they continue to decrease until they cannot be resolved from the statistical

fluctuations (low level noise). Therefore, it can be said that phase fluctuations are

always present in experiments with BECs in tightly confining elongated potentials at

finite temperature. For aspect ratios where phase fluctuations have previously not been

observed, this may be due to the fluctuations not being able to be optically resolved

by the imaging setup. The Strathclyde experiment’s levitation field and wide range

of trapping potential aspect ratios o↵ers a new tool to probe the dynamics of phase

fluctuations formation with advanced levels of sensitivity.

6.3 Regular phase fluctuations

Phase fluctuations are mapped onto density fluctuations once the condensate has been

released from the trapping potential and allowed to expand. Phase fluctuations in

one-dimensional systems are random and lead to fragmentation into several quasicon-

densates of random size and phase. Therefore, each experimental iteration will result

in matter wave like interference fringes that have a di↵erent phase and size.

However, in the Strathclyde experiment elongated Bose gases, which should nor-

mally result in random phase fluctuations, can give rise to a large regular spatial period

during expansion. This result indicates the existence of regular phase fluctuations in

an elongated BEC, which as far as we know has never been reported in 1D quasicon-

densates. This observation was made possible by utilising the long time-of-flight made

possible by the levitation field.

Figure 6.9 demonstrates a typical quasicondensate that exhibits regular phase fluc-

tuations after 58 ms levitation. The atomic distribution of the condensate is shown

with the data points joined (dash blue line Figure 6.9 b), it is clear to see the periodic

character of the phase fluctuations. To analyse the regular phase fluctuations first a

Thomas-Fermi+Gaussian (Equation 6.4) was fit to the data to obtain the centre and

the width of the distribution. Then a sine wave modulated by a Gaussian amplitude
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6.3 Regular phase fluctuations
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Figure 6.9: Density plot and distribution of BEC with regular phase fluctuations.
a) Typical density plot of condensate exhibiting regular phase fluctuations after 58
ms levitation. b) Experimental density distribution (black) along with corresponding
Thomas-Fermi+Gaussian fit (red), data points have been joined together (dashed blue)
to emphasise the periodic nature of the fluctuations.

was fitted only to the data within the width of the condensate (i.e. �BEC in the Thomas-

Fermi radius) and the period of the fluctuations was calculated from the fit. The sine

wave modulated by a Gaussian amplitude was of the form

��BEC = A(1 +B sin[
2⇡

�
x + �]) exp

✓
�x� x0

2�2

◆
+ C , (6.5)

where � is the period of the fluctuations, x0 is the centre of the distribution and � is

the width. Another method for extracting the period of the phase fluctuations was to

take the Fourier transform within the width of the condensate where the fluctuations

where present. Figure 6.10 shows both methods of calculating the periodicity of the

fluctuations after 58ms levitation. Using the sine wave fit (Figure 6.10 a) the period

was determined to be 33.4µm and using the Fourier transform (Figure 6.10 b) it was

calculated to be 33.3µm.

To establish that the regular phase fluctuations aren’t a result of the levitation field,

vertical imaging was implemented in the experiment (see Appendix C). The new imag-

ing system was realised by Dr. Yueyang Zhai and Victoria Henderson, and confirmed

that the regular fluctuations weren’t a consequence of the levitation field. This was

made possible since the vertical imaging can image from 0 ! 60 ms without the need
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6.3 Regular phase fluctuations
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Figure 6.10: Modulated sine wave fit and Fourier transform of condensate exhibiting
regular phase fluctuations after 58ms levitation. a) Experimental data (back) and sine
wave fit (red) to phase fluctuations within the Thomas-Fermi radius. b) Fourier trans-
form of condensate within the Thomas-Fermi radius, the Fourier transform displays one
strong peak which indicates a periodic density distribution of the phase fluctuations.
The period of the fluctuations was calculated from the fit and the Fourier transform
and found to be 33.4µm and 33.3µm respectively.

for levitation (only limited by physical size of cell) or the need to launch the atoms

vertically. Figure 6.11 presents typical experimental data using the vertical imaging
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Figure 6.11: Modulated sine wave fit and Fourier transform of condensate exhibit-
ing regular phase fluctuations after 58ms time-of-flight using vertical imaging system
(no levitation). a) Experimental data (back) and sine wave fit (red) to phase fluctu-
ations and b) Fourier transform of condensate. Period of the fluctuations from the
was calculated to be 32.5µm and from the Fourier transform 33.6µm. Condensate
expansion is smaller in vertical direction in the absence of inverted parabola potential
from levitation. Since regular phase fluctuations are seen in both imaging system, ini-
tial experimental data indicates periodicity of fluctuations isn’t a consequence of the
levitation field.
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6.4 Phase coherence revival

system of a condensate after 58 ms time-of-flight (no levitation field) displaying regular

phase fluctuations. Since this e↵ect is seen in both the horizontal and vertical imaging

axis, this confirms that the periodicity of the fluctuations isn’t a result of the levita-

tion. Initial data in Figure 6.11 was taken before full calibration of the vertical imaging

system, signal-to-noise and contrast of phase fluctuations should increase when camera

has been fully calibrated.

6.4 Phase coherence revival

Phase fluctuations in elongated BECs are a direct result of axial excitations, which

have wavelengths that are smaller than the length of the condensate. At this point the

condensate becomes a quasicondensate since the coherence length is smaller than the

size of the condensate and results in domains of di↵ering phase. The system undergoes

a phase transition and the coherence of the system is lost due to the fragmentation

which occurs along the length of the condensate. This raises the question: can quasi-

condensates be re-cohered after dephasing and exhibiting phase fluctuations?

To answer this question a phase revival experiment was carried out, which takes

advantage of being able to dynamically change the aspect ratio of the trapping poten-

tial during an experimental sequence. In this experiment the radial trap frequency is

dynamically changed from a small value to a large value and then back again, access-

ing a large range of BEC aspect ratios in a controlled manor. The compensation bias

tcomp ttrans

1 MHz 

0.25 MHz 

1 MHz 

Figure 6.12: Schematic diagram of phase coherence revival experiment. A BEC is cre-
ated in a 22 : 1 aspect ratio trap, which is then dynamically compressed by changing
the field from the compensation bias coils over a time tcomp, this ‘squeezes’ the conden-
sate into a tighter 45 : 1 aspect ratio trap. The condensate is then held in the tighter
trap for a variable amount of time before the trap is transformed back into the original
22 : 1 trapping potential over a time ttrans.
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6.4 Phase coherence revival

field is controlled via a DAC voltage and can be used to manipulate the trap bottom

(discussed in Section 4.5). So by creating a BEC in a trap and then increasing the

bias field, the condensate is ‘squeezed’ into a tighter trap. Being able to dynamically

change the aspect ratio in a controlled way once the condensate has been created allows

the loss and then subsequent revival of coherence of a quasicondensate to be observed.

A schematic diagram of the phase revival experiment, which demonstrates the aspect

ratio increasing and then relaxing, is shown in Figure 6.12.

Figure 6.13 shows the experimental sequence of the phase revival experiment as

well as experimental data at various points throughout the experiment. Firstly a BEC

was generated in a trap with an aspect ratio of 22 (Figure 6.13a, �BEC = 0.024 after

58 ms levitation), then the aspect ratio was slowly ramped up to 45 in 100 ms. The

condensate is then held in the tighter 45 : 1 aspect ratio trap for varying hold times of

10, 20 and 70 ms, and the phase fluctuations analysed. As the hold time is increased a

growing value of �BEC is observed, this implies that the longer the condensate is held in

a trap in which its coherence length is shorter than its size, then the more fragmented

the condensate becomes. Figure 6.13 d), e) and f) demonstrate this, as the hold time

increases so does the the value of �BEC, which are 0.069, 0.071 and 0.107 for 10, 20 and

70 ms, respectively.

This phenomenon of the build up of phase fluctuations as the trap is elongated and

�BEC increasing as the condensate is held in the elongated trap agrees well with both

prior experimental results [192, 200, 253, 254] and theoretical predictions [255, 256, 257].

As a contrast, to probe the revival of coherence across the condensate, the aspect ratio

was linearly ramped back down to the original 22 : 1 trap. The linear ramp back to

the original trap was performed over two di↵erent times, which are 80 ms and 130 ms

(Figure 6.13 b) and c)). It was found that density fluctuations across the condensate

from the phase fluctuations were removed within statistical uncertainty when the aspect

ratio was relaxed, no extra RF evaporative cooling was used. The phase fluctuations

for the 80 ms and 130 ms linear ramp are  0.031 in both situations. This experiment

demonstrates a controlled generation and removal of phase fluctuations in BECs as the

trap is elongated and then relaxed, and can be used to further investigate and under-

stand the dynamics of low-dimensional Bose gases.

To further study the loss of coherence and then removal of phase fluctuations in

BECs as the aspect ratio is increased and then relaxed, a phase fluctuation evolution
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Figure 6.13: Formation of phase fluctuations and subsequent revival of coherence.
Time is shown along the horizontal axis and aspect ratio is shown along the vertical
axis. Density profiles are shown zoomed into the Thomas-Fermi radius to demonstrate
phase fluctuations more evidently. Data points (black) and corresponding Thomas-
Fermi+Gaussian fits (red) are presented along with �BEC. First a BEC is made in a
22 : 1 aspect ratio trap a) where no phase fluctuations are present, the BEC is then
linearly compressed into a 45 : 1 aspect ratio trap in 100 ms. A variable hold time from
10 ms to 70 ms, permits phase fluctuations to build up d), e) and f), then the BEC is
transformed back into the original trap over two di↵erent times of 80 ms b) and 130
ms c) with �BEC = 0.025 and 0.031 respectively.
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6.4 Phase coherence revival

experiment was carried out. In this experiment a BEC was created in a 22 : 1 aspect

ratio trap, the aspect ratio was then linearly ramped to 45 and then the condensate

was held in this trap to allow the phase fluctuations to build up. Finally, after the hold

time, the aspect ratio was linearly ramped back down to 22 : 1 and the condensate was

levitated for 58 ms and an absorption image taken. Both the linear ramp compressing

and relaxing the trap were performed over 100 ms and the condensate was held in the

tight trap for 30 ms, allowing enough time for a noticeable increase in �BEC. The phase

fluctuations were analysed at various points throughout the compress-hold-decompress

process by stopping the experiment at certain times, i.e. 20 ms into linear compression,

and then levitating the BEC for 58 ms and calculating �BEC.

Figure 6.14 presents the evolution of experimental phase fluctuation data as the

aspect ratio of the trapping potential is altered. During the linear compression from

⇤ = 22 ! 45 the process was stopped at multiple di↵erent times (16, 33, 50, 66, 84

and 100 ms) to observe the build up of fluctuations as the condensate ‘squeezed’ into

a tighter trap. �BEC was evaluated after 10 ms and 30 ms hold time before the aspect

ratio was linearly ramped from 45 back to 22, again �BEC was determined at several

points through the decompression (35, 40, 50, 60, 70, 80, 100 ms).
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Figure 6.14: Phase fluctuation evolution as aspect ratio is dynamically varied. The
aspect ratio is linearly ramped from 22 ! 45 in 100 ms, then the BEC is held for 30
ms in the 45 : 1 trap. From 130 ms to 230 ms the trap is linearly ramped back to an
aspect ratio of 22. The dashed red lines indicate the hold time. Each data point is
an average of five experimental iteration, taken after 58 ms levitation to enhance the
density fluctuations.
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6.4 Phase coherence revival

From the phase fluctuation evolution experiment it is clear to say that there is a

noticeable increase in phase fluctuations �BEC once the aspect ratio reaches 45 : 1.

The phase fluctuations increase as the condensate is held in the tighter trap, then as

the trap is linearly decompressed there is a notable delay of ⇠ 50 ms before the phase

fluctuations are removed from the condensate. This shows a controlled loss of and then

recovery of coherence as the trap is tightened and then loosened. To the best of our

knowledge this phenomenon shows a whole new result of the coherence re-build process

after the BEC reaches a quasicondensate state. There is a noticeable time delay for

the phase fluctuation removal as the elongation of the BEC is reduced, this indicates a

time scale for the excitation and dissipation of phase fluctuations.
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Chapter 7

Conclusions

7.1 Summary

The outcome of the research during my PhD has led to two papers to be published,

the first on the spatial Talbot e↵ect in condensate interferometry [258], and the second

on the existence regular phase fluctuations in elongated condensates and the revival of

phase coherence of a quasicondensate [259].

The thesis began with an introduction of Bose-Einstein condensates (BECs) and a

brief description of the history and first experimental observation before discussing the

some of the various studies and practical uses of BECs. Next the concept of interfer-

ometry, both using light and atoms, was introduced and then some of the advantages

and disadvantages of using cold atoms and BECs in interferometers were considered.

Finally, the basic principles of double-well and guided-wave BEC interferometers were

presented.

The basic theory behind creating a BEC was the subject of Chapter 2. The chap-

ter begins with a description of the quantum structure of rubidium before providing a

brief outline of laser cooling, from the light force on atoms to magneto-optical trapping.

The general properties of atoms in magnetic fields was described as well as theoretical

models of the magnetic field produced from various coil geometries, before the practical

Io↵e-Pritchard trap was considered. This was followed by a description of evaporative

cooling, the final step before the creation of a BEC. The dynamics of a BEC, such as

mean-field theory and the condensate’s expansion, was discussed in the next section.

The idea of matter-wave interference was the introduced, as well as the coherent split-

ting of a condensate and phase di↵usion. Finally, the last topic of the chapter was phase
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7.1 Summary

fluctuations in elongated BECs and how they manifest themselves in the experiment.

Chapter 3 described the Strathclyde BEC experimental setup, including the laser

system, double MOT optical setup, the various magnetic geometries possible from the

hybrid trap and the imaging system.

In Chapter 4 the various experimental methods for ‘controlling’ the BEC were dis-

cussed, these included the MOT loading sequence, optical pumping, the magnetic traps

and evaporative cooling. The experimental generation of a BEC and its expansion dy-

namics was then described and compared with theory. The later stages of Chapter 4

introduced the methods used to manipulate the condensate, such as the dipole beam

and levitation field. Within the dipole beam section the optical dipole potential was

discussed as well as the dipole beam’s alignment, how to control the dipole beam and

the process of adiabatic splitting. In the final section the magnetic levitation field was

described as well as the condensate’s expansion dynamics in the field.

Bose-Einstein condensate interferometry was reported in Chapter 5, where the in-

terference signal’s dependence on a variety of experimental parameters was discussed.

First the fringe pattern processing technique was introduced before the fringe period’s

dependence on the dipole beam and levitation time were discussed. The next section

introduced maximum contrast interference, both the theoretically and experimental

results, and then demonstrated how imaging beam detuning could a↵ect the contrast

of the interference pattern. Talbot-enhanced interference was the topic of the next

section, here the Talbot e↵ect was introduced and the experimental results of the spa-

tial Talbot e↵ect of light interacting with periodic BEC fringes was described as well

as the corresponding theory for this observed e↵ect. The lifetime of the interference

fringes was presented, before finally Chapter 5 concluded with a discussion on the pos-

sible causes (magnetic switch o↵, dipole beam noise, magnetic trap noise) and solutions

(vertical imaging to investigate sloshing, RF dressing, new levitation coil) to the spatial

fluctuations in the final condensate position. This thesis presents the first experimental

observation of the spatial Talbot e↵ect of imaging light interacting with periodic BEC

fringes, and also discusses the drastic e↵ect it can have on the interference signal. This

is the topic of the first paper from my PhD [258].

Chapter 6 gives a description of the experiments involving phase fluctuations in

elongated condensates. How to calibrate the aspect ratio of the trap was introduced

first before the phase fluctuation’s dependence on time-of-flight and aspect ratio was
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7.2 Outlook and future improvements

discussed. The observation of regular phase fluctuations was described in the next sec-

tion, which also contained experimental data showing that this wasn’t a result of the

levitation field. The final result in Chapter 6 was the phase revival of quasicondensates,

in this section it was shown that a elongated condensate exhibiting phase fluctuations

can be re-cohered. All of these results are the subject of the second paper from my

PhD [259].

Finally in this chapter possible improvements to the existing Strathclyde BEC ex-

periment and will be discussed. Also, future potential experiments and possible direc-

tions of the project will be considered.

7.2 Outlook and future improvements

The current problem with the spatial fluctuation in the condensate’s final location,

and the variation of the interference pattern’s phase with each experimental realisa-

tion, opens up the possibility of future improvements for the experiment. Some of the

experimental improvements have been started by myself and continued by the current

postdoc in the lab Dr. Yueyang Zhai and the new PhD student Ms. Victoria Hender-

son, these include new coil driver circuits, vertical imaging system and RF dressing.

The new coil driver circuit is based on the circuit in Figure A.2, with some new

features to help improve stability. The new circuits are all housed in the same enclosed

box, are attached to a heat sink and have a low temperature coe�cient sense resistor,

all of which will help increase stability of the current in the coils. Care was taken to

design a system that has low thermal drifts with time, this is essential when trying

to obtain stable phase locked fringes. The new circuits have now been made and are

ready to be tested before being implemented into the experiment. Figure 7.1 presents

a Fourier transform of the coil power supplies during the RF evaporation sequence. It

was recently discovered that there is a resonance at 400 kHz, it is believed that this is an

inherent resonance due to the fact the power supplies are driving RLC circuit, however

it would be preferable to investigate this further and remove from the experiment. As

well as the circuits to control the current in the coils, there is also a new simplified coil

setup. This setup would use three MOSFET banks instead of the five and enable more

control over the magnetic fields.

The vertical imaging system will enable the condensate to imaged in all three axes
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7.2 Outlook and future improvements
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Figure 7.1: Response of coil power supplies as a function of frequency showing a reso-
nance in the circuit. The Fourier transform of coil power supplies during RF evapora-
tion, shows a resonance in the circuit at 400 kHz. It is believed that this is an inherent
resonance since the power supplies are driving a RLC circuit.

and allow any sloshing in the magnetic trap to be investigated (discussed briefly in

Appendix C). Potential sloshing in the magnetic trap could lead to an initial velocity

or position in the condensate, which could contribute to the fluctuations in the BEC’s

final position. Having the ability to image the condensate vertically allows sloshing to

be eliminated (if present) from the experiment, which increases the chances of obtaining

reproducible interference fringes. It will also allow the resulting interference pattern

from a RF dressed double-well potential to be imaged (briefly discussed in Appendix

B). Using an RF dressed double-well potential has two main advantages: 1) The initial

split is smaller so one can achieve the same sized interference fringes (⇠ 40µm) with

less expansion time, therefore there is less time for any velocity or position noise to

build up. 2) The trap and split are both magnetic and therefore decoupled, i.e. if the

trap moves the split also moves. Both these improvements in the experiment can help

towards achieving stable phase locked interference fringes.

Another potential improvement is to paint arbitrary potentials onto the dipole

beam and use this to split and trap the condensate axially, which also decouples the

trap and split. This is achieved by sending a carrier RF frequency mixed with sidebands,

with multiple RF components to the AOM. This method splits the beam into various

components, which are spaced close enough that the atoms see it as a smooth contin-

uous potential. This method can be used to make linear v-potentials and parabolic
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Figure 7.2: Various RF arbitrary potentials. Each RF potential has a central car-
rier frequency of 80MHz and nine sidebands each side spaced 2MHz apart. a) Linear
v-potential, b) parabolic potential and c) parabolic potential with high amplitude com-
ponent in middle to split condensate (!�potential).

potentials and by having a high amplitude component in the centre it can also split the

condensate. Figure 7.2 presents the RF spectrum for a linear v-potential a), a parabolic

potential b) and a parabolic potential with a component for splitting c). Each spec-

trum has a central carrier frequency of 80MHz with nine sidebands each side spaced

2MHz apart, this is still close enough together so that the atoms will see a continuous

potential. This RF spectrum is then amplified before being fed into the the AOM and

the potential is painted onto the dipole beam. Due to nonlinear e↵ects when amplify-

ing the RF spectrum, a correction factor was needed to fix the potential on the dipole

beam. Once the RF spectrum has been painted onto the dipole beam it was imaged

Figure 7.3: Various arbitrary dipole beam potentials.Dipole beam potentials in a), b)
and c) correspond to the RF spectrums in Figure 7.2 a), b) and c). Dipole beam poten-
tials were imaged using a beam profiler. a) Linear v-potential, b) parabolic potential
and c) parabolic potential with splitting component in the middle.
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7.2 Outlook and future improvements

on a CCD beam profiler to analyse the dipole beams’s potential, this data is shown in

Figure 7.3. Figure 7.3 a), b) and c) correspond to the RF spectrums in Figure 7.2, it

can be seen that the potential painted onto the beam is similar to the RF spectrum.

This is very preliminary data, but it shows the potential to use this method to trap

the condensate axially as well as split it, which as mentioned previously decouples the

trap and split and could help to achieve reproducible interference fringes. This method

could be extended to 2D or 3D by the use of additional AOMs, this could potentially

make trap and split completely optical.

161



Appendix A

Electronic Circuits

A.1 Dipole beam VCA controller

The dipole beam was controlled via a digital signal from the computer, which was

converted into an analog line using a digital-to-analog convertor (DAC). The analog

line was sent into a VCA, this allowed precise control of the beams intensity.

VCAs typically require ⇠ 25 mA to operate. The 5 mA DAC voltage was converted

into a 25mA signal that controlled the VCA, which was connected to the input of

the AOM. Figure A.1 shows the VCA control circuit, which is based on a di↵erential

amplifier, with an adjustable o↵set that enables fine tuning of the signal send to the

VCA.

47kΩ

47kΩ

47kΩ

411
-

+VDAC

To computer

DIFFERENTIAL AMPLIFIER

+15V

-15V

To VCA

47kΩ

220Ω

1MΩ

1
M

Ω

OFFSET

Figure A.1: Dipole beam VCA control signal circuit diagram. 411 (LF 411), Low O↵set,
Low Drift JFET Input Operational Amplifier (output source current of 25 mA). The 5
mA DAV voltage was converted into a 25 mA signal, which controls the VCA, that is
connected to the AOM. The o↵set was used for fine tuning of the AOM controller.
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A.2 MOSFET banks driver
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Figure A.2: Circuit diagram for Io↵e-Pritchard and MOT coil-driver.
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Figure A.3: Coil-driver circuit for compensation and bias coils.
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Appendix B

RF dressing

The basic principle of magnetic trapping utilises the Zeeman e↵ect, which shifts the

energy of a spin state |mF i by an amount depending on the local magnetic field.

Normally a coupling of various |mF i states is used for RF evaporative cooling to reach

the BEC transition but can also be used to create traps for atoms. Instead of using RF

fields to eject the hotter atoms from the trap, Zobay and Garraway [104] introduced

the idea of dressing the |mF i states to create new trapping geometries. Figure B.1

presents the basic principle of RF dressing with atoms in a 1D harmonic trap. An RF

field will be resonant at two points in space, left and right of the trap minimum. Atoms

in the static magnetic trap are dressed by a strong near-resonant RF field. In this case

the |mF i states are no longer the eigenstates, instead the dressed states become the

eigenstates of the system, which are a combination of the photons in the RF field and

the atom’s internal state

On resonance the RF field is resonant at two points (Figure B.1a), in the dressed

state regime the bare states cross at these points. The RF field then couples them so

that this becomes an anti-crossing and the atoms are trapped in the minima that is

formed at this anti-crossing. If the RF field is detuned from resonance the bare states

do not cross, however the states are still coupled by the RF field, which pushes them

apart. The coupling is strongest at the centre of the trap, this results in the states

being pushed further than the surrounding points, which results in a spatially varying

coupling. This can also be understood in the following way: when the RF field is

detuned it causes an AC stark shift in the trap which is spatially-dependent, i.e. larger

stark shift near the centre and smaller at the sides of the trap. Both setups can be

used to implement a double-well potential for the atoms, this eliminates the need for a
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Figure B.1: Adiabatic RF potentials for F = 2 system. Coupling between di↵erent
|mF i states of atoms in a 1D harmonic magnetic potential. RF field of frequency !RF

is resonant to energy gap between states at two points and when o↵ resonant causes
a AC stark shift, which various depending on position. On resonance the states are
coupled to each other and the atoms experience a new trap geometry, the so called
dressed states, which are labelled |mF

0i.

optical dipole beam.

Dressed double-well trap interferometers have been achieved on atom chips but

never in a macroscopic Io↵e-Pritchard trap. The reason for this is that atom chip trap

have extremely high trap frequencies, which lead to the large magnetic field gradients

needed to couple the di↵erent |mF i states. However, initial theoretical simulations

predict predict that the required magnetic field gradients and coupling strengths can

be achieved in the Strathclyde experiment to allow the IP trap to RF dressed and a

double-well potential created. Figure B.2 shows the theoretical plots of an harmonic

potential with and without the presence of RF dressing, the plots were determined using

achievable parameters in the Strathclyde experiment. From the initial simulations it

appears that RF dressing is possible in Strathclyde’s macroscopic IP trap. Also, the

initial separation between the two halves of the condensate will be reduced to at least

15 µm, half of what it is using the optical dipole beam. By reducing the centre-

of-mass splitting, then the expansion time needed to obtain the same period fringes

reduces, therefore there is less time for the atoms to gain noise which could lead to
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Figure B.2: Theoretical plot of harmonic potential with and without RF dressing. a)
presents harmonic IP trap without RF dressing and b) is same harmonic trap trap in the
presence of RF dressing. Both plots were determined using achievable parameters in the
Strathclyde experiment, this confirmed that using RF dressing to create a double-well
potential interferometer is possible.

spatial fluctuations in their final position. Using the modified fringe period formula

(�0 = � sinh(!zt)/!zt), the time needed to to obtain 41 µm period fringes decreases

from 160 ms (40 µm splitting) to 95 ms (15 µm splitting). If the centre-of-mass splitting

turns out to be > 15 µm, then this could eradicate the need for the levitation field

completely.
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Appendix C

Vertical imaging

Having both a vertical and horizontal imaging system will allow all axes of the con-

densate to be probed and studied, as well as enabling a 3D image of the condensate

to be constructed. The vertical imaging system was implemented by picking o↵ light

(using a PBS) from the horizontal imaging system and then overlapping it with the

vertical MOT beam. Figure C.1 shows a schematic diagram of the vertical imaging’s

optical setup. Once the condensate is released from the trapping potential it starts to

expand and fall under gravity (1/2gt2), this means that the focal position of the first

MOT beam

Horizontal Imaging

x

y

PBS

PBS

PBS

λ/2

λ/4

λ/4

λ/4
Atoms

CCD

CCD10 cm

20 cm

15 cm

30 cm

MOT beam

Figure C.1: Schematic diagram of vertical imaging optical setup. Half of the horizontal
imaging light is picked o↵ using a PBS and is then overlapped with the vertical MOT
beam. The polarisation is set in such a way that the MOT beam is transmitted through
the PBS after the atoms and the imaging light is reflected by the same PBS. Both
imaging systems use a two lens setup, which results in a magnification equal to two.
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lens changes depending on drop time. To account for this the first lens was mounted on

a translation stage, which was attached to a micrometer for fine adjustment, and lens

position depending on drop time was calibrated. It was calculated that the condensate

would drop by 18mm in 60ms, using this all drop times in-between could be calculated

and the lens position calibrated.

Once the lens position was calibrated and the condensate focussed for all drop times,

absorption images were taken in both the horizontal and vertical direction and the re-

sulting profiles compared. From the trapping potential geometry it was expected that

the condensates size and width should be the same for both imaging directions. Figure

C.2 presents the same condensate imaged in both the horizontal and vertical direction.

The width of the condensate was determined from the fit and was found to be 115µm

and 127µm for the horizontal and vertical direction imaging systems respectively. The

di↵erence in the width of the condensate between the imaging systems is contributed

to be due to slightly di↵erent magnifications. When an absorption image is taken a

field must be applied along the imaging axis to ensure the correct polarisation of the

imaging light. However, when imaging in both axis, magnetic fields in both directions

can’t be applied, this results in a drop in optical density in the axis which hasn’t had

the magnetic field applied. The resulting absorption image of the condensate will have
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Figure C.2: Density profiles of BEC after in using horizontal and vertical imaging
system. a) BEC after 20ms expansion using horizontal imaging beam and b) same
BEC using vertical imaging system. Condensate was fit using Thomas-Fermi+Gaussian
distribution and the widths were calculated to be a) 115µm and b) 127µm. Di↵erence
in the width of the condensate is contributed to slightly di↵erent magnification between
both imaging systems.
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the same parameters (i.e. width, temperature, PSD) but will appear to have a much

lower optical density. The apparent reduced optical density can be accounted for by

using a scale factor, which once calibrated will allow the true optical density of the

condensate to be observed.

The vertical imaging system allows the potential sloshing in the magnetic trap to

be studied, and if present be eliminated from the experiment. It also enables the

interference fringes from the RF dressed double-well potential to be observed.
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[254] D. Kadio, M. Gajda, and K. Rzażewski, Phase fluctuations of a Bose-Einstein

condensate in low-dimensional geometry, Physical Review A 72, 013607 (2005).

[255] H.-P. Stimming, N. Mauser, J. Schmiedmayer, and I. Mazets, Dephasing in

coherently split quasicondensates, Physical Review A 83, 023618 (2011).

191



REFERENCES

[256] R. Scott, D. Hutchinson, T. Judd, and T. Fromhold, Quantifying finite-

temperature e↵ects in atom-chip interferometry of Bose-Einstein condensates,

Physical Review A 79, 063624 (2009).

[257] Y. Hao and S. Chen, Density-functional theory of two-component Bose gases in

one-dimensional harmonic traps, Physical Review A 80, 043608 (2009).

[258] C. H. Carson, Y. Zhai, P. F. Gri�n, E. Riis, and A. S. Arnold, Talbot-Enhanced

Maximum-Contrast Condensate Interference, in preparation (2015).

[259] Y. Zhai, C. H. Carson, P. F. Gri�n, E. Riis, and A. S. Arnold, Regular phase

fluctuations in an elongated Bose-Einstein condensate, in preparation (2015).

192


	Abstract
	Acknowledgement
	Contents
	List of Figures
	List of Tables
	1 Introduction
	1.1 Is colder better?
	1.2 Condensation of a quantum gas
	1.3 Interferometry
	1.3.1 Atom interferometry
	1.3.2 Atoms v light

	1.4 Cold atom or BEC based interferometry
	1.4.1 Double-well potential BEC interferometer
	1.4.2 Guided-wave BEC interferometer

	1.5 Thesis outline

	2 How to make a BEC
	2.1 Rubidium
	2.1.1 Trap and repump lasers
	2.1.2 Optical pumping

	2.2 Laser cooling
	2.2.1 Light force on atoms
	2.2.2 Doppler cooling - optical molasses
	2.2.3 Magneto-optical trap

	2.3 Magnetic fields and atoms
	2.3.1 Zeeman effect - atom-magnetic field interaction
	2.3.2 Rectangular and circular coils
	2.3.3 Quadrupole trap
	2.3.4 Ioffe-Pritchard trap
	2.3.5 Compression

	2.4 Evaporation
	2.4.1 RF evaporative cooling
	2.4.2 Dynamics of evaporative cooling
	2.4.3 Runaway evaporation
	2.4.4 Phase-space density parameter

	2.5 Bose-Einstein condensation
	2.5.1 Mean-field theory
	2.5.2 The Thomas-Fermi approximation
	2.5.3 Condensate expansion

	2.6 Interference
	2.6.1 Phase of a BEC
	2.6.2 Matter-wave interference
	2.6.3 Coherent splitting of a condensate
	2.6.4 Phase diffusion

	2.7 Coherence - Phase fluctuations
	2.7.1 BEC in a 3D elongated trap
	2.7.2 Phase fluctuations in elongated BEC
	2.7.3 Density fluctuations in time-of-flight


	3 Experimental setup
	3.1 The laser system
	3.1.1 ECDL - Repump laser
	3.1.2 Trap and dipole beam lasers
	3.1.3 Temperature and current controls
	3.1.4 Talking to the laser - absorption spectroscopy
	3.1.5 Locking the laser
	3.1.6 Shifting the frequency

	3.2 Double MOT setup - HP and LP MOTs
	3.3 Four traps in one
	3.3.1 MOT configuration
	3.3.2 Ioffe-Pritchard configuration
	3.3.3 Double-well potential configuration
	3.3.4 Toroidal magnetic storage ring

	3.4 Current control
	3.4.1 Control circuit and DAC

	3.5 Cameras
	3.5.1 Absorption imaging


	4 Controlling the BEC
	4.1 Loading the MOT
	4.2 Optical pumping
	4.2.1 Magnetic field quantisation

	4.3 Trapping the atoms
	4.3.1 Magnetic field compression
	4.3.2 Trap frequencies

	4.4 Evaporative cooling
	4.5 BEC
	4.5.1 Ballistic expansion

	4.6 Dipole beam
	4.6.1 Optical dipole potential
	4.6.2 Dipole beam position
	4.6.3 Controlling the dipole beam
	4.6.4 Adiabatic splitting

	4.7 Levitation
	4.7.1 Importance of levitation
	4.7.2 Creating the levitation field
	4.7.3 Levitation timing
	4.7.4 Levitation field dynamics


	5 Interferometry
	5.1 Interference fringes
	5.2 Fringe pattern processing
	5.2.1 Fourier transformation and fringe period

	5.3 Fringe period - initial separation
	5.3.1 Focusing the dipole beam
	5.3.2 Dipole beam power

	5.4 Fringe period - levitation time
	5.5 Maximum contrast interference
	5.5.1 Contrast - Experimental fringes
	5.5.2 Contrast - Imaging beam detuning

	5.6 Talbot enhanced interference
	5.6.1 Talbot effect
	5.6.2 Spatial Talbot effect - BEC interferometry
	5.6.3 Spatial Talbot effect - BEC interferometry theory

	5.7 Interference fringes lifetime
	5.8 The search for phase locked fringes
	5.8.1 Spatial fluctuations
	5.8.2 Spatial fluctuations - Magnetic switch off
	5.8.3 Spatial fluctuations - Dipole beam
	5.8.4 Spatial fluctuations - Magnetic trap noise
	5.8.5 Spatial fluctuations - Phase
	5.8.6 Spatial fluctuations - Solutions


	6 Phase Fluctuations
	6.1 Calibrating trap bottom and aspect ratio
	6.2 Phase fluctuations in time-of-flight
	6.2.1 Fluctuations - time
	6.2.2 Fluctuations - aspect ratio

	6.3 Regular phase fluctuations
	6.4 Phase coherence revival

	7 Conclusions
	7.1 Summary
	7.2 Outlook and future improvements

	A Electronic Circuits
	A.1 Dipole beam VCA controller
	A.2 MOSFET banks driver
	A.3 The coil-driver circuit

	B RF dressing
	C Vertical imaging
	References

