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Abstract

This thesis systematically addresses two main objectives. The first part
focuses on the creation of a high-brightness source of heralded single photons,
essential for the development of an advanced LIDAR system. The second
part is dedicated to the experimental development of a quantum-enhanced
LIDAR, employing coincidence detection to effectively discriminate between
signal photons and background level.
In the initial sections, the focus is placed on the development of an Opti-
cal Frequency Comb Generator (OFCG) designed to produce high-efficiency,
microsecond pulses optimised for photon generation through the Four Wave
Mixing process. A new numerical model is introduced and utilised for the op-
timal design and refinement of the OFCG. The theoretical predictions of the
model are validated by experimental realisations and comprehensive char-
acterisation, confirming the anticipated efficiency and performance of the
OFCG.
The latter part of the thesis transitions to the development and assessment
of the quantum-enhanced LIDAR. This system integrates a continuously
pumped photon pair source with a simplified detection mechanism. It proves
effective in operational environments characterised by a significant imbalance
between signal and background level, with the presence of noise levels exceed-
ing million counts per second while the returning signal was on the level of
single counts per second. Target discrimination was successfully performed
even with extremely low target reflectivity down to -52 dB. The LIDAR’s
performance is thoroughly evaluated using a log-likelihood analysis frame-
work, demonstrating robustness against various forms of classical jamming.
It is capable of performing rangefinding measurement limited by the timing
jitter of silicon-based room-temperature Single Photon Avalanche Detectors
(SPADs).
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Chapter 1

Introduction

The art and science of target detection and rangefinding are as ancient as

human curiosity and strategic ingenuity. Over the centuries, a journey from

rudimentary attempts to modern technological innovations has been marked

by the constant evolution of tools and methodologies. In ancient times, civil-

isations deployed basic instruments like astrolabes and quadrants for celestial

navigation and observations. The evolution of these tools was not just a tech-

nological advancement but a strategic enhancement in naval warfare, where

estimating the enemy’s distance was often the game-changer.

The inception of RADAR (Radio Detection and Ranging) in the 20th cen-

tury marked a monumental leap in this domain [1]. As illustrated in Fig. 1.1,

RADAR systems, capitalising on time-of-flight measurements, offered un-

precedented accuracy in determining distances. The equation

r =
∆t · c
2

, (1.1)

describes this principle, where r is the distance to the target, ∆t is the time

it takes for the electromagnetic wave to travel to the target and back, and c is

the speed of light. The factor of 2 accounts for the round-trip journey of the

wave. Furthermore, RADARs are also capable of detecting the velocity of

2



Chapter 1. Introduction 3

Figure 1.1: Diagram depicting the principle of the time-of-flight measure-
ment. An emitter sends an electro-magnetic wave towards a target which
reflects a portion of the signal. The returning signal is detected by a detec-
tor. The distance r between the measurement devices and the target can be
estimated by measuring the time between sending and receiving the signal
∆t.

moving targets by utilising the Doppler shift of the returned signal [2]. This

technology became instrumental in World War II and equally significant in

civilian applications, including weather forecasting.

Despite RADAR’s contributions, its usage of long wavelengths of electro-

magnetic waves had inherent limitations, especially when it came to detailed

observations at shorter ranges. These waves are prone to significant diffrac-

tion effects, which can compromise the precision of target detection.

In contrast, LIDAR (Light Detection and Ranging) emerged with the promise

of excelling in short-range detailed observations, thanks to its utilisation of

shorter optical wavelengths. The use of laser beams in LIDAR offers greater

precision and detail, making it particularly advantageous for close-proximity

target detection and rangefinding.

However, LIDAR is not without its limitations. Over very long distances,

the laser light from LIDAR systems can be absorbed or scattered by atmo-

spheric particles, such as dust, moisture, and gases. This attenuation of the
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signal, combined with the need for high-resolution and high-sensitivity de-

tectors that face challenges with low photon return rates at extended ranges,

means that LIDAR is less effective over extremely long distances compared

to RADAR.

Despite these challenges, the potential and versatility of LIDAR in various

applications can not be understated. The following sections provide an in-

depth examination of LIDAR’s principles, technologies, and its pivotal role

in modern remote sensing.

1.1 Introduction to LIDAR

LIDAR has firmly established itself as a linchpin technology in the arena of

precise target detection and rangefinding, with its footprint expanding across

diverse applications including ground surveys, sea-level monitoring, and as a

cornerstone for the navigational prowess of autonomous vehicles [3–7].

The operational essence of LIDAR is encapsulated in the emission of short

optical pulses, their journey to the target, and the reflection back to the

source [8]. The precision in measuring the time lapse of this round trip

provides crucial data for determining the target’s presence and exact distance.

However, challenges arise in classical LIDAR applications, especially when

operating at long distances or with low reflectivity targets. When performing

measurements outdoors, there is an inherent risk that a bystander might in-

advertently receive an eye strike from the emitted optical pulses. To mitigate

this risk and ensure the safety of all individuals in the vicinity, the adoption of

eye-safe operational standards becomes imperative. These standards, while

prioritising safety, necessitate the use of less intense emitted optical pulses,

leading to an extremely weak return signal. Given these circumstances, it be-

comes increasingly difficult for classical LIDAR systems to distinguish useful

return photons from the background level. This limitation not only affects
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the accuracy but also renders the systems vulnerable to jamming and other

intentional interference.

One significant advancement that aimed to address these challenges is the

introduction of Single-Photon Avalanche Diodes (SPADs) [9]. Celebrated for

their ability to register avalanche events upon the detection of a lone photon,

SPADs have become indispensable in LIDAR applications where weak-signal

detection is of utmost importance [10, 11].

Complementing the evolution of SPADs, the advent of single-photon sources

represents another pivotal progression. These sources, primarily based on

spontaneous parametric down-conversion (SPDC) and spontaneous four-

wave mixing (SFWM), have shown exceptional promise in enhancing the

efficiency and brightness crucial for LIDAR applications [12–16]. The funda-

mental processes within these sources involve the destruction and creation of

photons within non-linear crystals, resulting in the generation of ‘idler’ and

‘signal’ photon pairs. This mechanism enables accurate distance measure-

ments through analysing the time delay between these paired detections [14].

Despite the low-light operations, SPDC sources have demonstrated effective-

ness in rangefinding over extended distances [13, 15]. Embracing this single-

photon regime signifies a transformative era for LIDAR, offering unmatched

sensitivity and overcoming challenges that were once insurmountable due to

environmental and technical constraints.

This evolution in LIDAR technology, marked by its immersion into the quan-

tum realm, elevates it from a mere technological instrument to a strategic

asset. Its unique attributes encompass enhanced situational awareness, su-

perior operational security, and unparalleled data accuracy.

In the following sections, we will delve into the intricate relationship between

photon detectors, quantum phenomena, and the operational principles that

define the current state of the LIDAR field. This exploration will provide

insights into its current capabilities and address future advancements.
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1.1.1 Quantum Illumination

Quantum illumination, as first presented by Lloyd in 2008, is rooted in the

theoretical application of quantum correlations to exponentially enhance the

signal-to-background ratio in target detection and discrimination [17]. Al-

though quantum states are inherently vulnerable to loss and background per-

turbation, the exquisite sensitivity arising from the entanglement of photon

pairs offers a remarkable advantage over classical approaches.

In the quantum illumination paradigm, an entangled pair of photons is pre-

pared, where the idler photon is kept locally, and the signal photon is sent to

probe a target immersed in substantial background level. The reflected signal

is subsequently combined with the locally retained idler in a joint quantum

measurement. The correlations between the idler and signal photons en-

able the differentiation of the signal photon from the pervasive background,

thereby enhancing the signal-to-background ratio.

Lloyd’s foundational work demonstrated the possibility of transcending the

capabilities of classical systems by leveraging the potent effects of entangle-

ment [17]. Further explorations, particularly the Gaussian state analysis,

have postulated a 6 dB cap on the quantum advantage, contingent upon an

as-yet unidentified optimal measurement [18, 19]. Existing measurement pro-

tocols, albeit promising, have realized up to a 3 dB advantage [20, 21]. The

aspiration to harness the full quantum advantage has been primarily hindered

by the implicit technical challenge of necessitating phase-sensitive detection

from a target at an unknown distance. This requirement demands a stability

level below λ/2, introducing complexities in implementation [22, 23].

Empirical forays into quantum illumination have yielded phase-sensitive de-

tection demonstrations in-fibre, albeit with detector-incurred background [21].

These initial endeavours have recently been extrapolated into the microwave

domain, heralding a new frontier that aligns with contemporary radar tech-

nologies [24–26].
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The ensuing discussion is set to introduce a simplified, yet effective, detec-

tion scheme. Moving away from the complexity of entanglement, this ap-

proach capitalises on the temporal correlation between photon pairs, offering

a pragmatic solution for background rejection while preserving the essence

of quantum-enhanced sensitivity [27].

1.1.2 Quantum-Enhanced LIDAR

In the preceding section, the intriguing prospects of enhancing LIDAR de-

tection capabilities through quantum illumination, specifically via entangle-

ment, were explored. However, practical implementation of this method is

laden with challenges, warranting the exploration of alternative, simpler yet

effective, strategies.

One such pragmatic approach on the non-classical temporal correlations char-

acteristic of photon pairs born from spontaneous parametric processes like

SPDC and SFWM, irrespective of whether pulsed or continuous sources

are employed [28]. The underlying principle is straightforward yet power-

ful. Given that these photon pairs are conceived almost simultaneously, the

detection of the idler photon effectively heralds the presence of its signal

counterpart. This temporal alignment is crucial for eliminating uncorrelated

background photons. Detection events are recorded only when correlated

signal-idler pairs are identified, a technique referred to as coincidence detec-

tion.

This technique, though less complex, has proven its mettle in experimen-

tal arenas. Enhanced signal-to-background ratios, an essential metric for

the fidelity of detection, have been consistently observed [14, 15, 29, 30].

Moreover, this method exhibits an inherent resilience against classical inter-

ference [14, 16]. Rangefinding, a cornerstone application of LIDAR, has also

been successfully demonstrated employing this approach [13, 15, 31].



Chapter 1. Introduction 8

A notable advancement in this domain is the integration of dispersion com-

pensating fibres. By dispersing background across multiple time-bins while

preserving the temporal correlation intrinsic to photon pairs, a remarkable

43 dB enhancement in SBR has been achieved, even amidst background levels

thrice that of the signal [32]. Furthermore, the advent of detector multiplex-

ing is broadening the horizons of LIDAR technology [33]. This innovation

facilitates multi-mode rangefinding and empowers LIDAR systems to operate

covertly, deploying light that is both spectrally and statistically camouflaged

against the background [31].

Such covert operations, which hinge on manipulating the statistical proper-

ties of light, are underlined by the understanding of the second-order corre-

lation function. This function, discussed in detail in Section 1.1.3, serves as

a quantitative tool to discern the temporal coherence of varied light sources,

enabling differentiation between thermal, coherent, and non-classical light

sources. With a grasp on these coherence properties, LIDAR systems can

ensure their operations remain discreet and virtually undetectable in certain

scenarios.

It is crucial to distinguish between the roles of non-classical and quantum

correlations in our approach. While the background suppression in our sys-

tem achieves an improvement greater than 40 dB (as shown in Chapter 6),

it is important to note that this improvement is largely attributed to strong

photon number correlations, which are distinctly non-classical and arise from

the SPDC process. These correlations are more robust than those achievable

with classical light, thereby providing a heralding gain significantly beyond

what classical correlations can offer. The potential addition of phase-sensitive

measurements (the quantum illumination protocol described in the previous

section), could further enhance this advantage by an estimated 3 to 6 dB,

pushing the boundaries of what is currently achieved.

In the domain of quantum-enhanced LIDAR, exploiting entanglement of-
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fers theoretical advantages, notably in terms of accuracy and signal-to-

background ratio enhancement. However, this approach is beset with prac-

tical challenges, making its real-world application complex. In contrast, the

utilisation of temporal correlations between photon pairs emerges as a more

practicable alternative. While perhaps not reaching the theoretical peak

performance of entanglement, temporal correlations provide a significant,

tangible improvement in LIDAR operations [14–16]. This method is consid-

erably easier to implement in practical settings, sidestepping many of the

difficulties associated with entanglement. Thus, in the balance of theoretical

perfection and practical feasibility, leveraging temporal correlations stands

out as a robust, efficient solution for advancing LIDAR technology.

1.1.2.1 Coincidence Detection

Coincidence detection emerges as a pivotal technique in the sphere of

quantum-enhanced LIDAR, particularly due to its efficacy in amplifying the

signal-to-background ratio amidst a backdrop of ambient background and

potential interference. It hinges on the principle of exploiting the intrinsic

temporal correlations between photon pairs generated through spontaneous

parametric processes like SPDC and SFWM.

In the operational schema of coincidence detection, shown in Fig. 1.2, two

detectors are typically employed - one dedicated to the idler photon and

another to the signal photon. Owing to the near-simultaneous generation of

these photon pairs, the detection of an idler photon signals the immediate

anticipation of its corresponding signal photon [29]. The idler photon, serving

as a herald, triggers the monitoring window wherein the signal photon is

expected. The probability of background photons infiltrating this narrowed

temporal window is drastically reduced, leading to a purified and enhanced

signal.

This quantum-enhanced sensitivity can be understood by considering a LI-
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Figure 1.2: Diagram illustrating coincidence detection principle: A photon
pair source emits near-simultaneous pairs of signal (red) and idler (green)
photons. The idler photons are detected locally, while signal photons are
sent out to probe a target against a strong background. Reflected signal
photons and background level are detected upon return. Coincidence detec-
tion between idler and signal detectors is initiated by an idler click, followed
by a search for signal clicks within a precise, few-nanoseconds window, de-
picted as a green bar post-idler detection. This window is timed to match the
signal’s round-trip travel to the target and back, ensuring only temporally
correlated signal clicks are counted as coincidence events.

DAR system that sends one photon every second while there are 10,000 back-

ground photons present in the one second time window. In such a scenario,

the probability of successfully distinguishing the signal photon from a back-

ground photon is very low, at approximately 1/10,001 or 0.01%. However,

by utilising non-classical correlations and employing an idler-conditioned de-

tection method, as described above, and selecting a coincidence window of 1

nanosecond, the probability that one of the 10,000 background photons will

be detected within this window is reduced to 0.001%. This approach effec-

tively suppresses the background level using non-classical correlated photon

pairs generated in processes such as SFWM and SPDC, and in this simple
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example would lead to an improvement in sensitivity by approximately 40

dB.

The effectiveness of coincidence detection is not merely theoretical but finds

empirical validation. Experimental setups employing this technique have

consistently demonstrated elevated levels of detection accuracy, even in sce-

narios characterised by substantial background level [30].

1.1.3 Second-Order Correlation Function

The second-order correlation function g(2)(τ) is a vital statistical tool used to

characterise the correlation between photons arriving at two different times,

providing insights into the temporal coherence properties of light. Using

classical formalism the second-order coherence can be expressed

g(2)(τ) =
⟨I(t)I(t+ τ)⟩

⟨I(t)⟩2 , (1.2)

where I(t) is the light intensity at time t, τ is the time delay and ⟨.⟩ denotes

a time average much longer than the coherence time of . The second-order

correlation function is instrumental in distinguishing between different types

of light based on their temporal coherence properties.

This function enables characterisation of light into three different regimes

dependent upon the value of g(2)(0) as shown in Fig. 1.3. For a coherent

source, such as light from a laser, g(2)(0) = 1 [34], meaning the arrival times

of photons at the detector is entirely random. When g(2)(0) > 1, photons are

more likely to arrive together leading to the term bunched or super-Poissonian

light. This is the case for thermal light which typically can be modelled as

a chaotic, with an intensity that fluctuates around a mean value ⟨I⟩. The

numerator of Eq. 1.2 will then exaggerate higher intensity values over lower

ones, hence ⟨I(t)2⟩/⟨I(t)⟩2 > 1 [35]. Finally, g(2)(0) < 1 is known as sub-

Poissonian or anti-bunched as photons are more likely to arrive individually,
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Figure 1.3: Second-order coherence function for thermal, coherent, and anti-
bunched light. The distinct g(2)(0) values serve as identifiers for each light
type.

with g(2)(0) = 0 indicating an ideal single photon source.

Thus, recording a second order correlation function becomes another pos-

sibility to distinguish between a classical LIDAR and background light. In

practice, distinguishing between the coherent light from a classical LIDAR

system and the thermal background light involves measuring the g(2)(0) value.

While theoretically feasible, practical challenges arise due to the subtle in-

tensity fluctuations of thermal light, necessitating highly sensitive detectors.

It is important to note that the decay time of g(2) is governed by the inverse

bandwidth, which could be as short as a few femtoseconds. This requires

femtosecond-level resolution from the detectors. Ambient background further

complicates signal isolation, and the weak signal strength of thermal light

requires a full quantum mechanical treatment of the sensing problem [36].

Practical implementation is also hindered by the complexity of necessary

equipment, such as Hanbury Brown and Twiss setups, and the demand for

precise calibration and stability. Despite these challenges, advancements in

detection technology and signal processing are gradually enhancing the prac-

ticality of such measurements [37].
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For a single-mode light source the second-order coherence can be expressed

using quantum mechanical formalism as [38]

g(2)(τ) =
⟨â†(t)â†(t+ τ)â(t)â(t+ τ)⟩

⟨â†(t)â(t)⟩2 , (1.3)

where the operators â and â† are known as annihilation and creation opera-

tors, respectively. Their physical meaning can be understood as removing or

adding a single photon. For example, the action of annihilation operator on

a number state |n⟩, which is a state that contains precisely n photons (also

known as a Fock state), is [38]

â|n⟩ = √
n|n− 1⟩, (1.4)

for number states where n ̸= 0. The term
√
n is normalisation factor.

1.1.3.1 Idler-conditioned second order coherence function

The idler-conditioned second-order correlation function g
(2)
c (τ) is a statistical

tool used to verify the emission of single photons from a light source emitting

single photon pairs such as SPDC and SFWM. This technique leverages the

correlation between the idler and signal photons generated by a single-photon

source. By splitting the signal beam and measuring coincidences between the

idler photon detector and two signal photon detectors, one can confirm the

presence of single photons.

The idler-conditioned second-order correlation function g
(2)
c (τ) is defined

as [39]

g(2)c (τ) =
PIS1S2

PIS1PIS2

(1.5)

where PIS1S2 is the probability of obtaining a threefold coincidence between

the idler (I), signal 1 (S1), and signal 2 (S2) detectors. The PIS1 and PIS2
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Figure 1.4: Experimental setup for measuring the idler-conditioned second-
order correlation function. The single-photon source emits photon pairs,
signal (in red) and idler (in green). The idler is directed to the idler detector
(I), and the signal photon is split evenly between the Signal 1 detector (S1)
and the Signal 2 detector (S2).

are the probabilities of twofold coincidences between the idler and signal 1/2

detectors.

For a true single-photon source, it is impossible for all three detectors to

click simultaneously (assuming the detectors involved in measurements are

perfect). This is because if the idler and one of the signal detectors (either

signal 1 or signal 2) detect a photon, there should be no photon left to be

detected by the other signal detector. Therefore, the absence of simultaneous

clicks among the three detectors is a strong indication that the source is

indeed emitting single photons.

The experimental setup for measuring the idler-conditioned second-order cor-

relation function is based on the Hanbury-Brown-Twiss configuration [39].

This setup, shown in Fig 1.4, will be used to characterise our single photon

source in Chapter 5.

In summary, the second-order correlation function, g(2)(τ), serves as a pow-

erful tool for discerning the temporal coherence properties of different light

sources. Its ability to differentiate between thermal, coherent, and anti-

bunched light is crucial, especially in contexts where these distinctions have

practical implications. As we transition to more advanced LIDAR applica-
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tions in the following sections, the insights derived from this function will

play a pivotal role in understanding the intricacies of covert operations and

the challenges they present.

1.2 Covert Target Detection

With the foundational understanding of the second-order correlation function

and the insights it offers, we now delve into the advanced realm of LIDAR

operations, especially in scenarios where stealth and secrecy are of utmost

importance.

The evolution of LIDAR technology into the single-photon regime has un-

locked unprecedented capabilities for covert operations, a development of

paramount significance in military and security applications. The ability

to generate and detect individual photons ensures minimal energy emission,

thus reducing the detectability of the LIDAR systems while maintaining their

rangefinding and imaging efficacy [14, 16].

However, despite the advancements, potential adversaries equipped with so-

phisticated detection technologies can identify LIDAR operations through

several mechanisms:

1. Spectral Signature: Typical LIDAR operation introduces a distinct

spectral signature in the ambient light environment. The emission of

focused laser beams, though minimal, can be detected due to the sharp

spike they create in the light spectrum. This spectral signature can

be camouflaged by deploying tunable lasers and spectral broadening

techniques, thereby diffusing the sharp spectral peaks into a more ran-

domised and natural-looking emission pattern [31].

2. Pulsed Operation Mode: In pulsed operation mode, the LIDAR

system can potentially be detected through its characteristic pulse rep-
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etition rate. Analysing the temporal distribution of photons in the

environment can unveil the presence of a LIDAR system if an unin-

tended rhythmic emission pattern is detected [24].

3. Coherence: The second-order coherence function, introduced in pre-

vious Section, provides another avenue for detection. By distinguishing

the coherent laser light, which is a hallmark of LIDAR systems, from

the chaotic and highly bunched emissions of thermal light sources, the

operation of LIDAR can be potentially unveiled.

Considering these detection mechanisms, designing quantum-enhanced LI-

DAR systems for covert operations necessitates meticulous strategising to

mitigate these vulnerabilities. By modulating the spectral emission patterns,

manipulating pulse repetition rates, and obfuscating the coherence of emit-

ted light, our objective is to make the LIDAR operations indistinguishable

from the ambient light and electromagnetic noise.

Subsequent sections will elucidate our proposed methods for obscuring the

LIDAR’s spectral signature through operation in the single-photon regime,

reducing the spectral spike associated with laser emissions. We will present

two strategies: one involving continuous mode operation and another exploit-

ing pulsed mode with a high repetition rate (∼GHz) and minimal photon

generation probability.

1.2.1 Spectral Signature

Understanding the spectral signature of a LIDAR system in the context of

its operational environment is pivotal for evaluating its covert capabilities.

The background light, particularly in daytime operations, is dominated by

the solar spectrum, which adheres to Planck’s law for black-body radiation.

Figure 1.5 illustrates the solar spectrum. In this radiant expanse, the emis-

sions from a LIDAR operating in the single photon regime are practically
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Figure 1.5: The solar radiation spectrum for direct light, comparing condi-
tions at the top of the Earth’s atmosphere (depicted in red) and at sea level
(depicted in blue) [40].

indiscernible, thus enhancing its covert attributes.

Single photon sources emit light at an extraordinarily dim level, especially

when compared to conventional light sources used in rangefinding systems.

With photon-pair rates typically in ∼MHz mW−1 [41, 42] and even reaching

GHz mW−1 regime for optimised sources [43], the resulting power levels range

from hundreds of femtowatts to tens of picowatts, depending on the pump

power.

This interplay between the dim emissions of single-photon sources and the

overwhelming brightness of the solar spectrum effectively camouflages the

LIDAR emissions. The increase in the ambient light power due to quantum-

enhanced LIDAR operation is indistinguishable, thus affording a level of

operational secrecy that is unattainable with more potent light sources.

1.2.2 Time-like Signature

Traditional LIDAR systems often utilise pulsed sources, operating at rep-

etition rates within the MHz regime. Though effective, these systems are
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identifiable by scrutinising the background spectrum for periodic increases

in radiance, a vulnerability that can compromise covert operations.

We propose two strategies to mitigate this issue, enhancing the stealth char-

acteristics of LIDAR systems. The first involves the deployment of Continu-

ous Wave (CW) illumination, eliminating the time-like signature inherent to

pulsed sources. Classically, LIDAR systems are restricted from CW operation

due to the necessity for a time-stamp to initiate the time-of-flight measure-

ment. However, by integrating single-photon sources based on SPDC, the

heralding of the idler photon can serve as a unique time-stamp, initiating

the measurement process and enabling accurate rangefinding within the CW

regime.

The second strategy employs a weak pulsed source in the GHz repetition rate

regime to pump the SFWM process. Given the low probability of photon-

pair generation per pulse, a majority of emitted pulses contain no photons,

with only a sparse few containing signal photons. This random, intermittent

emission of photon-pairs effectively obscures the time-like signature.

Additionally, utilising an attenuated weak coherent pulsed source [44], poten-

tially with randomised emission times driven by a quantum random number

generator, offers an alternative approach to further enhance LIDAR system

stealth. This method can further obscure the periodicity inherent to pulsed

sources, complicating detection efforts.

These advancements, while instrumental in mitigating detection via time-

like signatures, necessitate innovative pulse generation techniques to ensure

effectiveness and efficiency. In the forthcoming section, we will delve into the

intricacies of generating a GHz train of pulses utilising Optical Frequency

Comb Generation (OFCG), a technology instrumental in achieving the de-

sired pulse characteristics and operational stealth for a quantum-enhanced

LIDAR systems.
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1.2.2.1 Optical Frequency Comb Generation

The evolution of optical frequency comb technology has been marked by

significant milestones, underpinning various applications from sensing and

metrology to the realisation of scalable quantum systems [45–48]. In the

historical context, mode-locked laser systems were predominant sources of

pulsed light for the quantum experiments. These devices, characterised by

their size, high power, and substantial cost, produce temporal pulses with

widths ranging from a few femtoseconds to hundreds of picoseconds and

operating at repetition rates of approximately 1 to 100 MHz [49, 50].

Transitioning from these traditional systems, the OFCG offers a more com-

pact and adaptable method for generating pulsed light. Figure 1.6 provides

an illustrative diagram of the OFCG setup. The advent of the OFCG pre-

sented a breakthrough, allowing for effectively converting a CW pump into

a mode-locked pulse train and achieving repetition rates up to 20 GHz [51–

54]. Despite its low output efficiency due to impedance mismatches during

light coupling, the OFCG’s adaptability to various pump wavelengths and

dynamic pulse width adjustability have positioned it as a pivotal innovation

in the field [51, 55, 56].

To address the low output efficiency, the integration of a coupled cavity

design in OFCG has been proposed as a solution [57]. This design not only

promises improved efficiency but also expanded operational capabilities for

the OFCG, positioning it as a viable tool for advanced LIDAR systems.

In the Chapters 3 and 4, a thorough investigation into the coupled cavity

OFCG will be conducted. Chapter 3 is dedicated to the modelling and theo-

retical analysis of this enhanced OFCG design, while Chapter 4 will present

the experimental realization and evaluation of its performance. These explo-

rations aim to articulate the potential of coupled cavity OFCG in augment-

ing the operational efficiency and covert capabilities of quantum-enhanced

LIDAR systems, shedding light on its prospective contributions to the field.
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Figure 1.6: Diagram illustrating the OFCG setup formed from a CW pump
laser injected into an optical cavity containing the EOM. The light pass-
ing through an EOM undergoes phase modulation, which causes creation of
sidebands about the central frequency of the input light separated by the
frequency ωm. The EOM is placed in an optical cavity consisting of mirrors
M1 & M2. The free spectral range FSREOM is chosen to be an integer multi-
ple of a modulation frequency of an EOM ωm. This configuration efficiently
transforms the input CW signal into a frequency comb, facilitating the gen-
eration of short temporal pulses with a repetition rate of 2ωm.

1.3 Summary of Thesis and Publication List

The structure of this thesis is systematically divided into specific parts, each

highlighting a central theme of the research undertaken during the Ph.D.

The first Part of this thesis is primarily introductory, setting the stage for

the more intricate details that follow.

Part II of the thesis is centred on the development and characterisation

of the OFCG. Here, the emphasis is laid on its foundational theory, the

modelling aspects, and the eventual experimental realisation.

Part III delves into the demonstrations of quantum-enhanced LIDAR us-

ing a CW Source. This section concentrates on the integration of heralded

photon source and its application in quantum-enhanced LIDAR experiments.
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With the overarching themes laid out, we proceed to a detailed breakdown

of the contents of each Chapter:

• Chapter 2: Delivers an in-depth theoretical backdrop, focusing on

non-linear optics, and the primary methods for generating non-classical

light, namely SPDC and SFWM. The Chapter also introduces electro-

optical modulation and the intra-cavity EOM OFCG.

• Chapter 3: Explores the modelling dynamics of single and coupled

cavity OFCG, with emphasis on designing an optimised OFCG for

high-power pulse generation.

• Chapter 4: Chronicles the experimental journey of realising the cou-

pled cavity OFCG, discussing its limitations and showcasing the char-

acterisation results.

• Chapter 5: Unveils the creation and characterisation of the heralded

photon source based on the SPDC Type-II process, setting the stage

for its application in quantum LIDAR.

• Chapter 6: Provides an account of quantum-enhanced LIDAR’s ex-

perimental demonstration. It details improvements in the signal-to-

background ratio, the application of a loglikelihood analysis framework,

and introduces a comprehensive experimental setup with realistic imag-

ing optics.

• Chapter 7: Concludes the thesis, summarising the pivotal findings

and reflecting on potential future trajectories in quantum-enhanced

rangefinding and coupled-cavity OFCG.

1.3.1 Publication list

The following publications have been produced during the course of this

Ph.D. project:
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1. M. P. Mrozowski, J. Jeffers, and J. D. Pritchard, A practical compact

source of heralded single photons for a simple detection LIDAR, SPIE

11835 (2021). Available at doi:10.1117/12.2597218.

Relation to Thesis: This paper serves as the foundation of Chapter

3.

My Contribution: As the first author, I was responsible for develop-

ing the numerical model, designing the simulations, and drafting the

manuscript.

2. M. P. Mrozowski, J. Jeffers, and J. D. Pritchard, High-efficiency

coupled-cavity optical frequency comb generation, Opt. Continuum 2,

894-901 (2023). Available at doi:10.1364/OPTCON.481563.

Relation to Thesis: This paper serves as the foundation of Chapter

4.

My Contribution: I conducted the experiments, analysed the result-

ing data, and was the principal author of the manuscript.

3. R. J. Murchie, M. P. Mrozowski, J. D. Pritchard, and J. Jeffers,

Towards Simple-detection Quantum Illumination LIDAR, STO-SET-

311/RSY (2023).

Relation to Thesis: This paper is not directly used in the thesis.

My Contribution: I authored the section on the heralded photon

source, conducted the experimental work, and provided the experimen-

tal data.

4. M. P. Mrozowski, R. J. Murchie, J. Jeffers, and J. D. Pritchard,

Demonstration of quantum-enhanced rangefinding robust against clas-

sical jamming, Opt. Express 32, 2916-2928 (2024). Available at

doi:10.1117/12.2597218.

Relation to Thesis: This paper serves as the foundation of Chapter

6.

Contributions: M.M. and J.P. devised the experiment; M.M. con-

https://doi.org/10.1117/12.2597218
https://doi.org/10.1364/OPTCON.481563
https://doi.org/10.1364/OE.503619
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ducted the experiment; R.M. and J.J. developed the underpinning the-

oretical framework; J.P., R.M., and M.M. performed the analysis of

the data. All authors contributed to the discussion of results and the

preparation of the manuscript.



Chapter 2

Background Theory of Non-linear

Optics

2.1 Introduction

The field of non-linear optics considers processes where the optical properties

of a material have a non-linear response in electric field amplitude, originat-

ing with the observation of the Kerr effect in the early 19th century [58, 59].

However, the practical application of these effects was limited due to the

absence of intense light sources. The advent of lasers in the 1960s revolu-

tionised the field of non-linear optics by providing researchers with coherent

and high-intensity light sources, enabling deeper exploration of the non-linear

phenomena exhibited by materials under intense optical fields.

These advancements in non-linear optics not only expanded our under-

standing of light-matter interactions but also played a crucial role in en-

abling the generation of single photons for quantum information experi-

ments [60]. For the purpose of this thesis the following non-linear effects

capable of generating non-classical light will be introduced, these are Spon-

taneous Four-Wave Mixing (SFWM) [61–63] and Spontaneous Parametric

24
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Down-Conversion (SPDC) [64–67].

In addition to the concepts of SFWM and SPDC, this Chapter will outline

the theory of Electro-Optic Modulation (EOM). Electro-Optic Modulation

involves the manipulation of a laser’s frequency spectrum using electrical

signals. EOM-enabled optical frequency comb generation (OFCG) is a pow-

erful technique that enables the generation of comb-like spectra within the

frequency domain, leading to the production of short temporal pulses in the

temporal domain. This aspect of EOM will play a crucial role in achieving

the objectives of this thesis by providing a method for precise and versatile

optical pulse generation [53–57]. This capability is particularly important as

it enables the generation of optical pulses at arbitrary wavelengths.

This Chapter provides a comprehensive background on non-linear optics, fo-

cusing on key topics such as electro-optic modulation, spontaneous paramet-

ric down-conversion, and spontaneous four-wave mixing. The insights gained

from these discussions will be applied in the subsequent Chapters, specifically

Chapters 3 & 4 for EOM and OFCG pulse generation, and Chapters 5 & 6

for SPDC.

2.2 Concepts from Non-linear Optics

To describe an optical non-linearity, we can consider the dependence of the

dipole moment per unit volume, or polarisation P (t), of a material system

on the electric field amplitude E(t) of an applied optical field. In linear

optics, the induced polarisation is directly proportional to the electric field

strength, described by the relationship P (t) = χ(1)E(t), where χ(1) is the

linear susceptibility. However, in non-linear optics, the polarisation can be

described as a power series in the field strength

P (t) = χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . . , (2.1)
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here, χ(2) and χ(3) represent the second- and third-order non-linear optical

susceptibilities, respectively. These coefficients quantify the non-linear re-

sponse of the material to the applied optical field. Equation 2.1 uses tensor

notation to describe the anisotropic medium. The susceptibility χ(n) is a

tensor of the n + 1 rank. The magnitude of these tensors rapidly decreases

with increasing rank (χ(1) : χ(2) : χ(3) ∼ 1 : 1−12 : 1−24) [68]. This reduction

in magnitude means that as the order of non-linear interaction increases, the

optical power required to observe the process increases drastically. There-

fore, higher order non-linear processes, like χ(3) often necessitate the use of

pulsed light [69].

The even-order non-linear processes require materials that lack inversion

symmetry within their crystal structure [68]. In centrosymmetric crystals,

which have a centre of inversion, polarisation vectors at pairs of points re-

lated by inversion are equal in magnitude but opposite in sign, leading to

a net zero overall contribution. To observe even-order non-linear processes,

non-centrosymmetric crystals are essential.

2.3 Electro-optic modulation

Electro-optic modulation is a technique enabling the manipulation and con-

trol of light using an electrical signal. This modulation scheme involves al-

tering the properties of light, such as its intensity, phase, or polarisation, to

encode and transmit information or perform various light manipulation tasks.

This technique finds its use in laser stabilisation [70–72], synchronisation of

atomic clocks [73] and as a frequency reference [74].

Frequency conversion arises from the modulation of the refractive index of

the medium, along one or more axes, proportional to an externally applied

electric field at a given optical frequency. This modulation alters the op-

tical path of the light modes propagating through the medium, producing
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sidebands equidistantly spaced in the frequency domain, with the spacing

set by the modulation frequency. This phenomenon is known as the Pockels

effect or the linear electro-optic effect. The relationship between the index

of refraction and the applied electric field is described as [75]

n⃗(E⃗) = n⃗0 +
χ(2)

2n⃗oϵo
E⃗, (2.2)

where n⃗ is the vector of the resulting refractive index in a birefringent mate-

rial, emphasising directionality. n⃗0 represents the refractive index vector in

the absence of an applied electric field, underlining the direction-dependent

nature of refractive indices in such materials. χ(2) is the second order electric

susceptibility tensor of the medium, ϵo is vacuum permittivity, and E⃗ is the

applied electric field vector. The Pockels effect can be utilised to modulate

an electric field propagating through an appropriate non-centrosymmetric

crystal [75].

For our application (OFCG for wavelength agnostic pulse generation), we

apply a modulation voltage V sin(ωmt) across the non-linear crystal. This

introduces an internal electric field

Em = A sinωmt, (2.3)

where A is the peak amplitude, and ωm is the modulation frequency. This

internal electric field, Em, modulates the refractive index of the medium but

only along a specific axis. The electric field component of the optical field

after passing through the modulator, aligned with this axis, is given by

Eout = Ein exp{[i (ν0t+ δ sinωmt)]}, (2.4)

where Eout is the amplitude of the optical electric field, ν0 is that field’s
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Figure 2.1: Single frequency light propagates through an EOM modulated
with frequency ωm. This process results in transferring energy from the
central mode ν0 into sidebands separated by the frequency ωm

frequency, and δ is the modulation depth determined from

δ =
πV

Vπ

, (2.5)

where V is the maximum voltage, and Vπ is the half-wave voltage for the

EOM crystal. The latter is a parameter depending on χ(2) of the material

and the waveguide structure of the modulator.

The applied electric field modulates the phase of the optical field, transferring

energy from the central frequency into sidebands at ±kωm. This phenomenon

is illustrated in Fig. 2.1, where a single frequency light undergoes a phase

modulation. The resulting spectrum produced by the EOM can be expanded

by using Bessel function identities [76]

Eout = Ein
[ ∞∑
k=0

Jk(δ) exp{ikωmt}+
∞∑
k=1

(−1)kJk(δ) exp{−ikωmt}
]
exp{iν0t},

(2.6)

where Ji(j) is the Bessel’s function of the first kind of order i, and k repre-

sents sideband order, with k = 0 being the central frequency mode. In the

frequency domain, the relation between the frequencies of modes k and k+1
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is given by

νk+1 − νk = ωm. (2.7)

The result shown in this section will be used in Chapters 3 & 4 as a basis for

the behaviour of the crystal used in the OFCG.

2.4 Generation of photon pairs

Non-classically correlated photon pairs are fundamental resources in quantum

information science and technology, finding applications in quantum com-

munications, computations, sensing, and investigations into the fundamental

rules of quantum mechanics [77–79]. In this section, we will explore two dis-

tinct methods for generating photon pairs, SPDC and SFWM. The primary

motivation of our research is to employ these photon pairs in a quantum-

enhanced LIDAR scheme, where one of the generated photons (called the

idler) heralds the presence of the other photon (the signal). Both SPDC and

SFWM processes occur spontaneously. This spontaneity is advantageous for

LIDAR as the probabilistic generation means the photon statistics in the

signal mode appear as a thermal source to an observer without access to the

idler photon counts [80, 81]. Additionally, this inherent randomness aligns

with our application, where photons need to be generated at unpredictable

intervals. To make the quantum-enhanced LIDAR practical, we aim to use

silicon-based single photon avalanche detectors (SPADs). These devices have

a high quantum efficiency, typically over 40% at wavelengths used in this

work, and always more than 10% throughout the visible to near-infrared

spectrum due to the silicon band-gap properties [82]. Thus, our focus re-

mains on methods capable of generating photons in the wavelength range of

400 to 1000 nm.

The generation of non-classically correlated photon pairs through SPDC and

SFWM relies on two different non-linear processes, namely second-order
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Figure 2.2: a Process of SPDC, here a pump photon ωp interacts with the
non-linear medium exhibiting second-order non-linearity to generate pair of
signal ωs and idler ωi photon pair. b Process of SFWM, where two pump
photons ωp1 & ωp2 interact with a third-order non-linear medium to generate
a photon pair.

(χ(2)) and third order (χ(3)) respectively, as shown in Fig. 2.2. SPDC is

a χ(2) non-linear process which involves a higher-frequency pump (ωp) pho-

ton giving rise to two lower-frequency photons (ωs and ωi) - Fig. 2.2a. This

process can occur in non-linear materials which lack the inversion symme-

try, such as Lithium Triborate (LBO) [83], Beta Barium Borate (BBO) [84],

Lithium Niobate (LN) [85], periodically poled Potassium Titanyl Phosphate

(ppKTP) [86] and periodically poled Lithium Niobate (ppLN) [87]. Depend-

ing on the properties of the non-linear material, SPDC is classified into three

categories.

• Type-0, where the pump, signal, and idler have the same polarisation.

• Type-I, where the pump has orthogonal polarisation to the signal and

idler pair.

• Type-II, where signal and idler photons have orthogonal polarisation.

In SFWM - Fig. 2.2b, two pump photons (ωp1 and ωp2) interact within a

non-linear medium to create signal and idler photons. Experimental demon-

strations of SFWM often use a degenerate pump, where instead of utilising

two distinct pump frequencies (as shown in Fig. 2.2b), a single strong pump
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frequency is employed. This approach is motivated by the experimental sim-

plicity of using a single laser. From discussions in Section 2.2, we know that

the χ(3) processes require significantly more power than χ(2) processes. Be-

cause of this, pulsed light sources are often used to generate photons in the

process of SFWM [88]. Alternatively, CW pumped microring cavities can

be used to achieve SFWM [89]. SFWM can occur in various media, such as

atomic ensembles [90, 91], single-mode birefringent fibers [92, 93], photonic

crystal fibres [94, 95] and silicon-on-insulator waveguides [96, 97]. Photon

pairs generated in waveguides have well-defined spatial modes, allowing for

the highly efficient integration into optical fibre networks used in quantum-

key distribution [98] and quantum networks [99].

The state generated in the processes of SFWM and SPDC can be expressed

in the Fock basis as [100]

1√
1 + n̄

∞∑
n=0

(
n̄

1 + n̄

)n
2

|n, n⟩, (2.8)

where |n, n⟩ denotes the state with n photons in each of the two modes.

Specifically, |nS, nI⟩ represents the number of photons in the signal (nS) and

idler (nI) modes, respectively. Each of the modes individually has mean pho-

ton number n̄ = sinh2 r with r as the squeezing amplitude which depends on

the nonlinearity of the crystal and the intensity of the pump light. Due to

weak nonlinearities, typically the parameter r << 1 and hence the probabil-

ity of generating states with more than one signal & idler photons is small.

Research in this thesis focuses on the low intensity regime of the pump where

the probability of generating multi-photon states can be neglected.

Both the SPDC and SFWM processes abide by fundamental conservation

laws of energy and momentum. In SPDC, the total energy of the signal

and idler photons combined must equal the energy of the pump photon.

Similarly, in SFWM, the sum of the energies of the two pump photons must be

equal to the energies of the signal and idler photons. Furthermore, the total
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momentum of the signal and idler photons must balance with the momentum

of the pump photons in both processes.

In mathematical terms, the conservation laws of SPDC process can be ex-

pressed as

ωp = ωs + ωi, (2.9a)

k⃗p = k⃗s + k⃗i, (2.9b)

where k⃗p,s,i are the wave vectors of the pump, signal and idler photons, re-

spectively. Similarly, these laws for the SFWM process can be expressed as

ωp1 + ωp2 = ωs + ωi (2.10a)

k⃗p1 + k⃗p2 = k⃗s + k⃗i (2.10b)

To satisfy the momentum conservation phase matching is required. Phase

matching ensures that the interacting waves involved in the non-linear process

propagate with the same phase velocities, allowing for constructive interfer-

ence [101].

2.4.1 Phase matching

For many non-linear optical processes, such as harmonic generation, it is

essential to minimise the wave-vector mismatch in order to maximise the

efficiency of non-linear interaction. The wave-vector mismatch, denoted by

κ⃗, represents the difference between the wave vectors of the interacting waves

κ⃗ =
∑
i

k⃗i. (2.11)
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Figure 2.3: a Non-collinear output of an SPDC process, where the signal (ωs)
and idler (ωi) photons are emitted from the non-linear crystal as two cones.
b Collinear output of the SPDC process, where signal and idler beams are
concentric and overlapped.

Minimising this mismatch is achieved by adjusting the propagation direction

and polarisation properties of the waves [68, 101], as well as manipulation of

the properties of the non-linear medium [102].

Certain techniques can be employed to achieve phase-matching. In the case

of birefringent non-linear materials, phase-matching can be achieved by en-

suring that the interacting waves possess a suitable combination of ordinary

and extraordinary polarisation. This technique utilises the inherent birefrin-

gence of the material to compensate for the wave-vector mismatch.

2.5 Type-II Spontaneous Parametric Down Con-

version in periodically-poled crystals

Spontaneous parametric down-conversion (SPDC) is a second-order (χ(2))

non-linear process, resulting in the generation of entangled photon pairs. In

type-II SPDC, the pump photon (ωp) interacts with a non-linear crystal, and

two daughter photons, signal (ωs) and idler (ωi) are produced.

To conduct experiments in Chapter 5 and 6, we have selected a periodically-

polled KTP crystal (ppKTP) and a pump wavelength of 405 nm. The choice
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of the ppKTP crystal was motivated by its capability to facilitate the genera-

tion of wavelength-degenerate photon pairs through collinear Type-II SPDC.

Notably, photon pairs generated through this process possess orthogonal po-

larisation states, rendering them easily separable by use of polarising beam

splitter and ideal for performing coincidence measurements. The benefit of

generating photon pairs that are degenerate in wavelength is that SPAD de-

tectors used in the experiments described in Chapters 5 and 6 will have the

same efficiency of detecting both signal and idler photons. Moreover, the

crystal’s collinear output permits straightforward fibre coupling into detec-

tors, simplifying our experimental setup significantly. Figure 2.3 shows the

difference between the collinear and non-collinear outputs of the SPDC pro-

cess. As for the pump wavelength, we chose 405 nm to generate degenerate

photon pairs at wavelengths suitable (810 nm) for detection using the silicon-

based SPADs. This specific wavelength was selected due to the availability

and cost efficiency of 405 nm laser diodes. These diodes are an industry stan-

dard, widely used in Blu-ray disc technology, making them a cost-effective

choice for our experimental setup.

To describe the SPDC phenomenon mathematically, we consider the prin-

ciples of energy conservation and momentum conservation [103], shown in

Fig. 2.4. Energy conservation law can be expressed with Eq. 2.9a and the

momentum conservation equation for SPDC can be written as

k⃗p = k⃗s + k⃗i + κ, (2.12)

where k⃗p is the wave vector of the pump photon, k⃗s and k⃗i are the wave

vectors of the signal and idler photons, and κ is the phase mismatch.
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Figure 2.4: Diagram depicting the principles of a energy conservation
(Eq. 2.9a), where the energy of the pump photon (ωp) is equal to the com-
bined energies of the signal (ωs) and idler photons (ωi), and b momentum
conservation (Eq 2.9b) where momentum of the pump photon (kp) is equal
to the combined wave vectors of idler photon (ki) and signal photon (ks) and
phase mismatch κ = 2π

Λ
where Λ is the poling period of the non-linear crystal

(See Section 2.5.1). Here the wave vectors are aligned in the same direction.
Thus, their magnitudes can be added as scalars, simplifying the conservation
of momentum equation.

2.5.1 Quasi Phase-Matching

From section 2.4.1 we know that for non-linear processes to be observed

efficiently, the sum of wave vectors and phase mismatch needs to equal 0.

This problem can be solved by either adjusting the wave vectors of the pump,

signal and idler to counteract the influence of κ or by tailoring the material so

that the κ allows for the Eq. 2.12 to be fulfilled. The latter can be achieved by

utilising the technique known as Quasi-Phase-Matching (QPM) [102]. Unlike

birefringent phase-matching, which relies on the natural asymmetry of the

crystal lattices to satisfy the phase-matching condition, QPM utilises crystals

that have undergone process called domain engineering to create a designed

poling structure, shown in Fig. 2.5a. These crystals are typically made to

produce light fields in a collinear manner, where the pump, signal and idler
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Figure 2.5: a Poling structure of a periodically polled crystal. Here each
domain (red and blue) is prepared in such a way that the positive and neg-
ative charges swap periodically. As a result a polarisation vector

−→
P flips as

well, which leads to an effective π phase shift between the electric fields. b
Effect of QPM on the phase experienced by the electric field E propagating
through the crystal. Thanks to the occurrence of a π phase shift, the phase
is reset every poling period Λ. c Effect of the QPM on the electric field.

are all travelling along the same direction. This has the advantage of easier

collection of photon pairs since the placement of collection optics at opposite

angles on cones, as used in some other methods, can be challenging.

The key principle behind QPM is the introduction of a periodic poling struc-

ture inside the crystal. This structure involves swapping the positive and

negative charges in the crystal lattice with a certain period Λ, resulting in

a change in the crystal’s polarisation. The periodic flipping of the crystal

structure introduces a π phase shift between the crystal’s polarisation and

the electromagnetic waves each time the structure changes from one domain

to another.

By introducing a π phase shift at the precise point where the collective phase

mismatch reaches π, the overall phase shift is reset to 0. This allows the field

to grow throughout the crystal, as the destructive interference resulting from

different phases is overcome. This process is shown in Fig. 2.5b-c. The

technique of periodically poling the crystal structure is referred to as domain

engineering, and each section of one polarisation within the poling period is
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called a domain [104]. Thus, one poling period contains two domains with

opposite polarisation’s.

Because the poling crystal structure can introduce a phase shift of exactly π,

the most effective scheme to build up the field while the light is propagating

through the crystal is to introduce this phase shift whenever the fields have

just collected a π phase mismatch. With this information, calculating the

poling period becomes straightforward. The length within which the electro-

magnetic waves, with phase mismatch κ, have collected π in phase shift is

l = π
κ
. As, such the poling period, comprised of two domains, equals

Λ =
2π

κ
, (2.13)

if we inject this into Eq. 2.12

kp = ki + ks +
2π

Λ
, (2.14)

This new phase-matching condition depends on the poling period Λ. If we

now rewrite the Eq. 2.14 in terms of the wavelength

np

λp

=
ns

λs

+
ni

λi

+
1

Λ
, (2.15)

where nj represents the temperature dependant index of refraction for the

pump, signal and idler. From Eq. 2.9 expressed in terms of wavelength we

have λs = (1/λp − 1/λi)
−1, this allows to reduce the phase-matching

problem to
np

λp

= ni

(
1

λp

− 1

λi

)
+

ni

λi

+
1

Λ
. (2.16)

Now the only thing left is to include the temperature T dependence which

for ppKTP crystal used in Chapters 5 & 6 can be extracted from [105] and
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Figure 2.6: Resulting theoretical signal (λs) and idler (λi) wavelengths gen-
erated in a ppKTP crystal with poling period of Λ = 10 µm pumped with
λp = 405.36 nm as a function of crystal temperature.

its impact on the length of the poling period Λ is given by

Λ = Λ0

(
1 + α(T − 25◦C) + β(T − 25◦C)2

)
, (2.17)

where α = 6.7 × 10−6 ◦C and β = 11 × 10−9 ◦C [105]. In addition to the

poling period, the crystal temperature influences the refractive indices. In

the ppKTP crystal used in the experiments described in Chapters 5 & 6

the pump and signal are both polarised in the y direction, while the idler

is polarised along the z. The room temperature values of the corresponding

refractive indices are given by the following Sellmeier equations [106]

n2
y = 3.45018 +

0.04341

λ2 − 0.04597
+

16.98825

λ2 − 39.43799
, (2.18a)

n2
z = 4.59423 +

0.06206

λ2 − 0.04763
+

110.80672

λ2 − 86.12171
. (2.18b)

The variation of the refractive index with temperature can be expressed as

∆n(λ, T ) = n1(λ)(T − 25◦C) + n2(λ)(T − 25◦C)2, (2.19)

where coefficients n1,2 are written as a third order polynomial

n1,2(λ) =
3∑

m=0

amλ
−m, (2.20)
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and values of am can be found in Table 2.1. Together if we substitute all

of these values into Eq. 2.16 together with the chosen poling period of the

ppKTP crystal Λ = 10 µm and solve for the measured pump wavelength

λp = 405.36 nm (See Chapters 5 & 6), we can obtain the resulting sig-

nal and idler pair wavelengths as a function of the crystal temperature in

Fig. 2.6. This shows that the target temperature for generating degenerate

and collinear photon pairs is 63◦C.

It is worth mentioning that the situation presented in this Section assumes

a perfectly monochromatic pump. However, in practice, the pump has a

spectral bandwidth that broadens the spectra of the signal and idler pho-

tons [107].

y polarisation z polarisation

n1 [10-6] n2 [10-8] n1 [10-6] n2 [10-8]

a0 6.2897 -0.14445 9.9587 -1.1882

a1 6.3061 2.2244 9.9228 10.459

a2 -6.0629 -3.5770 -8.9603 -9.8136

a3 2.6486 1.3470 4.1010 3.1481

Table 2.1: Coefficients for KTP refractive index dependence on temperature

2.5.2 Photon statistics

The strong temporal correlation between the signal and idler arms mani-

fests as a high probability of detecting a signal photon and an idler photon

simultaneously [108].

Let us consider a situation in which the third party (an observer), does not

have access to idler stream, and can only detect the signal photons. In such

case, the photon statistics of the signal mode P s
n appear to follow a thermal

distribution [80, 81]
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P s
n =

∞∑
n=0

νn

(ν + 1)(n+1)
, (2.21)

where ν = sinh2|r| and r is a parameter proportional to the pump ampli-

tude and r << 1 [100]. This distribution resembles a thermal distribution

with pump power as a parameter controlling the average photon number.

From [80] we know that the photon statistics of the signal mode are indistin-

guishable from the photon statistics of a thermal source with temperature

Ts =
ℏ c
λs

2kBln(coth|r|)
, (2.22)

where ℏ is reduced Planck’s constant, kB is Boltzmann’s constant and c is

speed of light in the vacuum. Using the Equation 2.22 we can calculate that

to match the temperature on the surface of the Sun (6000 K) for a wavelength

of 810 nm the r parameter would have to be above 1.

The lack of access to the idler stream and the resulting thermal-like pho-

ton statistics in the signal mode offer a remarkable advantage in applica-

tions such as covert LIDAR. However, this advantage is maximised when

the mean signal rate is small compared to the environmental background

level. In such scenarios, the observer can not distinguish the signal photons

from the general thermal background. This covert operation capability al-

lows for enhanced security and confidentiality, as the signal photons remain

indistinguishable from the thermal background. Nonetheless, a sudden surge

in thermal background at specific wavelengths, could potentially raise suspi-

cions, thereby highlighting the importance of maintaining a balanced signal

rate.

2.5.3 Optimal focusing parameter

Coincidence detection plays a pivotal role in quantum-enhanced LIDAR, as

discussed in Section 1.1.2.1, enabling the rejection of background level and
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enhancing the sensitivity of measurements. To perform coincidence detection

efficiently, it is imperative to detect photons generated in the process of

colinear SPDC with high efficiency. As our LIDAR system relies on fiber-

coupled single-photon detectors, it becomes crucial to maximise the fiber-

coupling efficiency of these single photons.

The efficiency of fiber coupling is significantly influenced by the focusing

parameter ϑ involved in the colinear SPDC process [109]. Optimising this

focusing parameter is of paramount importance to maximise the probability

of both photons of a pair being efficiently coupled into single-mode fibers.

The focusing parameter can be expressed as [109]

ϑ =
L

zR
, (2.23)

where L represents the length of the crystal used in the SPDC process, and

zR denotes the Rayleigh range

zR =
πw2

0

λ
, (2.24)

where w0 is the beam waist and λ is the wavelength of the pump beam used

in the SPDC process.

Previous theoretical and experimental studies have shown that the optimal

focusing parameter of the pump and resulting pair beams should fall within

the range of 1 < ϑ < 3 [109]. Staying within this range ensures efficient cou-

pling of the generated photon pairs into single-mode fibres. Deviating from

this range may result in a reduced coupling efficiency, negatively impacting

the performance of the quantum-enhanced LIDAR.

Numerical calculations were performed to determine the optimal focusing

parameter. The wavelength of the pump is 405 nm, and for the resulting

pair, it is 810 nm. The crystal length is predetermined at 10 mm. This leaves

the beam waist of the pump/pair as the only variable. Using Eq. 2.23, we
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have calculated that for optimal fibre coupling of the photon pairs resulting

from the SPDC process, the pump/pair beam has to have a waist of 30 µm <

w0 < 35 µm.

2.6 Spontaneous Four Wave Mixing in birefrin-

gent fibers

Spontaneous four-wave mixing is a third-order
(
χ(3)

)
non-linear optical pro-

cess, which occurs in all-optical materials - including optical fibers [92, 93].

In this process, two strong optical fields (ωp1 and ωp2) are converted to two

distinct light fields at other wavelengths (typically called signal at higher

angular frequency ωs and the idler at the lower angular frequency ωi). Gen-

eration of photon pairs in an optical fibre has the advantages of well defined

spatial mode which is beneficial for the purpose of quantum-enhanced LI-

DAR as it simplifies the detection process. The process of SFWM is shown

in Fig. 2.7. Commonly, the two pump fields are chosen to be degenerate

in the frequency domain (ωp), so that the process can be sustained using a

single high-power laser. If a beam of light, at either signal or idler frequency,

will be launched into the fibre together with the pump beam - it will be am-

plified. When both signal and idler modes are initially empty, a spontaneous

four-wave mixing process is seeded by quantum vacuum noise - signal and

idler modes appear in the spectrum as sidebands, equidistantly spaced in

frequency about the degenerate pump peak [92].

At the quantum level, this process can be seen as the virtual absorption of two

pump photons (p), polarised along one of the principal axes of a birefringent

fibre (slow or fast), and creation of a photon pair - signal (s) and idler (i),

polarised along the opposite fiber axis. Because of the nearly instant response

of χ(3) Kerr non-linearity in an optical fiber, detection of one photon from

the newly created pair (usually lower energy idler), heralds generation of the
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Figure 2.7: Diagram depicting the principles of a energy conservation and
b momentum conservation. In b x = 2

3
γPp and represents the correction to

the phase mismatch from Eq. 2.26

signal photon [92].

Frequencies of the signal and idler photons that result from the SFWM pro-

cess are determined by energy conservation

2ωp = ωs + ωi, (2.25)

and phase-matching contour

κ = ks + ki − 2kp +
2

3
γPp, (2.26)

where, κ is the phase mismatch between the propagation constants of the

signal, idler and two pump waves - caused by the chromatic dispersion in the

fibre, with kj =
njωj

c
(j = s, i, p) for a light wave with angular frequency ωj

propagating in the medium with refractive index nj. Only when κ is near

zero, the average probability of generated photon pair will increase along the

entire length of the fibre [92]. The 2
3
γPp term in Eq. 2.26 is a correction to

the phase mismatch resulting from self-phase and cross-phase modulations
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Figure 2.8: a Theoretical birefringent phase-matching contour as a function
of the pump central wavelength λp. Signal wavelengths are marked in green,
and idler wavelengths are marked in red with a blue dotted line marking the
central frequency of the pump used in Chapter 4. Values for the Fibercore
HB800G optical fibre, operating in normal regime ∆n = 4.3 × 10−4 [49]. b
Resulting joint spectral intensity of the generated signal & idler pair, with
purity of 71%, fibre is assumed to be L = 10 cm long and the pump is
assumed to be the output of the OFCG described in Section 3.9.

of the intense pump pulse, here Pp is the peak power of the pump and γ is

the non-linear coefficient of the fibre [92]

γ =
2πn2

λpAeff

, (2.27)

where λp is the pump central wavelength, Aeff is the effective cross-sectional

area of the fiber mode, and n2 is the non-linear refractive index of the mate-

rial.

In order to generate photon pairs compatible with Si-SPADs, we have chosen

the centre wavelength of the pump to be λ0 = 785 nm. For that pump wave-

length, the fiber exhibits normal dispersion, where longer wavelength com-

ponents of the laser pulse travel faster than shorter wavelength components

(this situation is reversed for longer wavelengths operating in an anomalous

dispersion regime). While operating in a normal dispersion regime, where



Chapter 2. Background Theory of Non-linear Optics 45

2kp < ks + ki, the non-linear term increases the phase mismatch. Because

of that, higher order dispersion terms become relevant, and phase-matching

can be realised close to the zero dispersion for large separation of the signal

and idler wavelengths.

The contribution of the dispersion, both material and waveguide, and the

birefringence of the optical fibre to the phase-matching condition can be

seen, if we write Eq. 2.26 as [110]

κ = 2kp − ks − ki + 2∆n
ωp

c
+

2

3
γPp, (2.28)

where ∆n is the difference between the effective refractive indices along the

fast and slow axis of the fibre. Wavelengths simultaneously satisfying Eq. 2.25

and Eq. 2.26 are plotted in Fig. 2.8a The quantum state of generated signal

& idler photon pairs, can be expressed as [92]

|Φ⟩ =
∫ ∫

dωsdωif(ωs, ωi)â
†
s(ωs)â

†
i (ωi) |0, 0⟩ , (2.29)

where â†j (j = s, i) is the creation operator for signal and idler modes re-

spectively, and f(ωs, ωi) is the joint spectral amplitude of the photon pair,

approximately equal to [110]

f(ωs, ωi) ≈ α(ωs + ωi) · ϕ(ωs, ωi), (2.30)

where α(ωs + ωi) is the pump envelope function,

α(ωs + ωi) = exp

[
−(ωs + ωi − 2ωp)

2

4σ2
p

]
, (2.31)

and ϕ(ωs, ωi) is phase-matching function,

ϕ(ωs, ωi) = sinc

(
κL

2

)
exp

(
iκL

2

)
. (2.32)
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To understand the state of generated photon pair, evaluation of the joint

spectral intensity (JSI) is essential. The JSI, |f(ωs, ωi)|2, represents a two-

dimensional probability distribution associated with signal and idler emission

frequencies, and allows us to characterise spectral and temporal character-

istics of the output bi-photons. The shape of the JSI can be controlled by

carefully choosing pump bandwidth σp, length of the fibre L and the angle

θsi phase-matching function ϕ(ωs, ωi) makes with the ωs axis - this angle is

dependant on higher order dispersion properties of the fiber (group velocities

of pump, signal and idler photons). Simulation of the FWM process is shown

in Fig.2.8b. In addition, it can be shown (using a truncated Taylor expan-

sion) that the full-width half-maximum (FWHM) bandwidth of the signal

and idler fields, is given by [92]

∆ωs(i) =
2πc∣∣Ns(i) −Ni(s)

∣∣L + 2

∣∣∣∣ Ni(s) −Np

Ns(i) −N i(s)

∣∣∣∣∆ωp, (2.33)

where Nj(j = s, i, p) are the group indices for signal, idler and the pump,

given by Nj = (ωj
δnj

δω

∣∣∣
ωj

+ nj). The first term in Eq. 2.33 shows that a finite

bandwidth exists even for the perfectly monochromatic pump, due to the

finite length of the optical fibre L. If L were to be increased, as a result,

the phase mismatch would reduce - which would lead to a decrease in the

bandwidth over which signal & idler photons are generated. The number of

idler photons generated scales quadratically as a function of the pump power

Pp, and fibre length, i.e. Ni ∝ L2P 2
p [111].

2.6.1 Spectral Purity

In the ideal case of pure state generation, the joint spectral amplitude (JSA)

of the output signal and idler photon pair, should be separable - f(ωs, ωi) =

S(ωs)I(ωi). Here functions S(ωs) and I(ωi) represent spectral amplitudes of

the signal and idler separately.
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Figure 2.9: Theoretical purity as a function of pump bandwidth σp and fiber
length L.

To quantify the degree of inseparability - the degree of correlation be-

tween signal and idler modes; Schmidt decomposition of the JSA can be

utilised [112]. The resulting cooperativity parameter K represents the num-

ber of modes excited by SWFM. An ideal pure state has the cooperativity

parameter K = 1. Purity of the state can be expressed by inversion of the

cooperativity parameter P = 1/K [112]. The purity in our case is mainly

dependent on σp and L choice. The theoretical purity of a state generated in

process of SFWM described in the previous section was plotted in Fig. 2.9.

2.7 Optimisation of an OFCG Heralded Pho-

ton Source

As was mentioned in section 2.4, to obtain photon pairs for quantum illumi-

nation in the process of SFWM in a birefringent fiber, a pulsed light source

is preferred. Pulsed sources offer distinct advantages over continuous-wave

sources, as they provide temporal confinement of energy, facilitating efficient

SFWM interactions.
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To enable the successful operation of quantum-enhanced LIDAR, it is essen-

tial for the pair detection rate to surpass the dark count rate of the SPADs

utilised in Chapters 5 and 6, which typically hovers around 250 Hz [113].

Consequently, a minimum pair detection rate of 1 kHz was chosen to ensure

efficient detection and reliable performance.

The rate of photon pair production in SFWM is dependent on the fibre

length (L) and peak power per pulse (Ppk). The relationship between the pair

production rate (N) and these parameters can be described as follows [110]

N ∝ L2 · P 2
pk. (2.34)

This scaling law demonstrates that longer fibres and higher peak powers per

pulse result in increased pair production rates.

OFCG offer unique advantages over conventional mode-locked lasers, such

as Ti:Sapphire lasers, for SFWM applications. The coupled cavity OFCGs

provide flexibility in choosing the central wavelength of the pulse, allowing

tailored generation of photons at desired wavelengths. Additionally, OFCGs

enable the generation of high repetition rates of pulses, which are challenging

to achieve with traditional mode-locked lasers. By producing ∼GHz trains of

pulses with lower peak power per pulse, OFCGs enable covert operation by

spreading the photon generation probability over a broader temporal range.

To estimate our expected pair detection rate we scale experimental data

from [49], featuring a commercial pulsed Ti:Sapphire laser generating

bandwidth-limited pulses with ∆λ = 3 nm centred at 704 nm, with a repeti-

tion rate Rr = 80 MHz. For an Lc = 10 cm fibre, pair rates of Nexp = 23000

pairs/s are obtained from an average power of 15 mW. Assuming sech2 pulse

shape (expected from this type of a mode-locked system), this corresponds

to a pulse width of 0.17 ps with a peak pulse power of Ppk,ref = 1.1 kW. The

pair detection rate per pulse (α) can be determined as Nexp/Rr. Thus, the
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predicted pair detection rate using an OFCG can be expressed as

N =

(
Ppk

Ppk,ref

)2

· α · 2fm, (2.35)

where Ppk represents the peak power per pulse estimated from our model,

and 2fm denotes the repetition rate of our system.

From the above, it is apparent that to effectively utilise the OFCG source for

efficient heralded photon generation in the process of SFWM, it is essential to

optimise the peak power per pulse. In Chapter 3, we will employ a numerical

model to estimate the output power, repetition rate and pulse width from the

OFCG. This information will then be used to calculate the peak power per

pulse, and subsequently, the expected pair production rate. Optimising these

parameters is crucial for enhancing the capabilities of our quantum-enhanced

LIDAR system.
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High-efficiency optical frequency
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Chapter 3

Modelling of a single and

coupled-cavity OFCG

3.1 Introduction

This chapter signifies the commencement of my original research contribu-

tions; the content and discussions presented herein are a direct result of my

independent work.

Optical frequency comb technology serves as the foundation for a wide array

of applications in sensing and meteorology [45–47]. In addition to enabling

precise measurements, frequency combs also offer a valuable resource for

generating numerous frequency modes, facilitating the realisation of scalable

quantum systems [48]. Typically, these experiments involve the use of pulsed

lasers derived from bulky, high-power, and optically pumped mode-locked

laser systems, producing temporal pulses with durations ranging from a few

femtoseconds to hundreds of picoseconds and operating at a typical repetition

rate of approximately 1 to 100 MHz. Furthermore, these mode-locked laser

systems find applications in quantum LIDAR, where they efficiently generate

pairs of single photons, such as those in a birefringent single-mode optical

51
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Figure 3.1: OFCG formed from a CW pump laser injected into an optical
cavity containing the EOM formed by mirrors M1 & M2 with free spectral
range FSREOM chosen to be integer multiple of a modulation frequency of an
EOM ωm. This configuration converts the input CW signal into a frequency
comb, resulting in the generation of short temporal pulses at a repetition
rate of 2ωm.

fiber [49, 50].

One route towards compact, efficient frequency combs has been enabled by

recent advances in cavity-based electro-optic frequency combs in thin-film

lithium niobate [114], utilising the general critical coupling scheme proposed

in [115]. While these devices offer very large free spectral ranges and a

compact footprint [116, 117], the inherent material losses in waveguide tech-

nologies present certain challenges. These losses limit the wavelengths over

which these devices can operate. Additionally, losses in output coupling from

chips further impact the efficiency and dynamic tuning capabilities of the de-

vices. As a result, there is a constraint on the maximum theoretical efficiency

achievable, and the devices can not be dynamically tuned.

An alternative method for generating a frequency comb is to use an electro-

optical modulator (EOM) embedded in an optical cavity to convert a con-

tinuous wave (CW) laser into a coherent pulse train using an optical fre-
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quency comb generator (OFCG). By employing an intra-cavity EOM, an

OFCG can convert a CW pump into a train of mode-locked pulses [51–54],

as shown in Fig. 3.1. This approach allows for the generation of optical pulses

with extremely high repetition rates of up to 20 GHz while achieving pulse

widths ranging from hundreds of picoseconds down to a few hundred fem-

toseconds [54]. The benefits of this approach include the flexibility to operate

at arbitrary pump wavelengths through the use of appropriate optics, dy-

namic adjustment of pulse width by modifying the EOM modulation depth,

and minimal timing jitter, making it suitable for precise timing signal distri-

bution [55]. Using a single cavity the output efficiency of the OFCG is fun-

damentally limited to a few percent [51, 53–55], preventing high-power comb

generation. However, this can be overcome using coupled-cavity setup [57].

This Chapter describes how to design an efficient and compact source of op-

tical pulses using the OFCG. The primary purpose of the OFCG is to act

as a pump source for the process of spontaneous four-wave mixing (SFWM)

described in Section 2.6. Our ultimate goal is to generate a minimum of

1.5 kHz photon pairs to operate well above the ∼300 Hz dark-count rate of

single photon avalanche diodes (SPADs) used for building quantum-enhanced

LIDAR, as discussed in Section 2.7. In this Chapter, we will discuss the the-

oretical models of both single and coupled-cavity OFCGs [57]. The Chapter

will investigate the optimisation of OFCG parameters and explore the limi-

tations of the design, providing valuable insights for subsequent experimental

realisation in Chapter 4.

3.2 Generation of the short optical pulses from

the OFCG

In Section 2.3, the effect of the EOM on a light passing through it was

described. Light propagating through an EOM modulated with a sine wave
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at the frequency ωm experiences instantaneous phase change [54, 55]. As a

result of that phase modulation the power from the input laser frequency ν0 is

coupled into sidebands with frequencies ν0±kωm, where k is an integer. The

amount of power coupled into these sidebands depends on the modulation

depth δ, which scales with the magnitude of the electric field applied to the

crystal (See Eq. 2.5). The power relation between sidebands can be described

using Bessel function identities (See Eq. 2.6).

In Fig. 3.1, we consider the EOM placed in an optical cavity with a free

spectral range (FSR) FSREOM chosen to match the integer multiple of the

EOM frequency of modulation ωm. Under these conditions, the sidebands

generated when the single-frequency input light passes through the EOM will

resonate the neighbouring longitudinal modes of the optical cavity, leading to

a cascade effect where sidebands generated from the input frequency ν0 give

rise to new sidebands. This cascade effect results in the output of the OFCG,

forming a frequency comb centred at the input frequency ν0 with a double-

sided exponential decay in comb amplitude (or power), where the spacing

between adjacent modes is equal to the modulation frequency ωm [52–55, 57].

The Fourier transform of the resulting frequency spectrum reveals that the

temporal output is a train of Lorentzian shaped pulses with a repetition rate

of 2ωm [52–55, 57]. The full-width at half-maximum (FWHM) pulse width

τp of the OFCG can be approximated as [51]

τp =
1

2Fδωm

, (3.1)

where F is the finesse of the resonant cavity, and δ is the modulation depth in

radians. The finesse of the optical cavity is related to the intensity reflectivity

of the mirrors constituting the cavity and determines the number of round-

trips the light within the cavity undergoes. It can be expressed as [118]
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F =
π
√
R

1−R
, (3.2a)

R =
√

R1R2, (3.2b)

where Ri is the intensity reflectivity of mirror Mi in Fig. 3.1.

From Eq. 3.1, we see that achieving a short pulse τp requires maximising

the finesse F , modulation depth δ and frequency of modulation ωm. From

Eq. 3.2a, we find that to maximise the finesse high reflectivity mirrors need

to be used. The highest reflectivity mirrors available off the shelf typically

have intensity reflectivity of R = 0.99, resulting in F = 312. The modulation

frequency ωm is limited primarily by the relative size of the EOM crystal and

the associated power thresholds for higher frequencies. For our application,

we have chosen to align with commercially available EOMs with modulation

frequencies up to 2.5 GHz. This choice is further elaborated in Section 3.6.2

where we discuss the damage threshold of the EOM crystal in detail. For

the chosen centre frequency of 780 nm, among the available free-space EOM

devices, the highest achievable modulation depth was 2.1 radians.

Substituting these parameters into Eq. 3.1, results in a FWHM pulse width

of τp = 0.3 ps. It is essential to note that Eq. 3.1 does not account for the

dispersion effects of the crystal discussed in Section 3.4.1, which will broaden

the pulse leaving the OFCG. Realistically, the effects of dispersion and limits

of efficiency restrict practical operation of OFCG sources to the ps regime,

as will be shown in this Chapter.

To maximise the usefulness of the OFCG to generate a train of optical pulses

for the generation of heralded photon pairs in the process of SWFM (See

Section 2.7), optimising the peak power per pulse emitted from the OFCG
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Ppk is necessary. The peak power per pulse is

Ppk =
Epk

τp
, (3.3)

where Epk is energy per pulse and τp is the FWHM pulse duration. This

shows that in order to maximise the peak power per pulse emitted from the

OFCG, we need to maximise the pulse energy and minimise the FWHM

pulse width. The energy per pulse generated from the OFCG will depend on

its output efficiency ηSC, this output efficiency will dictate how much of the

input optical power will be converted into a Lorentzian pulse train.

3.3 Output efficiency of the OFCG

In the previous Section, we discussed the importance of optimising both the

FWHM pulse width τp and the output efficiency of the OFCG to generate

high-power pulses. The output efficiency of the single-cavity OFCG is given

by the following equation [55]

ηSC =
(1−R)2

πR(1−RTc)δ
, (3.4)

where Tc is the intensity transmission through the EOM crystal. From Eq. 3.4

we can observe that increasing the modulation depth δ and power reflectivity

of the cavity mirrors (finesse) leads to a decrease in the output efficiency ηSC.

This effect is related to the impedance matching of the optical cavity.

A cavity is considered impedance-matched when the intensity reflectivity co-

efficient of the input-coupling mirror balances all the losses within the cavity,

excluding the input coupling efficiency [119]. When the cavity is impedance-

matched and resonant with the input light, the internal circulating power

reaches a maximum as the incident light is optimally coupled into the cav-

ity. The reflection at the input-coupling mirror becomes zero, indicating that
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Figure 3.2: Effect of increasing the modulation depth δ on the amount of light
reflected - in blue, and transmitted - in red, through the OFCG. The cavity
mirrors were chosen to be impedance matched r1 = r2, and the cavity loss
comes from the EOM coupling power from the input mode into sidebands.
The input intensity I0 is normalised to 1. As the modulation depth increases,
the reflection from the input mirror increases and the transmission through
the OFCG decreases, showing the dependence of cavity performance on the
modulation depth.

all incident light is transmitted into the cavity, while the cavity output sees

maximum transmission. The intensity of the light reflected from the input

mirror Ir of the optical cavity is given by [119]

Ir = I0
(r1 − rLoss)

2

(1− r1rLoss)2
, (3.5)

where I0 is the intensity of light incident on the cavity, r1 =
√
R1 is the

amplitude reflectivity of the input mirror, and rLoss is the fraction of the

electric field that remains in the cavity after one round trip, excluding the

input coupling loss.

In a situation where there is no loss in the optical cavity, the electric field

remaining in the cavity after a round trip is equal to the reflectivity of the

output mirror rLoss = r2. For the cavity to be impedance matched, r1 = r2.

In the case of the OFCG, the coupling of light from the input mode to

sideband modes is seen as a loss by the incident light on the cavity. The

magnitude of the electric field left in the input mode after one round-trip

can be expressed using the Bessel function |J0(δ)|2 (Eq. 2.6). The Bessel
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function is squared due to light propagating through the EOM twice per

round-trip, therefore the magnitude of the electric field left in the input

mode is rLoss = r2|J0(δ)|2. Figure 3.2 shows how increasing the modulation

depth δ impacts the transmission through the OFCG. In order to impedance

match the cavity of the OFCG while operating at high modulation depth,

a lower reflectivity input mirror can be used. Unfortunately, this lowers the

finesse, which is essential for generating short pulses according to Eq. 3.1.

Equations 3.1 and 3.4 show that it is not possible to generate short optical

pulses with high output efficiency from a single-cavity OFCG, as increasing

either cavity finesse or modulation depth increases the loss from the input

light mode, resulting in an impedance mismatch that inhibits efficient input

coupling into the cavity and hence the low output, with <1% being typical

for experiments [53, 55].

To overcome this limitation, a coupled-cavity configuration [57] will be in-

vestigated in Section 3.6.

3.4 Theory of an Electro-optic modulator in a

cavity

We consider an EOM placed in an appropriate cavity configuration, where the

cavity’s free spectral range is a sub-harmonic of the modulation frequency. In

our model, we employ an approximation: the light passes through the EOM

only once per round trip within the cavity, and the crystal responsible for

modulation is effectively considered twice as long. This simplifies the analysis

and allows for better preservation of accuracy. Additionally we assume the

round trip of the cavity is short compared to the modulation period. This

ensures that the phase modulation imparted by the EOM is coherent with

the cavity resonance conditions. The output electric field can be calculated

by considering the situation in Fig. 3.3. We can represent all of the electric
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Figure 3.3: Model of a single-cavity OFCG. The electric field incident on the
input mirror of the OFCG M1 (with intensity reflectivity R1) is denoted as
E⃗in. Electric field E⃗2 is the field transmitted through the mirror M1, then
reflected by mirror M2 (with intensity reflectivity R2) after it propagates
through the EOM crystal (crystal transmission denoted as tc), where it un-
dergoes phase modulation (M(2δ)). This electric field is then combined with
the electric field transmitted by the M1 and denoted as E⃗1. Finally, E⃗out is
the electric field leaving the cavity. In the model, we assume that the light
passes the crystal only once per round-trip and that the crystal is twice as
long.

fields involved as follows

E⃗1 = t1E⃗in + r1E⃗2, (3.6a)

E⃗2 = t2cr2Φ(ϕk)M(2δ)E⃗1, (3.6b)

where E⃗in represents the incident field, defined here as a vector of frequency

modes, where only the central frequency that is excited and equal to 1.

The transmission through the crystal is denoted as tc. The reflectivity and

transmittance of mirrors M1(2) are denoted by r1(2) and t1(2) respectively.

The matrix Φ(ϕk) represents the full round-trip phase change due to crystal

dispersion and can be expressed as
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Φ(ϕk) =



e−iϕk 0 . . . . . . 0

0
. . . . . . ...

... . . . e−iϕ0
. . . ...

... . . . . . . 0

0 . . . . . . 0 e−iϕ−k


, (3.7)

where k is the sideband order and ϕk is the phase change due to crystal

dispersion per sideband, as discussed in detail in Section 3.4.1. M(2δ) is the

transformation matrix of the EOM, which was obtained using Eq. 2.6. This

matrix can be represented as

M(2δ) =



J0(2δ) −J1(2δ) J2(2δ) . . . Jk(2δ)

J1(2δ) J0(2δ) −J1(2δ) . . . −Jk−1(2δ)

J2(2δ) J1(2δ) J0(2δ) . . . Jk−2(2δ)
...

...
... . . . ...

Jk(2δ) Jk−1(2δ) Jk−2(2δ) . . . J0(2δ)


, (3.8)

where Ji(δ) is Bessel function identity of order i, and an origin δ. In the

model, to accurately represent ±k sidebands along with the carrier (mode 0),

k was constrained to always be even. Here δ is the modulation depth defined

in Eq. 2.5. The simplification where light passes the crystal only once per

cavity round trip and the crystal is twice as long is grounded in the relation-

ship of the transformation matrix M , where we observe that M(δ)2 = M(2δ).

By adopting this assumption, we significantly streamline the complexity of

the calculations, ensuring that numerical stability is maintained throughout

the analysis. Squaring matrices, especially when represented using a finite

size, introduces numerical inaccuracies due to truncation errors. Squaring

the truncated matrix during calculations exacerbates this error. In contrast,

using a single finite-size matrix better preserves accuracy.

Using Eq. 3.6a and 3.6b we can solve for the field state in E⃗1 depending on



Chapter 3. Modelling of a single and coupled-cavity OFCG 61

incident field E⃗in

E⃗1 =
[
1− r1r2t

2
cΦ(ϕk)M(2δ)

]−1
t1E⃗in. (3.9)

It is important to note that because of the continuous nature of the Bessel

functions in M(2δ), there are sporadic instances where the matrix in Eq. 3.9

may become non-invertible. However, as long as the input modulation depth

is not a continuous function, it is highly unlikely that values of modulation

depth input will result in a non-existent inverse of the matrix. The likelihood

of encountering exact values that lead to non-invertibility is extremely low.

Therefore, while non-invertibility is a theoretical possibility, it does not pose

a significant risk to the overall performance and reliability of the model under

typical conditions.

Using the Eq. 3.9, we can calculate the output electric field of the OFCG,

denoted as E⃗out, to be

E⃗out = t2tc
√

Φ(ϕk)M(δ)E⃗1, (3.10)

where
√

Φ(ϕk) and M(δ) represent half round trip phase change matrix and

half round trip coupling matrix, respectively. The calculated output of the

electric field represents the values of the electric field modes in the frequency

domain. These values can be Fourier transformed to obtain the temporal

output of the OFCG.

3.4.1 Dispersion effects

Due to the finite dispersion of the EOM crystal, the phase difference be-

tween the central mode and the kth sideband increases with k. Eventually,

this phase difference becomes large enough for the sideband to no longer

resonate with the optical cavity where the crystal is placed. When one of

the sidebands stops being resonant with the optical cavity, its amplitude is
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strongly suppressed. This results in the truncation of the frequency comb,

which in effect broadens the pulse emitted from the OFCG [51–53]. This

dispersion limit produces a sharp cutoff of the comb spectrum, limiting its

span to [120]

∆f =
[2 (−β + δ)G]1/2

π
, (3.11)

where β is the normalised detuning between the input laser frequency νo and

the nearest cavity resonance vr, defined as β = [π (νo − vr)] /FSREOM. The

FSREOM is the free spectral range of the optical cavity containing the EOM,

defined as FSREOM = c/2(l−Lcncrystal), where l is the cavity length, Lc is the

crystal length, and ncrystal is the refractive index of the EOM crystal at the

centre wavelength of the input laser λ0 in the vacuum. The modulation depth

is denoted as δ and coefficient G is related to the EOM material dispersion

by G = 2πc/Dλ2
0Lc. D is the material dispersion defined as

D =
λ0

c

∂2n

∂λ2 λ=λ0

. (3.12)

Equation 3.12 can be related to the group velocity dispersion (GVD) by use

of [53]

GVD ∼= Dλ2
0

2πc
. (3.13)

A second source of dispersion in the system can arise from the dielectric

coating of the cavity mirrors. For femtosecond lasers this can play a sig-

nificant role in the resulting pulse, however for operation in the picosecond

pulse regime targeted in this work, this effect is much weaker than crystal

dispersion and can be neglected.

The total round trip phase change per sideband is given by [53, 120]

ϕk = β + k
π∆ωm

FSREOM

+
k2

2
GVD · Lc(2πωm)

2, (3.14)
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where the first term β represents the detuning between the centre frequency of

the input laser and the nearest cavity resonance. The second term reflects the

detuning between the modulation frequency ωm and the free spectral range

of the optical cavity containing the EOM, here ∆ωm = |ωm−FSREOM|. The

last term arises from the dispersion in the EOM crystal.

In a scenario where the cavity length is stabilised to ensure that the resulting

free spectral range FSREOM becomes a subharmonic of ωm, and the laser is

simultaneously stabilised to that cavity, the first two terms of Eq. 3.14 vanish.

Consequently, this leads to the generation of a wide frequency comb with its

span being limited solely by the crystal dispersion, as described by

∆f =
(2δG)1/2

π
. (3.15)

3.5 Modelling of a Single Cavity OFCG

The theoretical framework of the single-cavity OFCG provides an expression

(Eq. 3.10) that serves as a predictive tool for estimating the system’s out-

put. To model the system, we employed the Python programming language,

taking into account the considerations of simulation time optimisation and

accuracy. To strike an optimal balance between the two, we truncate the size

of the transformation matrix M(2δ) to 2501, which allows us to calculate

the amplitude of ± 1250 sidebands of the frequency comb. Importantly, the

fractional power in the extreme modes is sufficiently small to ensure that

this truncation does not introduce significant inaccuracies. A single run of

the simulation with a matrix size of 2501 takes approximately 40 seconds,

whereas increasing the matrix size to 5001 extends the runtime to about

200 seconds. The outcomes of both simulation runs are virtually identical,

with differences in simulated efficiencies below 10−4% and no variation in the

predicted pulse widths. This comparison underscores our choice’s efficiency,
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allowing for reliable results within a reasonable timeframe.

The primary objective is to determine the appropriate parameters necessary

for generating short and intense pulses of light using single-cavity OFCG.

Accordingly, our focus will centre on optimising the FWHM pulse width τp,

which needs to be minimised to achieve the maximal peak pulse power, as

shown in Section 3.2. The second parameter of interest is the efficiency of

the OFCG, as it plays a crucial role in converting pump laser power into a

high-power Lorentzian pulse train.

Certain parameters are predetermined, including the choice of crystal mate-

rial, its length, the EOM frequency of modulation ωm, and the pump central

wavelength λ0. The choice of the pump centre wavelength λ0 at 785 nm was

motivated by its ability to generate photon pairs at ∼660 nm and ∼960 nm

through the process of SFWM in a birefringent optical fibre (See Section 2.6).

These photon pairs are well-suited for detection using silicon-based single

photon avalanche detectors (SPADs). To this end, we use a magnesium-

doped lithium tantalate crystal (Mg:LiTaO3) with dimensions of 1.5 mm x

2 mm x 27 mm, based on commercially available EOM devices. This partic-

ular crystal was chosen due to its linear GVD of 308 fs2/mm at the central

wavelength of λ0 = 785 nm, as reported by Moutzouris et al. [121]. Ad-

ditionally, the crystal is assumed to have anti-reflective (AR) coatings on

both facets, resulting in a high intensity transmission through the crystal

(Tc = 0.9999) according to the EOM manufacturer’s datasheet. The EOM

frequency of modulation ωm was chosen to be equal to 2.39 GHz due to

restrictions of the experimental setup, as discussed in Section 3.7.

A typical result of the numerical simulation is shown in Fig. 3.4. The mirror

intensity reflectivities were set to R1 = R2 = 0.99 and the modulation depth

was set to δ = 2.1 radians, the choice of those parameters was motivated

by the discussions in Section 3.2. Figure 3.4a shows the spectral output of

the single-cavity OFCG and Fig. 3.4b shows the same spectral output on a
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Figure 3.4: A typical result of the numerical model of the single-cavity
OFCG. Parameters of the model were δ = 2.1 radians, R1 = R2 = 0.99 and
the remaining parameters as detailed in the Section 3.5. The input electric
field was set to 1. The resulting efficiency ηSC = 0.235 % was calculated by
summing the squared electric field of each sideband and dividing it by the
input intensity of 1. a The spectral output of the single-cavity OFCG. b The
semi-log plot of the spectral output. c The temporal output of the single-
cavity OFCG obtained by performing the Fourier transform of the spectral
output. The model data was fitted with a Lorentzian function to estimate
the FWHM pulse width of τp = 1.17 ps indicated by the red shaded area.

semi-log scale. The linear relationship of the sidebands on the semi-log plot

signifies the exponential relationship between the sidebands, as predicted by

other theoretical models [52, 53]. Deviations from this linear relationship as

the sideband order increases can be attributed to the truncation effect due to

the finite transformation matrix size M(2δ) and dispersion effects described

in Section 3.4.1. Figure 3.4c shows the temporal output of the OFCG, this

was obtained by performing a Fourier transformation of the spectral output

in Fig. 3.4a. The red area marks the FWHM pulse width. Notably, due to the

linear spectral phase causing a constant time delay for each pulse train, the
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OFCG output actually comprises two interleaved pulse trains with a relative

time delay determined by the phase slope difference [55]. Figure 3.4c shows

only one of the pulses. The asymmetry of the pulse is again an effect of the

truncation of the transformation matrix M(2δ) and the crystal dispersion

effect.

3.5.1 Temporal output of a Single Cavity OFCG

The aim of this Section is to identify the parameters of the OFCG resulting in

the shortest optical pulse τp emitted from the OFCG. The temporal output of

the OFCG is a Lorentzian pulse train with a repetition rate equal to 2ωm [52–

55, 57]. Due to the linear spectral phase, two pulses are generated per each

duty cycle [55].

To extract the temporal output, we performed a Fourier transform of the

spectral output from the numerical model described in Section 3.4. The

FWHM pulse width τp was obtained by fitting the pulse shape with a

Lorentzian function.

We conducted two simulations to investigate the impact of the modulation

depth δ and the optical finesse F on the pulse width. The results of these

simulations are presented in Figure 3.5. In the first simulation (Figure 3.5a),

we varied the modulation depth δ while keeping the optical finesse F con-

stant at 312. By adjusting the modulation depth, we control how much of

the power from the light propagating through the EOM is being coupled into

sidebands. The second simulation (Figure 3.5b) focused on examining the

effect of the optical finesse F on the pulse width while keeping the modula-

tion depth fixed at 2.1 radians. The optical finesse characterizes the number

of times light passes through an electro-optic modulator (EOM). Our simu-

lations confirm the prediction of Eq. 3.1 that an increase in optical finesse

and modulation depth leads to a decrease in the FWHM pulse width τp. It is

worth noting, that for the parameters of the OFCG which result in the short-
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Figure 3.5: The pulse width τp as a function of a modulation depth, and b
optical finesse. In a F = 312. In b the δ = 2.1 radians. The remaining
parameters of the model are set to values described in Section 3.5.

est τp of 1.17 ps (δ = 2.1 radians and F = 312), Eq. 3.1 predicts τp = 0.35 ps.

This discrepancy is due to the inclusion of dispersion effects in our numerical

model, which are not accounted for in Eq. 3.1.

To show the trade-off between minimal FWHM pulse width τp and the OFCG

output efficiency discussed in Section 3.3, we conducted simulations using our

numerical model. These simulations involved obtaining the temporal output

of the single cavity OFCG while varying the modulation depth for a fixed

finesse value of 312.

Figure 3.6 showcases the results of our simulations, presenting three distinct

pulses generated as the value of modulation depth was set to 1, 1.5 and 2

radians. We observe that as the modulation depth δ increases, the FWHM
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Figure 3.6: The temporal output of the single cavity OFCG for three different
modulation depth values δ = 1, 1.5, and 2 radians, corresponding to pulse
widths of τp = 1.77 ps, 1.37 ps, and 1.17 ps, respectively. The plot illustrates
the trade-off between pulse width and energy per pulse in a single cavity
OFCG. As the modulation depth increases and the pulse width decreases,
the energy per pulse diminishes. The optical finesse of the OFCG cavity is
set to 312, while the remaining numerical model parameters are described in
Section 3.5.

pulse width decreases, albeit at the expense of diminishing intensity. This

reduction in intensity is a direct consequence of the decrease in the output

efficiency of the OFCG. The underlying cause is an impedance mismatch due

to losses in the input light mode, as elaborated in Section 3.3.

3.5.2 Optimising the efficiency of the Single Cavity

OFCG

In the following subsections, we will discuss the impact of the modulation

depth δ and optical finesse F on the output efficiency of the OFCG.

Using our numerical OFCG model we can estimate the output efficiency ηSC

by comparing the total output intensity in all modes excited by the OFCG
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Figure 3.7: Amplitude of the carrier (|J0|2) and the first two sidebands
(|J1,2|2) as a function of the modulation depth δ in radians.

|E2
out|, to the input intensity incident on the input mirror of the OFCG |E2

in|

ηSC =
|E2

out|
|E2

in|
, (3.16)

For ease of comparison in our model, we assume that the incident electric

field E⃗in has only central mode excited and equal to 1.

By performing numerical simulations, we calculate the efficiency (ηSC) for

different values of modulation depth δ and optical finesse F . We present the

results and discuss the trends observed, providing an understanding of how

these parameters affect the performance of the OFCG.

3.5.2.1 Variation of modulation depth

The modulation depth is a measure of how efficiently the carrier energy is

transferred into sidebands. Bessel functions provide the amplitude of these

sidebands as a function of the modulation depth, which is proportional to

the drive voltage (See Section 2.3). When the EOM is driven harder, higher-

order sidebands can be created and the carrier can be completely suppressed.
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Figure 3.8: Results of the numerical simulation in which the modulation
depth has been varied between 0.1 and 2.1. This upper limit of the mod-
ulation depth was set in order to match the maximum modulation depth
achievable by the EOM used in the experiment described in Chapter 4. Here
the finesse of the OFCG cavity is assumed to be 312, and the remaining
parameters of the model are assumed to be as described in Section 3.5. The
inset shows a close-up of the results for modulation depth between 1.5 and
2.1 radians.

This occurs at a modulation index of roughly 2.4 radians. The relationship

between sidebands and carrier amplitude is shown in Fig. 3.7.

In this Section to judge the impact of the modulation depth δ, we assume

that the cavity mirrors M1 & M2 have intensity reflectivities equal to R1 =

R2 = 0.99, which results in the finesse of F = 312. This is motivated by

findings in Section 3.5.1, where it was established that in order to achieve

the shortest FWHM pulse width τp high finesse is required.

Figure 3.8 shows the impact of varying the modulation depth on the OFCG

efficiency. As shown in the figure, the total output power decreases as the

modulation index increases. This decline in total output power is attributed

to changes in the impedance matching of the cavity. The coupling of light

from the central frequency mode to sideband modes is seen as a loss by the

incident light on the cavity, which affects the coupling into the cavity as
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Figure 3.9: Results of the numerical simulation in which the optical finesse
has been varied between 30 and 312. which corresponds to varying mirror
intensity reflectivity from 0.9 to 0.99. These values were chosen after checking
what mirror coatings were available to buy off-shelf. Here the modulation
depth of the EOM is assumed to be 2.1, and the remaining parameters of
the model are set to values described in Section 3.5.

explained in Section 3.3.

With an increase in modulation depth, the central mode is being more effi-

ciently coupled into outer modes. This impacts the efficiency of the device,

resulting in a throughput of only 0.235 % for our system with a modulation

depth of 2.1 and finesse of 312.

3.5.2.2 Variation of Optical finesse

The finesse of an optical cavity, which is a measure of its ability to store

light, is directly influenced by the reflectivity of its mirrors. Higher mirror

reflectivity leads to higher finesse, indicating a greater number of round-trips

that light can perform within the cavity before leaking out. This relationship

can be described by Eq. 3.2a, which relates finesse and mirror reflectivity.

To assess the impact of the optical finesse F of the OFCG cavity on OFCG

efficiency ηSC, we set the modulation depth (δ) to 2.1 in this Section. This
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choice is motivated by the discussions in Section 2.2 and 3.5.1, where it was

established that in order to minimise the FWHM pulse width τp modulation

depth needs to be maximised.

Figure 3.9 illustrates the influence of varying the optical finesse on the ef-

ficiency of the OFCG. As depicted in the figure, the total output power

decreases as the optical finesse increases. This decline can be attributed to

changes in the impedance matching of the cavity, discussed in Section 3.2.

With an increase in optical finesse, light performs more round-trips within

the cavity, thereby passing through the electro-optic modulator (EOM) more

times. This repeated passage through the EOM negatively impacts the

impedance matching of the central mode into the cavity, as the central mode

is gradually depleted with each passage. Consequently, the efficiency of the

device is affected, resulting in a throughput of only 0.235% for our system

with a modulation depth of 2.1 and a finesse of 312.

3.5.3 Optimisation of the parameters

Previous sections have highlighted the trade-off between increasing the modu-

lation depth and the cavity finesse to achieve shorter pulses, and the increased

loss from the central cavity mode resulting in an impedance mismatch. This

mismatch inhibits efficient mode-matching into the cavity and hence a low

output power [53].

As demonstrated in the previous Section, the parameters necessary to achieve

a minimal pulse width (τp = 1.17 ps) resulted in an output efficiency of the

device of only ηSC = 0.235 % (< 1 % typical for experiments [53, 54]).

For the given efficiency and pulse width, the required input power of the

CW pump laser to achieve a pair detection rate of 1.5 kHz is 100 W (See

Section 2.7). However, this power requirement is highly impractical.
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Figure 3.10: Illustration of a coupled-cavity OFCG consisting of a CW pump
laser injected into an impedance-matched input cavity (M1 & M2). The input
cavity has a free spectral range (FSR) denoted as FSRin, which is used to
pump the EOM cavity (M2 & M3). The EOM cavity has a free spectral
range denoted as FSREOM, chosen to be an integer multiple of the EOM
modulation frequency (ωm). This configuration enables the generation of
a high-efficiency optical frequency comb, producing short temporal pulses
at a repetition rate of 2ωm. The frequency spectrum of the comb exhibits
a broad range, with a sharp cut-off at ±νc, representing the characteristic
mode resonant with the input cavity.

3.6 Theory of a Coupled Cavity OFCG

The limitation described in the previous Section can be overcome using a

coupled-cavity configuration as demonstrated in [57] and shown schemati-

cally in Fig. 3.10. Here a planar mirror M2 is placed between the input

mirror M1 and the EOM crystal surface - to split the OFCG into two sepa-

rate cavities - an empty input cavity (M1 + M2), and a second cavity (M2 +

M3) containing the EOM, referred to as the EOM cavity. The input cavity

is engineered for minimal loss with impedance-matched mirrors R1 = R2, en-

abling optimal coupling efficiency by allowing 100% of the optical power to

enter the EOM cavity. This configuration effectively bypasses the impedance

mismatch challenges between the input light and the EOM cavity, as elabo-
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Figure 3.11: Model of a coupled-cavity OFCG. The figure illustrates the op-
tical field propagation within the coupled-cavity OFCG. The incident electric
field on the input mirror M1, denoted as E⃗in, undergoes reflection with in-
tensity reflectivity R1. The resulting electric field E⃗1 is a combination of the
transmitted field E⃗in through M1 and the field E⃗4 reflected from M1. Mirror
M3 reflects a portion of E⃗2 with intensity reflectivity R3, which then under-
goes phase modulation M(2δ) as it passes through the EOM crystal (with
the transmission of the crystal tc), giving rise to the field E⃗3. Another por-
tion of E⃗1 is transmitted through M2, resulting in the field E⃗2. Finally, E⃗4

represents the combination of the transmitted field E⃗3 through M2 and the
field E⃗1 reflected from M1. The electric field E⃗out represents the field leaving
the EOM cavity. In this model, we assume that the light passes through the
crystal only once per round-trip, and the crystal length is doubled.

rated in Section 3.3.

To solve the coupled-cavity OFCG we take situation in Fig. 3.11

E⃗1 = Φ1 ×
(
t1E⃗in + r′1E⃗4

)
, (3.17a)

E⃗2 = t2E⃗1 + r′2E⃗3, (3.17b)

E⃗3 = t2cΦ2 ×M(2δ)× r3E⃗2, (3.17c)

E⃗4 = Φ1 ×
(
t′2E⃗3 + r2E⃗1

)
, (3.17d)

where Φ1 is a phase matrix, representing half round trip phase change be-

tween sidebands, in first cavity, Φ2 is a phase matrix, representing full round

trip phase change between sidebands in the EOM cavity (Eq. 3.7), M(2δ) is

full round trip transformation matrix, tc is the transmission through the EOM

crystal, r(t)i represent mirror Mi reflectivity (transmittance) on left side of
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mirrors respectively, while r′(t′)i represent mirror Mi reflectivity (transmit-

tance) on the right side of the mirrors. Relation between those can be rep-

resented as

r′ = r, (3.18a)

t′ = −t, (3.18b)

this ensures the transmission phase is preserved. By substituting Eq. 3.17c

into Eq. 3.17b we obtain

E⃗2 = t2E⃗1 + r′2r3t
2
c

(
Φ2M(2δ)E⃗2

)
, (3.19a)

E⃗2 =
[
1− r′2r3t

2
cΦ2M(2δ)

]−1
t2E⃗1, (3.19b)

after that we substitute Eq. 3.17c into Eq. 3.17d to obtain

E⃗4 = Φ1

(
t′2r3t2t

2
cΦ2M(2δ)

[
1− r′2r3t

2
cΦ2M(2δ)

]−1
E⃗1 + r2E⃗1

)
, (3.20)

finally we substitute Eq. 3.19b and Eq. 3.20 into (3.17a), to solve the steady

state of the system

E⃗1 =
[
1−

(
r′1t

′
2r3t2t

2
cΦ1Φ1Φ2M(2δ){

1− r′2r3t
2
cΦ2M(2δ)

}−1
+ r′1r2Φ1Φ1 )]

−1

t1Φ1E⃗in,

(3.21)

now to obtain the output electric field we substitute Eq. 3.21 into Eq. 3.19b

and multiply the result by the transmittance of the third mirror, half round

trip phase matrix in the EOM cavity, and half round trip transformation

matrix.

E⃗out = t3tc
√

Φ1M(δ)E⃗2. (3.22)
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Figure 3.12: The output of the coupled cavity OFCG where FSR of the input
cavity was chosen to be resonant with the 250th sideband. a The frequency
spectrum of the coupled cavity OFCG as a function of sideband order. b
The semi-log of a. The effect of the characteristic mode can be seen as a
sharp cut-off in the frequency comb. c Temporal output of the coupled cavity
OFCG, the red shaded area shows the FWHM pulse width τp=1.8 ps.

3.6.1 Characteristic mode

For the coupled-cavity setup, an additional restriction on the frequency width

of the generated comb arises when the ith sideband becomes resonant with

the jth mode of the input coupling cavity. In this situation, the sideband

propagating in the EOM cavity can not be perfectly reflected by mirror M2

and instead is allowed to propagate in the input cavity. The first sideband

that is completely resonant with the coupling cavity is called the characteris-

tic mode (νc). This resonance has a negative impact on the maximum comb

width, which leads to the temporal broadening of the output of the OFCG.

To demonstrate this mechanism, we have modelled two distinct situations.

In the first instance, shown in Figure 3.12, we purposely chose the FSR of
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Figure 3.13: The output of the coupled cavity OFCG where FSR of the
input cavity was chosen to not be resonant with any of the sidebands. a The
frequency spectrum of the coupled cavity OFCG as a function of sideband
order. b The semi-log of a. c Temporal output of the coupled cavity OFCG,
the red shaded area shows the FWHM pulse width τp=1.4 ps. This plot was
generated using the same parameters of the model as Fig. 3.12.

the input cavity incorrectly, resulting in the 250th sideband generated by the

OFCG in the EOM cavity becoming resonant with the input cavity. The fre-

quency spectrum in Figure 3.12a-b clearly shows a sharp cut-off due to the

characteristic mode. By performing the Fourier transform of the resulting

frequency spectrum, we estimate FWHM pulse width τp = 1.8 ps. To esti-

mate the impact of the characteristic mode on the pulse width, we performed

a second simulation.

Figure 3.13 shows the output of the numerical model using the same param-

eters as those used to generate Figure 3.12, except for the FSR of the input

cavity, which was chosen to not become resonant with the sidebands gener-

ated in the EOM cavity. As expected, the frequency output in Figure 3.13a-b
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exhibits no cut-off. The width of the pulse generated by the coupled cavity

OFCG, where the FSR of the input cavity was chosen correctly, is equal to

τp = 1.4 ps, as shown in Figure 3.13c.

Comparing these two results, we observe that the FSR of the input cavity

has a significant impact on the FWHM pulse width (∆τp = 0.4 ps) and needs

to be carefully selected.

To minimise the FWHM pulse width, the FSR of the input cavity is chosen

with a large minimum common denominator with the FSR of the EOM cavity,

and a large finesse to reduce the cavity linewidth. The linewidth requirement

prevents the sidebands from partially leaking into the input cavity.

3.6.2 EOM damage threshold

The AR coating of the EOM crystal has a damage threshold of 20 W/mm2,

according to the datasheet provided by the manufacturer. Due to high loss

in the EOM cavity, the limitation imposed by the damage threshold can be

omitted in the single cavity OFCG Section. However, in the coupled-cavity

situation where the efficiency can reach >90%, the damage threshold needs

to be taken into consideration.

One way to overcome this limitation is to expand the beam passing through

the crystal. This can be achieved by either introducing additional optics that

will expand the beam within the EOM cavity or by increasing the length of

the EOM cavity. Since each optical element introduces loss in the EOM

cavity, reducing its finesse and thereby the width of the generated frequency

comb (see Section 3.5.2.2), we have decided to maximise the beam size on

the crystal facet by expanding the length of the EOM cavity.

The crystal facet has a size of 1.5 mm × 2 mm, and it is important to

ensure that the beam size does not cause clipping on the crystal, which would

introduce loss each time light passes through it. To calculate the maximal
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Figure 3.14: Loss on the crystal facet due to clipping of size 1.5 mm × 2
mm as a function of the incident beam waist w0. The beam is assumed to
hit the centre of the 1.5 x 2 mm aperture. The plot shows the variation in
loss as the beam waist is scanned. The optimal incident beam waist size of
w0 = 0.5 mm, corresponding to a loss of 0.003 %, is selected to ensure near
100 % transmission through the crystal facet.

Gaussian beam size that allows for near 100 % transmission, we can use the

expression

Power Loss = 1−
∫ x/2

−x/2

∫ y/2

−y/2

P0 exp

(
−2

x2 + y2

w2
0

)
dy dx (3.23)

where P0 is the total power of the beam, x and y are the aperture size in x

and y axis, and w0 is the beam waist. Figure 3.14 shows a situation in which

we set the aperture size to 1.5 mm x 2 mm and scanned the beam waist

w0, calculating the amount of loss caused by expanding the beam on the

crystal facet. From this, we have picked the optimal value of w0 = 0.5 mm,

corresponding to a loss of 0.003 %. This optimal value represents the target

beam waist size for minimal intra-cavity loss.

In the following sections, the light intensity incident on the EOM crystal

facets will be carefully monitored to ensure that the system operates below

the damage threshold of the EOM. The objective is to calculate the maximum
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allowable input power for the pump laser, such that the intra-cavity intensity

remains below the damage threshold.

The intracavity intensity, represented by the squared electric field |E2|2 prop-

agating within the EOM cavity (Eq. 3.17b), will be used to determine the

maximum input power. Given the design constraints outlined in Section 3.7,

the waist size we achieved, wA = 0.473 mm, is the closest to the optimal

value of 0.5 mm. Assuming a waist size of wA = 0.473 mm, we calculate

the maximum input power of the pump laser (Pp) that complies with the

damage threshold limit of 20 W/mm2

Damage Threshold ≥ Pp ×
|E2|2
|Ein|2

× 2

πw2
A

. (3.24)

3.7 Optical cavity design for the coupled-cavity

OFCG

The coupled-cavity design for the OFCG is required to fulfil the following

criteria:

• The modulation frequency ωm needs to be less than 2.5 GHz to fall

within the bandwidth of the 5 GHz fast photodetector used to lock the

cavity.

• The FSR of the EOM cavity FSREOM needs to be a subharmonic of

the ωm.

• Flat mirror M2 has a thickness of 6.35 mm and the glass (BK7) it is

made of has a refractive index of 1.45. This glass surface is AR-coated

and needs to be placed either in the EOM or the input cavity.

• The FSRs of the input cavity (M1 + M2) FSRin and the EOM FSREOM

(M2+M3), must be chosen with a large minimum common denomina-
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tor. This choice is critical to prevent the broadening of optical pulses

generated by the OFCG, as elaborated in Section 3.6.1.

• To achieve good mode matching between the input and EOM cavities,

it is essential that mirror M2 be flat, and the waist of light propagating

in the system must rest on the surface of mirror M2. This requirement

can be optimised by adjusting the radii of curvature of mirrors M1 and

M3.

• The beam radius on the crystal facet must be as close to 0.5 mm as pos-

sible to minimise the intensity on the EOM crystal and reduce clipping

losses on the crystal, as described in Section 3.6.2.

To design the coupled-cavity, we started by evaluating the available off-shelf

mirrors with radii of curvature (ROC) ranging from 100 mm to 1000 mm.

These values of ROC were used to simulate beam propagation in the coupled-

cavity system using reZonator software [122].

In our simulations, we had two main requirements. First, the beam waist

w0 resting on the flat mirror M2 needed to be identical for both cavities

to ensure good mode matching between them. This ensured the efficient

transfer of light between the input and EOM cavities. Second, the output of

the system had to exhibit a beam radius greater than 0.5 mm. This condition

was crucial to guarantee that the crystal could be positioned within the cavity

in a manner allowing for the beam radius on the crystal facet to closely match

the desired 0.5 mm. This alignment was necessary to address the damage

threshold limit discussed in Section 3.6.2.

By conducting these simulations, we obtained combinations of radii of curva-

ture (ROC) values for mirrors M1 and M3, along with corresponding cavity

lengths that satisfied all the requirements mentioned above. These cavity

lengths directly influenced the possible combinations of FSRs, as FSR = c/2l,

where c is the speed of light in vacuum and l is the cavity length.
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Figure 3.15: Design of the couple-cavity OFCG. Here the input cavity is
formed with 1000 mm ROC mirror M1 and flat mirror M2. The distance
between mirrors is 7.09 mm leading to FSRin = 21.13 GHz. The EOM
cavity is formed with flat mirror M2 and a ROC = 300 mm mirror M3.
Length of the EOM cavity is 287.13 mm (physical, not optical path length)
setting the FSREOM = 478 MHz.

The next step involved considering the possible FSRs of the input and EOM

cavities and selecting the design with the largest minimum common denom-

inator between the FSRin and FSREOM.

The final design, fulfilling all of the requirements described previously is

shown in Fig. 3.15. The input cavity is constructed using input mirror M1

with an ROC of 1000 mm and flat mirror M2. The distance between these

mirrors is set to 7.09 mm, resulting in an input cavity FSRin = 21.13 GHz.

The waist of the input laser rests on the surface of the flat mirror M2 and

has a radius of w0 = 0.144 mm.

The EOM cavity consists of flat mirror M2 and mirror M3 with an ROC of

300 mm. The AR-coated side of the flat mirror M2 faces the EOM cavity.

The distance between the reflective surface of mirror M2 and mirror M3

is 287.13 mm, resulting in FSR of the EOM cavity FSREOM = 478 MHz.

This length of the EOM cavity requires us to use the frequency of the EOM

modulation ωm = 2.39 GHz to fulfil the requirement of FSREOM = ωm/k

where k is a integer. The waist of the EOM cavity aligns with the reflective

surface of flat mirror M2 and has the same radius as the input cavity, w0 =

0.144 mm, ensuring good mode matching between the two cavities. At the
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crystal facet closer to the input cavity, the beam radius is wA = 0.473 mm.

For this cavity configuration, the 477th sideband of the EOM cavity will

become resonant with the input cavity. This sets the characteristic mode of

the coupled-cavity OFCG to νc = 477.

3.8 Modelling of a Coupled Cavity OFCG

The theoretical framework of the coupled-cavity OFCG provides an expres-

sion (Eq. 3.22) that serves as a predictive tool for estimating the system’s

output. To model the system, we employed the Python programming lan-

guage, taking into account the considerations of simulation time optimisation

and accuracy. To strike an optimal balance between the two, we set the size

of the transformation matrix M(2δ) to 2501. This choice enables us to obtain

efficient and reliable results within a reasonable time frame.

In this Section, we will delve into the practical application of the theoreti-

cal data derived from the mathematical solutions presented in Section 3.6.

The primary objective is to determine the appropriate parameters necessary

for generating short and intense pulses of light using coupled-cavity OFCG.

Accordingly, our focus will centre on optimising the efficiency of the coupled-

cavity OFCG, as it plays a crucial role in converting pump laser power into

a high-power Lorentzian pulse train. The second parameter of interest is the

FWHM pulse width τp, which needs to be minimised to achieve the maximal

peak pulse power, as shown in Section 3.2.

For the optimisation process of the coupled-cavity OFCG, we have selected

reflectivities of 0.99 for input cavity mirrors (M1 + M2). This choice is

underpinned by the imperative to safeguard the EOM AR-coating against

damage stemming from excessively high intra-cavity intensities. Maintaining

a critical threshold of intra-cavity intensity is pivotal in preventing such harm.

Furthermore, the pursuit of higher reflectivity mirrors, such as 0.999, results
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in an optical cavity with significantly heightened finesse. While increased

finesse is advantageous in mitigating sideband leakage from the EOM cavity,

it also poses challenges. Requiring narrow linewidth input lasers to lock to a

narrow linewidth input cavity, these high-power lasers with narrow linewidths

are expensive.

Additionally, adopting a mirror with a reflectivity of 0.999 for the input

coupler necessitates an output coupler (M3) with a reflectivity below 0.9 to

balance the cavity losses and output coupling efficiently. However, sourcing

mirrors that meet both the 300 mm ROC requirement and the desired re-

flectivity of less than 0.9 proves to be challenging. The difficulty lies in the

availability of such mirrors off the shelf. This combination of specifications is

not commonly stocked, leading to the need for a custom-made mirror. Opt-

ing for a custom solution would significantly increase the cost, presenting a

notable constraint in the design and budget of our setup.

In light of these considerations, we made the deliberate decision to set the re-

flectivities of mirrors M1 and M2 to R1 = R2 = 0.99 during the optimisation

process of the coupled-cavity OFCG.

3.8.1 Results for Coupled Cavity OFCG

A typical result of the numerical simulation is presented in Fig. 3.16. For

this simulation, the mirror intensity reflectivities were set to R1 = R2 = 0.99

and R3 = 0.96, and the modulation depth was set to δ = 2.1 radians.

Figure 3.16a shows the spectral output of the single-cavity OFCG and

Fig. 3.16b shows the same spectral output on a semi-log scale. The lin-

ear relationship of the sidebands on the semi-log plot is disrupted by the

partial leakage of the 500th sideband to the input cavity.

Figure 3.16c shows the temporal output of the OFCG, this was obtained

by performing a Fourier transformation of the spectral output in Fig. 3.16a.
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Figure 3.16: A typical result of the numerical model of the coupled-cavity
OFCG. Parameters of the model were δ = 2.1 radians, R1 = R2 = 0.99,
R3 = 0.96, FSRin = 21.13 GHz, FSREOM = 478 MHz and remaining pa-
rameters as detailed in the Section 3.5. The input electric field was set to
1. The resulting efficiency ηSC = 81.9 % was calculated by summing the
squared electric field of each sideband and dividing it by the input intensity
of 1. a The spectral output of the single-cavity OFCG. b The semi-log plot
of the spectral output. c The temporal output of the single-cavity OFCG
obtained by performing the Fourier transform of the spectral output. The
model data was fitted with a Lorentzian function to estimate the pulse width
of τp = 1.2 ps indicated by the red shaded area.

The red area marks the FWHM pulse width τp=1.2 ps. The asymmetry of

the pulse is a combined effect of the truncation of the transformation matrix

M(2δ), the crystal dispersion effect, and the effect of the partial leakage of

the 500th sideband to the input cavity.

These results provide insight into the spectral and temporal characteristics

of the coupled-cavity OFCG, demonstrating the impact of various factors

on the pulse shape and the disruption of the sideband relationship due to

characteristic mode.
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3.8.2 Optimisation of the coupled-cavity OFCG

The primary objective is to maximise the effective pair detection rate ob-

tained from output pulses from the OFCG. This pair rate scales as a function

of P 2/τp both of which depend on the OFCG cavity parameters. To achieve

this goal, we conducted a series of simulations utilising the numerical model

presented in Section 3.6, in order to maximise the pair production rate in

the process of SWFM. Throughout these simulations, we will systematically

vary two parameters the modulation depth δ and the power reflectivity of

the output mirror M3 R3. The reflectivity of the mirrors M1 and M2 are set

to R1 = R2 = 0.99, as discussed in Section 3.8.

The modulation depth will be varied within a range spanning from 0.1 to 2.1

radians. This range has been selected in order to match the modulation depth

of the EOM we have ordered for this experiment. Simultaneously, the power

reflectivity of the output mirror M3 will be varied across a spectrum ranging

from 0.9 to 0.99. This spectrum has been chosen due to the availability of

these mirrors with a desired ROC of 300 mm to buy off-shelf.

The decision to set the input power at 300 mW as the default stems from

the availability of single-mode, single-frequency laser diodes operating at the

desired wavelength of 785 nm. This input power level ensures compatibility

with the diodes while allowing us to comprehensively explore the parameter

space. However, it is crucial to emphasize that during each simulation run, we

will closely monitor the intra-cavity intensity. As a precautionary measure,

we will lower the input power whenever necessary to ensure that the operation

remains well below the damage threshold, safeguarding the integrity of the

AR-coating of the EOM.

Our investigation will unfold in several stages, focusing on the following key

aspects:

1. Efficiency Data Analysis: We will initially examine the efficiency
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data obtained from our simulations. By systematically varying the

modulation depth and reflectivity of the output mirror, we aim to

identify optimal combinations that yield superior efficiency in power

conversion.

2. Pulse Width Data Analysis: Following the efficiency analysis, we

will delve into the pulse width data. This step involves evaluating the

impact of different modulation depths and mirror reflectivities on the

temporal characteristics of the output pulses. This analysis is pivotal

in determining the trade-offs between efficiency and pulse duration,

aiding in the selection of parameters that align with the desired pulse

duration specifications.

3. Peak Power Per Pulse Estimation: Combining the efficiency and

pulse width data, we will determine the estimated peak power per pulse

for various parameter combinations. This estimation will be calculated

while considering the maximum input power allowed to maintain safe

operation. The resulting peak power per pulse values will serve as cru-

cial benchmarks for the subsequent evaluation of photon pair generation

through the process of SFWM.

This Section outlines our comprehensive approach to optimizing the peak

power per pulse generated by the coupled-cavity OFCG. Through systematic

simulations and parameter variations, we aim to uncover optimal conditions

that maximize power extraction while adhering to operational safety limits.

The resulting insights will not only enhance our understanding of the OFCG’s

performance but will also serve as a foundation for estimating the potential

photon pair generation via SFWM.
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3.8.2.1 Variation of efficiency

In our pursuit of optimizing the peak power per pulse generated by the

coupled-cavity OFCG, we begin by analyzing the output efficiency of the

system ηCC under different parameter settings. This analysis provides in-

sights into the power conversion effectiveness and guides us towards param-

eter combinations that yield superior efficiency.

To conduct this analysis, we systematically vary the modulation depth δ and

the power reflectivity of the output mirror M3 within the prescribed ranges.

The efficiency of the coupled-cavity OFCG is determined by the ratio of

the output power to the input power. Mathematically, the efficiency ηCC is

defined as follows

ηCC =
|E|2out
|E|2in

, (3.25)

where |E|2out represents the output power and |E|2in is the input power. For

simplicity, we assume that the input power to the coupled-cavity OFCG is

equal to 1.

Through our simulations, we created an efficiency map that illustrates how

different combinations of modulation depth and mirror reflectivity impact the

efficiency of the OFCG. This map, shown in Fig. 3.17, allows us to identify

regions of high efficiency, guiding us towards optimal parameter values.

Preliminary observations suggest that efficiency tends to peak at modulation

depth δ ∼ 1, and drops slightly as we increase the reflectivity of the mirror

M3. The peak output efficiency ηCC = 99% was observed for δ = 1 and

R3 = 0.9.

In the following Section, we will delve into the analysis of pulse width data,

providing insights into the temporal characteristics of the generated pulses.

By combining efficiency and pulse width analyses, we aim to make informed

decisions that align with our goal of maximizing peak power per pulse.



Chapter 3. Modelling of a single and coupled-cavity OFCG 89

0.5 1.0 1.5 2.0

δ [rad]

0.90

0.92

0.94

0.96

0.98

1.00
R

3

0.2

0.4

0.6

0.8

η [%]

Figure 3.17: Output efficiency optimisation results indicating a maximum
efficiency at a modulation depth of 1 rad. For modulation depths greater
than 1 rad, a noticeable slight decrease in efficiency is observed, delineating
the optimal modulation depth for peak efficiency.

3.8.2.2 Variation of pulse width

Having explored the efficiency landscape, we now turn our attention to the

temporal characteristics of the output pulses, which are of paramount im-

portance for our application of the coupled-cavity OFCG.

To investigate the FWHM pulse width τp, we systematically examine the

impact of different modulation depths δ and mirror M3 reflectivities on the

temporal profile of the output pulses. Our simulations, conducted using the

numerical model of the coupled-cavity OFCG, enable us to acquire FWHM

pulse width data for each parameter combination by performing a Fourier

transform of the spectral output of our simulation.

By systematically varying the modulation depth and mirror reflectivity, we

construct a 1/τp colour map shown in Fig. 3.18, that illustrates how different

parameter combinations influence the temporal characteristics of the gener-

ated pulses. To make the Fig. 3.18 easier to read, we plotted the 1/τp values,

this way of presenting the data makes it easy to spot the shortest pulses
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Figure 3.18: The result of FWHM pulse width τp optimisation. The values
plotted here correspond to 1/τp, this ensures that the highest value aligns
with the shortest FWHM pulse width.

by looking at the highest values. As expected we are observing that as we

increase both δ and R3 values, the pulses become shorter, with the shortest

pulse τp = 0.92 ps recorded for the δ = 2.1 and R3 = 0.99.

Our analysis aims to strike a balance between efficiency and pulse width.

In some cases, higher efficiency may lead to broader pulses, while narrower

pulses could be obtained at the expense of efficiency. By combining the

insights gained from the efficiency and pulse width analyses, we can make

informed decisions regarding the parameter settings that align with our ob-

jectives.

The optimal parameter combinations, both in terms of efficiency and pulse

width, will be crucial inputs for our subsequent calculations of peak power per

pulse. By considering these interrelated aspects, we aim to achieve the desired

balance between output efficiency and the FWHM pulse width, ultimately

enhancing the performance of the coupled-cavity OFCG.

In the next Section, we will combine the efficiency and pulse width data, along

with considerations for maximum input power, to estimate the peak power
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Figure 3.19: a The results of peak power per pulse Ppk optimisation. b The
pair detection rate in the process of SFWM is estimated using results shown
in a and Eq. 2.35 from Section 2.7. c Cross-section of Ppk at R3 = 0.96 as
a function of modulation depth δ. d Cross-section of the pair detection rate
at R3 = 0.96 as a function of modulation depth δ.

per pulse. This estimated peak power will serve as a foundational metric for

evaluating the potential generation of photon pairs through SFWM.

3.8.2.3 Optimisation of the coupled-cavity OFCG parameters

With insights gained from the efficiency and pulse width analyses, we now

embark on estimating the peak power per pulse Ppk generated by the coupled-

cavity OFCG. This metric holds significant importance, as it provides a clear

indication of the power available in individual pulses, a critical factor in our

application of generating photon pairs via SFWM.

To calculate the estimated peak power per pulse, we integrate the efficiency
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data and the pulse width data obtained from our simulations. The efficiency

values guide us in selecting parameter combinations that optimize power

conversion, while the pulse width data ensures that the generated pulses

meet our desired temporal characteristics.

Mathematically, the estimated peak power per pulse Ppk can be calculated

as

Ppk =
PinηCC

2ωmτp
(3.26)

where Pin is the input power with maximum value of 300 mW, limited by the

damage threshold of the EOM. The results of the simulation can be seen in

Fig. 3.19a. We record the highest value of Ppk = 43.28 W for δ = 1.8 and

R3 = 0.96.

Additionally, the estimated peak power per pulse serves as a pivotal param-

eter for evaluating the potential generation of photon pairs through SFWM.

The rate of photon pair generation depends on the Ppk and properties of the

medium. To estimate the amount of photon pairs generated via SFWM in

a 10 cm long HB800G fibre we use Eq. 2.35 from Section 2.7. The resulting

estimated pair detection rate can be seen in Fig. 3.19b. Here for the δ = 1.8

and R3 = 0.96 we observe the highest pair detection rate of 2200 pairs/sec.

To further elucidate the dependency of these parameters, we provide cross-

sectional views of the peak power per pulse Ppk and the pair detection rate

at R3 = 0.96. These cross-sections, shown in Fig. 3.19c and Fig. 3.19d

respectively, offer a detailed look at how modulation depth δ influences these

critical metrics.

3.9 Conclusions

In this Chapter, we embarked on a comprehensive journey to optimise the

performance of the coupled-cavity OFCG. Our investigation was grounded
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in a meticulously developed numerical model of the OFCG, which served as

the cornerstone of our optimisation process. Through systematic simulations

and analyses, we aimed to enhance the peak power per pulse generated by

the system.

After conducting a thorough analysis, we have made a strategic decision

regarding the construction of the coupled-cavity OFCG. We have selected

mirror reflectivities of 0.99 for M1, 0.99 for M2, and 0.96 for M3, respectively.

We plan to employ an electro-optic modulator (EOM) with a modulation

depth of 1.8, modulated at a frequency of 2.39 GHz. This combination

of parameters is anticipated to achieve an efficiency of 81.9 % and produce

pulses with a FWHM of 1.2 ps, leading to an estimated photon pair detection

rate of 2200 pairs per second through SFWM.

The culmination of our modelling and optimisation efforts, coupled with the

meticulous development of the OFCG model, provides a solid foundation

for the subsequent phase of our study - the experimental realization of the

coupled-cavity OFCG. The next Chapter will detail the practical implemen-

tation, presenting the setup, procedures, and results of our endeavours to

bring this device to life.



Chapter 4

Experimental Realisation of a

Coupled-Cavity OFCG

4.1 Introduction

This Chapter describes experimental realisation of a coupled-cavity optical

frequency comb generator (OFCG). This device, discussed in detail in Chap-

ter 3, employs an intra-cavity electro-optical modulator (EOM) to convert

a single-frequency continuous-wave (CW) input light into a Lorentzian train

of pulses with a repetition rate twice the modulation frequency of the EOM.

In the previous Chapter, we designed a coupled-cavity OFCG system opti-

mised for generating high-power pulses. This high-power pulsed source is

crucial for generating photon pairs through spontaneous four-wave mixing

(SFWM), a process detailed in Chapter 2, which in turn can be harnessed

for quantum-enhanced LIDAR applications.

The focal point of this Chapter revolves around characterising the efficiency

and full-width at half-maximum (FWHM) pulse width of the coupled-cavity

OFCG. These two parameters wield substantial influence over the peak power

per pulse, a critical factor in the photon pair generation process. The charac-

94
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terisation of these parameters will enable us to critically assess the device’s

viability as a pump source for photon pair generation. It is important to

note that we have set a stringent requirement of 1.5 kHz to ensure opera-

tion well above the dark-count rate of silicon-based single-photon avalanche

diodes (SPADs), which typically resides around 300 Hz [113].

This chapter provides a comprehensive account of the steps undertaken to

attain this objective, representing solely my work. The journey commences

with the characterisation of a key element within the OFCG setup – the

EOM. Subsequently, the focus shifts towards the realisation and characterisa-

tion of the single-cavity OFCG, serving as a preliminary stage to the coupled-

cavity configuration. The Chapter concludes with a successful realisation of

the coupled-cavity OFCG. We characterise the device and compare the ex-

perimental results to those predicted by the numerical model developed in

Chapter 3.

4.2 The EOM characterisation

In this study, the characterisation of the EOM played a pivotal role, enabling

us to measure two critical parameters. The crystal’s intensity transmission

(Tc) and its modulation depth (δ) when subjected to varying electrical power

(PRF). These parameters hold substantial significance for the performance

of the OFCG and play a crucial role in the numerical model introduced in

Chapter 3.

To measure the crystal’s transmission, we conducted a simple experiment

by passing a laser beam through the EOM. By comparing the optical power

before and after the device, we measured the intensity transmission Tc =

0.996± 0.001, slightly lower than the assumed value of 0.9999 in the model.

This difference can be attributed to real-world imperfections in the crystal’s

transmission, not fully accounted for in the idealised model assumption of
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Figure 4.1: Characterisation of the modulation depth of the EOM. a Exper-
imental measurement of the intensity ratio between the carrier and the first
sideband, along with a fit function |J0(PRF/δ)|2/|J1(PRF/δ)|2 using modula-
tion depth as a free parameter. The analysis reveals the dependency between
the power of the electric field PRF and the modulation depth δ. The error-
bars are the standard error after repeating the measurement 10 times. The
errorbar size increases for lower values of RF Power due to low intensity of
the first sideband compared to the root mean square noise of the signal read
out on the oscilloscope. b depicts the relationship between modulation depth
and applied electric field power, derived from the fitting process detailed in a.
It is worth noting that while this estimate is not perfect (in a the deviation
from the fit can be observed) it gives a good rough estimate of the effective
modulation depth in our experiments.

transmission depending solely on anti-reflective (AR) coating.

To map the modulation depth (δ) to the electrical power PRF applied to the

EOM, we designed an experimental arrangement that involved placing the

EOM in front of a Fabry-Perot cavity scanned using a piezo actuator. We

measured the intensities of the carrier and the first sideband as a function of

applied RF power, using a photodetector positioned behind the Fabry-Perot

cavity. To determine the resulting modulation depth, we utilised the known

ratio of intensity between the carrier and the first sideband, expressed as

|J0(δ)|2/|J1(δ)|2 (see Fig. 3.7). We used a fit function with modulation depth

δ as a free parameter to calculate the modulation depth as the function of
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Figure 4.2: Two configurations of the OFCG depend on the placement of the
AR-coated side of a flat mirror M2. a Original design of the OFCG where the
AR-coated side of the flat mirror M2 is placed inside of the EOM cavity (M2
+ M3). This configuration allowed for the optimal FSR of the input cavity
of FSRin = 21.13 GHz. b Revisited design, where the AR-coated side of the
mirror M2 is placed inside the input cavity. This change was motivated by
the fact that the cavity with AR-coated side of the mirror was experiencing
a decrease in the optical finesse. The EOM cavity FSR is set to 478 MHz for
both configurations.

power applied to the EOM. The results of this experiment can be seen in

Fig. 4.1. This simple experiment allowed us to map the modulation depth of

the EOM to the RF power applied from the EOM driver. We have measured

an attainable range of δ to be between 0.08 and 2.05 radians.

4.3 Revisiting the optical cavity design

During the assembly of the single-cavity OFCG, we encountered significant

experimental challenges related to the placement of the anti-reflective (AR)

coating of mirror M2. This can be seen in Fig. 4.2. Initially, we planned to

position the AR-coating inside the EOM cavity (M2 + M3). This decision
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was motivated by the desire to achieve the optimal free spectral range (FSR)

of the input cavity (M1 + M2), to avoid resonance between the input cavity

and one of the sidebands. This was discussed in section 3.6.1. The AR-

coated side of the mirror has a thickness of 6.35 mm and refractive index

of 1.45 which sets the minimal distance between mirrors of the input cavity,

preventing us from achieving the optimal value of FSRin = 21.13 GHz.

To provide a context, it is important to note that the EOM cavity, when

devoid of the EOM crystal, boasted a finesse of 121. Unfortunately, placing

the AR coating inside the EOM cavity resulted in significant losses, reducing

the optical finesse to 70. Conversely, with the AR coating outside of the EOM

cavity, the finesse increased to 100. The optical finesse of the EOM cavity,

as previously discussed in Chapter 3, plays a crucial role in determining the

minimal pulse width τp generated by the OFCG.

To ensure higher peak power per pulse and avoid pulse broadening, we nu-

merically estimated the full-width at half-maximum (FWHM) pulse width.

This is because maintaining a constant modulation depth ensures consistent

efficiency across the system. Therefore, the pulse width becomes the pri-

mary variable influencing the peak power per pulse. By optimising the pulse

width, we directly affect the peak power achievable, with a narrower pulse

width leading to higher peak power under the same efficiency conditions.

When the input cavity had the optimal FSR (21.13 GHz) and the EOM cav-

ity’s finesse was 70, the resulting pulse width was τp = 2.1 ps at modulation

depth of 2.1. In the case where the input cavity FSR is set to 11.85 GHz but

the EOM cavity finesse is 100 the resulting pulse width is τp = 1.7 ps.

To maintain narrow pulse widths, we decided to relocate the AR coating to

the side of the input cavity, accepting the trade-off of a sub-optimal FSR in

the input cavity.



Chapter 4. Experimental Realisation of a Coupled-Cavity OFCG 99

Figure 4.3: Schematic of the experimental setup showing a CW laser diode
(LD) with a tandem isolator. Light is then sent into a polarisation maintaing
single-mode optical fibre (SMF) to clean-up the spatial mode and launched
from said fibre to the EOM cavity in free-space. The EOM cavity length is
stabilised using a piezo actuator on M3 locked using an error signal derived
from demodulation of a fast-photodiode signal (FPD). a : The frequency
domain of the output pulses is analysed in a Fabry-Perot analysis cavity. b
: Electronics allowing to stabilise the EOM cavity length. The fraction of
the light transmitted through OFCG is detected by a fast photodetector.
This signal is amplified and then demodulated at the modulation frequency
ωm and low-pass filtered before being sent to a fast Red-Pitaya-based PID
controller which applies the feedback to the piezo actuator. Temperature of
the EOM is stabilised using a TEC conbtroller.

4.4 The Single Cavity OFCG

4.4.1 Experimental set-up and Cavity Lock

Moving forward, our examination shifts to the single-cavity OFCG, laying the

groundwork before exploring the coupled-cavity configuration. This phase

not only serves as a foundational exploration but also enables us to compare

the results of the single-cavity numerical model, described in the previous

chapter, with experimental data. Such comparison is crucial for validating

the model. This approach ensures a logical progression in our study, ground-

ing the advancements in coupled-cavity OFCG within the insights gleaned

from both theoretical and experimental analyses of the single-cavity setup.

The experimental setup for our realisation of a single-cavity OFCG is shown
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schematically in Fig. 4.3. The pump light for the system was derived from

a distributed Bragg reflector laser diode. While an initial plan mentioned

the use of a 785 nm wavelength, technical difficulties with the 785 nm laser

necessitated a shift to a laser operating at a wavelength of 780 nm. This laser

provided a maximum power output of 30 mW for the experiment. To counter-

act the considerable optical feedback originating from the cavity housing the

EOM, we introduced a 60 dB tandem isolator. The laser diode was coupled

into a single-mode polarisation-maintaining fibre, ensuring effective spatial

mode-matching into the EOM cavity. The beam leaving the fiber had a waist

of 144 µm, aligned with the High-Reflectivity (HR) coated side of the input

mirror M2. The intra-cavity EOM is chosen to have a resonant frequency of

ωm = 2.39 GHz. The EOM crystal has length Lc = 27 mm, group velocity

dispersion GDV = 308 fs2/mm and intensity transmission Tc = 0.996. In

the experiment we tune the modulation depth δ by adjusting the applied

microwave power to give δ in the range of 0.3 to 2.05 rad, actively stabilising

the EOM resonance frequency using feedback to a Peltier cooler that controls

the crystal temperature.

The EOM cavity is constructed using flat mirror M2 and concave mirror M3

with a radius of curvature 300 mm. The power reflectivity of the mirrors was

measured experimentally resulting in R2 = 0.99 and R3 = 0.96 for mirrors

M2 and M3 respectively. The AR coating of the mirror M2 was placed out-

side of the EOM cavity to avoid compromising optical finesse, as discussed

in Section 4.4. The finesse of the EOM cavity was restricted to 100 due to

the losses caused by the finite crystal transmission and the imperfect AR

coating on the crystal facet. Following initial coarse alignment, adjustments

to the EOM cavity length were performed to achieve a free spectral range

FSREOM = 478 MHz, corresponding to the fifth subharmonic of the modula-

tion frequency ωm. Additionally, precise positioning of the EOM crystal was

paramount, ensuring its placement at an anti-node of the microwave modula-

tion frequency. This configuration guaranteed the relative phase of successive
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Figure 4.4: The output of the OFCG when the cavity length is scanned.
When the modulation is turned off the output has a lineshape of a typical
Fabry-Perot etalon with a finesse of 100 shown in blue. Red and green traces,
representing modulation depths δ = 0.3 and 2.1 radians respectively, show
a frequency modulated double peak shape. The length of the cavity was
detuned using piezo actuator with the same voltage applied to it for each
scan. This shows the relative width of the features.

cavity round-trips adds constructively [123]. Initial placement of the EOM

crystal was approximately in the fifth anti-node of the modulation frequency

∼ λm = 2.5 cm from M3, where λm = c/(5ωm). Subsequent refinement

was carried out using a translation stage to maximise the suppression of the

fundamental mode, thereby optimising the round-trip RF phase matching

condition [123]. To optimise the position of the EOM in the cavity we use

the fact that the power in the central frequency decreases as the modulation

depth increases.

The output intensity from the EOM cavity as a function of the cavity sweep

can be seen in Fig. 4.4. This intensity profile distinctly changes when the

modulator is on. The output when the modulator is off is equivalent to the re-

sponse of a typical Fabry-Perot etalon with a finesse of 100. Upon activating

the modulator, a distinctive double-peak structure emerges. This charac-

teristic response is a consequence of time averaging of the high-frequency

sinusoidal sweep induced by the EOM [124], effectively modulating the cav-

ity length. This output can be used to provide an error signal which can be

used to stabilise the length of the cavity to the laser pump frequency.
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Figure 4.5: The lineshape output of the OFCG when the EOM cavity is scan-
ning and the error signal obtained by demodulation of the output lineshape.
a Modulation depth δ = 2.1 radians. b Modulation depth δ = 0.3 radians.
From a and b we can observe that increasing the modulation depth increases
the error signal bandwidth. The length of the cavity was detuned using piezo
actuator with the same voltage applied to it for each scan. This shows the
relative width of the features.

Additionally, there is another pivotal application for this output. It offers

a method to synchronise the cavity FSR with the modulation frequency,

ωm. This is achieved by monitoring the minimal value of the double-peak

structure, measured in the centre of the double peak structure. By fine-tuning

the length of the cavity until the least value is discerned, it guarantees that

the FSR of the EOM cavity aligns with the harmonic of the modulation

frequency.

Stabilisation of the EOM cavity is achieved through the incorporation of

a piezo actuator employed on mirror M3. To generate a dispersive error
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signal, a portion of the light transmitted through mirror M3 is extracted

and directed toward a fast-photodiode, as shown in Fig. 4.3. The resultant

photodiode signal is subsequently demodulated at the modulation frequency

ωm and then subjected to a low-pass filter. We utilise the fact that at the

exact resonance the power of the ωm harmonic almost vanishes [54]. The error

signal - shown in Fig. 4.5 is then amplified and directed to a fast Red-Pitaya-

based PID controller [125]. By utilising this error signal in conjunction with

the Red-Pitaya-based PID controller and the piezo actuator, we effectively

lock the cavity to the pump laser. The control loop bandwidth is limited

to 80 kHz due to piezo actuator bandwidth. This stabilisation mechanism

guarantees that the performance of the optical frequency comb generator

remains consistently aligned and synchronised with the input laser source.

4.4.2 Single Cavity results

To evaluate the performance of the single-cavity OFCG, we measured the

output efficiency ηSC as a function of modulation depth. The efficiency of

the OFCG was obtained by comparing the output optical power transmitted

through the mirror M3, to the input optical power incident on mirror M2.

Results of this experiment are shown in Fig. 4.6, with error bars representing

the standard deviation of 30 measurements at each modulation depth δ. This

experimental data was compared to a parameter-free theoretical curve taken

from Eq. 3.4. We obtain a good agreement with the theory for the high values

of modulation depth δ > 1.25 and observe a slight deviation for δ < 1.25.

This can be attributed to the significantly lower bandwidth of the error signal

when δ is reduced, as seen in Fig. 4.5.

To monitor the frequency output of the OFCG, an analysis cavity was inte-

grated into the experimental configuration. Analysis cavity is a high-finesse

(FA = 312) and high FSR (FSRA = 130 GHz) Fabry-Perot optical cav-

ity. These attributes enabled the analysis cavity to effectively discern light
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Figure 4.6: The output efficiency of a single-cavity OFCG as a function
of modulation depth δ. In red, a theory curve obtained by substituting
experimentally measured parameters of the system into Eq. 3.4. The error
bars represent a standard deviation of 30 measurement at each modulation
depth.

modes with a separation greater than FSRA

FA
= 0.417 GHz, a resolution ca-

pability well-suited for resolving a frequency comb with mode spacing of

ωm = 2.39 GHz.

To align the analysis cavity, we locked the EOM cavity to a resonance while

deactivating the EOM modulation. This ensured a single-mode output from

the EOM cavity, which was subsequently directed into the analysis cavity.

The alignment process continued until transverse modes were adequately

suppressed. The frequency spectrum for the single-cavity OFCG operating

at modulation depth δ = 0.1, 0.3, 1.25 and 2.05 radians can be seen in Fig. 4.7.

As the modulation depth is increased the spectral envelope becomes broader,

but starts showing a deviation from the monotonic exponential decay with

sideband order expected for the output of an OFCG. This deviation is likely

due to residual amplitude modulation, which has been observed in previous

experiments [51, 120, 126].

Given the low measured output power (<1% efficiency, ∼ 0.3 mW), direct
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Figure 4.7: The frequency spectrum for the single-cavity OFCG operating
at modulation depth a δ = 0.1 rad b δ = 0.15 rad, c δ = 1.41 rad and d δ =
2.05 rad. As the modulation depth increases, the comb’s width exceeds the
FSR of the analysis cavity, leading to an overlap or folding of the sidebands.
NOR stands for normalised oscilloscope reading.

assessment of the pulse width proved unfeasible without resorting to ad-

vanced techniques, such as second-harmonic generation autocorrelation mea-

surement [127]. As an alternative means to indirectly gain insights into the

pulse lineshape, we turned to the frequency comb data displayed in Fig. 4.7.

To validate the Lorentzian linewidth of the pulse, we performed a Fourier

transform of the frequency comb generated at δ = 2.05, as shown in Fig. 4.8a.

Importantly, in conducting this Fourier transform, we assumed a phase re-

lationship that was extrapolated from the phase relation in the numerical

model of the OFCG. This assumption facilitated the approximation of the

pulse shape from the spectral data, a technique necessitated by the challenges

in direct time-domain measurement of the pulse width.

With the confirmed Lorentzian nature of the OFCG output, we employed
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Figure 4.8: The analysis of the single-cavity temporal domain. a The Fourier
Transform of the single-cavity OFCG frequency spectrum seen in Fig. 4.7d.
The Fourier transform confirms the Lorentzian pulse shape. The resulting
FWHM pulse width is 1.7± 0.05 ps. b FWHM pulse width τp as a function
of modulation depth δ. In red, a theory curve obtained by substituting
experimentally measured parameters of the system into the numerical model
described in Chapter 3. The error bars represent a standard deviation of 30
measurement at each modulation depth.

the time-bandwidth product [128] (TBWP) to estimate the FWHM pulse

width, denoted as τp

τp =
TBWP

∆f
, (4.1)

where TBWP for a Lorentzian is 0.142 [128] and ∆f is the recorded FWHM

bandwidth of the frequency comb seen in Fig. 4.7. This methodology allowed

us to estimate the FWHM pulse width of the OFCG output as a function

of modulation depth, as illustrated in Fig. 4.8b. We have measured the

minimum value of τp = 1.7± 0.05 ps at modulation depth δ = 2.05 radians.

The experimental data aligns well with the numerically generated theory

curve plotted on the experimental data.
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Figure 4.9: Schematic of the experimental setup showing a CW laser diode
(LD) with a tandem isolator locked to the input cavity (M1+M2) using a
Pound-Drever-Hall lock. Similarly to the situation in single cavity setup
(Fig. 4.9) polarisation maintaining single-mode optical fibre (F) is used to
clean-up the spatial mode. The EOM cavity length is stabilised using a piezo
actuator on M3 locked using an error signal derived from demodulation of
a fast-photodiode signal (FPD). a : The frequency domain of the output
pulses is analysed in a Fabry-Perot analysis cavity. b : An auto-correlation
setup with time variable delay, here CC is a corner-cube, TS is a motorised
translation stage used to generate a time delay 2∆d/c and GaP is a slow
GaP photodetector. c : Electronics allowing to stabilise the EOM cavity
length. Details about the EOM cavity lock can be found in Section 4.4.1.
Temperature of the EOM is stabilised using a TEC controller.

4.5 Coupled Cavity OFCG

4.5.1 Experimental set-up and Cavity Lock

To increase the output efficiency of the OFCG and build upon the insights

gained from the single-cavity configuration, a coupled-cavity configuration

was adapted from [57].

The experimental setup used to realise the coupled-cavity OFCG is schemat-

ically shown in Fig. 4.9. The input cavity (M1+M2) is a plano concave cavity

with R1 = R2 = 0.99 formed using an input mirror M1 (ROC=1000 mm)

and a flat mirror M2, with separation of 12.6 mm tuned to obtain a mea-
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sured FSR of FSRin = 11.85±0.05 GHz. The reflectivity values (R1 and R2)

were determined experimentally. This was accomplished by constructing an

optical cavity with the specific mirrors in question and then measuring the

cavity’s finesse. The cavity was constructed using a monolithic brass mount

to minimise the impact of the mechanical vibrations on the optical table.

Mirror M2 is oriented with the AR-coated surface located inside the input

cavity to suppress losses within the EOM cavity (M2+M3), resulting in a

measured finesse of the input cavity F = 280± 10. The pump light was de-

rived from a distributed Bragg reflector laser diode operating at a wavelength

of 780 nm. The laser diode output was directed into the experiment, with

30 mW measured at the input cavity mirror M1. This measurement takes

into account a 25% loss introduced by the fibre coupling into the single-mode

polarisation maintaining fibre, effectively quantifying the efficiency of light

delivery to the cavity. Due to considerable optical feedback from the input

mirror M1, a 60 dB tandem isolator is used, and a diode is fiber coupled into a

single-mode polarisation-maintaining fiber to allow efficient mode-matching

into the input cavity. The pump light is stabilised to the input cavity using a

Pound-Drever-Hall lock [129], using a current modulation to add sidebands

to the laser output at ± 4 MHz. We measured a 95% transmission of input

light into the EOM cavity while the laser is stabilised, loss in transmission

can be attributed to etalon effects between the HR-coated surface of mirror

M1 and the AR-coated surface of mirror M2.

To stabilise the coupled-cavity system we have developed a procedure in

which first we bring the input cavity close to a resonance to couple a small

portion of light into the EOM cavity. Next, we engage the EOM cavity lock

as described in Section 4.4.1. With the EOM cavity stabilised to the length

corresponding to the fifth subharmonic of modulation frequency ωm, we en-

gage the Pound-Drever-Hall lock of the input cavity and lock the system.

It is worth noting that due to our choice of material (brass) for building

the monolithic input cavity, the slight temperature changes in the lab would
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lead to a thermal drift of the cavity length. This would result in the coupled-

cavity system being stable only for short periods (up to a few hours). To

improve the stability of the system a material with a low thermal expansion

coefficient (such as Invar [130]) could be used.

4.5.2 Coupled Cavity results

This section focuses on the characterisation of the coupled-cavity OFCG,

with particular attention directed towards two key parameters, the output

efficiency (ηCC) and the resulting FWHM pulse width (τp).

The significance of these parameters lies in their pivotal role in estimating the

peak power per pulse, a crucial factor for the successful generation of photon

pairs within the context of our quantum-enhanced LIDAR experiment. In

particular, the peak power per pulse serves as a determining factor for the

achievable pair detection rate through SFWM, an essential requirement for

our experiment, where a minimum rate of 1.5 kHz or higher is sought.

The output efficiency (ηCC) of the coupled-cavity OFCG directly influences

the amount of useful optical power that can be extracted from the system.

This parameter is of paramount importance as it directly impacts the overall

performance of the photon pair generation process.

The FWHM pulse width (τp) characterises the temporal duration of individ-

ual pulses within the optical frequency comb. In our case, the pulse width

τp plays a crucial role in determining the feasibility of achieving the required

photon pair detection rate for quantum-enhanced LIDAR.

To facilitate an accurate assessment of the system’s performance, the ex-

perimental values of both the efficiency (ηCC) and the pulse width (τp) was

compared to the numerical model developed in the Chapter 3.
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Figure 4.10: The output efficiency of the coupled-cavity OFCG ηCC as a func-
tion of modulation depth δ. In red, a theory curve obtained by substituting
experimentally measured parameters of the system into the numerical model
described in the Chapter 3. The black square represents output efficiency
measured during the first demonstration of the coupled-cavity OFCG in [57].
The error bars represent a standard deviation of 30 measurement at each
modulation depth.

4.5.2.1 Output efficiency characterisation

In line with the methodology used for the single-cavity OFCG case, the out-

put efficiency ηCC was measured by comparing the output power transmitted

through the mirror M3 to the input optical power incident on the mirror M1,

while the modulation depth δ was varied. Results are shown in Fig. 4.10,

with error bars representing the standard deviation of 30 measurements at

each modulation depth. The maximum output efficiency ηCC of 81± 2% was

recorded for δ = 1 rad, this is more than two orders of magnitude improve-

ment over the single-cavity OFCG operating at the same modulation depth.

Compared to the previous demonstration of a coupled-cavity setup in [57] we

recorded a 7-fold increase in the output efficiency.

The experimental data was compared to the results of the numerical simu-

lation using parameters given in Section 4.5.1. Similarly to the single cavity
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case, we observe a good agreement with the theoretical efficiency curve, with

slight deviations for values of δ < 1.25. This can be explained by a lower

bandwidth of the error function, as well as increased leakage of the funda-

mental mode pump light from the EOM cavity into the input cavity which

perturbs the lock, preventing stable operation at low values of modulation

depth. Light remaining in the fundamental mode after propagating through

the EOM is permitted to propagate in the input cavity, the amount of power

remaining in the central mode can be seen in Fig. 3.7 in the previous Chapter.

4.5.2.2 Temporal output of the coupled-cavity OFCG

To characterise the pulse train output from the coupled-cavity OFCG, an

analysis of its frequency and temporal output was performed. To this end,

some of the output light is picked off and directed to an analysis cavity and

an autocorrelation module as shown in Fig. 4.9. The analysis cavity consists

of two mirrors with identical power reflectivity RA = 0.99 and an FSR of

FSRA = 130 GHz. The autocorrelation module is a scanning Michelson in-

terferometer using travelling corner cubes to adjust the relative pulse delay

between the two arms [131]. For detecting the output of the interferometer,

a slow GaP photodiode, in conjunction with a high-gain, low-noise current

amplifier, was engaged. This arrangement ensured the precise capture and

reliable amplification of the interferometer’s output signal, aiding in the sub-

sequent analyses.

The frequency spectrum for the dual-cavity OFCG operating at δ = 2.05 rad

is shown in 4.11a. This spectrum exhibits an FWHM bandwidth of ap-

proximately ∼90 GHz. Given the inherent properties of the OFCG output

pulses, which should ideally follow a Lorentzian distribution, this bandwidth

corresponds to a transform-limited FWHM pulse width of roughly ∼1.75 ps.

Here the spectral envelope shows a deviation from the monotonic exponen-

tial decay with sideband order expected for a Lorentzian, however calculating
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Figure 4.11: a The frequency spectrum of the OFCG is shown, measured
using an analysis cavity with a free spectral range (FSRA) of 130 GHz. Ad-
ditional modes seen on the plot are due to incomplete suppression of trans-
verse modes in the analysis cavity and overlapping frequency combs caused
by the narrower FSRA compared to the produced frequency comb. b The
normalized field autocorrelation signal obtained using a scanning Michelson
interferometer. The solid red line corresponds to a Lorentzian fit function
employed to calculate the FWHM pulse width, resulting in τp = 1.77 ± 0.04
ps. The inset plot provides a depiction of the field autocorrelation signal at
a femtosecond scale. Both traces were acquired using δ = 2.05 rad.

the Fourier transform of the observed spectrum with the appropriate phase

relationship caused by the round-trip phase accumulated in the EOM cavity

shows excellent agreement with a Lorentzian pulse shape. This deviation

in spectral output is likely due to residual amplitude modulation, which has

been observed in previous experiments [51, 120, 126]. Comparing the spectra

of the single- (Fig. 4.7) and coupled-cavity (Fig. 4.11) outputs reveals a con-

gruent envelope. This congruence serves as a confirmation that the source of

this spectral deviation is indeed rooted in the EOM cavity itself.



Chapter 4. Experimental Realisation of a Coupled-Cavity OFCG 113

1.2 1.4 1.6 1.8 2.0

δ [rad]

1.8

2.0

2.2

2.4

2.6

2.8
τ p

[p
s]

Figure 4.12: FWHM pulse width τp as a function of the modulation depth δ.
In red, a theory curve obtained by substituting experimentally measured pa-
rameters of the system into the numerical model described in the Chapter 3.
The deviation from the theory curve for lower values of modulation depth
δ can be attributed to cavity lock instabilities and feedback from the EOM
cavity into the input cavity for lower values of modulation depth. The error
bars represent a standard deviation of 30 measurement at each modulation
depth.

In order to measure the pulse width independently we record the field au-

tocorrelation as shown in 4.11b, using the observed interference fringes to

calibrate pulse delay. Due to the relatively low peak pulse power, we are

unable to observe a two-photon absorption feature using the GaP detector,

and this data therefore corresponds to the linear field autocorrelation signal

[131]. To determine the pulse width, a Lorentzian fit was applied to the

temporal envelope. The outcome of this fitting procedure yielded an FWHM

pulse width measurement of 1.77± 0.04 ps. This measurement closely aligns

with the pulse width derived from the spectral characterization conducted

utilizing the analysis cavity.

Using the autocorrelation module we have performed measurements of

FWHM pulse width τp as a function of modulation depth δ. The results

of that experiment can be seen in Fig. 4.12. Here, the deviation from the
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theory curve for lower values of modulation depth δ can be attributed to

cavity lock instabilities and feedback from the EOM cavity into the input

cavity for lower values of modulation depth.

4.5.2.3 Variation of the characteristic mode

The OFCG output pulse width depends strongly on the characteristic mode

νc of the EOM cavity that becomes resonant with a mode of the input cav-

ity, as discussed in Section 3.6.1. This characteristic mode leads to a distinct

cutoff in the frequency comb’s spectrum, resulting in a reduction in its max-

imum spectral span and an increase in the temporal width of the output

pulse. The behaviour of the characteristic mode is closely tied to the FSRs

of both the input and EOM cavities. To prevent the premature onset of the

characteristic mode, careful selection of these FSR values is imperative. Con-

sequently, to optimise the generation of short optical pulses, we conducted

an experiment. In this experiment, we systematically varied the FSR of one

cavity while measuring the FWHM of the resultant optical pulse.

The monolithic design of the input cavity prevents scanning of FSRin. In-

stead, we scan the FSR of the EOM cavity by adjusting the frequency of

modulation ωm and temperature-tuning the EOM back into resonance, fol-

lowed by adjusting the physical EOM cavity length to ensure it remains an

integer multiple of the modulation frequency. This approach means we can

scan FSREOM without introducing a relative detuning between the EOM and

the cavity, such that changes in pulse width arise only from a change in the

ratio of FSREOM to FSRin.

Results are shown in Fig.4.13, where the effect of changing the ratio between

FSRin and ωm on the measured pulse width can be observed corresponding

to an increase in pulse width as the characteristic mode number is reduced as

the EOM cavity is tuned away from the optimum operating point. We addi-

tionally add the predictions of the theoretical model, which shows excellent
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Figure 4.13: The FWHM pulse width as a function of the EOM cavity fre-
quency detuning. For each EOM resonance frequency, the cavity length is
adjusted to ensure the cavity FSR is a harmonic of the modulation frequency.
The solid line shows a fit to the theoretical model. Data presented here are
obtained with a modulation depth of δ = 2.05 rad.

agreement with the observed changes.

4.5.3 Peak power per pulse

Extracting the output efficiency and the FWHM pulse width allows us to

calculate the peak power per pulse (Ppk) of the coupled-cavity OFCG using

Ppk =
PinηCC

2ωmτp
, (4.2)

where the Pin is the average optical power going into the coupled-cavity

OFCG, ηCC is the output efficiency of the device, 2ωm is the repetition rate

of the Lorentzian pulse train and τp is the FWHM pulse width.

Using this equation we can extract the peak power per pulse as a function of

modulation depth. Results are shown in Fig. 4.14, with the drop in output

efficiency for δ > 1 observed in Fig. 4.10 compensated by the reduction in

pulse width ∝ 1/δ corresponding to a peak pulse power of 2.6 W. Again we
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Figure 4.14: The estimated peak power per pulse Ppk as a function of modu-
lation depth. In red, a theory curve obtained by substituting experimentally
measured parameters of the system into the numerical model described in
the Chapter 3. Data presented here were taken using 30 mW input power.
The error bars represent a standard deviation of 30 measurement at each
modulation depth.

see good agreement with the theoretical model, with a larger deviation in

the predicted peak power at lower modulation depths primarily due to the

reduction in input cavity lock stability.

4.6 Conclusions

Our research has led to the development of a highly efficient and high repeti-

tion rate source of pulsed light. With an input power of 30 mW, peak powers

of ∼ 2.6 W were observed at a repetition rate of 4.78 GHz, achieving pulse

widths down to 1.77 ps constrained by the maximum attainable modulation

depth of the EOM. The findings of our study align remarkably well with

a parameter-free theoretical model of the OFCG, showcasing its robustness

and accuracy.

In our pursuit of obtaining even greater output power, we conducted a com-
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Figure 4.15: The estimated peak power per pulse Ppk as a function of mod-
ulation depth. Data presented here were taken using 300 mW input power
provided by a Ti:Sapphire laser. The error bars represent a standard devia-
tion of 30 measurement at each modulation depth.

prehensive characterisation using a high-power, narrow linewidth Ti:Sapphire

laser, operating at a wavelength of 780 nm with a linewidth of less than

1 MHz. This enabled us to channel up to 300 mW of power into the OFCG.

Our measurements, as illustrated in Fig. 4.15, affirm that the OFCG retains

the same high efficiency and pulse width observed with the low-power laser

configuration. The current limitation in operating with higher input pow-

ers arises from the damage threshold of the EOM AR coating of 20 W/mm2.

This, combined with the relatively small active crystal aperture of 1.5×2 mm

required to maintain a GHz resonance frequency limits us to 300 mW pump.

In future, this can be overcome using alternative coatings or EOM crystal

materials, or for example, operating at telecom wavelengths to benefit from

higher damage thresholds.
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4.6.1 Pair rate estimations

In this Chapter, our foremost objective was to thoroughly evaluate the perfor-

mance of the coupled-cavity OFCG, particularly with the aim of establishing

its suitability as a robust pump source for initiating the process of SFWM.

Our primary drive behind this investigation lay in determining whether the

generated pulses exhibited the requisite power to serve effectively as a pump

source for instigating the SFWM process. Central to this evaluation was the

critical criterion of achieving a minimum pair detection rate of 1.5 kHz. This

threshold was thoughtfully chosen to operate well above the dark count levels

of silicon-based SPADs, ensuring reliable and accurate detection [113].

We examined the coupled-cavity OFCG’s output efficiency and pulse width.

These parameters served as crucial indicators of the system’s capability to

generate pulses of the desired power for our intended purpose. Our investiga-

tion yielded an output efficiency of ηCC = 72.4 % and a FWHM pulse width

of τp = 1.77 ps. These pulses were generated at a repetition rate equal to

twice the modulation frequency of the EOM, equating to 2ωm = 4.78 GHz.

Leveraging these parameters allowed us to compute a peak power per pulse

of Ppk = 25.5 W, assuming an input power of 300 mW, constrained by the

EOM’s damage threshold.

With this peak power value in hand, we could estimate a pair detection rate

of 0.75 kHz using the Eq. 2.35 outlined in Section 2.7. Notably, this value

fell short of the prediction from the numerical model described in Chapter 3,

where we predicted above 2 kHz pairs. This discrepancy could be attributed

to various factors, including losses introduced by imperfect crystal transmis-

sion in the EOM, resulting in lower EOM cavity optical finesse. Moreover,

the etalon effects in the input cavity, due to the position of the AR coat-

ing are creating additional losses. Moving the AR coated side of the mirror

M2 led to operating at a suboptimal FSRin, leading to an earlier occurrence

of the characteristic mode, impacting the minimal obtainable FWHM pulse
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width.

While the coupled-cavity OFCG did not precisely meet our initial power

requirements, it still holds promise for generating photon pairs, particularly

for applications in Quantum LIDAR. Shifting to longer wavelengths (telecom

range) would offer a higher damage threshold for the EOM’s AR-coating, en-

abling the use of a more powerful input laser and consequently boosting the

peak power per pulse. Moreover, by rethinking the device’s design, such as

incorporating a longer input cavity and employing a wedged AR-coated mir-

ror (M2), we could potentially mitigate the etalon effect, leading to improved

performance and optimised characteristic mode.

In conclusion, though our current photon source might not have met all

the desired specifications, the journey does not end here. The potential for

generating photon pairs remains bright, with avenues for improvement and

optimisation ready to be explored. The photon source may be evolving, but

its potential impact endures.



Part III

Quantum-enhanced LIDAR
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Chapter 5

Heralded Single Photon Source

5.1 Introduction

Central to the idea of quantum-enhanced LIDAR is the concept of herald-

ing the creation of single photons. When a photon pair is generated near-

simultaneously, a local detection of one of the photons can be used to herald

the presence of the second photon of the pair. Leveraging this coincidence

detection mechanism, we can significantly enhance the signal-to-background

ratio (SBR) of our LIDAR system by effectively discriminating against uncor-

related background photons [14]. This Chapter describes the experimental

realisation and characterisation of a heralded single photon source which will

become the beating heart of the quantum-enhanced LIDAR in Chapter 6.

Initially, our path towards generating photon pairs for the purpose of

quantum-enhanced LIDAR involved the development of a coupled-cavity op-

tical frequency comb pulsed source. As detailed in Chapter 3, we had planned

to use that source to generate pairs of photons in the process of Spontaneous

Four-Wave Mixing. However, rigorous characterisation revealed an inabil-

ity to meet our stringent power requirements, primarily due to the material

limitations. This necessitated a strategic shift, redirecting our focus toward
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using Spontaneous Parametric Down-Conversion (SPDC) process as a source

of photon pairs. In this scheme, a single pump photon undergoes a transfor-

mation into a correlated pair of signal and idler photons, offering compelling

prospects with small temporal uncertainty in the photon pair creation process

being ideal for coincidence detection.

This chapter describes the creation and characterisation of our photon pair

source, we commence with the experimental realisation of the heralded pho-

ton source. Subsequently, we transition to the essential apparatus facilitating

our investigations into time-correlated single photon counting. This section

comprises an exhaustive analysis of Single-Photon Avalanche Diodes (SPADs)

and the time tagger, instrumental components responsible for achieving pre-

cise timing of photon detection events.

Following this, we delve into the meticulous process of characterising the per-

formance of our heralded single photon source. This pivotal step underpins

our research efforts, enabling the fine-tuning and optimisation of the source

for quantum-enhanced LIDAR applications.

The findings unveiled within this Chapter, representing solely my work, serve

as the foundational bedrock upon which the next Chapter will build. In

Chapter 6, we will harness the capabilities of this heralded photon source to

conduct target discrimination and time-of-flight rangefinding measurements,

thus realising the transformative potential of quantum-enhanced LIDAR in

the domain of precision measurements and remote sensing.

5.2 Heralded Photon source

To realise the heralded photon source, shown schematically in Fig. 5.1, we will

be utilising the SPDC Type-II process. In this process, described in detail

in Section 2.5, a pump photon interacts with the nonlinear medium, where

it spontaneously gives rise to a non-classically correlated pair of photons
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Figure 5.1: Diagram showing the heralded photon source. The 405 nm pump
interacts with the ppKTP crystal at the temperature of 62◦C, where in the
process of Type-II SPDC a wavelength-degenerate photon pair at 810 nm
is created. The resulting photon pair is then separated and detected using
SPADs. These SPADs generate an electrical signal upon successful detection
of the signal/idler photon. This electrical signal is then directed to a time-
tagger (TT) which allows us to determine with picosecond resolution the
time of arrival of the electrical signal emitted by the SPADs. Time-tagger
resolution is however limited by the timing jitter of the SPADs.

typically called the signal and idler photons.

For our realisation of the heralded photon source we have chosen a

periodically-poled potassium titanyl phosphate (ppKTP) with a poling pe-

riod of 10 µm and a pump wavelength λp = 405 nm. This decision was

motivated by a couple of factors, the first being the colinear output of the

resulting signal and idler fields exiting the ppKTP crystal. This colinearity

simplifies the task of coupling these photons into optical fibers and detecting

them with SPADs. The ability to efficiently collect and detect photons is of

paramount importance in our experiments, as discussed in Section 2.5.3.

Secondly, the signal and idler photons generated through SPDC Type-II pos-

sess orthogonal polarisation. This property is instrumental in our experiment

as it enables the separation of the photon pair with minimal optical compo-
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nents, as each optical element introduces potential loss of photon pairs. In

our experiments, we will be utilising a polarising beam splitter to split the

signal and idler photons.

Finally, the pump wavelength of 405 nm and the crystal poling period of

10 µm were chosen in order to generate a wavelength-degenerate signal/idler

pair at λs/i = 810 nm at a reasonable temperature of the crystal of ∼ 62◦C

(See Section 2.5.1). Generation of photon pairs at 810 nm allows for the use

of silicon-based SPADs, which have high photon detection efficiency (>50%)

at that wavelength.

When a photon is incident on the active area of a SPAD, the detector emits

an electrical signal with finite probability. These electrical signals are then

directed to a device called a time-tagger. This instrument provides us with

the ability to determine with ∼ picosecond resolution the moment when each

SPAD detects a signal/idler photon. However, while the time-tagger offers

picosecond resolution, the measurement is limited by the timing jitter of the

SPAD detectors, which in our experiment is assumed to be approximately

250 ps (explained in more detail in Section 5.2.2.1).

In the following Sections, we will take a closer look at the steps required to

experimentally realise the heralded photon source.

5.2.1 Experimental Setup

The experimental setup for our realisation of the heralded photon source is

shown schematically in Fig. 5.2. The pump light for the system was derived

from a laser diode operating at a wavelength of 405.36 nm. To prevent the

optical feedback originating from reflections on optical elements in the setup,

we introduced a 30 dB single-stage isolator. The laser diode was coupled

into a single-mode polarisation-maintaining fiber to clean the spatial mode.

A 100 mm focusing lens is used to focus the beam to a waist of 11 µm which
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Figure 5.2: The experimental setup used to realise the heralded photon
source. A 405.36 nm CW laser diode (LD) with an optical isolator is sent
to power control module (a), where a λ/2 waveplate and a polarising beam-
splitter (PBS) is used to control the amount of light sent to the experiment.
The focusing lens is used to focus the light to an 11 µm spot in the centre
of the 10 mm long ppKTP crystal. The crystal is placed in the oven heated
up to 62◦C to ensure that the photon pair generated in SPDC Type-II are
wavelength-degenerate and ∼810 nm. Long-pass filter (LP) is placed behind
the crystal to filter out the pump light, and a focusing lens is used to colli-
mate the pair. Another PBS is used to separate the signal (red) and idler
(green), which are then fiber-coupled and detected by SPADs connected to
the time-tagger (TT). The time-tagger is connected to a PC which controls
the experiment.

was aligned to rest in the centre of the 10 mm long ppKTP crystal placed in a

temperature-controlled oven heated to 62◦C (value calculated theoretically in

Section 2.5.1). The crystal is periodically polled along one of the axes, and the

quasi-phase-matching (QPM) can be achieved with a pump input along the

same axis (See Section 2.5.1). In our experiment, this means that the pump

has to be horizontally polarised in order to achieve the QPM condition. In

order to control the amount of optical power directed to the crystal without

changing the frequency of the pump light (which changes as we vary the

current applied) we use a half-waveplate and a PBS. This allows us to vary the

amount of power provided to the experiment between 150 µW and 3.5 mW.

The waist size is 11 µm while the optimal value for efficient fibre coupling is

33 µm. This provides a brighter source but with some sacrifice of efficiency.
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Figure 5.3: The screenshot of a collimated signal beam output of the Type-II
collinear SPDC process seen on a CCD camera. The output is a Gaussian
with waist of a 466 µm.

A long-pass filter with a cut-off wavelength of 750 nm was placed behind the

crystal to filter out the pump light. The remaining signal and idler beams

were collimated using a second focusing lens and the signal/idler photons

were separated using a PBS. The collimated signal output can be seen in

Fig. 5.3. Signal and idler beams were then fiber-coupled and detected using

SPADs (Excelitas SPCM AQRH). A bandpass filter (FBH810-10) centred

around 810 nm with a bandwidth of 10 nm was placed before the SPADs

to filter out the unwanted background light. The electric signals generated

upon successful detection of the photons were directed to the time-tagger

(Swabian TimeTagger 20). The time-tagger is connected to a PC, which is

used to control the experiment.

In the following Section, we will discuss in detail the single photon counting

procedure and equipment used to perform this task.
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5.2.2 Time-correlated single photon counting

Time-Correlated Single Photon Counting (TCSPC), is a technique rooted in

the fundamental principles of photon detection and precise temporal mea-

surement. At its core, TCSPC involves the detection of individual photons,

the recording of their arrival times, and the subsequent analysis of the time-

of-arrival data. This technique serves as a powerful tool used for fluorescence

lifetime imaging [132], time-resolved spectroscopy [133], anti-bunching ex-

periments [134] and in LIDAR experiments operating in the single photon

regime [13–16, 31, 135–137].

In the following sections, we will delve into the essential components and

techniques associated with TCSPC. This includes an exploration of SPADs

and the intricacies of time-tagging photon detection events. Together, these

elements form the bedrock of our experimental setup, facilitating the acqui-

sition and analysis of data used to characterise the heralded photon source,

as well as, LIDAR experiments.

5.2.2.1 Single photon avalanche detectors

SPADs are solid-state photodetectors sharing similarities with photodiodes

and avalanche photodiodes (APDs) [138, 139]. At their core, SPADs consist

of a semiconductor p-n junction that responds to a wide range of ionising

radiation and electromagnetic wavelengths, spanning from ultraviolet (UV)

to infrared (IR). What sets SPADs apart is their operation under an excep-

tionally high reverse bias voltage, pushing them into a regime where impact

ionisation becomes dominant. When a photon strikes the SPAD, it generates

an electron-hole pair, and the electric field within the device accelerates one

of these carriers to a kinetic energy sufficient to liberate electrons from atoms

through ionisation [139]. This initiates an avalanche of carriers, resulting in

a detectable electrical pulse. Thanks to this, even a single photon can trigger

this avalanche, enabling SPADs to detect photons at the quantum level [139].
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Even in low-light conditions, SPADs may produce false-positive signals,

known as dark counts [138, 139]. These occur in the absence of incident

photons and arise from thermally-generated carriers within the semiconduc-

tor. Dark counts stem from generation-recombination processes within the

semiconductor material. The dark counts of SPADs used in our experiments

have been measured experimentally, the measured values of each detector fell

into the 100-250 Hz range, typical to detectors of this type [113]. It is worth

noting that without active temperature control the dark count rates would

rise exponentially as the temperature of the device rises. The SPADs used

in our experiment are thermoelectrically cooled and temperature controlled,

ensuring stabilised performance despite ambient temperature changes.

The performance of SPADs is influenced by the wavelength of incident light,

which depends on the material properties of the semiconductor, particularly

its energy bandgap. Different semiconductor materials, including silicon [140]

and germanium [141], have been employed to fabricate SPADs. Each mate-

rial exhibits a unique spectral sensitivity based on its energy bandgap. In

our experiment, we employed silicon-based SPADs, which thanks to their

bandgap of 1.14 eV [142] at room temperature can achieve up to 60% detec-

tion efficiency of photons at 810 nm.

In our application of quantum-enhanced LIDAR, SPADs are used not only

to detect the arriving photons but also to measure their time of arrival with

high precision. The former task is complicated by the detector’s timing

jitter, arising from both intrinsic photon timing fluctuations and SPAD de-

tection mechanisms. Several factors contribute to timing variability within

SPADs [140, 143, 144]:

• Photons may be absorbed at varying depths, affecting the time it takes

for carriers to reach the active p-n junction [145].

• Carrier diffusion to the active p-n junction is material-dependent, in-

troducing timing variations [143].
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• The avalanche process is probabilistic, leading to variations in avalanche

initiation and growth times [140].

The timing jitter of the SPADs used in our experiments is on the level

of ∼ 250 ps according to the specification provided by the manufacturer,

this timing jitter was confirmed experimentally by measuring the minimum

rangefinding resolution achievable by the quantum-enhanced LIDAR in Sec-

tion 6.6.

SPADs may exhibit saturation effects when exposed to high photon fluxes [146].

As photon rates increase, the SPAD may not fully recover between consecu-

tive avalanche events, reducing linearity and dynamic range. At high count

rates above 106 counts per second the dead time (and heating effects) begins

to affect the count rate leading to saturation around 107 counts per second.

This also broadens the jitter which could affect gating efficiencies.

5.2.2.2 Time-tagging

Time tagging serves as the backbone of TCSPC experiments, enabling re-

searchers to capture temporal information about detected photons down to

picosecond or even femtosecond scales. It plays a pivotal role in various ap-

plications, including fluorescence lifetime measurement [132], time-resolved

spectroscopy [133], and quantum optics experiments [14–16, 31, 135–137]. In

the pursuit of characterising our heralded photon source and subsequent LI-

DAR trials, we harnessed the capabilities of the Swabian Time-Tagger 20, a

formidable device recognised for its versatility and advanced functionalities.

The Swabian Time-Tagger 20 boasts exceptional performance characteristics,

offering high timing resolution down to ∼ 34 ps. Moreover, its ability to run

multiple measurements independently using any combination of its 8 input

channels and support for high data rates of up to 8.5 million tags per second

make it an indispensable tool for our research endeavours.
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Figure 5.4: Diagram showing different types of measurements possible using
Time-Tagger 20. a A counts measurement, where tags within a 50 ps bins
are counted. The result of this measurement is a two-dimensional array of
bins and a number of counts per bin. b A correlation measurement, used
to create a histogram of time differences between clicks on two channels. c
A coincidence measurement between channel 1 (red) and channel 2 (green).
Here if two click events are registered within user-specified coincidence win-
dow τcoin, the virtual coincidence channel C registers a click.

In our forthcoming exploration of experimental methodologies, we will delve

into the utilisation of the device, controlled via the Python library provided

by Swabian Instruments. Specifically, we will leverage several key functionali-

ties of this instrument to optimise our data acquisition and analysis processes.

These functions include:

• Countrate: measures the average count rate on one or more channels.

More specifically, it determines the counts per second on the specified

channel starting from the very first tag arriving after the initialisation
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of the measurement.

• Counter: provides a time trace of the count rate on one or more

channels. This measurement, shown in Fig. 5.4a, repeatedly counts

tags within a user-specified time interval (binwidth) and stores the

result in a two-dimensional array. This can be used to monitor the

number of event counts in time without the time averaging.

• Correlation: accumulates the time differences between clicks on two

channels into a histogram, shown in Fig. 5.4b. This is especially useful

to determine the time delay between channels.

• Delay channel: allows to clone the selected channel and apply a soft-

ware delay to it. This functionality will be used to synchronise the

channels for the purpose of characterising the heralded photon source

and to perform the rangefinding measurements where we will be look-

ing at coincidences between locally detected idler and signal probing a

target at the distance.

• Coincidence: allows to detect coincidence clicks on two or more chan-

nels within a given window of time called coincidence window τcoin.

This measurement creates a virtual channel which is triggered when all

involved channels have received a signal within the given coincidence

window. This virtual channel can be analysed using any other functions

provided by the time-tagger, for example, the number of coincidences

per second can be extracted by applying the countrate measurement

to the virtual coincidence channel. In our experiment, we timestamp

the coincidence at the time of the last event arriving to complete the

coincidence. This type of measurement is shown in Fig. 5.4c.
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Figure 5.5: The experimental setup used to characterise the heralded photon
source. This is a slightly modified version of the setup shown in Fig. 5.2.
After the signal and idler modes are split using a PBS, the idler is detected
locally using a SPAD (I). Signal mode is split using a 50:50 NPBS, and each
half is detected by a separate SPAD (SA and SB). Click detection signals
from all three detection channels are then directed to the time-tagger (TT)
connected to a PC controlling the experiment. The 405.36 nm pump power
is controlled using a polarisation-dependent power module in a.

5.2.3 Characterisation of the source

In this Section, we delve into the comprehensive characterisation of the SPDC

Type-II single photon source. Our characterisation process is structured into

distinct phases, each aimed at revealing different aspects of the source’s be-

haviour. We will first measure the heralding efficiency of the source, a critical

parameter signifying the probability of successfully heralding the creation of

a photon pair and giving us insight into loss in our system. Next, we will

use the result of the heralding efficiency measurement to calculate the source

brightness, which will provide insight into the rate at which photon pairs

are generated. Finally, we will perform a measurement of idler-conditioned

second-order correlation function g
(2)
h (0). This final characterisation step will

allow us to confirm that the source is indeed generating single photons and

allow us to estimate the quality of the source.

To carry out these characterisations, we used an experimental setup shown in
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Fig. 5.5. This setup is similar to the one presented in Fig. 5.2, with a slight

difference. After separating the signal and idler modes, we introduce a 50:50

non-polarising beam-splitter (NPBS) in the signal path. This NPBS allows

for directing half of the signal photons into one SPAD (signal A) and the other

half to separate SPAD (signal B). This setup, known as the Hanbury-Brown-

Twiss configuration [39], is crucial for measuring the idler-conditioned second-

order coherence function. Before setting up this experiment, we carefully

evaluated multiple NPBSs to find one that is as close as possible to the 50:50

ratio we need. The NPBS we selected had a measured ratio of 50.1:49.9,

which we deemed most suitable for our experiments.

In the following Section, we will focus on the synchronisation of time-tagger

channels, a crucial step in ensuring the accuracy and reliability of our ex-

perimental data. This synchronisation will enable us to precisely correlate

events across different channels, providing us with the temporal information

necessary for our analysis. To achieve this, we will employ a method that

leverages the time-tagger functionalities described in Section 5.2.2.2.

5.2.3.1 Channel synchronisation

Precise synchronisation of detection channels is required to perform the char-

acterisation of heralded photon sources. The delay between the channels

might be introduced by different lengths of the cables connecting the SPADs

to the Time-Tagger, the difference between the path length between sig-

nal and idler channels, and the delays introduced by the electronics used to

process the click data. In this Section, we delve into the crucial process of

determining and applying delays between the idler and signal channels of our

heralded photon source. The synchronisation achieved through this method

forms the foundation for subsequent experiments, including idler-conditioned

second-order coherence measurements and distance determination in LIDAR

trials.
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Figure 5.6: Example illustrating the process of synchronising three detection
channels. a The result of two independent correlation measurements. The
blue histogram represents the result of the correlation measurement between
the idler detection channel (Channel 1) and signal A (channel 2), while the
red histogram shows the same measurement between the idler and signal B
(channel 3). After we perform the measurement, each histogram data is fitted
using a Cauchy distribution to find its centre, which corresponds to a delay
between channel 1 and channel 2/3. b After we find the delays between the
channels, we apply a delay function to channels 2 and 3 which synchronises
all the channels.

Let us consider a situation in Fig. 5.2, here there are three detection channels

present, an idler detection channel and a 50:50 split of the signal detection

channel (signal A and signal B). To synchronise these channels, we employ

a two-step process of correlation measurement. In the first step, we perform

a correlation measurement between the idler (channel 1) and the signal A

(channel 2). This measurement yields a histogram displaying the relative

delay between the clicks of the idler and signal A. Subsequently, we fit this

histogram with a Cauchy distribution enabling us to determine the centre

of the distribution, which corresponds to the relative delay between these

channels. We experimented with different fit functions and decided that the

Cauchy distribution provides the best fit to the histogram data.

In the second step, we replicate the process by performing a correlation mea-
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surement between the idler and Signal B (channel 3). Like the previous step,

this yields a histogram representing the relative delay. We again fit this

histogram with a Cauchy distribution to pinpoint the centre, correspond-

ing to the relative delay between the idler and Signal B. The results of the

aforementioned steps can be seen in Fig. 5.6a.

Armed with the delay information gathered from the correlation measure-

ments, we proceed to synchronize the channels. By applying a software delay

to Signal A and Signal B based on the calculated delays, we aim to ensure

that all three channels (idler, Signal A, and Signal B) are synchronised in

time.

To confirm successful synchronisation, we repeat the correlation measure-

ments between idler and Signal A/B after applying the software delay, which

can be seen in Fig. 5.6b. The hallmark of successful synchronisation is the

simultaneous clicking of all channels, enabling the potential to perform an

idler-conditioned second-order coherence measurement. This measurement

plays a pivotal role in characterising the properties of our photon source,

providing valuable insights into its quantum properties.

The significance of the delay determination and synchronisation process ex-

tends to LIDAR trials. Here, the idler will be detected locally and a signal

is tasked with probing a target at a specific distance before detection. The

delay between these channels corresponds to the distance the signal pho-

tons have to travel before they are detected. The accurate determination of

this distance relies on the synchronisation achieved through this method, en-

abling precise coincidence detection between the idler and signal for LIDAR

applications.

In summary, the meticulous process of determining and applying delays be-

tween the idler and signal channels in our heralded photon source forms the

cornerstone of our research. This synchronisation method is instrumental

in characterising our photon source and enables the successful execution of
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various experiments, from second-order coherence measurements to distance

determination in LIDAR trials.

5.2.3.2 Heralding efficiency

The heralding efficiency of a photon source is a crucial parameter in quantum

optics and quantum information processing, as it determines the reliability of

indicating the presence of exactly one photon in a given mode. The heralding

efficiency is given by [147]

ηs(i) =
Ncoin

Ns(i)

, (5.1)

where ηs(i) is the signal (idler) heralding efficiency, Ncoin is the number of co-

incidence events between signal and idler modes within a coincidence window

τcoin, and Ns(i) is a number of photon detection events in the signal (idler)

mode.

In an ideal scenario, a heralded photon source should provide a heralding

signal that unambiguously indicates the existence of a single photon [148],

resulting in ηs = ηi = 1. However, in practice, no photon source is truly

ideal, and several factors can lead to what is known as a “missing-photon

error” [148]. This error occurs when a heralding signal is issued by an idler

detection, but no photon is actually present in the signal mode. Several

factors contribute to missing photon errors, such as background present in

the heralding signal, photon loss due to crystal absorption, and imperfections

of optical elements or fibre coupling. The use of imperfect photon detectors

(i.e., detectors with detection efficiency <100%) also contributes to a decrease

in source heralding efficiency. The heralding efficiency, therefore, provides an

estimate of the total loss in the system.

In our experiment, we measured the signal and idler heralding efficiency using
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Figure 5.7: The results of heralding efficiency measurement as a function of
pump power. During this experiment, the integration time per measurement
was set to 1 s and the coincidence window was set to 0.5 ns. The error bars
representing the standard error after 3000 measurements are smaller than
the data points.

a modified Eq. 5.1, expressed as

ηs =
(NcoinA +NcoinB)

(NsA +NsB)
, (5.2a)

ηi =
(NcoinA +NcoinB)

Ni

, (5.2b)

where the NcoinA(B) is the number of coincident detections between idler and

signal A (signal B), and NsA(B) is the number of detections of the signal A

(signal B) modes.

Results of the heralding efficiency measurement can be seen in Fig. 5.7. The

measurement was conducted with integration time per measurement of 1 s,

and coincidence window width of τcoin = 0.5 ns. The choice of these values

was motivated by our findings in Section 5.2.3.4. The measurement was re-

peated 3000 times with integration time per single measurement of 1 s (lead-

ing to 3000 s total sampling time). Incorporating shorter sampling interval

allows us to gain access to the information about short term drifts. Addi-
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tionally we can easily combine the data from each short sampling interval to

reconstruct statistics for longer intervals. The heralding value decreases as

the input power increases. This observed change in heralding efficiency can

be attributed to the saturation of the SPADs used in our experiment. The

saturation effect notably impacts the system when the pump power exceeds

1 mW, driving the signal and idler count rates beyond the manufacturer-

specified saturation threshold of 1 million counts per second. This condition

leads to a diminished effective detection efficiency due to the saturation of

the SPADs used in our experiment.

The highest recorded heralding efficiency of 26.3±0.2% for signal and

23.6±0.1% for idler was recorded for the pump power of 150 µW. These

values of heralding efficiency are notably lower than the results presented in

literature [147, 148], where heralding efficiencies of up to ∼90% were demon-

strated. This discrepancy can be attributed to our choice of detectors, with

a detection probability of approximately 60% at 810 nm, which significantly

reduces the maximal achievable detection efficiency. Additionally, the loss of

the signal/idler photons can be attributed to the sub-optimal waist size of

the pump mode, which lowers the fibre coupling efficiency of the signal/idler.

5.2.3.3 Brightness

Brightness, in the context of a single photon source, serves as a fundamen-

tal metric that influences the source’s suitability for a range of quantum

applications, including quantum key distribution [149, 150] and quantum LI-

DAR [13, 15–17, 31]. At its core, brightness quantifies the rate at which

photon pairs are generated by the source, making it a critical factor in the

design and assessment of quantum systems.

A high brightness source implies the rapid generation of single photons, en-

abling high data transfer bandwidth and enhancing the efficiency of quantum

systems [149, 150]. Conversely, a source with low brightness may impose lim-
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Figure 5.8: The results of brightness characterisation. During this experi-
ment, the integration time per measurement was set to 1 s and the coinci-
dence window was set to 0.5 ns. The error bars representing the standard
error after 3000 measurements are smaller than the data points. a Shows the
measured brightness, while b shows the number of photon pairs generated at
different pump powers. At low pump power (sub 1 mW) we observe a near-
linear relationship between the pump power and the pair production rate,
which becomes quadratic as the pump power is increased beyond 1 mW.

itations on the feasibility and performance of quantum technologies, resulting

in slower data acquisition rates.

The brightness of our single photon source is calculated using the following

expression [147]

Brightness =
Ni × (NsA +NsB)

(NcoinA +NcoinB)×∆t× Ppump
, (5.3)

where ∆t represents the integration time of a single measurement, and Ppump

denotes the average pump power used during the measurement.

In our experiment, shown in Fig. 5.8, we varied the pump power Ppump be-

tween 0.15 and 3.5 mW, while the integration time was set to ∆t = 1 s. Coin-

cidences were measured with a coincidence window of τcoin = 0.5 ns. We have

observed a near-linear relationship between the pump power and the pair
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production rate for pump powers below 1 mW. As the pump power increases

beyond this threshold, the relationship becomes quadratic, a behaviour that

aligns with observations in the literature [151–154]. This non-linear increase

in brightness per milliwatt beyond 1 mW can be partly attributed to dis-

tortion in counting results at high rates, likely due to the broadening of the

coincidence peak. Such broadening impacts the coincidence rate, which ap-

pears in the denominator of Eq. 5.3, thus artificially inflating the calculated

brightness.

5.2.3.4 Second-order coherence function

The idler-conditioned second-order coherence function often denoted as

g
(2)
h (0), provides important information about the quantum properties of a

single photon source [39]. The g
(2)
h (0) measures the probability of detecting

two signal photons conditioned on the idler detection at zero delay, therefore

to prepare this measurement we need to synchronise the idler and both signal

channels as described in Section 5.2.3.1.

In an ideal single-photon source, g(2)h (0) = 0, meaning that the probability of

detecting two signal photons after the idler has been detected is zero. This

ideal condition represents a perfectly pure single-photon source where only

one photon pair is emitted at a time.

However, in practice, real single photon sources may exhibit some imper-

fections, such as presence of background or multiphoton emissions. In such

cases, g
(2)
h (0) may be greater than 0, indicating the presence of unwanted

photons or higher-order photon emissions. The higher g(2)h (0) is above 0, the

less ideal the single photon source is considered. When g
(2)
h (0) is significantly

greater than 0, it implies the potential presence of multiple photons arriving

simultaneously in the signal and idler mode, which can reduce the source’s

suitability for quantum applications requiring strict single photon states.
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Figure 5.9: Results of the optimisation of integration time ∆t and coinci-
dence window width τcoin for performing the heralded photon source char-
acterisation. a Result of the g

(2)
h (0) measurement of the heralded photon

source while the integration time ∆t was varied. For each integration time,
100 measurements at a pump power of 1 mW and a coincidence window of
0.5 ns were taken. The error bars represent the standard error after taking
100 measurements. b The result of the g

(2)
h (0) measurement while the value

of coincidence window τcoin was varied. The aim of this measurement was
to determine the optimal value of τcoin for which the g

(2)
h (0) was minimised.

Here the 0.25 ns datapoint is anomalous because the combined time jitter of
the signal and idler detectors exceeds the coincidence time and therefore not
all coincidences can be captured, leading to inflated g

(2)
h (0).

The experimentally determined g
(2)
h (0) can be written as [39]

g
(2)
h (0) =

NcoinAB × Ni

NcoinA × NcoinB

, (5.4)

where NcoinAB is the number of coincidence events between idler, signal A,

and signal B.

Before conducting the proper measurement of the g
(2)
h (0), we aimed to iden-

tify the optimal values for the coincidence window width τcoin and integration

time ∆t. Our motivation for optimising the integration time per measure-

ment was to strike a balance between measurement accuracy and data acqui-

sition time. Figure 5.9a shows a result of g(2)h (0) measurement performed at

varying integration time ∆t while maintaining a constant coincidence window
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τcoin = 0.5 ns. The error bars represent the standard error after 100 repeated

measurements for each data point. As expected, the standard deviation of

measurements significantly decreases as the integration time increases. Di-

minishing returns are observed when pushing above an integration time of

1 s, with error bars dropping to ±0.0005, 0.0001 and 0.00008 for integration

times of 0.1 s, 1 s, and 10 s (the total sampling times for each ∆t were 10 s,

100 s, and 1000 s), respectively. Operating at high repetition rates enables

the rapid accumulation of small sample statistics, which can then be aggre-

gated to match the sample size of longer integration times while preserving

real-time dynamics. This approach allows for window-averaging to larger

sample times with short ∆t, in contrast to single long-duration data points

that yield the same total sum but with a slower update rate. To balance

measurement accuracy and data acquisition time, we selected ∆t = 1 s as

the integration time for our measurements.

Figure 5.9b presents g(2)h (0) measurements while varying the coincidence win-

dow width τcoin between 0.25 and 10 ns. These measurements were taken at

a pump power of Ppump = 1 mW and an optimal integration time of ∆t = 1 s.

The error bars represent the standard error after 500 measurements per data

point. The minimum value of g(2)h (0) = 0.02113± 0.0001 was recorded for a

coincidence window of 0.5 ns, leading us to select this as the optimal value

for characterising our heralded photon source.

After determining the optimal values of ∆t and τcoin, we proceeded to measure

g
(2)
h (0) as a function of the pump power Ppump. The results of this character-

isation are shown in Fig. 5.10, where the pump power ranged from 0.15 to

3.5 mW. The error bars represent the standard error after 500 measurements.

In Fig. 5.10, we observe the relationship between g
(2)
h (0) and the pump power.

Specifically, we find that this relationship is initially linear, but it becomes

increasingly quadratic as the pump power is increased. This behaviour was

observed by other experimental groups [151–154].
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Figure 5.10: Results of idler-conditioned second-order coherence measure-
ment while input power to the crystal was varied between 0.15 and 3.5 mW.
To perform this optimised values of integration time ∆t = 1 s and coinci-
dence window τp = 0.5 ns were used. It is important to note that there
is a slight discrepancy between the x-axis values of this figure and those in
Fig. 5.9, attributable to pump power drift over the course of the experiment.

The minimum value of g(2)h (0) recorded in our experiments is 0.0029±0.0002,

this occurred at an input power of 150 µW. It is worth noting that this near-

zero value of g(2)h (0) underscores the exceptional single-photon purity of our

source, comparable to other studies reporting similar outcomes [155].

5.3 Conclusion

In this Chapter, our journey has revolved around establishing the funda-

mental framework for our quantum-enhanced LIDAR experiments, centred

on the development and characterisation of a heralded single photon source

based on SPDC Type-II. These pivotal steps provide the bedrock for the

quantum-enhanced LIDAR research that lies ahead.

Our venture began with the creation of a straightforward yet highly effective

SPDC Type-II heralded single photon source. This source harnessed the
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power of a continuous-wave (CW) input pump laser at 405 nm, generating

wavelength-degenerate photon pairs at 810 nm detected by Si-SPADs. This

development was guided by our vision of deploying this practical source in

quantum-enhanced LIDAR experiments.

The characterisation of the single-photon source was a crucial endeavour,

encompassing a comprehensive assessment of heralding efficiency, brightness,

and the idler-conditioned second-order coherence function. Our experimen-

tal endeavours unveiled a heralding efficiency of approximately 20% in the

low-power regime, thoughtfully tailored to meet the demands of quantum-

enhanced LIDAR applications. One of the standout achievements was the at-

tainment of a high source brightness, quantified at around 7.55 pairs/sec/mW

within the low pump power regime. Additionally, the low value of g(2)h (0) indi-

cated that our source consistently yielded single photons with an impressively

high degree of purity. It is worth noting that while our heralding efficiency

may not quite reach the levels reported in certain other experiments (which

have approached 90%), the amalgamation of high brightness and single pho-

ton purity solidifies our device’s standing as a viable and promising candidate

for quantum-enhanced LIDAR applications.

Looking ahead, this Chapter serves as a pivotal juncture in our quest to

push the boundaries of LIDAR technology through quantum enhancement.

With the solid foundation laid out in this Chapter, we eagerly anticipate

the next phase of our research journey. In the upcoming Chapter, we will

harness the power of a log-likelihood framework to analyse our experimental

data, offering us a deeper understanding and enabling us to fully unlock the

immense potential of quantum-enhanced LIDAR technology.



Chapter 6

Quantum-enhanced LIDAR -

experimental results

6.1 Introduction

Optical LIDAR is a pivotal technology for achieving precise target detec-

tion and rangefinding with high spatial precision [3, 4], utilised in a range

of applications from performing ground surveys [5], monitoring sea levels [6],

to aiding navigation in autonomous vehicles [7]. Under conditions necessi-

tating low-light levels and a substantial background, arising from low tar-

get reflectivity, environmental noise, or deliberate jamming, classical LIDAR

techniques fail to discern between signal and background photons leading

to diminished signal-to-background ratio and an inability to detect targets

confidently.

Significant progress has been made towards exploiting LIDAR at the single

photon level [156] enabled by advances in detector technologies and com-

putational analysis to enable 3D imaging using single-pixel detection [157]

or single photon cameras [158] suitable for operating in adverse back-

grounds [159, 160], however typically these devices operate using strong mod-

145
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ulated classical light sources for target illumination to compensate for low

return probability. In contrast, quantum-enhanced illumination [161] offers a

compelling alternative approach, whereby the utilisation of non-classical her-

alded photon sources affords the exploitation of coincidence detection tech-

niques, enabling effective background photon suppression without temporal

modulation of the signal source [14–16].

The original framework for quantum illumination proposed by Lloyd [17]

demonstrated that by exploiting entanglement it was possible to out-perform

classical systems, with an extension to Gaussian state analysis bounding the

maximum quantum advantage to 6 dB assuming an unknown optimal mea-

surement [18, 19]. Measurement protocols have been proposed offering up

to 3 dB advantage [20, 21], whilst a detection scheme able to exploit the

full quantum advantage [22, 23] remains a significant technical challenge.

Experimental demonstrations of quantum illumination with phase-sensitive

detection have been performed in-fiber with background added at the de-

tectors [21], with recent extensions to operation in the microwave domain

compatible with radar applications [24–26].

A much simpler approach is to exploit the temporal correlations arising from

photon pairs generated using spontaneous parametric downconversion us-

ing either pulsed or continuous (CW) sources [28]. Experimental demon-

strations have shown enhancement in the signal-to-background ratio by ex-

ploiting these correlations [14, 15, 29, 30], offering robust operation with

respect to classical jamming [14, 16] and first demonstrations of rangefind-

ing [13, 15, 31]. Recently, using dispersion compensating fibres a further

enhancement in quantum detection was demonstrated by spreading the back-

ground across multiple time-bins whilst preserving the temporal correlation

of the two-photon coincidence to achieve 43 dB times enhancement in Signal-

to-Background Ratio (SBR) at background levels up to three times the sig-

nal level [32]. Additionally, detector multiplexing [33] permits multi-mode
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range-finding that can enable covert operation using light that is spectrally

and statistically indistinguishable from the background [31].

In this chapter, we will first showcase the signal-to-background ratio (SBR)

advantage of quantum-enhanced LIDAR over its classical counterpart. Fol-

lowing this, I introduce the experimental implementation of the Log-

likelihood value (LLV) framework, a concept theorised by my collaborator

Richard Murchie [27, 162]. This collaboration combines the theoretical model

developed by Richard with my experimental efforts to illustrate the efficacy

of quantum-enhanced LIDAR through empirical data.

6.2 Quantum-enhanced LIDAR - experimental

realisation

Our objective is to utilise coincidence detection between locally detected idler

photons and the signal probing a target at a known distance [14, 15, 29, 30]

to reject the background while maintaining a single photon level of operation.

We will begin by presenting the experimental setup employed for this labo-

ratory demonstration. This setup will serve as the foundation for our inves-

tigations into quantum-enhanced LIDAR. We will also explain the methods

we used to measure and calibrate loss within the system, as well as how we

introduced controlled background into the experiment.

Our preliminary results will provide an initial glimpse into the potential of

quantum-enhanced LIDAR. Specifically, we will focus on the SBR improve-

ment achieved through our coincidence detection method when compared to

classical detection protocols. These results will lay the groundwork for a more

comprehensive analysis of the capabilities and limitations of our quantum-

enhanced LIDAR system using the log-likelihood framework.
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Figure 6.1: The experimental setup used to characterise the heralded photon
source. This is a slightly modified version of the setup shown in Fig. 5.2.
After the signal and idler modes are split using a PBS, the idler is detected
locally using a SPAD (I). An ND filter (ND) is introduced in front of the
signal SPAD (S), to simulate the loss in the system. The background (BG)
was simulated using a 810 nm LED, and the LED is placed in such a way that
the background is coupled exclusively into the signal SPAD. Click detection
signals from signal (S) and idler (I) detection channels are then directed to
the time-tagger (TT) connected to a PC controlling the experiment.

6.2.1 Experimental setup

The experimental setup for the laboratory demonstration of the quantum-

enhanced LIDAR is shown schematically in Fig. 6.1. This setup is a slightly

modified version of the setup presented in Section 5.2.1 (Fig. 5.2). The

405.36 nm pump light derived from a CW laser diode is pumped into a

ppKTP crystal, where in the process of SPDC Type-II a pair of photons

at ∼810 nm is generated. Due to the nature of the SPDC Type-II process,

described in detail in Section 2.5, the idler and signal photons are orthogonal

in polarisation. This allows us to separate the pair using a polarising beam

splitter (PBS). After the photon pair is separated, we introduce an ND filter

in the signal detection path to simulate the loss and the target reflectivity

in our system. In addition to simulating different levels of loss and finite

target reflectivity with ND filters, we introduce ambient background in the

system using an LED with a central wavelength of 810 nm. To prevent the
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background from affecting the idler detection we have introduced shielding

around both idler and signal fibre coupling optics. In order to make sure

that the background is not contaminating the idler path we have performed

a series of experiments in which we measured the photon count rate on idler

and signal channels with and without the background source engaged. We

have not observed any significant difference between the amount of photon

counts on the idler channel. In the experiments, the absence of a target

was simulated by placing a beam block in the signal path. The beam block

was placed at the angle in such a way that it did not change the level of

background.

In order to accommodate for the ND filter, beam block and background

source, the signal mode path had to be significantly longer than the idler

mode path. To perform the coincidence measurements we had to calibrate

the relative delay between the signal and idler detection channels, the process

of this calibration was described in detail in Section 5.2.3.1.

6.2.1.1 Loss & target reflectivity

The accurate identification of target objects probed with LIDAR systems is

challenged by loss. Loss encompasses attenuation due to absorption, scat-

tering, reflection, and transmission, leading to weakened signal return. Ad-

dressing these challenges often requires advanced signal processing, sensor

design, and calibration techniques [163].

In the context of LIDAR measurements, the target reflectivity refers to the

ability of an object or surface to reflect light back to the LIDAR sensor.

Target reflectivity is a critical factor in LIDAR technology because it directly

affects the quality and accuracy of the measurements taken by the LIDAR

system.

In our system, the loss and the finite target reflectivity are simulated using

a set of ND filters with different levels of attenuation. To calibrate how
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Signal Return Loss [dB] Target reflectivity

No Filter 1160000± 10000 −8.1± 0.1 1

ND10 244000± 3000 −14.9± 0.1 0.16± 0.01

ND12 142000± 2000 −17.3± 0.1 0.091± 0.001

ND20 73000± 1000 −20.2± 0.1 0.047± 0.001

ND30 13400± 200 −27.5± 0.1 0.0087± 0.0001

ND40 2760± 40 −33.5± 0.1 0.0017± 0.0001

ND60 648± 9 −40.7± 0.1 0.00042± 0.00001

ND80 48± 1 −52.0± 0.1 0.000031± 0.000001

Table 6.1: Signal return, loss (propagation loss + reflectivity + detector
efficiency) and target reflectivity for different levels of attenuation. The ex-
periment was performed for a pump power of 1 mW.

much loss each filter introduces, we first need to establish the number of

photons generated at the ppKTP crystal for a given amount of power. We

estimate this using the results of the source brightness calibration presented

in Section 5.2.3.3.

Next, we must measure how many of the detection events registered by the

single photon avalanche detectors (SPADs) come from the detector’s dark

counts. To prepare for this measurement, we close the doors to the optical

table where the experimental setup is placed and turn off ambient light in

the laboratory. We also ensure that the pump light is blocked before it

reaches the non-linear crystal to ensure no photon pairs are generated. After

completing these steps, we perform a series of photon counting measurements

with an integration time of 1 second per measurement to experimentally

measure the dark counts of the signal and idler SPAD detectors, which are

NdarkS = 213 ± 1 counts per second and NdarkI = 117 ± 1 counts per second,

respectively.

For the loss calibration, here defined as combination of propagation loss,

detector efficiency and loss resulting from imperfect target reflectivity, we
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set the pump power to 1 mW, which corresponds to a pair production rate of

7.55 ± 0.01 million pairs per second. We calculate the loss using the following

formula

Loss = 10 log10

(
Nreturn − NdarkS

7.55× 106

)
, (6.1)

We also estimate the reduction in target reflectivity which will be used as

one of the parameters allowing us to model the LIDAR system in Section 6.4.

Target reflectivity is calculated using the following formula

Target reflectivity =
Nreturn − NdarkS

Nreturn′
, (6.2)

where Nreturn′ = 1160000 is the number of signal photons detected with

no additional attenuation. Using the known Brightness of the source (7.55

million pairs per second), detector efficiency (η = 60%) and number of

photons detected when no additional sources of attenuation are present

(Nreturn′ = 1160000) we can calculate the collection efficiency of the system

to be 25.6%. The results of the calibration are shown in Table 6.1, which pro-

vides a clear overview of the measured loss and reduction in target reflectivity

for each filter used in the experiment.

6.2.1.2 Background source

LIDAR systems face a formidable challenge in accurately identifying target

objects due to the presence of background. Ambeint background encom-

passes any unwanted signals or fluctuations that interfere with the intended

measurements.

In the context of LIDAR, we identify several potential sources of background:

• Detector Dark Counts: Dark counts represent unintended signals

detected by photodetectors even in the absence of incident photons.

Potential causes of dark counts in SPADs were described in detail in
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Section 5.2.2.1, and the results of the dark-count characterisation of

our detectors can be found in Section 6.2.1.1.

• Environmental Factors: LIDAR systems often operate in environ-

ments where thermal background radiation is present. These effects are

especially important when operating in the infrared regime of detection,

where the background radiation is especially strong.

• Intentional Jamming: In specific scenarios, particularly security or

military applications, intentional jamming can serve as a deliberate

source of background.

• System Imperfections: No LIDAR system is entirely immune to

imperfections. Optical aberrations, electronic noise in data acquisition

systems, and calibration errors can all introduce background counts.

The presence of background within LIDAR systems has far-reaching conse-

quences on the accuracy of target object identification. For example, back-

ground can lead to inaccuracies in determining the precise distance between

the LIDAR sensor and target objects, affecting the reliability of distance

measurements. The presence of background can also result in false positives,

where non-existent objects are identified, and false negatives, where actual

objects are missed. Such errors can have critical implications for applications

like autonomous driving and robotics [164–166].

To simulate the presence of background in our system, we have used an LED

with a central wavelength of 810 nm. The LED was powered by a low-noise

laser driver (Koheron DRV300). The choice of such a sophisticated driver

for controlling our background level was motivated by the requirement of a

steady output. To further reduce the fluctuations of the background intensity,

we decided to place an attenuation filter in front of the LED, reducing its

intensity output by a factor of 10. This allows us to drive the background-

generating LED at higher current levels, and because the current noise (25
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nA) of the driver is independent of the current applied to the diode, this

leads to a decrease in background fluctuations. Driving the LED at higher

current levels might lead to additional drift resulting from changes in the

temperature of the LED, but the impact of that effect was negligible and

unobservable in the laboratory. A steady level of background is required

to make the comparison between classical (CI) and quantum-enhanced (QI)

detection protocols, as CI is extremely susceptible to any drift in background

level. This is especially true when the loss in the system is high (<-40

dB). Under these conditions, signal return rates approaching single counts

per second can be expected and drifts in background levels can lead to CI

interpreting changes in the background as a sign of an object appearing when

there is none. The background drift does not impact the coincidence-based

QI detection to the same degree, which will be demonstrated in Section 6.5.

6.2.2 Signal-to-Background measurement

In the context of LIDAR, the SBR is a fundamental metric that quantifies the

quality and reliability of the acquired data. SBR is a measure of the strength

of the desired signal, relative to the background and unwanted interference

within the LIDAR system.

To investigate the SBR advantage of QI over CI, we consider the simplified

case of a target at a known distance. The source is operated at Ppump =

0.2mW pump power, with a background level for the signal detector set to

Nbackground ≈ 2.5 × 106 counts per second, approximately five times stronger

than the average emitted signal power. The idler detector has a background

level of NI:background ≈ 7× 103 counts per second. To compare the CI and QI

protocols, we introduce the signal-to-background ratio

SBR =
Nin − Nout

Nout
, (6.3)
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Figure 6.2: Demonstration of enhanced SBR for QI vs CI when compar-
ing signal with (without) target based on signal counts (CI) and coinci-
dence measurements (QI) as a function of loss. All measurements were per-
formed with a signal count rate of NS = 388 × 103 counts per second,
Nbackground = 2.5 × 106 counts per second and the idler detector background
is 7 × 103 counts per second. Polynomial fit has been added to this plot to
serve as a ‘line to guide the eye’.

where Nin is the number of detection events when the target is present, and

Nout is the number of detection events when the target is absent. For the

target-absent case, a beam-block is placed in the signal path such that only

the background signal reaches the detector.

The definition of a detection event changes depending on whether we are

analysing the CI or QI protocol. In the case of CI, the detection event is

simply the total number of signal detector clicks within a 1 s window, while

for QI, we define the detection as the total number of coincidence events

between idler and signal detector clicks in a 1 s window, measured using a

1 ns coincidence window.

A comparison of CI and QI SBR as a function of loss in the system is shown

in Fig. 6.2. This demonstrates a clear advantage of the QI approach in en-

hancing the SBR for detection at all times, which can be understood from the

enhanced rejection of background level in the QI regime when conditioning
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signal detection events using the heralded idler. In the following Sections,

we will utilise this advantage and combine the coincidence-based detection

with a new analysis framework [27, 162].

6.3 LLV analysis framework

In both target detection and range finding the aim is to evaluate, based on a

finite set of measurements, whether or not a target is present. This reduces

to a state discrimination problem of deciding whether the measured statis-

tics correspond to the target being present (hypothesis 1 - H1) or absent

(hypothesis 0 - H0). Prior analysis of this problem has focused on the fun-

damental bounds given an unknown optimal measurement scheme [17, 18]

or formulated this as a probe transmission estimation problem whereby the

uncertainty of the transmission estimation is described by the Cramér–Rao

bound [15, 16]. In either approach, a fundamental issue lies in defining the

threshold at which to consider a target present or absent.

In this work, we use an alternative analysis protocol based on the log-

likelihood value (LLV) Λ defined as [27, 162]

Λ(x, k) = ln

(
PH1(x, k)

PH0(x, k)

)
, (6.4)

where x represents the measured detector count data, k is the number of

trials and PH1,0(x, k) represents the probability that the target is there (or

not) given x events after k trials. When calculating Λ in the case of quantum

illumination (QI) x is the number of detected coincidence events in a mea-

surement time T for a given coincidence window τcoin, and k is the number

of idler clicks, whilst for classical illumination (CI) x is the number of signal

detection events and k = T/τcoin.

An advantage of using the log-likelihood ratio is that it gives a natural thresh-
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old value of Λ = 0 that is independent of the system parameters, providing

a degree of self-calibration in the system. If Λ < 0 it is more likely that

the target is absent, whilst for Λ > 0 it is more likely that a target is

present. To evaluate the error associated with making a decision on whether

a target is present using this threshold, we introduce the distinguishability

ϕ = 1− [(1− PD(0) + PFA(0)] where PD is the probability of correctly detect-

ing a target that is there and PFA is the false alarm probability caused by in-

correctly detecting a target when there is not one present. Numerically these

probabilities are evaluated by integrating over the underlying LLV probabil-

ity distributions associated with H1 (PH1:Λ) and H0 (PH0:Λ) respectively [162]

PD(dLLV) =
∞∑

z=dLLV

PH1:Λ[z], (6.5a)

PFA(dLLV) =
∞∑

z=dLLV

PH0:Λ[z]. (6.5b)

This can be easily understood as evaluating distinguishability by calculating

the fraction of data points with Λ > 0 when the object is present or absent.

To determine the error bars for distinguishability, we first calculate the mean

and standard deviation for the respective LLV distributions when the target

is present and when it is absent. Then, we integrate these distributions to

ascertain the probabilities of detection and false alarms. From these proba-

bilities, we compute the distinguishability metric, ϕ.

In the limit where the underlying Poisson count distributions can be mod-

elled as Gaussian [162] (valid for the data shown in the thesis), the LLV

distributions for H1 and H0 also become Gaussian, with mean value µHi:Λ =

Mx̄Hi + Ck, where C = log((1− pH1)/(1− pH0)) and a standard deviation

equal to σHi:Λ = MσHi/
√
Nav, where Nav corresponds to the average window

length being considered.

For the case of CI, as above k = T/τc, with mean signal levels given by
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x̄CI
Hi = kpCI

Hi and standard deviation σCI
Hi =

√
kpCI

Hi(1− pCI
Hi). For the QI case,

we use k = (T/τc)p
QI
I corresponding to the average number of times the idler

fires. The mean coincidence rate is then x̄QI
Hi = kpQI

Hi with standard deviation

σQI
Hi =

√
kpQI

Hi(1− pQI
Hi).

Defining a threshold LLV value Λc, the probabilities of detection and false

alarm can then be evaluated as

PD =

∫ ∞

Λc

exp

(
−(x− µH1:Λ)

2

2σ2
H1:Λ

)
dx, (6.6a)

PFA =

∫ ∞

Λc

exp

(
−(x− µH0:Λ)

2

2σ2
H0:Λ

)
dx. (6.6b)

For the distinguishabilities quoted above we use threshold Λc = 0 throughout

the thesis.

To effectively apply the LLV framework for target discrimination, certain a

priori knowledge about the system under investigation is required. Specifi-

cally, this framework necessitates an understanding of the mean photon num-

ber attributable to the background (n̄bg), the mean photon number gener-

ated in the process of SPDC (n̄), and the reflectivity of the target (ξ) to

calculate the H1 distribution. The first two parameters can be accurately

estimated through a brief calibration measurement, the procedure for which

is elucidated in detail in Section 6.3.3. While in our experiments the target

reflectivity is established and detailed in Section 6.2.1.1, there might be sce-

narios where it is not precisely known. In such situations, we can set the

reflectivity to an arbitrary value, ξ, to ascertain whether any targets in the

observed area possess at least this minimum reflectivity. This adjustment

influences the sensitivity of the LLV analysis to slight variations in signal

return. Essentially, the experiment can be framed as inquiring, “Is there a

target with a minimum reflectivity of ξ?” Moreover, it is feasible to conduct

several LLV analyses concurrently, each with a different target reflectivity

assumption, to identify targets of various reflectivities.
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6.3.1 Single-shot detection probabilities

In order to evaluate the log-likelihood ratio, it is necessary to calculate the

underlying probabilities of detection and coincidence events that occur within

a single coincidence window τcoin. These probabilities depend on the average

photon number generated in the process of SPDC n̄, target reflectivity ξ, the

average background on the signal (n̄bg) and idler (n̄bg,I) detectors, detection

efficiency of the signal (ηS) and idler detectors (ηI). The detection efficiencies

account for all system loss and finite quantum efficiency in the limit of a

perfect target reflectivity. Below we extend the analysis framework presented

in [162] to the regime of detection in the presence of a Poissonian background

source, as used in this experiment setup.

To model the CI case, the probabilities of signal detector firing with the

target present pCI
H1 (or absent pCI

H0) are given by

pCI
H0 = 1− exp (−n̄bgηS) , (6.7a)

pCI
H1 = 1− 1

1 + γηSξn̄
exp

(
− n̄bgηS
(1 + ηSγξn̄)

)
. (6.7b)

In the QI case, the single shot probabilities reflect the probability of a signal

event within the coincidence time τcoin conditioned on the idler firing. When

the object is absent, the detector only fires due to background and the prob-

ability of a signal event is equivalent to the CI case with no target. With the

target present, it is necessary to derive the click probability by considering

the idler-conditioned signal state as a thermal-difference state. The ther-

mal difference state [167] is defined as a weighted difference of two thermal

states, where the second state has a mean photon number that is lower or

equal to that of the first state. In this context, one state is unconditioned

and the other is conditioned on the absence of a click, fulfilling the necessary



Chapter 6. Quantum-enhanced LIDAR - experimental results 159

requirements. This approach results in the QI click probabilities given by

pQI
H0 = pCI

H0, (6.8a)

pQI
H1 = 1− 1

pQI
I

(
1

1 + n̄ξηSβ
exp

(
ηSn̄bg(

n̄ξηSβ

1 + n̄ξηSβ
− 1)

)
− (1− pQI

I )

1 + n̄I:XξηSβ
exp

(
ηSn̄bg(

n̄I:XξηSβ

1 + n̄I:XξηSβ
− 1)

))
, (6.8b)

where n̄I:X = n̄(1 + ηI n̄bg,I − ηI)/(1 + ηIn̄bg,I + n̄ηI) is the signal state mean

photon number after conditioning from a no click event at the idler and pQI
I

is the idler firing probability equal to

pQI
I = 1− 1

1 + ηIn̄+ ηIn̄bg,I

(6.9)

Furthermore, in these equations, we introduce two additional parameters,

γ and β. These parameters allow for adjustments to match the data ob-

tained for CI and QI respectively, to account for detector non-linearities and

variations in the heralding efficiency due to changes in pump power and co-

incidence window duration.

6.3.2 Log-likelihood ratio

In the limit of k trials it is possible to express the LLV defined in Eq. 6.4 in

a linear form [162] dependent only upon the single-shot probabilities pH0 and

pH1 using Λ(x, k) = Mx+Ck, where M = log((pH1 ∗ (1− pH0))/(pH0(1− pH1)))

and C = log((1− pH1)/(1− pH0)).

For data acquired over an integration time T , the CI LLV is calculated using

x as the number of detected signal events and k = T/τcoin corresponding to

the number of trials of duration τcoin within the integration window. For the

QI LLV, x is the number of measured coincidence counts and k is the number

of idler firing events.
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6.3.3 Experimental procedure

To perform the LLV analysis of the experimental data we have developed

a three-step procedure, the goal of this procedure is to estimate the system

parameters and the click probability distributions for scenarios when the tar-

get is present and when the target is absent. After the three measurements

are completed we can proceed to apply the LLV framework to the experi-

mental data and compare the target present (H1) and target absent (H0)

cases. Prior to taking the measurements we have used a technique described

in Section 5.2.3.1 to calculate the relative delay between the signal and idler

detection channels. The experimental procedure requires performing three

measurements:

1. Calibration of the system: We start the experimental procedure

with the calibration of the environment. We identify two potential

sources of background within the system, deliberate background in-

jected via an LED (only signal detector) and dark counts of SPADs

(both detectors). To calibrate this background, we execute a calibra-

tion procedure involving the acquisition of 300 measurements. Each

measurement corresponding to counts accumulated in one integration

time T. Throughout this process, we ensure that the pump light is ob-

structed from reaching the ppKTP crystal. We record click counts on

both the signal and idler detectors, as well as coincidences between the

signal and idler detectors.

2. Target absent: We enable the pump light to enter the ppKTP crys-

tal. In this phase of data collection, we introduce a beam block into

the signal photons path, effectively preventing them from reaching the

SPAD. We consider all the signal detector counts to come from the LED

simulating the background level. This measurement scenario simulates

a condition where no target is present for us to probe. During this
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stage, we extract a small portion of the acquired data for the purpose

of calibrating the click probabilities associated with the absence of a

target (H0).

3. Target present: In the last phase of our measurement procedure,

we remove the beam block from the signal path, enabling the signal

photons and background photons coming from the LED to interact

with the SPAD. Once again, we set aside a small portion of the data

gathered for the purpose of estimating the click probability distribution

when the target is present (H1).

After all measurements are completed, we use the data gathered in step 1 to

estimate the average background (n̄bg) and (n̄bg,I) from the signal and idler

detector counts respectively. Next, we estimate the mean photon number

generated in the process of SPDC (n̄) from a small portion of the data taken

in step 3 (typically first 50 measurements), we use the idler click data due to

no additional attenuation present in the idler photon path. To perform the

estimation of the mean photon number we use the heralding efficiency values

measured in Section 5.1. Using the estimated values of background and mean

photon number we calculate the theoretical probabilities of signal and idler

detectors firing with an assumption of finite target reflectivity measured in

Section 6.2.1.1.

6.4 Target discrimination

The accurate identification of target objects probed with LIDAR systems

is challenged by loss and background. Loss encompasses attenuation due

to absorption, scattering, reflection, and transmission, leading to weakened

signal return. Background involves unwanted signals from detectors (dark

counts), environmental factors (thermal background, jamming), and system

imperfections, introducing inaccuracies and distortions. Addressing these
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Figure 6.3: a-c Measurement in which signal is experiencing 33.5 dB loss in
the presence of 106 background counts per second corresponding to SBRCI of
-37.9 dB. In a detection events registered by the signal detector are shown,
while b and c show LLV analysis with 50 measurement moving average, ap-
plied to coincidence detection and classical detection respectively. In d-f
we repeat the measurement after increasing the loss to 52 dB and reduc-
ing the SBRCI to -51.5 dB, here to compensate for the low signal return of
7.1 ± 0.9 counts per second we increase the integration time per measure-
ment to 1 s. Following the established convention we show signal detector
count-rate in d, LLV analysis with 150 measurement moving average applied
to quantum-enhanced e and classical f data.

challenges often requires advanced signal processing, sensor design, and cali-

bration techniques [163]. Here we demonstrate the performance of our simple

LIDAR system using single photon counting modules based on SPADs for

detection.

Fig. 6.3 shows the performance of the LIDAR system for detecting a sta-

tionary target operating under two distinct loss regimes of 33.5 and 52 dB,

approaching values typically encountered in real LIDAR systems (≤ - 50 dB)

[31]. In both cases, the system operates in a regime with an average back-
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ground count rate of 106 counts per second, and using a coincidence window

of τcoin = 1 ns.

For the data shown in Fig. 6.3a-c with a loss of 33.5 dB, the crystal is

pumped at 50 µW giving a pair production rate of 377 ± 5 thousand counts

per second. For the object present case, this gives an effective signal return

rate of 167 ± 1 counts per second, corresponding to a classical signal to

background of SBRCI = −37.9 ± 0.1 dB. To evaluate the quantum SBR ratio,

we take the ratio of the measured coincidence rate with target present and

background source turned off, against the number of accidental coincidences

recorded with the background source enabled and target absent. For this data

we find values of 39.1 ± 0.4 and 200.2 ± 0.5 counts per second respectively

giving SBRQI = −7.1 ± 0.1 dB. We acquire 3050 consecutive measurements

using an integration time of T = 0.1 s for both target-present and target-

absent scenarios. Figure 6.3a shows the raw signal counts measured in each

case, showing that the additional signal counts with the target present are

indistinguishable compared to the ∼ 1000 count standard deviation of the

background counts.

To apply the LLV analysis to the data, the single shot probability distribu-

tions pH1,0 are estimated using the first 50 measurements of each case, as de-

scribed in Section 6.3.3. From this, the LLV Λ(x, k) for each data point can be

calculated, resulting in single-shot distinguishabilities of ϕQI = 0.31 ± 0.01

and ϕCI = 0.086 ± 0.003 respectively, demonstrating the enhancement

in detection performance using QI. To enhance further the distinguishability

we perform a rolling window average with Nav = 50 to smooth the data.

Figure 6.3b-c shows the corresponding averaged LLV data for QI and CI,

which clearly reveals that despite the relatively small change in signal level

on the detector the QI enhanced LIDAR is able to discriminate between tar-

get present and target absent robustly, with the corresponding averaged Λ

values never crossing zero. The classical LLV however is significantly nois-
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ier, with both cases frequently crossing the detection threshold leading to

significant error if using this for discrimination.

In Fig. 6.3d-f the loss is increased to -52 dB, with the pump power increased

to 150 µW to increase the outgoing pair rate to 1.13 ± 0.02 million counts

per second whilst maintaining the same level of background. In this regime

the effective signal return rate in the object present case reduces to 7.1 ±
0.9 counts per second, corresponding to a classical signal to background of

SBRCI = −51.5 ± 0.6 dB. The coincidence counts rates with target present

and background source disabled equal to 1.8± 0.1 counts per second and for

target-absent with background engaged equal to 577 ± 1 counts per second

respectively, leading SBRQI = −25.1 ± 0.2. As the system is now operating

with a signal over 5 orders of magnitude smaller than the background level,

the integration time is increased to T = 1 s for these measurements. As

before, Fig. 6.3d shows that the raw signal counts are indistinguishable,

however using a rolling window of Nav = 150 from Fig. 6.3e-f it is clear

that the QI LLV is able to discriminate between target present and absent

cases despite these challenging operating parameters whilst the CI LLV is

entirely unreliable, with distinguisbabilities of ϕQI = 0.67 ± 0.22 and

ϕCI = 0.33 ± 0.02 for the window-averaged data.

6.5 Jamming

Classical jamming of LIDAR systems refers to intentional interference aimed

at disrupting the operation of LIDAR technology, as well as operation in

an environment where the level of background fluctuates. Intentional jam-

ming techniques involve emitting strong modulated light or laser signals or

deploying countermeasures to confuse or overwhelm the LIDAR sensor. The

objective of intentional jamming of LIDAR systems is to hinder accurate data

gathering, compromise situational awareness, or impede target detection and
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Figure 6.4: Two jamming experiments, in a-c we apply slow modulation
after estimating the H1 & H0 probabilities with a static background for 200
measurements (grey vertical dashed line) and in d-f we apply fast modulation
of the background and estimate the probabilities with dynamic background
(grey vertical dashed line). Both experiments were performed under identical
conditions of 33.5 dB loss, 2.3× 106 average background counts per second,
0.3× 106 modulation amplitude and integration time of 0.1 s. Here in a and
d signal detector count rates are plotted. In b and e LLV analysis applied to
our quantum-enhanced experimental data is shown, here on plot b the inset
shows the LLV analysis without dynamic background tracking, and the main
plot shows the results with us dynamically tracking the background. In c
and f results of classical LLV analysis were plotted.

classification. Such jamming activities can lead to impaired perception and

navigation capabilities in autonomous vehicles and other LIDAR-dependent

applications, potentially resulting in hazardous scenarios. In the following,

we demonstrate the resilience of quantum-enhanced LIDAR to dynamic jam-

ming using both slow and fast modulation of the background level. For both

of these experiments, the target loss was set to 33.5 dB, pump power to

50 µW, T = 0.1 s, with an average background of 2.3 × 106 counts per

second modulated with an amplitude of 0.3× 106 counts per second.

Figure 6.4a-c shows the effect of applying a slow sinusoidal background mod-
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ulation after an initial period of constant background which is used to esti-

mate the single shot probabilities pH1,0 . In the inset of Fig. 6.4b we show

the QI LLV evaluated assuming the initial constant background data, which

shows that whilst we maintain a clear separation between the QI LLV for

object present and absent case, the modulation is visible in the data.

To mitigate this effect we implement dynamic background tracking by using

the raw-signal data to estimate the average background level associated with

each measurement (valid in this regime where n̄bg ≫ n̄sig). Using our model

(See Section 6.5.1), we create a look-up table (LUT) of probabilities PH1,0 for

different background levels n̄bg whilst keeping all other parameters constant.

For each measurement, we then use the raw signal counts to assign the ap-

propriate probability distribution when calculating the single-shot LLV. This

pre-calculated LUT approach can be used to enable real-time implementation

in future experiments using the signal count-rate to track the background.

The resulting QI LLV is shown in the main plot of Fig. 6.4b, which has now

eliminated the modulation and shows the QI LIDAR can be made immune

to slow jamming with a single shot distinguishability of ϕQI = 0.15 ± 0.03

despite the 26 % background modulation. For comparison, Fig. 6.4c shows

the classical LLV (for which no background correction is possible) is com-

pletely unable to distinguish between the two regimes and has been spoofed

by the jamming signal.

In Fig. 6.4d-f we perform a second experiment where a fast white background

source is now added to the slow classical modulation, resulting in a pseudo-

random background level seen from the signal on the number of signal counts

in d. As with the slow modulation, the QI LLV is immune to the fast

background changes whilst the classical LLV data is entirely washed out

with the fast background changes causing the CI LLV to average to zero

making it unable to distinguish if a target is present. These data highlight

the advantage of QI not only in performing the target discrimination better
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but also in providing a system robust to jamming.

6.5.1 Dynamic Background Tracking

For the slow classical jamming data shown in Fig. 6.4a the system parameters

are initially obtained by performing analysis of the first 200 measurements

with static background n̄bg,S. We then define 25 discrete background levels in

the range 2.1-2.7×106 counts per second, and for each value recalculate the

single shot click probabilities in Eqs. 6.7 and 6.8 using a re-scaled value of

n̄′
bg,S. Subsequently, the experimental data obtained with jamming engaged

was analysed by calculating the LLV for each point in time by using the

relevant click probabilities associated with the level that closest matches

the instantaneous signal counts to dynamically track slow changes in the

background.

6.6 Rangefinding

The main application of LIDAR-based systems involves the use of time-of-

flight detection to estimate the distance to targets. In this Section, we extend

our quantum-enhanced LIDAR to demonstrate active rangefinding even in

the presence of classical background.

The modified experimental setup used for rangefinding is shown in Fig. 6.5.

It is worth noting that for this scheme to work, the reflective target must

preserve the polarisation of the signal photons. This is not a realistic as-

sumption unless the target is a dielectric mirror, as used in our setup. This

experiment could have been realised without the requirement of preserving

polarisation if two mirrors placed at a 45-degree angle were mounted on the

translation stage, displacing the signal beam upon reflection. In order to

simulate variations in target position, a mirror serving as the target was po-

sitioned on a motorized translation stage enabling the target to be moved a
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Figure 6.5: The experimental setup used for performing the rangefinding ex-
periment. The photon pair generated in a ppKTP crystal pumped with a
405.35 nm CW laser diode. The idler and the signal are separated using a
PBS and the idler is detected locally, signal undergoes attenuation passing
through the ND filter and is reflected from a PBS, passes through the λ/4
waveplate which turns the vertical polarisation into a right-handed circu-
lar polarisation, which reflected from a flat mirror serving as a target, be-
comes left-handed circular polarisation. Upon passing through the λ/4 again
the left-handed circular polarisation becomes horizontally polarised, passes
through the PBS and is detected by a signal detector S. Mirror serving as a
target is placed on a motorised translation stage which moves between three
positions A, B and C separated by 11 cm.

total range of 22 cm. We define three locations separated by 11 cm inter-

vals, denoted as A, B, and C, and assign three parallel coincidence detection

channels with delays of τxA
= 1.77 ns, τxB

= 2.52 ns, and τxC
= 3.27 ns corre-

sponding to the round-trip time to each location. As above, the experiment

was performed with a loss of 33.5 dB and 50 µW pump power, but with an

average background of 0.1 ×106 background counts and a jamming ampli-

tude of 103 counts per second. To achieve better resolution and mitigate the

cross-talk between target positions due to the 250 ps jitter of our detectors,

the coincidence window τcoin was set to 0.2 ns.

During the experiment, we acquire data for each coincidence channel in par-

allel, with the target moved from an initial position of xA to xB after 1000

measurements and finally to xC after 1500 measurements. The results are
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Figure 6.6: We apply a modulated background level and translate the target
from an initial location of A = 0 to B = 11 cm after 1000 measurements,
moving to C = 22 cm after 1500 measurements. a Raw signal counts showing
background modulation is constant and independent of the target location.
b-d QI LLV with coincidence channel delays set to probe targets at A,B,C
respectively. These results show the QI can perform confident range finding
even in the presence of a significant background.

shown in Fig. 6.6a-d, whereas before the raw signal counts are indistinguish-

able for both target presence and position whilst the corresponding QI LLV

channels calculated for Nav = 50 clearly reveal the quantum-enhanced LI-

DAR is able to resolve robustly the location of and hence track the target

as it moves between the three distinct locations, despite there being no ac-

tive modulation of the source, and in the presence of intentional classical

background.

Note that since the time reference for range finding comes exclusively from the
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Figure 6.7: Rangefinding experiment using five sequential target positions
under static background. The target moves from A = 0 to E = 22 cm, with
400 measurements at each position. a shows stable background levels across
target locations. b-f present QI LLV data for each position, demonstrating
the system’s incapability to distinguish closely spaced targets due to detector
jitter effects.

heralding of the idler photon, the CI detection method is unable to provide

any rangefinding information. Further, the SPDC generation of photon pairs

from a CW pump provides robustness against spoofing due to the covertness

of illumination, which appears to the target as a weak thermal source within

the environmental background.
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To confirm the spatial resolution of the device and investigate the effects of

detector jitter on the system’s ability to accurately resolve target positions,

an additional experiment was conducted under identical conditions to those

described above. However, instead of probing three target positions, five

distinct positions were used, designated as A, B, C, D, and E. These positions

were separated by increments of 5.5 cm, which is half of the previously used

separation, resulting in the following arrangement: position A at 0 cm, B

at 5.5 cm, C at 11 cm, D at 16.5 cm, and E at 22 cm. The corresponding

delays for these positions were τxA
= 1.77 ns, τxB

= 2.142 ns, τxC
= 2.52 ns,

τxD
= 2.90 ns, and τxE

= 3.27 ns.

The experiment was performed with just static background, as illustrated in

Fig. 6.7. It was observed that when the target was probed at five positions

instead of three, the ability of the device to discern the exact position of the

target was somewhat impeded, which was evidenced by increased cross talk

between adjacent target positions. This cross talk can be attributed to the

SPAD timing jitter, which was approximately 0.25 ns.

6.7 Realistic Imaging System

In the previous section, we presented the capabilities of our quantum-

enhanced LIDAR system, focusing on target discrimination and rangefinding.

Our initial tests used a mirror as a target, along with an ND filter to simulate

target reflectivity and an LED to inject background, mimicking background

interference. While these results were promising, it is essential to assess the

system’s performance in more realistic scenarios to evaluate its practical util-

ity. In this section, we modify our experimental setup accordingly to simulate

real-world conditions.

To better replicate real-life conditions, we used a white paper target, akin to

the variable-reflectivity surfaces like paper, signage, or road markings that
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LIDAR systems frequently encounter. This shift from the mirror’s high re-

flectivity to paper’s diffuse characteristics introduces new challenges for our

quantum-enhanced LIDAR to overcome.

To accommodate the change in target and simulate real-world scenarios, we

made several modifications to our experimental setup. The most notable

adjustment was the incorporation of a collection optics in the form of a zoom

lens. This lens allowed us to collect reflected light from the white paper

over an extended range, providing a more comprehensive assessment of the

system’s performance in practical settings.

6.7.1 Experiment Design & Setup

The experimental setup used to conduct the realistic target detection ex-

periment is shown schematically in Fig. 6.8. To perform the experiment we

launch a collimated signal beam to probe a target (a white piece of paper),

across the optical table. To collect the light reflected from the target we use

a zoom lens imaging system consisting of a variable focal length zoom lens

(Navitar MVL7000), a Galilean telescope with a ratio of 2:1 and a collimation

lens. The zoom lens is focused on the target prior to taking a measurement

and the telescope is used to reduce the beam waist to match the aperture

size of the collimation lens. The collimation lens focuses the beam into a

multi-mode optical fibre connected to the signal SPAD. Before the target

discrimination measurement is performed, we measure the relative delay be-

tween the idler detector and the signal detector using a technique described

in Section 5.2.3.1. Due to the limited space on the optical table, the dis-

tance between the target and the collection optics was limited to ∼86 cm.

To simulate the case in which the target is absent we simply block the signal

beam.
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Figure 6.8: The experimental setup used to conduct the realistic detection
experiment. Here the idler photon is detected locally, while a collimated
beam of signal photons is launched at a target (a white piece of paper). We
have used a focusing lens, placed in front of the target to reduce the spot
size of the signal beam in order to enhance the collection efficiency. Light
reflected from the target is collected using a zoom lens imaging system (Z)
focused on the target. The inset shows the system used to collect the reflected
light in detail, here the variable focal length zoom lens is used to collect the
light from the target. Next, a Galilean telescope consisting of a focusing (FL,
f = 100 mm) and diverging (DL, f = -50 mm) lens is used to reduce the beam
size to match the size of the collimation lens (CL) which is used to couple the
collected light into a multi-mode optical fibre (MM). The imaging system is
encased in a lens tube to prevent the background light from leaking into the
system.

6.7.2 Results

Figure 6.9 shows the performance of the LIDAR system for detecting a sta-

tionary target at two distances of 36 cm and 86 cm. In both experiments, the

system operates in a regime with an average background count rate of around

6× 103 counts per second, and using a coincidence window of τcoin = 1 ns.

The background in the system comes from the ambient light in the labora-

tory. In both experiments, the crystal is pumped at 3.5 mW giving a pair

production rate of 41× 106 counts per second.

Using the formula

η =
r2

4d2
(6.10)
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we can estimate the collection efficiency η for a point source at a working

distance d and lens radius r. In the limit of a plane surface scatter, lower

bound on efficiency is twice η [168]. This means that at the distance d =

86 cm and for the lens used in the experiment r = 2.5 cm we should expect

-33 dB loss introduced by the collection efficiency of the zoom lens in our

experiment. The transmission through the zoom lens was measured to be

∼ 40% and the efficiency of the SPADs is ∼ 60%. This results in expected

loss in the system to equal -39.94 dB. In the experiment we measure ∼300

counts per second of the return signal photons (equivalent to -51 dB loss) at

a distance of 86 cm. This discrepancy can be attributed to a sub-optimal

fibre coupling into the signal detector.

For the data shown in Fig. 6.9a-c, the distance between the collection optics

and the target is 36 cm and the relative delay between the signal and the

idler channels was measured to be 10.6 ns. For the object present case we

measured the signal return rate of 380 ± 1 counts per second corresponding

to the classical signal-to-background ratio of SBRCI = − 12.01 ± 0.01 dB.

To evaluate the quantum SBR ratio, we take the ratio of the measured coinci-

dence rate with target present minus the coincidence rate with target absent

against the coincidence rate when the target is absent. For this data we find

values of 55.1 ± 0.1 and 72.3 ± 0.1 counts per second respectively giving

SBRQI = − 1.16 ± 0.01 dB. We acquire 1000 consecutive measurement

using an integration time of T = 0.1 s for both target present and absent

scenarios.

To apply the LLV analysis to the data, we use the same approach as de-

scribed in Section 6.4. To enhance the distinguishibility further we perform

a rolling window average with Nav = 15 to smooth the data. We measured

distinguishibilities of ϕQI = 0.592 ± 0.006 and ϕCI = 0.303 ± 0.004

respectively for the window averaged data, demonstrating the enhancement

in detection performance using QI. Figure 6.9b-c shows the corresponding
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Figure 6.9: a-c Measurement in which we are detecting a target 36 cm away
from the zoom lens. In b detection events registered by the signal detector
are shown, while c and d show LLV analysis applied to coincidence detection
and classical detection respectively. In d-f we repeat the measurement after
increasing the distance between the target and the collection optics to 86 cm.
Following the established convention we show signal detector count rate in
d, LLV analysis with 15 measurements moving average applied to quantum-
enhanced e and classical f data.

averaged LLV data for QI and CI, which reveals that the QI enhanced LI-

DAR is able to discriminate between target present between target present

and target absent robustly, with the corresponding averaged Λ values never

crossing zero. The classical LLV however is significantly noisier, with both

cases frequently crossing the detection threshold leading to significant error

if using this for target discrimination.

In Fig. 6.9d-f the distance between the target and the collection optics is

increased to 86 cm, corresponding to 14.1 ns delay between the signal and

idler detection channels. In this regime the effective signal return rate in the

object present case reduces to 294.4 ± 1 counts per second, corresponding
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to a classical signal-to-background ratio of SBRCI = −13.05 ± 0.01 dB. To

evaluate the quantum SBR ratio, we take the ratio of the measured coinci-

dence rate with target present minus the coincidence rate with target absent

against the coincidence rate when the target is absent. For this data we find

values of 56.1 ± 0.1 and 77.3 ± 0.1 counts per second respectively giving

SBRQI = − 1.21 ± 0.01 dB. As previously, we have applied the LLV

analysis to the experimental data and using a rolling window of Nav = 15 al-

lows us to clearly distinguish between the presence and absence of the target

in the QI case, while the CI remains unreliable, with distinguishibilities of

ϕQI = 0.581± 0.007 and ϕCI = 0.215± 0.005 for the window averaged data.

6.7.3 Discussion

In conclusion, we have presented an experimental demonstration of a

quantum-enhanced LIDAR system utilising a log-likelihood analysis frame-

work for target detection and rangefinding, robust to classical jamming and

dynamic background changes in challenging regimes of high background and

low signal rates. This work significantly expands beyond prior research on

quantum LIDAR based on correlated photon sources [13–16, 31, 32], specif-

ically by operating in the regime of both large environmental backgrounds

(SBR < -50 dB) and low signal returns (> 50 dB attenuation), compatible

with realistic LIDAR [31]. Our observations reveal a significant improvement

in the signal-to-background ratio of up to 30 dB when comparing classical

and quantum LIDAR, with the ultimate limitation in quantum gain related

to the second-order correlation of the pair source g2s,i(0) [14]. This improve-

ment represents an approximate 13 dB increase in SBR compared to the

findings in [14], and is comparable to the results reported in [15].

Our quantum-enhanced LIDAR approach is resilient against both sinusoidal

and white-background modulated classical jamming, and we present a new

protocol for active background tracking to reduce sensitivity to slow drifts
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or intentional spoofing attempts while remaining immune to high-frequency

fluctuations. Specifically, this technique works optimally in the regime of

high background where the instantaneous count rate measured on the signal

detector provides a real-time probe of the background rate which can then

be used to improve the resilience against background when analysing small

changes in the measured coincidence rate.

Applying these techniques in a range-finding modality, we demonstrate the

ability not only to perform target detection but also to determine the location

of the target in the presence of active jamming. Currently, we demonstrate

a resolution of 11 cm, limited only by the timing jitter of the Si-SPADs

motivated by the ability to incorporate these into a low-power, portable

device. Enhanced performance is possible using either better performing Si-

SPADs (timing jitter ∼35 ps [169] or superconducting nanowire detectors

offering significantly reduced timing uncertainty achieving sub-10 ps [170–

173] at the cost of requiring a cryogenic cooling system.

While the ability to achieve centimetre-level resolutions with non-cryogenically

cooled SPADs is promising for practical applications, it is important to ac-

knowledge the fundamental limitation that long-range or low-reflectivity tar-

gets require a sufficient photon flux for at least one return photon within

the experiment window. This makes the detection of uncooperative targets

at distance challenging, with the demonstrated -52 dB loss comparable to

that expected from a Lambertian scatterer at 15 m using a 10 cm diameter

telescope. Nonetheless, our results demonstrate that quantum-enhanced LI-

DAR offers a practical speedup in time to detection, allowing for operation at

lower light levels, while presenting a low-intensity random thermal signal to

observers. We also note that the detection of cooperative targets could, even

with the results presented here, be accomplished at significant distances.

In contrast to other groups [31] that often utilise histogramming approaches

to analyse rangefinding data — where click data is averaged to identify the
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centre of the coincidence peak and thereby determine the distance to the

target — such methods were impractical for our system under the challenging

conditions of high background level and low signal returns. Specifically, in

scenarios with a -52 dB loss (Fig. 6.3d-f), the difference between coincidence

counts with and without a target present was approximately 1 coincidence

count, with 500 accidental coincidences coming from background. Employing

histogramming in these conditions would necessitate significantly increased

integration times to accumulate enough data for meaningful analysis, which

is not feasible for our operational requirements. This limitation underscores

one of the strengths of the LLV framework, which provides robust target

detection and rangefinding capabilities even under extreme conditions.

Compared to classical LIDAR methods that rely on amplitude-modulated

pulses for rangefinding, our use of continuous-wave sources mitigates the risk

of being spotted and spoofed by observers as peak pulse intensity increases.

These results emphasise the advantages of exploiting quantum correlations

for LIDAR applications and provide a clear pathway towards the realistic

deployment of this system in scenarios comparable to real-world operations.

Our investigation into the quantum-enhanced LIDAR system under condi-

tions that closely mimic the real world has produced encouraging outcomes.

Adjustments to the experimental setup were essential, with the integration

of a zoom lens being a key enhancement for capturing light from non-ideal

reflective surfaces at increased ranges.

The system’s ability to accurately detect a stationary target at distances of

36 cm and 86 cm—despite the background introduced by ambient laboratory

light—demonstrates its resilience and advanced discrimination capabilities

over classical LIDAR systems.

These results validate the quantum-enhanced LIDAR’s performance advan-

tage in noisy and challenging conditions. The technology shows significant

promise for precision-critical applications such as autonomous navigation,
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remote sensing, and object recognition in adverse settings [164–166].

The superior performance observed positions quantum-enhanced LIDAR as

a transformative prospect for sectors including aerospace, robotics, and en-

vironmental monitoring. As the research progresses, we anticipate a broader

realisation of quantum-enhanced imaging system’s capabilities, paving the

way for their extensive adoption and normative integration [164–166].
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Chapter 7

Conclusions and Outlook

This chapter encapsulates the central achievements of this research and de-

lineates the potential trajectories for future advancements in the domain of

quantum-enhanced LIDAR.

7.1 Conclusions

The primary aim of this thesis was to explore the development and exper-

imental realisation of quantum-enhanced LIDAR systems, which involved

intricate theoretical models and hands-on implementations to achieve signif-

icant advancements in quantum sensing technology.

In Chapter 3, a robust numerical model for the coupled-cavity Optical Fre-

quency Comb Generator (OFCG) was crafted. This model was essential for

simulating the dynamics within the OFCG and optimising its performance.

Through comprehensive simulations, the thesis established optimal param-

eters for generating a high-power, GHz train of pulses. These parameters

included the tuning of cavity lengths, modulation frequencies, and pump

power levels, which were crucial for maximising the output power and ensur-

ing stability of the frequency combs produced.

181
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Chapter 4 marked a critical transition from theoretical constructs to practical

implementation. The coupled-cavity OFCG was successfully realised and

tested under laboratory conditions. With a modest 300 mW input power,

the system demonstrated extraordinary efficiency, achieving observed peak

powers near 26W at a 4.78 GHz repetition rate. This significant amplification

from input to output showcased the potential of the OFCG design to serve

as a powerful backbone for advanced photonic systems, including quantum-

enhanced LIDAR.

The advancement of heralded single photon sources was explored in Chap-

ter 5. Utilising a continuous-wave input pump laser at 405 nm, the thesis

detailed the development of a source with an impressive brightness metric

of 7.55 Mcps/mW. Furthermore, a heralding efficiency of around 20% was

achieved, a critical metric ensuring the source’s compatibility with quantum-

enhanced LIDAR systems. These developments are pivotal for quantum

communications and sensing applications, where efficient and reliable single

photon sources are essential.

The culmination of these efforts was presented in Chapter 6, where a

quantum-enhanced LIDAR system was fully implemented and tested. De-

spite the challenging conditions of significant background ( million counts

per second) and very low signal rates ( few counts per second), the system

demonstrated a remarkable enhancement in the signal-to-background ratio.

The integration of novel strategies for active background tracking and the

application of a log-likelihood analysis framework enabled the system to ac-

curately discern targets even under conditions of active jamming. The system

achieved an impressive spatial resolution of 11 cm, although this was limited

by the timing jitter of the Si-SPADs used in the experiments.
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7.2 Outlook

7.2.1 Improving Pulse Width and Efficiency of a Cou-

pled - Cavity OFCG

The ability of the OFCG to generate pulses with the power levels suitable for

generation of single photons through spontaneous four-wave mixing hinges

on its output efficiency and pulse width. Currently, the primary limitation

in harnessing higher input powers is the damage threshold of the EOM AR

coating. The dimensions of the active crystal aperture add to this restriction,

capping our pump at 300 mW. Potential avenues for circumventing these

challenges include the exploration of alternative coatings or EOM crystal

materials. Furthermore, transitioning to telecom wavelengths could confer

advantages in terms of heightened damage thresholds.

In our experiments, we achieved an output efficiency of ηCC = 72.4 % and

a FWHM pulse width of τp = 1.77 ps. This translated to a peak power per

pulse of Ppk = 25.5 W. However, our numerical model projected achievable

peak powers of Ppkth = 43.3 W and pulse widths below a picosecond for the

same input power. The disparity between observed and expected outcomes

can be attributed to several factors. Chief among them are the imperfections

in the EOM’s crystal transmission and the etalon effects in the input cavity,

which arise due to the positioning of the AR coating. Addressing these

issues—perhaps by investigating materials with superior coatings or fine-

tuning the input cavity’s length in conjunction with a wedged AR coating

on mirror M2—might pave the way for enhanced system performance.

7.2.2 Quantum-Enhanced LIDAR - Outlook

The foundation established throughout this thesis delineates several avenues

for refining the quantum-enhanced LIDAR system. Real-time processing
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of experimental data emerges as an indispensable component for future

quantum-enhanced LIDAR systems targeting broader applications. The in-

trinsic simplicity of the LLV theoretical framework, revolving predominantly

around linear operations, is indicative of the potential for real-time process-

ing. Such a real-time system would consistently update log-likelihood values,

substantially improving the system’s capability in target discrimination and

rangefinding. This is paramount for scenarios that demand swift data analy-

sis and decisions, ranging from defence operations to autonomous navigation.

Future improvements in target detection can be achieved by revamping the

imaging system. Utilising machine learning algorithms [174], in synergy with

an advanced optical array of imaging optics and detectors, might significantly

elevate our ability to scan, track, and create 3D maps of targets.

Lastly, while the incorporation of superconducting nanowire detectors [16]

could significantly boost the heralding efficiency and curtail time jitter, it

is vital to address the trade-offs associated with such detectors. A critical

challenge arises from their dependency on intricate cryogenic cooling sys-

tems. This requirement substantially escalates the Size, Weight, and Power

(SWAP) of the quantum-enhanced LIDAR apparatus, potentially hamper-

ing its practicability in real-world scenarios. Currently, we demonstrate a

resolution of 11 cm, limited only by the timing jitter of the Si-SPADs, moti-

vated by the ability to incorporate these into a low-power, portable device.

Enhanced performance is possible using better performing Si-SPADs (timing

jitter ∼35 ps) [169].

In essence, the trajectories mapped out here not only present immediate

action points but also sketch a broader horizon for the evolution of quantum-

enhanced LIDAR in the coming years.
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