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Abstract

The uptake ofrenewableenergysourceshas increased dramatically in recent decades, in
response to the coitiution to climate change attributed to £€missiongrom the burning

of fossil fuels the need fogovernmentdéo maximisethe use ofilomestic energforms with
depleting conventional sourcesnd to reduce exposure to fuel price volatiliRenewable
erergy targets set by the European Union have been supported by legislatiecoanthic
incentives, and have resulted in a sharp increase in installed wind payacity in

particular.

Wind power is seen as a particularly attractive source of renewaligyerepacity in the

UK due tofavourable resources and a competitive cost of energy for onshore sites, with
8.8GW of capacity currently installefil]. Constraints from visual and environmental
impacts, together with improved wadnresources, have led to the acceptance of greater

financial costs and the exploitation of offshore sites, withr 5GW installed to daté¢l].

Both onshore and offshore, the wind industry now has significant operational experie
with some of the earliest wind farms approaching the end of their desigMkferial
fatigueis a design critical factor which dictates gefeoperational life of wind turbinedut

is subjected to numerous areas of uncertainty in the level vwfoemental loading and
structural response, as well msterial properties and manufacturing methddserefore a
conservative design must be ensuiredh the outset, which presents the potential for fatigue
life extension of installed assets if improviesbwledge of their operational experience can

be obtained.

This thesis details the methodology for a fatigue load assessment of operational offshore
wind turbine support structures using measured data, and attempts to quantify areas of
loading which contbute to total fatigue damage. The methodologies developed build on
existing recommendations for onshore wind turbiteescorporate the additional effects of

the offshore environmenResults from masuredoading suggestat design fatigue levels

can be reduced if operational monitoring is includédperational experience can allow
design conservatisnwhich is necessary due to uncertaintiestructural properties and in

levels of stochastic loadingp bemore accurately quantified.
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Introduction

1 Introducti on

1.1 General Overview

UK government targets to obtain 15% of energy demand from renewable sources by 2020
are projected to rely heavily on onshore and offshore wavegep to make up the majority of
renewable capacityWith over 13.8GW of capacity already installed, offshore wind is
expected to contribute the bulk of additional capacity required to meet stated targets,
provided that UK government support for the indgsémains in place.

Further afield, the European offshore wind market continues to grow, with over 3,230
individual turbinesand support structuresirrently installed2], the large mjarity of which
are based on a dmopile (MB designWorldwide markets are also opening up, with projects

developing in China, Japan, and the United States.

Investment in a typical offshoseind farm is in the order of £3millidMW [3], with the cost

of the support struare contributing in the region of 14% of the total Levelised Cost of
Energy (LCOE) [4]. The design lifetime of wind farms is typically between 20 to 25 years,
with the financial support mechanism s$etrun over the life of the asset. However, most
wind farm operators are expected to seek opportunities for operational life extension due to

the significant potential for financial return.

The support structurtor an Offshore Wind Turbine (OWTi¥ adesign critical component
with little or no redundancyor the majority ofOffshore Wind Farms (OWRhe support
structuredesignis often highly repeatabheith up to several hundred turbines across a given
site, with variations in dimension® account fodifferentwater depths, soil properties, and
correspondingstructuralstiffnesgs This leads to a design which must be highly optimised

in order to be cost effective in an industry with very small financial margins

This projectaims to investigate the #ity of measured load data to support OWT design
loads and provide an assessment of operational fatigue loddiegwork is based on an
investigation of one OWF, but it is hoped that the approach may be applicable to the wider
industry, both to verify athsupport design stage calculations, and to identify potential for the

reduction of design conservatism.



1.2 Industrial Relevance

The fatigue design of OWT support structures contains areas of uncertainty in the level of
environmental loading, which is essally stochastic and the level of the structural
responsgas well as material properties and manufacturing methodsder to achieve an
acceptable level of safety, significant conservatism is therefore inherent in OWT design in
order to addresshis uncertainty in a probabilistic wayOperational experience has the
potential to allow some areas of uncertainty to be identified, through the validation or
updating of design calculations, or through record of abtual level of environmental
loading. However, although guidance exists to allow fatigue loading to be assessed via
operational experiencgs], no specific, detailed methodology is available. This work
therefore seeks to investigate the potrfor operational data to inform an assessimd

the fatigue loading for a specifaperational OWF, shown iRigure1-1. Potential areas that

this work may benefit thevider industry are outlined in Sectiods2.1and1.2.2below.
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Figure 1-1. Layout of the Offshore Wind Farm. Turbine locations are shown with blue
dots, which are scaled to the rotor diameter. The location of the sub-station and the

pre-construction Meteorological Mast are also shown.

1.2.1 Grouted Connection Issues

A number of early offshore wind farms utilised a support structure with a grouted connection
betweena cylindrical MP foundation and Transition PiedTP). The grouéd connection
design allowed verticality misalignment of tihdP, which may be produced during pile
driving, to be corrected, and was based on establishddodifiednethods developed in the

oil and gas industrigi6]. However, ndustry experiencilentified in late 200%hat slippage

of the TP hd occurredsystematically in manYOWTs which werebased on this design,
resulting insettlenent on the top of the M&f internal TP jacking backets which were used

to temporarily align the TRuring curing of the grouted connectif8i, [7]. Subsequently,



design standards have been modified to require the inclo$isiear keys with all grouted

connection designs to ensure adequate axial cagagity

As a result of the grouted connection failure and the resulting changeddadhmath across

the TP and MP,he fatigue lives of the temporary TP jacking brackets were called into
guestion and remedial modifications were instigated to ensure the long term integrity of the
support structuresin order to provide information on the behaviour of thigped
connecton, a number of OWF operators installewnitoring instrumentation in order to
optimise the design of the remediabrks. One sucimonitoring system has provided the

data which forms part of the work presented in this thesis.

In conjunction withindustry experience with grouted connections, the design of internal
corrosion protection systems haalso highlighted potential design issues in certain cases
Where corrosion protection systems had been found to yosafarm, such as desighased

on the assumpgbn of the MP acting asan airtight compartmentwith subsequent
identification of minor leaks at cable seaisinsufficientperformance ofathodic protection
systens, for example[9], the presence aforrosion has the potential to impact on fatigue
lives where it has not been accounted for in the deshjmereas the inslation of remedial
corrosion protection systems may include significant costs, the potential to reduce design
conservatism in theelel of fatigue loading through operational load measurement may
represent a cost effective alternative.should be noted that where remedial corrosion
protection systems are installed after a period of time in operation, certification bodies may
still require any updated assessment of fatigue lives to be based on a free corrosion design, as
the roughened surface can increase the likelihood of fatigue crack initiakierefore, the
reduction of design conservatism through an assessment of operatadfinflonay prove

the only practicable means of demonstrating sufficient operational life, in some

circumstances. More detail on fatigue design is provided in Seton

1.2.2 Design Life Extension

The financial case for the consttiom of an Offshore Wind Farm (OWF) is based on a
typical operational life of 20 to 25 years. At the end of the design life the decision of whether
to continue operation or to decommission the wind farm may be based on multiple factors
[10], and assessing the financial implications of life extension must be based on the
condition of the whole wind farmlhe justification of a safety case for life extension of an
OWT support structure may be based on @cfjpns to assess integrity, but the
inaccessibility of the offshore environment and the sheer volume of inspectionsghalbe

requiredmeans that costs may be prohibitively expensive. Therefore, the demonstration of
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design conservatism througin assssment of operational loading provides an attractive
option, with the potential to justify life extension without inspections at an acceptable level

of risk.

The financial benefit of extending the operational life of an existidgT asset by five years

is shown inFigure 1-2, based on Equatiofi-1), with variables defined iffable1-1 below.

Due to the discount rate assumed for Equafish) it may appear more financially attractive

to conduct a life extension assessment towards the end of the OWF operational life.
However, an early assessment of the operational loading may present a more versatile and
valuable approachsait provides the ability to benchmark loading and identify temporal
changes in the level of fatigugamage and to optimise the measurement campaign in

subsequent years.

Zd 0880 00 8—0— (1-1)

Table 1-1. Definition of variables used with Equation (1-1)

Symbol Description Value Unit Reference
£(Y) Annual electricity revenue as a function (variable) £/MWyear -
of financial year (Y)
LF Load Factor, as a UK average (onshore 27.82 % [1]
& offshore)
Number of hours per year 8,760 Hours/year -
Electricity price, taken as a current EU 100 £/MWh [11]

average (excluding subsidies, reflecting
extended operation)

oM Average Operation & Maintenance costs 45 £/MWh [12]
(upper bound, reflecting end of life costs)

DR Discount rate 10 % -

Y Financial year (starting from 2015 = 0) (variable) - -

Note: The Load Factor for an average UK offshore site is in the region of 40% [13].
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Figure 1-2. Net present worth of a 5 year life extension program versus initial
decommissioning year (given in £M per MW capacity).

1.3 Aims and Objectives

The overarching aim of this thesis is to inform on the potential for fatigue life extension of
an operational wind farnhe objectives of this work are:

1 To develop a methodology @ssess the level of fatigue loading of a wind turbine
support structuresing operational measurements,

1 To investigate the operational states which contribute to fatigue damage, and to
compare measuredsults with simulated loading,

1 To determine the leveof environmental loading across a wind farm site, and

identify the location ofnost severe loading for fatigue,

9 To conduct a sensitivity analysis to assess the potential impact of temporal changes
to support structure dynamics on the measured fatigainipa

1.4 Methodology Implemented

This thesis is made up ofne chaptersdetailing a review of the background literature, the
research methodology and resuassoutlinedn Figure1-3 below.

Chapter2 presents the background to the existing wind turbine design standards, and the

designmethodologies used to define thatigueloading expected to car overthe life of an
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OWEF. The design methodologies asemmarised to provide an overview of the phgksic

load and respongerocesses that are undergone by an operational OWT, and to describe the
tools which are available to analyse structural loads at the design&taggochastioature

of wind and waveg¢ends to a probabilistic approach to quantifg tevel ofenvironmental
loading, and the necessary site analysis is briefly discuSkednethods used to process the
design loads into a form which is compatible with fatigue damage calculations are reviewed,
and potential shortcomings in the currentstb@ractice methodologies are highlighted.
Finally, an overview of support structure load measurement is presented, which facilitates
the comparison of design calculations with operational experieviteh is the basis of the

research contribution of theeirrent work

Chapter3 presents thenethodology for theesearcipresentedn this thesisData processing
methods are presented to identify and accountjf@ity issuedn the environmental and
structural loathg data. As only two turbines were monitored and used to represent the
fatigue critical location, the distribution of envimental loading across the site was
analysed and, where the most severe loading was identified at other turbines within the wind
farm, a methodogy is presentedo account for the discrepanci. comparison between
design and messued fatigue loading is described framed by the Load Case methodology
defined in existing standards, and areas of uncertainty are investigated in the application of
the methodology where optimal information is not available. Part of the structural loading
which is not normally included in the fatigue analyisicharacterised anduantified, and
strategies to account for the additional fatigue loading in the desigonambpare presented.
Therefore, a complete operational fatigue histogram is derived from measured loading and
used to demonstrate areas of conservatism in the deBignfinal @rt of the chapter
describes awvind turbine structural model that was developedepresent the maored
structures and, noting tHinited ability of the modelto accurately represent the structural
dynamics, investigatehe potential impact on the measured loadef variations in
environmental loading and structural stiffness thay occur over time aracross the rest of

the wind farm.

Chapterd presents the results of the quality processing of the measured data, and quantifies
the effects b noise correction. Results of finitdeenent analysis of théocation ofload
measurement are presenteahd a methodology is developed to allow results from
unidirectional loading to be extrapolated to other directions, to alloangarison betwan

design and measured fatigue loading t@dsessa.



Chapter5 presents results of the environmental loading recorded during the measurement
campaign, and finds good agreement with the design stage mean wind speed distribution and
the assumption of correlated wind and wave directions. Turbeléevels measurda) the

turbine SCADA systems are compareith measurements from the Meteorological Mast

and LIDAR system and used tojustify the use of SCADA data to characterise the
operational turbulence loadingcross the wind farm anfbr use wih model simulation

results presented in Chapger

Chapter6 first compares results from the design and measured levels of fatigue loading
under similar loading and turbine operational conditiométh investigation of the
distribution of measured loading and the establishment of a conservative estimate for a
representative measuremer@®ptions are reviewedto allow incomplete measurement
conditions to be accountddr in a conservative way, antdis demonstrated that design data
can be reverted tavhere incomplete measurements existhe construction of the complete

load spectrum.

Chapter7 presents results of the investigationtiansition cycles and their impach ahe

total level of fatigue loadingThe characterisation of a representativiad history used to
quantify changes in wind speed and directiomv&stigated, utilising datasets from multiple
sites and spanning multiple measurement years. Finally, deetiooaccount for transition
cycles & the design stage are reviewed, and it is demonstrated that transition cycles can

constitute a significant proportion of the total fatigue loading.

Chapter8 presents results of the windribine model simulations. It is found that the model
definition does not provide an accurate representation of the structural dynamics and
resulting levels of fatigue damageompared to the design data produced by the turbine
designer. However, sensitivty analysisis presented which shows haeurces ofdesign
conservatisntan be investigated, and how fatigue loading measured attainclocation

may vary withspatial and temporalifferencesin levels of environmental loading artide

structuralrespons frequencies

Chapter9 discusses the results presented in the previous chapters, and describes how the
methodologies can be used to characterise operational fatigue and therefore to quantify
levels of design conservatism ngimeasured load and response deitally, the potential

for operational measurement to inform decisions on levels of fatigue damage is discussed,

together with the limitations of the work presented and potential areas for further work.
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Figure 1-3. Overview of research methodology used to investigate the level of fatigue
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Background
2 Background

2.1 Wind Turbine Support Structure Design

The support structureapital expenditure and indiion costf anOWT contributes one of

the major components of increased LCOE compared to onshore wind farms, due to the
additional distance to the sea bed, wave loading components, and logistical challenges
associatedvith operatingoffshore[14]. Support structure costs asgically in the rangef

between 25% to 34% of the overall cofdiS]. As wind turbines have increased in capacity

over theyears in pursuit of overareductionsin LCOE, so the supporting structures have
developed to accommodate the associated larger forces and deeper waters. The first offshore
wind farm was installed in Vindeby, Denmark, in 1991 and consists of elevek\W50
turbines on gravity bas®undationg[16]. Fast forward 25 years, andViWV scale turbines

are planned for commercial wind farn&7], mount ed o n founadtiani c e O]
structures in water depths of over #Q while demonstrator projects are planned to put
similar scale turbines on floating foundations to enable deeper water depths to become

available for developmelfit8].

The most common form of substruaudesign remains the MBundation, TP and tower, as
shown in the schematic diagramRigure2-1. The MP foundation consists of a cylindrical
steel tube typically of aroundm to 7m diameer which is driven into the sea bed filing

to a penetration depth which may be well overn20depending on the loads asdil
conditions assite, and transfers lateral loads into the soil via a pressure difference on either
side of the pilg19]. For a typical design, the MP component extends from the sea bed to
approximately the water level, and then connects T® avhich exends to above the wave
loadingzone and carries secondary steel detaifatilitate access to the turbine tower, such

as the boat landing, ladder and working platform. The rest of the support struemre th
consists of a tower connectinige TP to the wind turbineand is similar tathose used for

onshore turbines.

11
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Figure 2-1. Schematic of an offshore wind turbine monopile support structure (turbine

rotor not shown).

2.1.1 Design Standards

Industry standards establish best practice engineering desitodsfor the offshore wind
industry, and support wind farm owners, insurers, and project financers in their assessment
of risk. The International Elecrotechnical Commiss{tiBC) 61400 series standarg20]

have evolved from inial application in the onshore wind industry, and form the basis of
OWT design[21]. Due to the significantly difient loading found offshorestandards have
incorporated existingffshore engineeringexperience from the oil and gas industry, and
marine certification bodies such as Det Norske Veritas and Germanischer Lloyd were the
first to publish standards for OWT22], [23]. It increasingly became apparent that in order

to achieve an optimised design it was necessary to approach the design of the entire wind
turbine and spport structure as an integrated syst§d]. Following extensive industry

participation and research work into the marinisation of wind turbines, such as the European

12
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Union funded RECOFF proje¢25], the IEG614003 standard for design of OWTs wsva
published in 200926]. The most recent publication follows the merger of Det Norske
Veritas and Germanischer Lloyd in 2013 to form the certification body DNVGL, to provide
the current DNVGLST-0126 s$andard for the design of support structures for OV27$

2.1.1.1 Load Measurement

The International Energy Agency produced the first recommended practices for the
assessment of onshore wind turbine load4984, and released a second edition in 1990
[28], with the aim of defining an industry best practice procedure for classification of wind
turbine performance through measurement. This formed the loadisef IEC 61400 series
standards, and IECS-6140613 methodology for the measurement of loads in onshore
turbines was published in 2001 as a Technical Specificf2i@hand later approved as an
Indugry Standard in 201%30]. In support of modern design methods, the latest version of
the IEG6140013 standard outlines the methodology for the validation of wind turbine
simulation models through full scale measurements. Howvenestandard currently exists

for the measurement of operational loads on OWTSs.

2.1.1.2 Life Extension

In support of operational assessment and life extension guidance, Germanischer Lloyd
published in 2009 an industry guideline for the continued operation af tuiines past
their design life[31]. The guideline suggests two distinct routes to the certificatfolife

extension suitability:

9 Through analytical assessment of loading, via new calculationg ugidated
structural models and environmental loading. This method may be supported by load
measurement.

1 Through practical inspection and assessment of load transferring and critical
components. In practice, this method may be impractical for OWTs whigaefa
critical welds may be below the sea bed level, and therefore inaccessible for

inspection.

An updated version of the guideline has been released as an industry standard for the lifetime

extension of wind turbing$§].
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2.1.2 Dynamic Simulation

The design optimisation of larg@WTs s typically an iterative processvolving an initial
structural definition from which stresses are calculated based on dynamic response to
external loads To simulate the strigral dynamics the OWT definition is generally
discretised via the finite element method, from which the equation of motion can be
integrated in the time domain using finite difference methods. The equation of motion to be
solved is[32]

Do 8d U6 Qo (2-1)

where M is the structural mass matrix, C is the damping matrix, K is the structural stiffness
matrix, X is a matrix of nodal displacements (and the first andrektine derivatives), and

f(t) is a matrix of time variable external forcéue to wind and wave loads) and internal
forces (due to rotor velocities and actuation l10488). Various strategies are used to solve
the equations fomotion, and an overview and comparison of existigsignsoftware is

given in[34].

2.1.3 Structural Natural Frequency
Due to the large cost of OWT support structures, various design approaches are used to
reduce the amount of structural steel requiredntipimising the operational stresses

Operaional loads may be divided into:

1. Steady state loads arising from the rotor thrust and drag forces due to mean wind
speed and water currents. The steady graviad ldue to selfveight of the
components may also be included here. The steady state loading is dominated by
the rotor thrust force during operating conditions.

2. Dynamic loads arising from varying aerodynamic and hydrodynamic forces, as

well as mass imbalaes from moving parts.

The magnitude of the dynamiesponseis largely dictated by the resonant vibrational
frequencies of the structure, déigure2-2 below. The forcing frequencies arise from wind

and wave loading, which mafor examplebe described by the Kaimal and JONSWAP
spectrums, respectivel@5], and the rotor and blade pass frequencies, commonly referred to

as the 1P and 3P frequencies (for a three bladed turbésgectively. Additionally, for
turbines that operate at variable speed to maintain maximum energy capture at different wind
speeds, the 1P and 3P frequencies are defined by a frequency range. Turbine and foundation

designers need to avoid these frequeranyges with the natural frequencies of the structure

14
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by a margin of greater than 10%, if a safe design is to be acl@&sjed he target frequency

range for the first structural mode may be below IFoftshore turbines due to the absence

of wave loading, shown as the sefift frequency range iRigure2-2, whereas the target for
offshore turbines is typically between the 1P and 3P frequencies and is referred to as a soft
stiff design. Although the safest option may be to design the strusithrethe stiff-stiff
approach, putting the first natural frequency above the 3P range, the increased material and
installation costs make this option economically unattra¢tigg

Therefore, the natural frequency of a wind turbine structure is a design critical factor which
may be thought of as a corollary of both the maximumiimpdnd the level of throughfe
fatigue loading, wher a conservative design is dependent on the natural frequency being
within acceptable limits. The natural frequency is a function oftteal and hydrodynamic
mass,structural and soistiffness, andhe aerodynamic, hydrodynamistructuraland soil
danping propertis of the complete structuréVhereas the properties of the steel
componentand the fluidstructure interactioare well known at the design stage, one of the
largest areas of uncertainty affecting the natural frequency are the propettiessoil. Full

scale measurements suggest that existing design methods, which are based on empirical data
from testing ofrelatively small diameter piles with largkeflections, may undesredict soil
stiffness for small displacemen&].

‘ Wind

spectrum 1P range 3P range

<«— Soft-soft—> <+——— Soft-stiff —> <+ Stiff-stiff —

Wave
spectrum

Power Spectral Density

| | | | o
0 0.2 0.4 0.6 0.8

Frequency [Hz]

Figure 2-2. Example frequency spectrum showing the forcing frequency ranges for a
three bladed OWT. The soft-soft, soft-stiff, and stiff-stiff ranges are targets for the first
natural frequency of the wind turbine structure in order to minimise the dynamic

response.
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2.1.4 Load Case Design Methods

Wind turbines operate under a range of environmental and operational loading conditions
during their designlife. To account forthis range of both stochastic and deterministic
loading, design standards require the analysis to be broken into a series ofeshort t
operating states, known as Load98gLC). Design Load Cases (DLCs) defined in the {EC
61400 series standard®0] are divided into analysis for the Ultimate Limit State (ULS)
defining the maximum design loads which may arise from a combination of extreme storm
events or from fault conditionsand for the Fatigue Limit State (FLS) which isused to
compile the througfife fatigue cycle spectrum. TheC is simulated in the time domain

using theturbined e s i g n ehydso8ervaetastio software

The FLS DLCsas defined for offshore turbineare outlined inTable2-1 and describe all
conditions expected to contribute a significant level of cycles to the support structure fatigue
loading. For a given mean wind speed and direction thi,LC is represented by a ten
minute time domain simulam, a length of time over which the environmental loading is
assumed to be statistically station§$]. Therefore, the load cycles which are produced in
eachLC are factored by the number of ten miayteriods expected to occur over the life of
the turbine, determined from the probability distribution of environmental loading for the
steady state operating conditions, and from knowledge of the controller operation for the

specific turbine model for thieansient_Cs.

In order to characterise a LC from measured data, the IEC @318éandard30] outlines

the methodology recommended to define a Measured Load Case (MLC) to match the
environmental andperational conditions that define the DLC. Due to the variation in results
which are to be expected for operational data, a number of measurements are used in order to

better capture the distribution of ULS and FLS loads which occur in practice.
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Table 2-1. Overview of the Design Load Cases used for fatigue analysis, from IEC

61400-3 [26].

LC Design Situation

Description

Number of occurrences

1.2 Power
production
2.4 Power

production plus
occurrence of a
fault

3.1 Start-up

4.1 Normal shut-

down

6.4 Parked/Idling

Normal steady state power production
conditions, modelled under the range
of mean wind speeds and wave
conditions expected to occur between
cut-in and cut-out wind speeds.

Transient event triggered by a fault
condition during normal power
production, which results in shut down
of the turbine to protect components.
Normal wind and wave conditions are
included in the analysis

Transient event modelling the turbine
start-up sequence under normal wind
and wave conditions

Transient event modelling the turbine
shut-down sequence under normal
wind and wave conditions

Steady state modelling of the
Stationary turbine in parked conditions,
under normal wind and wave loading at
high and low wind speeds

From wind and wave
joint probability
distribution

From wind probability
distribution and turbine
controller specifications

From wind probability
distribution and turbine
controller specifications

From wind probability
distribution and turbine
controller specifications

From wind and wave
joint probability
distribution

2.1.5 Wind Loads
Wind loading acting on an OWT arises from a combinatiomeybdynamidift and drag
forces induced on the rotor blades, drag formeghe rest of the structurgift and drag

forces,L andD, acting on a aerofoilblade element of lengtlr are given by[33]

(2-2)

wherethe half times air density times relative velocity squared téfgp, @ is known ashe
dynamic pressureC; and Cy arethe lift and drag coefficients for a given aerofoil and are a
function of relative flow angle and Reynoldsmber, andt.dr describes the plan area of the
aerofoil element as the product of the chord and element IeBgtiations(2-2) provide a
simplified representation of the aerodynamic forces acting on an OWT allowing efficient
implementation of time marching numerical solutions for design analysis, as discussed
briefly in Section2.1.4
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Variations in the wind field due to turbulence and wind shear velocity profiles result in

dynami c

|l oads|l eavthd chy arlee 6satmat i ng bl

ades,

dynamic responses in the structua¢ the 1P and 3P frequengieas discussed in

Section2.1.3 Therefore, knowledge of the wind characteristics at a given sigcessary to

understand the level of loading likely to be experienced by the structure.

The standard wind turbine classes described ir6EQD01 [21] specify the maximum wind

loading conditions to wieh a turbine is to be designed. These standard conditions are

divided into three reference wind speeds which define the maximum ten minute average
wind speed conditions for each turbine class. Additionally, three turbulence levels are

defined within eachaference wind speed class which define a reference level of Turbulence

Intensity (see Equation{2-5) below) These wind turbine classes are showiTable 2-2,

below, together with a clagsg for use wien different wind conditions are specified by the

turbine designer. An assessment of site conditions is therefore required to ensure that the

projected loading will not surpass the structural capacity.

Table 2-2. IEC wind classes, where Roman numerals refer to a reference wind speed

(Urer), and the letters refer to areference turbulence category (l,ef). From [21].

Wind Turbine Class

S

Uret [M/S] 50 425 37.5 Specified by the turbine designer
Iref [-] 0.16 0.16 0.16
vef [-] 0.14 0.14 0.14 Specified by the turbine designer
lres [-] 0.12 0.12 0.12

2.1.5.1 Site Wind Assessment

Wind measurements are required to be recorded in ordacdaratelyclassify the wind

resource in terms of the mean wind speed, direction, and turbulence exjtegtgiyen site

over the life of the turbine. Probabilistic assessment of mean wind speeds are used for yield

assessments as well as predicted loading. Wieddsmeasurements may be recorded via an

anemometer mounted on a Meteorological Mast (MM) which usually consists of a lattice

structure designed to present as little disturbance as possible to the ambient flow. Multiple

anemometers are placed at variougghs on the MM in order to assess the vertical wind

speed profile due to the degree of wind shear, and should reach the turbine hub height as a

minimum. The normal wind speeddfite is given by the power layj26]
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Yo Y da (2-3)
where™Y & is wind speed as a function of heightompared to the values at hub height
(denoted bythe subscripthub), andU s the power lanexponent and isypically given as
0.14 for normal wind condition26].

Recent advances in the development of LIDAR technology have allowed wind speeds to be
measured remotely over a range of heights without the need for aMdtuse, although the
assessment durbulence may be reduced 80%to 90% compared to conventiongloint
measuremeninethods due to the volumetric averaging effect of LIDAR measurejd@ht

[40]. Therefore point measurement instruments such as cup osottii@anemometsiare
recommended for assessment of turbulefd#]. An example ofcup and LIDAR

anemometer instruments are showifrigure2-3.

Wwind turbulence,( ), defined as the standard deviation of the lateral component of the wind
vector, is typically measured over a ten minute pef# due to the assumed level of
statistical stationarity and ergodicity found over this tiseale. In reality, wind time series
seldom meet these statistical criteria as variations occur at virtually all scales, and therefore
the ten minute period of measurement is a practical comprgdfieSome analysts prefer

t o etdrde thedwind speed prior to calculation pf in order to remove low frequency
variations which may result in a deceptively high standard deviation, and this may be
achieved by subtraction of a linear leaguares fit to the data . Alternatively, where wind
speed measurements are stored distital data, derending may be achieved by combining
standard deviations from one minute periods into a ten minute total, thus removing the

influence of a varying mean,

L (2-4)
P

The turbulence values can be normalised by the mean wind spedd @ive the non

dimensional wind Turbulence IntensitylY over the ten minute period,
YO %= -
< (2:5)

The Tl category fromTable2-2 is then selected to be greater than th® @&rcentile of site

specificTI measurements at each wind speedi.
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An effective Tl, Tle, for each hutheightwind speedmnay be used to approximatéth an

average valuéhe distribution ofT | occurring over the life of the turbing1]
YO 'Y 0 <Y "YO-=SY Q— (2-6)

where0 —sY is the wind direction probability distribution for each hub wind speed,
“YOsY s the turbulence intensity at each wind speed and directiormathe Wohler
exponent used for fatigue design of the structural detaillissussedin Section2.2.2
Equation(2-6), therebre, gives a weighted meahl value, and is based on the assumption
that structural response and the amplitude of the resulting fatigue cycles are directly
proportional to tha'l.

N;‘ =

Figure 2-3. Wind speed measurement instruments. Left; cup anemometer (image from
[43]). Right; LIDAR (image from [44]).

2.1.5.2 Wind Probability Distribution

Due to the stochastic nature of the wind, thedaglimate at a given site is characterised by a
distribution of mean wind spesdind directios. The direction distribution may follow
features of the local geography, and is derived from empirical measurements. The ten minute
mean wind speed distributiocan typically be fitted to the twparameter Weibull
probability density functiof45], given by,
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Q (2-7)

- . Qo -
UL W -
0

Ol g

wherek is known as the shape parameteris the scale parameter, arc&nd Rx) are the
measured quantity and probability of occurrence, respgtiin order to estimate the model
parameters from measured data a suitable fitting technique must be used, such as the
Maximum Likelihood Method46], and an example of a fitted wind speed distribution is

shown inFigure2-4.

A typical preconstruction measurement campaign may last for only two years, due to time
constraints for a wind farm project and the significant financial investment redaoinestall

andto maintaina MM in the offshoreenvironnent Annual variations are commonly found

in site specific wind distributions, and therefore it is desirable to derive a site characterisation
from as long a dataset as possible. The measrrelatepredict method is a pragmatic
approach to this problemas the relationship between short term site specific measurements
and long term datasets from the nearest measuring station can be used to quantify the long

term distribution of wind speed and directidT].
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Figure 2-4. Example of the Weibull probability density function with shape parameter

k = 2, scale parameter C = 9.

2.1.5.3 Turbulence spectrum

The design simulations used to model the wind turbingoreses as outlined in Sectiarl.4

require thecharacteristics of the wind loadinp be representative of realitfor the
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purposes of designhtee dimensional turbulent wind time series are generated to enable the
aerodynarnt loading on the wind turbine to be simulated. A suitable turbulence model is the
Kaimal spectrum([48], which relates well to empirical measurements of atmospheric
turbulencg49], and is defined by,

T0j7Y
Py

Yo o, (2-8)

Where ) is the power spectral densitlyis the frequency in Hertz, anq is the average
length scale of the longitudinal componeutbulent eddies (known as the integral length

scale). This can produce the singlded amplitude spectrum,

YQ  CYQQR Q n (2-9)
wheredf is the frequency interval. An example of the Kairgpéctrum in shown ifrigure
2-5.

The amplitude spectrum is converted to the time domain using Inverse Fast Fourier
Transform (IFFT), and with the addition of the mean wind speed produces the synthetic

single point wind time series

Yo Y YQAI QD - (2-10
wheree is a random phase shiftis time, andN is the total number of frequency bins used.
In order to apply site specific levels tfrbulence to the model, the simulated wind time

series is defined in dimensionless form [33]

YOTY

; 2-11
&Y (2-11)

The dimensionlessiwd speed variations can then be used with a range of mean wind speeds

and turbulence intensities usifg3]
YOy Ygy (2-12

Account can also be made for the effeatsvind shear, tower shadow, and upwind wake

effects on the time series.
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Figure 2-5. Example of the Kaimal wind speed amplitude spectrum.

2.1.6 Wave Loads
Similar to the definition of the wind turbulence, tlave loading distribution is described by
a probability distribution in the frequency domain. The JONSWAP spectrum (Joint North

Sea Wave Projecip0] gives a good representation of the characterisfiegnd-driven seas
[35], and is defined byp1]

Yo |0 Y _Q o ° F
Q
| TBILY T
T& O TT® of @ g_q;u (2-13)
Lt T8t ¥EI"® "Q
L lew

WhereH; is the significant wave height of the sea spectrliis the peak energy period,
andf, is the corresponding peak eneriggquency. The average value for the peak shape
parameter from experimental datads 3.3, while the spectrum reduces to the Pierson
Moskowitz spectrunj52] whereo=1 [35]. An example spectrum is shown Figure 2-6
below. A time series of wave heights can then be generated from Eg{2ati8nsimilar to

the methodology in Sectidh1.5.3
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With the time series of random sea surface elevations defined with site specific valides of
andT,, the forces acting on the wind turbine support structure are calculated using the so
called Morison equatiofb3], which has been found to give a very accurate comparison to
scale model test result35]. The Morison equation is given by,

0 "8 b0 g 6 O ips (2-14)
whereF is the force acting on the structugeis the water densityy is the water velocity
vector aligned with the force directioA,andD are the cross sectional area and diameter of
the structure, respectively, an@, andCy are theinertiaanddragcoefficients, respectively.

In order to integrate the force over the submerged length of the structure, a suitable wave
theory is used to define the water particle kinematics. Suitable wave theories are given in
[35], the selection of which is dependent upon the wave height, period, and water depths.
with the calculation of aerodynamic loads from Equa(i®+), Equation(2-14) provides a
simplified representation dhe hydrodynamic loading, allowing efficient implementation in

design software.

1 T T T T T
H =2m
S
0.8 F T =5s A
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—_ ~v=3.3
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I 06} 4
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E
€04 .
n
0.2 .
0 1 1 1 I 4
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Frequency [HZz]

Figure 2-6. Example JONSWAP wave power spectral density plot.

2.2 Fatigue Life

2.2.1 Fatigue Loading in Offshore Wind Turbines
Most dynamically loaded structural components are subjected to variable amplitude cyclic
stresses which can result in material damage which is typified by crack propagation in

metallic materials. In the presence of a sea water environment, both corrosion and

24



Background

medianical fatigue can contribute to an increased rate of fatigue dgBwjgddue to the

large number of stress cycles experienced by OWTs over their assumed 20 to 25 year
operating life, they are consiael to be fatigue critical structures in that the structural design
and dimensions may be dictated by the fatigue life, rather than the maximum loading

experienced in extreme conditiofa®].

Early utility scale wind turbines were designed with litdetailed understanohg of the
dynamic loading that thegtructures experiengg6]. With significant research in testing and

field measurement of operational turbines, and lafign the development of time domain
computer models, the spectrum of load cycles experienced by wind turbines can be tailored
to the loading regime at a given site. However, due to the sensitivity of design methods used
to quantify fatigue damageasoutlined below, large variations may be expected in calculated
fatigue life[56].

2.2.2 Fatigue Design

The PalmgrefMiner linear damage hypothesjs7] [58] is among the most simplistic
methods to quantify fatigue life under variable amplitude loading, and is based on the
assumption that the fatigue damage in a component can be calculated as the sum of that

identified at each stress level,
£
[ — 2-1
6] 5 (2-15)

whereD is the fatigue damage fractiok,is the number of stress range bins used for the
analysish; is the number of cycles experienced by the component at eash kavel, andl

is the maximum number of cycles to failure at the corresponding stress range, as determined
from material and component testing. Fatigue failure is assumed to ocBur &t and
therefore damage values in the range dd€% are requird to ensure a safe design. Fatigue

life can then be calculated BYD, whereT is the time period over which the fatigue damage

is expected to occur.

Component testing produced\Sdata (stress range compared to number of cycles to failure)

which has been fmd to be well described by the Basquin relatjb8]
i Toc 1i6Cci iye (2-16)

whereY, is the cyclic stress rangm is the Woéhlerexponent which defines the gradient of

the SN curve, and 1d(gs the intercept of the curve on thel GCaxis. SN curves for steel

25



components typically have a Wohler exponent in the rangmof3 to m=4 [59], and
example curves taken frofd5] are shown irFigure2-7 below, where the additional effects

of corrosion fatigue on maximum number of cycles can be seen for the sea water
environment. However, as empiricaélN data is difficult to obtain for fatigue in corrosive
environments due to the time scales involved, fatigue endurance is typically taken as a factor
of three reduction in the number of cycles derived froraiintesting, based on findings
presented if60].

Additionally, Figure2-7 shows a double gradient for the-artbfand O0sea water with ca
pr ot e enviroromand curve highlighting the lovwer contribution of lower amplitude

stress cycleto total fatigue damage.

By combining Equation$2-15) and (2-16) for a single gradient curve, thatigue damage

canbe written as,
0o £y, (2-17)

Equation(2-17) can be used to relate the damage fraction produced by a spectrum of cycles

to an equivalent value, termed the Drge Equivalent Stress (DES),
(2-18)

whereN. is a reference number of cycles, suchNas= 10’, at which a stress range DES
would producehe same damage fractioks the SN constantocancelsEquation(2-18) is
useful to compare the results of two different fatigue calculations, for instance results
produced by the turbine and foundation desighar betweerdesign and measured fatigue
loads. However, it should be noted that Equatip#18) essentially provides a lineaeid
comparison of fatigue damageg. the relationship between a comparison of damage
fractions from Equatiof2-17) and DES values from Equati¢2-18) is given by,

00y

,g = (2-19
O 00y

where the subscripts andB refer to two different cycle spectra.
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Figure 2-7. D-class S-N curves for transverse splice welds in air and sea water
environments. The in-air and cathodic protection curves show a change of gradient

from m =3 to m =5 at 10° and 10’ cycles, respectively. From [55].

2.2.3 Rainflow Counting

The identification of individual fatigue loading cycles within a random stress amplitude time
series is achieved through the use of a suitable cycle counting algorithm. Typical methods
include levelcrossing counting, rangeair counting, eservoir counting, and Rainflow
counting. Variations of these algorithms are included in the ASTM cycle counting standard
[61].

2.2.3.1 Background to the Rainflow Counting Algorithm

Rainflow (RF)counting has become the most widely atedpnethod for the processing of
random signals for fatigue analysis, and testing has demonstrated good agreement with
measured fatigue lives when compared to other counting algorjg#thsThe concept was

first developed by Mauishi and End@3], where the identification of cycles was likened to

the path taken by rain running down a pagoda roof. In the paper, the authors defined a full
RF cycle as a stress range formed by two points which are bowittiéd adjacent points of
higher and lower magnitude; as the stress path returns past the first turning point it can be
seen to form a cycle as described by a closed sitemia hysteresis loop-{gure2-8a). For

the case whersuccessive stress points are either converging or diverging, the hysteresis
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curves do not form a closed loopidgure 2-8b). For this case the authors assumed that

fatigue damage could be attributed to each successive rangé-egched.

The RF countingmethod was further developed by Okamura ef@l] and Downing &
Socie[65] as a vector based algorithm which identified full RF cycles andchalkés based

on a threeoint criteria without the need to rearrange the data series, and enabled efficient
utilisation in computer software. This greatly reduced the data storage requirements as the
stress signal could be read into the algorithm in-tiez and processed directly into RF
cycle spectra. This definition of the algorithm has been refined and included in the ASTM
cycle counting standarfbl]. Amzallag et al.[66] conducted a wide ranging industry
consultation and defined a standardised algorithm which identified RF cycles based on a
four-point criterion. The three and four point versions of the algorithm were shown to
identify the same cycles by Mclnnes & MeeHlér], who presented a series of fundamental
properties of RF counting to demonstrate the equivalence of the two methods. Although
various forms of the RF algorithm exist, the fqaint algorithm presents the most

unambiguous criteon for the identification of closed hysteresis loops, and is defined below.

@)

[%)]
3
5 n+2 n+2
§7 Time Strain
n+1
n-1
(b)
()]
o
5 n+2 n+2
/ Time Strain
Ao
n+1

Figure 2-8. Example stress-strain hysteresis curves. (a) Stress time series of turning
points and the corresponding closed stress-strain hysteresis loop formed by points n,
n+1 and nod. (b) Diverging stress ti me -staini es

hysteresis curves.
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2.2.3.2 Four-point Rainflow Counting Criterion

RF counting requires the time history to be first processed ifeakValley (PV) series
consisting of local maxima and minima which define the turning points, or load reversals, of
a time series. Poinb is identified as a local maxima or minima within a time series of
lengthM if,

) O o e O 0
(2-20)

G choftiB R p
Once the data have been filtered according to the PV criteria, full RF cycles are identified in
the range formed by poinés tow  if they meet the fodpoint criterion,
W WS W ® § W w s
(2-21)

¢ choftBh ¢
whereN signifies the length of the PV filtered series. If the range formegdiyts w to
w meets the foupoint criterion then the points are recorded before deleting them from
the PV series, thus enabling further ranges to be formed between the adjacenbpoints
andw . The process is repeated until @hges which meet the fopoint criterion are

recorded and deleted from the PV series.

Storage of the counted ranges is achieved with a two dimensional histogram to record the
cycle stresses. The form of the histogram may be chosen to preserve dgthddd/steresis
information which may be significant in further statistical analysis, for example with the
min-max or maxmin matrices where cycles are binned according to the loading sequence
[68]. As a minimum, the histogram should record the cycle range and mean stress levels as

inputs to final damage calculations.

2.2.3.3 Rainflow Residue

Once all full RF cycles which meet the fgpwint criterion have been identified and deleted

from the PWVduseedr iocefs,daat ad rpecsiint s wi l |l typicall:"
series of diverging data points from the start to the maximum and minimum points, followed

by a converging section of points to the end of the PV data series. Refelfiggte2-9, no

remaining closed hysteresis cycles can be identified within a diverging or converging series

as no further ranges are bounded by adjacent points of higher and lower value. However, as

the stress path formed by the residue consstsome of the largest ranges in the original
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series, they should be accounted for if a conservative estimate of fatigue damage is to be
made. Two dominant methods exist in the literature to process the RF residue and are
outlined in Section2.2.3.4.1and2.2.3.4.2

Whenever a subset of a longer time history is RF counted, cycle ranges which are formed

between points which span beyond the subset have the potential to be cropped. If there is a

large variation in the mean stress level, which is not fully contained within the subset period,

then some of the largest cycles will not be accalintef or . These cycles are ter
cycl esd or [566), and a dedreemifyadificiality avill be introduced if the residue

data points are processed as an isolated set, as closed hysteresis cycles cannot be formed.

The only way to accurately identify all RF cycles within a data set accorditite tour

point criterion is to process the entire time history consecutively. However, the application of

RF counting algorithms must always utilise a finite length of data, as chosen by the analyst

and by limitations on computational capacity.

Glinka & Kam [69] presented an approach which allowed extended time periods to be read
and processed incrementally, thus limiting the required computational capacity by
minimising the amount of data required to be handled by the RF &lgoait any one time.

A more versatile method is included in Amzallag et[é6, pp. 292293] which addresses

the same issue by concatenating consecutive residue periods which remain after RF
processing. However, although the nmethallows transition cycles to be accounted for
accurately according the fepoint criterion, it has not found widespread acknowledgement.
An analytical proof was presented by Mawshal [70] demonstating the equivalence of
cycles which are identified from the residue concatenation methodology outlirfé@]in

with those which would be identified by RF processing a continuous series.

The three methods of processing the RBidue periods are presented in Secfch3.4

below.
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Stress

Figure 2-9. Residue remaining after application of the four-point criterion (points
connected by solid line). Full RF cycles would be identified between points C-D, E-F,

H-1, K-L, M-N, P-Q, T-U.

2.2.3.4 RF residue processing methodologies

The three distinct methods available for processing the residue data points are described

below and presented in the process diagraRigare2-10.
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Figure 2-10. RF counting process diagram for long time periods (modified from [71]).
Grey boxes identify steps which relate to the residue processing methods outlined in
Sections 2.2.3.4.1, 2.2.3.4.2, 2.2.3.4.3 below.

2.2.3.4.1 Half-cycle Counting Methodology

This approach is identified in theiginal definition of RF counting given by Matsuishi &
Endo[63], where the authors assumed that each successive range will attribute half a cycle
of fatigue damage in the material. Frdrigure 2-9, subsequent haffycle ranges are
identified between pointd-B, B-G, G-J, J-O, O-R, R-S, SV, V-W. At least twice as many
ranges will be identified from the residue data points as would be identified as fully closed

cycles. Thereforewhen the counted residue cycles are stored in the RF histogram the
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number of cycles added to each bin is reduced by a factor oflEe5ASTM RF counting
definition of the threepoint algorithm[61, pp. 56] is capable of ideifying half-cycles

which occur up to the maximum data point in the series; after completion of the algorithm,
the residue data points following the maximum still remain and must be accounted for as half
cycles. Halfcycle counting may be applied directly the residue which remains from
application of the foupoint RF criterion, and the resulting cycles can be shown to be
identical to those produced by the thpe®nt algorithm.

2.2.3.4.2 Simple Rainflow Counting Methodology

If the stress time history is represatite of a repeated loading sequence then all residue data
points will ultimately form fully closed cycles as they will fall between repeated extremes.
With the fourpoint algorithm this can be achieved by joining two repeated residues and then
reapplyingthe four-point criterion (Equation(2-21)). Closed cycles can then be identified
between the repeated maximums, leaving the residue points outside of the maximums which
can then be discarded. This is expressedemsdud + [residud Yesidug + {cycle$

[66].

FromFigure 2-9, the residue series is repeated to give a sequeBe€-J-O-R-SV-W-A-B-
G-J-O-R-SV-W. Equation(2-20) is then reapplied and the repeated péimust be deleted

to ensure that the PV semnce is maintained. Equati@®-21) is then reapplied to identify
closed cycles from all points that fall betwekand repeated poi®; range are formed by
pointsV-W, R-S B-G, J-O. The remaining points account for the repeated residue, and are

therefore discarded.

The simple RF counting methodology is implemented in the {bog® algorithm by
rearranging the stress time series to starteamtiwith the maximum data point prior to PV
processing and RF counting, and will identify identical cyc]6ég]. Therefore, the

approaches implemented|[®il, pp. 67], [65, p. 32] [66] and[67] are equivalent.

2.2.3.4.3 Residue Concatenation Methodology

The following steps apply the residue concatenation procedure outlifi@gl ipp. 292293]

to the simple case of two PV periods, with referendéigare2-11:

1. Define two series of PV processed data pointsBy, C;, € ,1ard A, B, C,, €,
H,.

2. Apply the fourpoint criterion, Equatiori2-21), to both series to identify all full RF
cycles. Full cycles are identified between pointsHp and &-F, (Figure2-11a).
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Store the cycles and delete the identified data poinfsEDand E, F, from the
respective PV seriesgigure 2-11b). No more full RF cycles can be identified
according to Equatio(2-21). The remaining points form the two RF residues.
Concatenate the two residu@ their original chronological order. Apply the PV
criteria to the concatenated points &hd A to ensire the PV series is maintained,
delete point H1Kigure2-11c).

Repeatedly apply the foymoint criterion b the concatenated series until all fully
closed RF cycles have been stored and removed from the concatenated series.
The remaining residue points must be processed by eithecywdédf or simple RF
counting. In practice, successive residue periods magobeatenated to allow

additional closd hysteresis cycles to be unlocked.

@)

Stress

(b)

Stress

Stress ©
N

Figure 2-11. Concatenation of RF residues. (a) Two separate PV series. (b) The residue

series

from which no further fully closed RF cycles can be identified.

(c) Concatenation of the two RF residue series in stress-time and stress-strain space.
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2.2.3.5 Transition Cycles

The stress cycle histogram from a modelled or measured wind turbine typically come from
individual ten minute periods ¢bad data, the assumption being that the short time history is
representative of mean loading conditions (wind speed and direction bins, operational state,
etc.) which will occur repeatedly throughout the operational life. Typically, the short time
periodsused are RF counted independently of each ¢8&r using one of the processing
methodologies outlined in Sectio@s2.3.4.1and 2.2.3.4.2 and therefore the stress B&

which arise from transitions between each ten minute period are not accounted for. However,
although industry design standards do not make specific mention of transition cycles, all

cycles which contribute to fatigue are required to be taken into ag@&u[20], [27].

Larsen and Thomsdii2] presented an approach to quantify the effect of transition cycles on
the fatigue load spectrum of windrbine blades. The approach made use of a one year time
history of ten minute average values of wind speeds from which the transitions between
operating conditions could be identified. Assuming that the wind history was representative
of the wind variatias that occur in other years, a synthetic stress history was constructed
using the maximum and minimum stress of ki@ relating to each ten minute wind speed
value in chronological order. The synthetic stress history was then RF counted, presumably
using one of the methods outlined in Sectidh®.3.4.1and 2.2.3.4.2above. From a case
study example on a 13@W scale wind turbine blade, using simulated loads from an
aeroelastic model, the authorsufm that the inclusion of transition cycles accounted for in
this way contributed an additional 3% to 60% fatigue damage using Wohler exponents of
m=3 and 12, respectivelghe higher value relating to fibre glass composite blade material)

to the fatige damage produced by RF counting ten minu@s as independent periods.
However, the methodology presented by Larsen and Thomsen effectively double counts
cycles which are accounted for as both Hegifles in independentC periods and as data
points within the synthetic one year stress history. Additionally, other cycles which span
individual data periods are not accounted for correctly according to thepdir RF

counting criterior{70].

Mouzakis ad Morfiadakis [73] conducted a similar study using results of a load
measurement campaign from a W stall regulated wind turbine, and unlike the study
conducted by Larsen and Thomsen, the authors included analysis of loadthg wind
turbine tower. The authors also used a one year synthetic stress series following the
methodology outlined if72], but conducted an additional study whereby the RF residue

from each ten minute period was not inclddas an independent sequence, but was
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concatenated in sequence to account for transitional cycles correctly. The two methods to
assess the impact of transition cycles are similar, but the residue concatenation methodology
does not produce the double coungtiof stress cycles which result from the method
presented by Larsen and Thomsen. From measurments of the tower base bending moment,
the authors found that transition cycles contributed an additional 3% to the fatigue damage
value produced by RF countinget data in independent ten minute series, usikgohler
exponent ofm=4. However, the authors used a wind speed time history of ten minute
average values to construct the synthetic stress history, and thereforeith the
methodology employed by Lamsend Thomserdid not account for the stress cycles which
would arise in the tower due to changes in wind direction. Additionally, the authors
investigated the effect of transition cycles directly from time history measurements of
stresses, using dataseif six to seven days in length, and found that accounting for
transition cycles in the correct manner reduced the calculated fatigue life for the tower

bending moment by a factor of approximately 12%, usirg4.

Sutherland56] has written explicitly about the significance of transition cycles, and presents
a review of research articles which address the issue for wind turbines. From a review of
operational measurements and analytical studies orighifigance of transition cycles, the
author states that the contribution to fatigue damage is negligible for materials with low
Wohler exponents. The author notes that, as transition cycles do exist, they should be
accounted for in the fatigue predictioifishe analysis is practicable, but concludes that they

may be ignored from the assessment in most applications.

However, Marstet al [70] presented a sensitivity analysis using data from a yrmédtjavatt

offshore wind turbine support structure, and found that RF processing a one year time history
of stresses in independent ten minute periods accounted for only 37% to 43% of the damage
produced by RF processing the data as a continuous series usingthioglology outlined in
Section 2.2.3.4.3 using m=>5. The difference was insignificant using a lowaibhler
exponenbf m= 3. The authors compared the results from the wind turbine support structure
with a similar dataserém an offshore measurement buoy, and concluded that the impact of
transition cycles is dependent upon the underlying load process, the length of data subsets

used to process independent sequences, and the Wéhler exponent used.
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2.3 Load Measurement

2.3.1 Measured Quantities

The operational behaviour of an OWT may be of interest to wind farm operators to enable
design calculations to be verified or challenged. While periodic inspections and routine
maintenance are useful to assess the condition of OWT structuigs)oit practicableto
inspect every weld on all turbines in a wind farm due to the logistical difficulty and sheer
volumes that are typically involved.

While the turbines themselves will normally include a standard level of instrumentation to
provide opeators with information on quantities like particle counts in gearbox oil, bearing
temperatures, and nacelle vibrations and accelerafiejslittle additional information is
typically collected on theesponse of the support structures themselves. In order to derive an
understanding of the level of fatigue loading it is necessary to measure either displacements
of the support structure, from which stresses can be derived from either beam bending theory
or from finite element modelling, or measurement of local strains which can be converted

into stresses using the elastic modulus of the base material.

2.3.2 Measurement Issues
2.3.2.1 Measurement Constraints

An ideal measurement system woybddovide knowledge of the &l and responseondition

of the entire structure, enabling the analyst to determine stresses at any location. This is
desirable as the fatigue critical location on the structure may be inaccessible for direct
inspection, such as below the sea bed, andipteulocationson multiple turbinesnay be of
interest. Additionally, inspection will not always enable the consumed fatigue life to be

determined.

Accelerometers may provide the ability to extrapolate measurements in this way if they are
installed at mulple heights on the structure. Displacements can be calculated from
accelerometer measurements through double integration with time, however, a large range of
uncertainty will result without accurate knowledge of the initial velocity and displaceshent

the entire structure Photogrammetry offers the potential to obtain displacement
measurements at all parts of the structure with a very high degree of acilihoging

high resolution cameras and ingagrocessing techniques, but may be most applicable to
onshore turbines due to the necessity for multiple cameras to be mounted on stable locations

within several hundred meters of the target. Additionally, due to the large amount of
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information recoded and the necessary computer procesgiogver, photogrammetry may

not be a feasible method for long measurement campaigns.

Local strain gauge measurement gives the potential for the highest accuracy in the
assessment of stresses, and if collected at muléptds it is possible to derive the global
response of the support structure. However, structural discontinuities such as flange
connections or welded details result in stress raising effects which may cause uncertainties in
the relationship between theckl measurement and the global response. An optimum
measurement system may therefore involve a combination of accelerometer and strain
measurements at multiple locatidnsorderto offsetthe uncerainties and constraints of both
approachef37], [76].

2.3.2.2 Data noise

No sensor can provide perfect data about the system of interest, and desired quantities, such
as strain, must be derived indirectly from an understanding of theidnakttelationship
with measureable quantities (such as strain gauge voltage output). Sensors and measurement

systems are almost always noise corrupted to a certain Extént

Noise is an apparently random variation in a sénsr out put which is unrele
measured quantity of interest. In order for measured data to provide useful information about
a system the magnitude of the noise must be of an acceptable level when compared to the

underlying signal. This leads to thefohition of the signahoise ratio (SNR),
YO Y =— (2-22)

where Szus and Nrys are the roetmeansquared values of the underlying signal and noise,
respectively. High quality dataequires the SNR to be high so that the underlying signal is
not buried in the noise. For instance, fatigue calculations from measured strain gauge data
would be distorted by excess noias,the amplitude of the underlying stress cycles would be
extended,and an artificially high number o$mall amplitudestress cyclesvould be
identified by the RF algorithm.

Noise in an electrical system can arise from the following soUf€&d78]

I Thermal noise
The temperature induced motion of charge carriers in resistors and semiconductors
results in a random voltage known as Thermal, or Johnson, noise. The thermal noise

r.m.s. voltage is given by,
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@ TQ"YYO6 (2-23)
where kg is the Boltzmann constant, is temperature in KelvinR is electrical
resistance in Ohms, arélis the bandwidth response in Hz. Thermal noise has the
characteristics of white noise; i.e. it is random witlGaussian distbution and
uniform power over an infinite range of frequencies.
Shot noise
Also termed quantum noise, this noise source arises in transistors due to the quantum

nature of charge carrier flow rates. The shot noise current r.m.s. is given by the

relation,

‘0 ¢RO0 6 (2-24)

where ¢ is the electron chardgg is the DC current across the instrument, Brid

the bandwidth response in Hz. Due to the random nature of its origins, shot noise
also has the characteristics of white noise.

Flicker noise

The origins of Flicker noise are material/component dependant, but the result is long
term drift in all instruments. Flicker noise is also known as 1/f noispink noise,
because most of the wer is towards the low frequency side of the spectrum. The
inverse frequency dependency of Flicker noise means that it can be difficult to
identify and remove from a data set.

Interference noise

Common sources are nearby Af©wer circuits which can prodecinductive or
capacitive coupling effects. AC fields typically induce noise at the same frequency

and higher harmonics (e.g. 50 Hz and higher multiples).

Thermal and Shot noise sources have the characteristics of white noise, which is defined as

being ramlom (urcorrelated in time), with uniform power over all frequencies and a

Gaussian distribution. Thereforas indicated by Equation-23) and (2-24), white noise

can be reduced by limiting the systéandwidth using a lowpass filter. Suitable examples
include the Butterworth filte[79] and the Besselhomson filtef{80].

Gauge drift correction may be more challengingl ean be dependent upon the cause of the

drift. In the case of strain gauge instrumentation, gauge drift can arise from several possible

sources.
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1 Temperature variations and subsequent effects on gauge circuit resistances can have
a large impact on appatfestrain[81]. Temperature compensation can be used to
correct temperate induced strains with the usef additional thermocouple
measurements, and therefore diurnal temperature variations which piagllyy
arise due to solar heating and tide level may be accounted for. However, long term
drift in the thermocouple calibration will therefore also result in drift in the corrected
strain values.

1 Power supply variations or faulty ground connections carsealectronics and
balanced circuit resistances to drift. Periodic recalibration of the measurement

system may be the best way to account for these effects.

9 Stress relief of the installed gauges or curing/ageing of the gauge connection and

protective coangs over timg82]. This may simply result in changes to the gauge

datum offset level, or may be nofinear with thesystem gain Again, periodic
recalibration of the system may be used to accounthiese effects, along with
assessment thatthe systenont i hues to meet | Hswéverf unct i

for remote structures such as OWTS, repeated site visits may prove impracticable.
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Methodology
3 Met hodol ogy
3.1 Measured Data

3.1.1 Site Characteristics

The wind farmon which the analyses is based may be considered to have typical structural
design distance to shorend metocean conditions compared to other offshore wind farms of
the same erdlurbine hub heights are approximatelyr@above Chart Datum (mCD), with

sea bed depths in the range of approximataiyQD to -10 mCD, with a maximumtidal

range of approximately @. The wind turbine class, based on wind spagad turbulence
levels, is IECLS (se€Table2-2). Wave conditions are reasably low, with mean significant

wave heights of less thami

3.1.2 Measured Load Data
Data was provided by third party sobntractor who undertook design, installation,
calibration, temperature correction, and provision of the data.s€bin describeshe data

analysis undertaken by the author.

3.1.2.1 Selection of Monitored Turbines

Turbine selection was initially based on the condition of the loaded stopper brackets above
the grouted connection. Turbine K1 was selected as all six stopper brackets were in full
contact with the top of the MP, and the turbine was located on the edge of the wind farm in
the direction of the prevailing wind and wave loading. Turbine H4 was selected as the
stopper brackets were only in contact with the top of the MP on the downidmafsthe

structure, while the location of the turbine within the wind farm meant that the structure was

subjecedto a combination aboth turbulentvake and wave loadin@3].

The strain measurements were essentially useed@mdary data for investigation of the
fatigue load response of the structyras the primary purpose of the measurement system
was to determine the behaviour of the grouted connedtidhe ideal case, turbine selection
would be based on specific ansily to identify the fatigue critical location across the wind
farm[84]. It is reasonable to assume that the variables which drive fatigue lestthe avind

and waveconditions;however, it is unlikely that the worst case tudnde and mean wave
height would coincide at the same location. Therefore, a range of combined turbulence levels

and wave heights across the site may be required to be investigated.
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From metocean analysis conducted during the design stage in&0@urbine K2 was
determined as having the most severe wave climate. The analysis intfty@opagation

of wave spectral data from the UK Met Office Wave model across the wind farm site using
wave transformation models for a rangepobjected worst case bathymetry scenarios. The
analysis presented results at three discrete locations corresponding to Turbines E7, H2, and
K1 (Figure3-1 below), where K2 was identified as the location of most severe wave ¢oadin

for fatigue.

Three discrete locations were used for the metocean analysis, and therefore the specific
locations of Turbines H4 and K1 were included in the investigation. However, it is
reasonable to assume that similar wave conditions would occur ing@sirK1 and K2 due

to their close proximity (approximately 465 separation). Additionally, Turbine K1 was
found to have the deepest water depth across the wind farm, as identified in the 2009
bathymetry survey[86], and is the closest position in the wind farm aligned with the
dominant wave direction from the South WE&T]. Turbine K1 istherefore assumed to be

representative of the maximum wave conditions in the wind farm.

It should also be noted that wave loading at Turbine H4, which is in close proximity to
Turbines H2 and K2 (approximately 960and 970n separation, respectively), was also of
relatively high magnitude. Turbine location H4 was used to investigate tket aff
increased turbulence loading resulting from the presence of trailing wakes, as described

below.

Turbine H4 is located on the third row of turbines with respect to the prevailing wind
direction, and should therefore be subjected to turbulent trailalges from each directional
sector. Although from a design perspective it is not required to assess wake effects from
wi nd tur bi nes Ibehindother tarbireRlf the ldval efrtudbulere within

the wind farm is expected to increase along the direction of prevailing wind as trailing wake
structuresgenerated by individual turbindseak down intcan additionallevel of ambient
turbulence, ultimately converging at a maximum level. Als@ciated with the breallown

of trailing wakes is the weknown wake deficit effecf88], whereby mean wind speeds
diminish within a turbine array as energy is extracted by upwind turbines, and also converted
into turbulence. Deitil of the methodology used to investigate the distribution of turbulence

throughout the wind farm using measured data is outlined in S&cfidhl.1below.
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Figure 3-1. Graphic displaying the significant wave height and mean wave direction
for a 1 in 50 year storm from 205° wind direction, for one bathymetry scenario
produced by the design metocean study (reproduced from [85]). Turbine locations
identified by black dots. Note that the dominant wave direction for fatigue was found
to be from the 240° sector.

3.1.2.2 Instrumentation

The gauges used for this analysis were installed on the inside of the TP above the grouted
connectionand the loaded stopper brackets, with the general location shokiguire 3-2

below. The data acquisition system, consisting of a PC, AC/DC converter, modem and
power supply, was located separately on the upper working deckga8ges were used to

measure the global axial strains on Turbine K1, labelled according to the position above the
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stopper brackets (S3GAV to S6SGAV). Only four global gauges were used on Turbine
H4 (labelled SISGAV, S3SGAV, S5_SGAYV, S&EGAV).

The gldoal gauges were installed above the top of the existing stopper brackets to measure
strains remote from the stress raising effects of the brackets and grouted conraction
6.608mCD. The global gauges consisted of spaided linear strain gauges, whialere
installed aligned in the vertical and horizontal directions to measure the nominal axial and
hoop strains. Detail of the spaklded strain gauges is shownHigure3-3. All strain gauge
instrumentation was calibrated by tbentractor posinstallation using the shunt technique.
Temperature compensation was also applied by the contractor to account for induced thermal
strains using the thermocouple measurements prior to measurements being provided to the

client.

Transition
Piece

Stopper
brackets

Mean
Water
Level

Monopile

Section A-A

Figure 3-2. Schematic of Turbine K1 working platform, with layout of the global
gauges (highlighted red) installed at 6.608 mCD on the inside of the TP. Stopper
bracket numbering shown starting clockwise from South East. Turbine H4 global

gauges were installed above stopper brackets S1, S3, S5, and S6 only. From [89].
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Figure 3-3. Global strain gauges installed at 1.058 m above the existing stopper
brackets. From [90].

3.1.2.3 Gauge Positioning

The assumption that the position of the global gauges was far enough from the stress raising
effects of the loaded stopper bratk and grouted conrnté&an was analysed using Abaqus

finite dement (FE) softwarg91]. The FE model used in this analysis was developed and
provided by an external contractor, but the analysis wasiréo provide information about

the stresses at the gauge locations over the full range of incremental loads which were
expected to occur.

The FE model consisted of the TP primary steel with the connected stopper brackets, the
grout connection, and the M#bwn to the level of the sea bed-20.6mCD, as shown in
Figure 3-4. Half of the structure was modelled, with the cut plane specified with a fixed
translational boundary condition in the normal direction. The bottom of the NFfixed

with a stationary boundary condition, and the MP/grout/TP interfaces were modelled with
contact surfaces with friction coefficient of 0.§92]. The TP and MP were modelled with

shell elementswith four elements through the wall thickness. The stopper plates were

modelled in contact with the top of the MP with a friction coefficient of 0.5. The turbine
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tower was represented by a beam element connecting the top of the TP to the height of the

naelle, and the top node was used as the location of applied loads.
The loads were applied in two steps,

1 Step 1: The vertical load representing the mass of the TP (primary and secondary
steel), tower, andotor nacelle assembl\RNA) was applied to the topode of the
tower beam element in 25 increment steps to account for nonlinearities in the
TP/grout/MP and stopper plate/MP interfaces.

1 Step 2: Keeping the vertical load constant, the horizontal load representing the
maximum bending moment from the desigisults was applied to the top node of
the tower beam element in 25 load increments up to the maximum value. The
maximum horizontal load applied at the top node was calculated to match the
maximum design ULS sea bed bending moment, {@8h The loads used are given
in Table3-1.

Outputs from the model were theests componentsn the inside surface of the TP in a
circumferential path at the Hugit of the global gauges (6.668-D). As a half model was

used forthe FE analysis, it was only possible to apply loads parallel to the plane of
symmetry. Therefore, the FE results could only provide information about the stress
distribution at the location of the gauges with the stmecunder four applied horizontal
loading directions (oriented at 0, 60, 120, and 180 degrees with respect to the gauge
locations). However, in order to quantify the impact of any stress raising effects at the
location of the gauges on calculated fatiguenage, a methodology was developed to enable

the stress response to be interpolated to any loading direction, and is described in
conjunction with the FE results Bection4.1.2 This enabled the impact of the stress raising
effects on the calculated fatigue damage to be analysed, and determined that by calculating
the design stresses using simple Euler beam theory a conservative comparison would be
made with the measured loading. Therefore, simple beam bending theory waerubed f

calculation of stresses from the simulated loads.
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Figure 3-4. Outline of FE model used to analyse the stresses at the location of the
global strain gauges. (a) Side view of the TP and MP modelled to the sea bed
boundary condition (beam element representing the tower not shown). (b) Bottom

view of the TP, grout connection and MP.

Table 3-1. Load values used with the FE model.

Maximum vertical load Maximum horizontal load

-1,839.0 kN 502.7 kN
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3.1.2.4 Data Description

The measurement systems on Turbines H4 and K1 were installed in August 2011 and data
from the global gauges were collected over the period from 01/09/2011 to 31/03/2013, at a
sample resolutionf®0 Hz. The gauges were datum set to zero duringraitraryperiod of

low loading and with a stationary turbine rotor on 01/09/2011 at ®@) and therefore

the datadid not account for embeddestirains due to structural selfeight and centre of
gravity (CoG) offset of the RNA.

The data contaid multiple periods of gaps and erroneous readings totalling approximately
13-15% of the coverage period. Erroneous readings were identified as eithificaid data
spikes, flatlining data periods, or missing values, and were deldtgglie 3-5 below).
Additionally, the strain data \re found to contain periods of significant data noise which
were identified and corrected asuttined in Sections3.1.2.5and 3.1.2.6 below. Prior to

further processing, the strain measurements were converted to stress using,
., O- (3-1
whereE is the Elastic Modulus of the base material, equal to@Ra for S355 sted4].

(@) 300

200
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w
=

(b)

Q4-11 Q1-12 Q2-12 Q3-12 Q4-12 Q1-13 Q2-13

Figure 3-5. Ten minute average strain values, filtered to remove erroneous readings.
(a) K1 global gauges S1-SGA to S6-SGA. (b) H4 global gauges S1-SGA, S3-SGA, S5-
SGA, and S6-SGA.
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3.1.2.5 White Noise Removal

The measurement systenmstalled on the turbines employed a lpass filter to limit the
measurement frequencites 10Hz [90]. However, noise was still found to be present in the
measured data with significant increase after a period-®fnionths from the date of
commissioning. The level of noiseas found to beonstantwith changes irthe level @
environmental loading, and hatharacteristics of white noise indicating that it was

artificial phenomenon and not a real, physical response of the structure.

Figure 3-6 shows a time sereof noisy strain gauge data from a period of minimal
environmental loading, together with a spectral representation of the signal produced by Fast
Fourier Transform (FFT). A small amplitude response can be seen in the frequency domain
at 0.33Hz (close tahe design 1st mode frequency) and at the far left of the spectrum, due to
actual response of the structure to the minimal loading. A constant minimum level of energy
of approximately 0.03 MPa is also present across all frequencies; this is indicatitgeof

noise rather than real physical response of the structure. The noise is overlaid on top of the
underlying signal, and therefore by subtracting the undeylgignal (identified using low

pass filter) from the originalatathe remaining noise can Imlated.From the quantile plot

in Figure 3-7, the isolated noise can be seen to closely follavom@maldistribution, further

evidence that it comes from a white noise source.

White noise can be partially removed from the meagsignal by restricting the frequency
pass band to retain only the frequencies of intgfestn Equationg2-23) and (2-24)). To
ensure that this was completieda conservative way it was essentialtttiee real physical
response of the structure was preserved in the signal to avoid any information about the
underlyingfatigue cycles from being removed. The structural dynamics Veersd to be
dominated by the first mode response in the region e033Hz, but slight response could
also occasionally be found around the second mode frequency biz [(this estimate
corresponds closely with the design calculation for a high sea bed at Turbif@sJK1
Although theamplitude of thesecond mode response was mininaald only rarely occurred

in the measured daté was decided to design a low pass filter to protect all frequencies
below this level. A B order Butterworth filter with awt-off frequerty of 2Hz was found to

perform well, and the pass band is showRigure3-8 below.
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Figure 3-6. Measured stress data from gauge K1-S4-SGAV during minimal loading. a)
Ten minute stress time series consisting of structural response and additional noise.
b) Amplitude spectrum produced from FFT of the ten minute series, displaying slight
structural response at 0.33 Hz, and constant level stress amplitude across all other

frequencies.
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Figure 3-7. Quantile plot of isolated data noise versus normal distribution. Noise
isolated from the signal using the low pass filter design shown in Figure 3-8 below
(original signal minus filtered signal).
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Figure 3-8. Pass band of a 6" order Butterworth filter using a 2 Hz cut off frequency.

3.1.2.6 Datum Drift Correction

As well asthe need to account for the ldvef embedded straifrom the seHweight of the

structure the presence dbng term driftwas identified inthe measured dat&orrection of
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the datum levalis made difficult by theoresence of large variations in thmean strain level

in the structurewhich arise fronthangsin the direction and amplitude of tlngnd loading

and the corresponding rotor thrust vectbnerefore, a correlation with speed and direction
was required tadentify andcorrect the gauge datum level. The qgisdatic bendingnoment

at the height of the global gauges is dominated by a combination of wind loading on the
rotor, nacelle, and tower. The CoG offset of the RNA, which varies with the yaw position of
the nacelle, will also have a slight contribution to the tower mendioment, but during
operation the yaw position will track the wind direction and therefore variation of the CoG

was assumed to be described by the wind direction only.

To approximate thewind loading as accurately as possible, the results of the design
simulations were used to calculate the average stresses around the TP circumference under
the wind loading conditions described by the power production DLCsx Einely bending

moment components and the vertical force at the height of the gauges wgaabee from

the design simulation output locations ah@D and 20nCD, and the average stresses were
calculated from each simulation,

0 i

e NV L "O
. % Yk 03 Al%faT O B4 5 PRV (32

Where N is the number of data pds in the ten minute DLC simulation, is the
circumferential stress location (in degrees, relating to compass diregtion), is the TP

inside radius;O is the TP second moment of aré,is vertical gravity load at the heigbt

the global gauges, ara Y0 is the TP cross sectional arén. and0 are thex andy
components of the resolved bending moment, and are a strong functiommeéanwind

speed and direction; i.e., Equati(8i2) provides a mean stress level which is a function of
circumferential location, mean wind speed, and mean wind dirediging the resultérom
Equation(3-2), a transfer function was produced relating mean wind speed audialir to

the mean stresses around the circumference of the TP. The deviation and drift of the strain

gauge measurements over time from the correct datum levéharasalculated using,
>k YO (3-3)

wheres- Ais the error of the ten minute mean stresses measured by the global,gauges

and"Y"OYh-Fko is the stress calculated using thesign data transfer function accounting for
wind speed, direction, and circumferential location on the structure. Cubic interpolation was

used to enhance the transfer function resolution, and a 1,000 point moving average was then
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used to calculate the mealrift over the period of measuremem this way the initial
embedded stress and the mean drift was corrected in each of the gauges, and the effect was
quantified by calculating the root mean squared error (RMSE) between the measurements

and the transfefunction stresses. The effect of the drift correction is shov@eaiion4.3.

3.1.2.7 Cosine Fitting

The variation of axial stress around the circumferencesirhplecylinder under an applied
bending moment is described by a sids Therefore, the stresses measured by the global
gauges were fitted to a cosine function to allow the measurements to be interpolated to any
circumferentiallocation An additional benefit is that function fitting woufdrther reduce

the levelof white noise remaiing from the lowpass filter

The stress variation around the cylinder is described by the equation,
s % . AT B % (3-4)

wherelgy is themaximumstress resultingrém a bending moment applied in directid
is the circumferential location around the cylinder, d@ngdis the applied axial stress. The

stress variation is shown Figure3-9.

In this form, the cosine function can be relatgdhe following trigonometric identity,
, AT S % I 1 Al% 1 OB& (3-5)

where by.; are a set of constants. The function can be fitted to a set of circuriderent

measurements by minimising the sum of the residuals, given by,

Y w I 1 Al% 1 OB& (3-6)

The least squares fit is found by taking the phdggivatives and setting to zero,
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The three equations can be expressed in matrix form,
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As the axial load consists mainly of the constant gravity Ipadwas assumed constant and
was calculated frm the design simulations as imiation(3-2). This additional constraint
meant that the fitting procedure was optimised to find the correct direction and amplitude of
the sinusoidal stresses (which are ultimately the most important component for the fatigue
calculations) rather tharitting vertical load cycles to the measured data. VWith kept

constant, fuation(3-8) becomes,

© AT G AT 90 B4 T oA, Aiw
> | R
11 ] 11 X
11 |’|T 11 1 (3-9)
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From which the unknown coefficients can be found,
i %o (3-10)

and the cosine coefficients frongHation(3-4) are given by,
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(3-11)

a(9)

Figure 3-9. General cosine function representing stress variation around the

circumference of a cylinder under combined bending and axial load.

3.1.2.8 Global Bending Moments

The fitted stress signal produced by Equati®d) was converted to bending moments at the

height of the global gauges using,
. x 0
0 Al —él—

.. !
b OER— (3-12)

O , 070

As the axial load was assumed to be constant, the measeneiihg moments could be

converted back to stress at any circumferential location using,

~ . D .. 0
» 0 AI%B? O Bb 0 5 Vo

(3-13)
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3.1.2.9 Sensitivity of Fatigue Calculations to Digital Sampling

During fatigue calculationsndividual stress cyclearedetermined from the time series by

first identifying the peak and valley stress valuesfore application of the RF algorithis
themeasured datime series was digitallgampled it is possible that some of the underlying

peak valuesnay be missednd the underlying cycle ranges can therefore be underestimated
[56]. In pradice, the cycle peaks will only be missed by a significant amount if the sample
rate is too low. Based on the assumption of a simple sine wave, the worst case reduced stress
amplitude produced by digital sampling is found when the sampled data pointshkzy e

side of the underlying cycle peak, given by,
e AT 'OQrQ (3-14)

wherey @ the sampled peak expressed as a fraction of the underlying cycld,deakge
frequency of the underlying signal, afyds the sample frequency, bothradians. The worst
case digital sample is displayedrigure3-10a, whereas the best case condition is shown in
Figure3-10b, where the digital sample may fall on the true cycle peak. Assumingffeee

of the data samples from the cycle peaks tafiormly distributed, the average reduction

in identified cycle amplitudes is therefore approximated by,

& F Al dQw
(3-19
U O/ ©)
and the corresponding reduced fatigue damage value is,
Oe2 TB ATd Qo (3-16)

wherem s thefatigue damage exponent. It is assumed here that the sample rate should be at
least greater than the Nyquist frequency, and theréf@r€ ¢. The function given in
Equation(3-16) is plottedin Figure 3-11 below againsthe normalisedsample frequency

("Q "Q) with example walues highlighted. For the monitored OWT support structures with
underlying first and second mode structural frequencies of appre@tmat33Hz and

1.5Hz respectivel\{95], normalised sample frequencies of 20/0=30 and 20/1.5 13.33

would correspond to an average reduced fatigue damage fraction of 99.9% and 97.3%
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respectively usingm= 3. Therefore, as the structural responses of the measured structures
are dominated by the first mode (see example response spectréigarm6-7 and Figure
6-8), the reduction in fatigue daage due to digital sampling can be expected to be

negligible in most cases.

To confirm the estimated reduced fatigue damage values shofvigure 3-11, a method
presented if56] was used to estimate the true cycle peaks from the measured data by fitting
a quadratic curve to the three digitally sandplata points around each peak and valley. The
estimated maxima or minima of the individual stress cycles could then be iatech@om

the fitted curves, at the poiif2 0Q w T Cycle peaks and valleys were interpolated for
individual ten minute periods of measured data, which were then RF counted and converted
to a single damage calculation using Equaf®i7), and compared to the equivalent value
calculated without the interpolated peaKhis was calculated for f@ndividual ten minute

periods of measured data, and the distribution of results is shown in Skbtion

Y

Y

pi CQ m pi ¢Q n
Figure 3-10. Digitally sampled cycle peaks. (a) Worst case, where the sampled data

points fall either side of the cycle peak. (b) Best case, where the sampled data point

falls on the cycle peak.
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Figure 3-11. Average fatigue damage underestimation, as a function of sampling

frequency (normalised by underlying frequency). From Equation (3-16).

3.1.3 Environmental and Operational Data

3.1.3.1 Wind Data

3.1.3.1.1 SCADA Data

Wind speed and direction data from the turb$eervisory Control and Data Acquisition
System E§CADA) were used to evaluate the operational wind conditions at the monitored
turbines. Data were extracted from the database mithQOte average values at Turbine K1

over a four year period from 2010 to 2013 inclusive. Data drop outs were identified,
including erroneous values such as data spikes or flat lining data points, and were replaced
with measurements from either Turbine K2 or Kdiis resulted in a dataset which was
99.8% complete. The four year data period was fitted to thepax@meter Weibull
probability density function and directional distribution, as given by Equd@ern). A
comparison was then me between the fatigue damage produced by factoring thetibleC

series loads byoth the design and measured wind distributions, based on a calculation of

Damage Equival® Moment (DEM), from Equatio(2-18),

B 0 %
00D EY (3-17)
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whered %o is the resultant bending mamt at a given circumferential locatiom is the
corresponding number of bending moment cycles fousidg RE counting, andm is the
Wohler exponent. The results were expressed as a ratio, meaning that the reference number

of cycles W) could be ignoredand are presented in Secti®i.

Wind speed standard deviatiolatawere extracted from the database to enable location
specificturbulence levels to be determinddhe data were extracted in one minute intervals
and combined into a ten minute standdeviation value using Equatigi2-4) in orderto
detrend long term variations in mean wind speed. Multiple turbine locations were analysed
to identify the distribution of turbulence as the wind progressed through the wind farm. To
account for the variation of turbulence with the distribution of wpded and direction, an

effective standard deviatior) ( ) was calculated fromtwo yea® wor t h o f measu

using,from Equation(2-6) and[96],
.OWE B R (3-19)

whereN is the number of standard deviation measurements relating to each mean wind speed

and direction bin™h-F, andmis the Wéhler exponent.

3.1.3.1.2 Meteorological Mast Data

Wind data were availableedm the Meteorological Mast(MM) for the preconstruction
period from 2004 to 2007. The MM position was in close proximity to the future location of
Turbine K1, as shown iRigure 1-1. As the MM data was provided in ten minuteuesd of
mean directionspeed, and standard deviationveis not possible to eeend the data using
Equation (2-4). However, a level of distortion was found in the wind speeddatan

deviation values which werrected using #hfollowing methodology.

The mean and standard deviation values calculated from a ten minute period may be
distorted if significant rounding is used with the sampled data. Such roundiisg
commonly found witholder measurement programs which employed angmometers and
recorded their rotational velocity in integer rotations per second. With a wind speed sample
resolution in multiples of the correlation coefficieRt (used to convert anemometer
rotational velocity to measured wind speed udihg fP, wheref is angular frequency in

Hz), the rounded value of sampled wind speed is given by,
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YO0 i€ 0&D (3-19)

The distorted mean and standard deviation are then defined by,

8% 03 2% (3-20

2 Yy (3-21)

where N is the number of sample pointsedin the ten minuteperiod. The mean and

standard deviation error resulting from rounding are defined by,
- Y Y (3-22
- z (3-23

In order to estimate the distortion due to rounding, it may be observed that the range of

possible mean wind speed errors is given by,

(3-24)

N|Ca
1
N|c

The range of standard deviatierror is more complex, but the minimum distorted value of

, _inthe range of 0¥ <P is given by,

(3-29
z ’?‘Y GTY 'rY

Equation(3-25) is also the maximum error due to rounding for the minimum valye ‘oflt
should be noted thaalthough the number of sample paintsed for calculation of the actual
MM data (N from Equationg3-20) and(3-21)) cannot be confirmed, the variable cancels in
Equation(3-25) and does not affect the minimum function. For values of Y greater than

P, the minimum value aof ° may be defined by,
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. Y 0°Y 0 1 ¢0EYQo Y 0 i £0é&YQD (3-26)

The function is plotted ifrigure3-12 below.

For values of Y and, “ which lay out&le of the function defined bydgation(3-26), the

range of errors becomes more comgied, and although the likely values-ofand- can

be shown to decrease with increasing, the errors cannot be determined analytically.
Therefore, the distribution of possible errors was investigated using a Monte Cadadkppr
[97] with a large number of synthetic wind speed time series, simulated using a suitable

turbulence model.

The Kaimal spectrunfrom Equation(2-8) was used to simulate 4@hdividual ten minute
wind speed time seriewith 1 Hz sample rateN =600), to which rounding was applied

using Equation(3-19). A large number of rounding errors, and- , were then calculated

to give theempiricaldistributions which were used to correct the distoxaides of'Y and
. _from the MM datausing Equation$3-22) and(3-23).

The measured mean wind speeds were then extrapolated from the measurement height above
mean seéevel at the top of the MMh = 54 m [98]) to the turbine hub heighh & 79.975m

[93]) using the wind shear profile in Equati@3). The wind speed standard deviation was

not extrapolated to hub heigtds anemometerg warious heights on the MMere found to

give consstent values Furthermore, the IEC design standdizll] specifies that the

longitudinal turbulence component should be assumed invariant with height.

P/2

*

U

Figure 3-12. Minimum standard deviation with rounding, from Equation (3-26).
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3.1.3.1.3 LIDAR Data

The LIDAR instrumentation was located on the offshore substatiown inFigure1-1, and
data was collected after the datesde commissioning, from 2010 onwards. LIDAR data
was provided in ten minute values of mean wind direction, speed and standard deviation, and

therefore it was not possible to-ttend theTl assessment using Equati{@4).

3.1.3.2 Wave Data

The wave climatat the OWF siteis dominated by local winds, as the shape and proximity

of the coastline shelters the site from large swell. The dominant wave direction comes from
the South West where the site is opemtwre exposed seaand the dtch is limited in other
directions. The effect is that the wave climate is dominated by wind driven seas and

therefore wind and wave directions tend to be closely aligned.

The wave loading used for design was based on metocean reports, fronthehédiewave
direction distribution was found to be well correlated with wind direction, with alignment
expected almost 80% of the tirf&¥].

During operation of the wind farm, sea surface elevation dataceléected using a nen
directional wave radar system, mounted on the substation located on the East side of the
wind farm (seeFigure 1-1), and stored as sea state statistics in ten minute pefibes
bathymetry at the location dhe substation was far shallower than the depths at the
monitored turbineg86], and therefore the measured wave heights can be expected to be
lower than at the South West of the wind farm. Acknowlegghe limitations of the wave

radar measurements, the correlation of significant wave heights with wind measurements at
Turbine K1 was investigated by fitting a simple second order polynomial and calculating the

adjusted Rsquared value,

HhaQdYo Q  p (3-27)

whereN is the total number of measurements ugdd,the degreesf freedom of the fitted
function (equal to 3 for a second order polynomi#d), " Yh— is the fitted data point (as a

function of both wind speed and direction), &ds the mean of all the measurements.
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3.1.3.3 Tide Data

Methodology

Tide height measurementeom a local measurement statirere downloaded from the

British Oceanographic Data Cen{@9] for the period of load measurement at Turbines H4

and K1. The data were available in 15 minute sampleq® and were filtered to identify

and remove erroneous values (identified as data spikes attidifigtdata points). Missing

data points were interpolated using the tidal constituents fitted to the existing data points

using a Matlab tool availabledm [100], and were added to lmear gradient to ensure a

smooth transition into the existing data. Finally, the data wersanpled to ten minute

intervals using cubic interpolation.

3.1.3.4 Turbine Operation

SCADA signals which were used to identifgn minute environmental conditions and

operational state at each turbine are outlineflable 3-2 below. Data weralsoextracted in

one minute intervals to enable transient operatistates to be identified within each ten

minute period.

Table 3-2. List of SCADA signals used with the analysis.

Name Description Units
Wind speed Wind speed measurements from the nacelle mounted sonic m/s
anemometer.
Wind Wind direction measurement from the nacelle mounted Degrees
direction anemometer
Rotor speed Rotor angular velocity Hz
Blade pitch Recorded angle of the blade pitch mechanism Degrees
angle
Operational Operational state recorded by the turbine controller: []
state 3: Normal operation
2: Pause
1: Stop
0: Emergency stop
Ambient Ambient air temperature measured at the nacelle °C
temperature
Ambient Ambient air pressure measured at the nacelle Mbar
pressure
Generator Connection of the generator to the grid (either Star of Delta []
connection formation).
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3.1.3.5 Average Air Density

The aerodynamic loads are dependguuruthe air density. IEC 614€8[26] recommends
the standard atmosphereachcterised if101] of 1.225kg/m?®, while the turbine designer
used a more conservative value of 1.R§6m° to take account of thdistribution ofsite air

temperaturd¢93].

Air density was calculateffom ambient temperature and pressure measurementsl@dcor
by Turbine K1 SCADA systenusing,

|c.l
|cz

(3-29)

<

oV

<

v

whereP andR are respectively the partial pressure and gas constants for dry air and water
vapour, and T is the measured temperature. The wateuw@artial pressure was calculated
using the saturation pressure relationship developed by Herman WblRis and an

estimated average humidity of 80% relating to a nearby weather JteQRIn

3.2 Load Case Classification

3.2.1 Distribution of Measured Fatigue Damage

IEC-TS-6140013 [29] outlines the minimum criteria required to construct a statistically
representativeLC histogam from measured data for onshore turbines. This requires a
minimum number of ten minute measurement periods to be recorded so that the variations in
environmental loading and the corresponding structural response that occur withirCeach

bin can be sui€iently accounted for. The wind vector (speed and direction) is the dominant
variable influencing the level of fatigue loading for onshore turbines, and thet&fsrare

binned according to wind speed and directional sectors, with maximum bin sizd®dpeci

[29].

For offshore locations the level of ambient turbulence is generally lower than onshore, but
the addition of hydrodynamic loading means that the minimum criteria specifigé]imay

not sufficiently quantify the statistical distribution of fatigue loads found in each wind speed
and direction bin. Although local sea states are a strong function of wind speed and direction,
swell seas generated from remote lamadi may result in wave loading at exposed sites

which is uncorrelated with local wind conditions in terms of both magnitude and direction.
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The influence of additional environmental loading factors can be roughly approximated by
investigating whether sigiitant correlations can be identified between a specific variable
and the resulting level of fatigue loading. Correlations between DES and air density,
turbulence intensity, tide level, and significant wave height were investigated by fitting a
second orde polynomial and quantifying the goodness of fit using theqgRared value
(Equation(3-27)).

Although further refinement of the analyse@ bins according to wave distribution would
reveal further detail, the variation in fatguoading within each wind vector bin can be
accounted for as long as the number of measurements is sufficiently large as to be
representative of the full distribution. The full measurement period of approximately 18
months can be argued to be represergatf the variation in environmental and operational
variables that would occur over the life of the turbine. Therefore, the full measurement
period should be an accurate description of the underlying population distribution of fatigue

loading, and was udeas a bench mark against which to assess shorter measurement periods.

A Bootstrap approachl04] was used to quantify the confidence limits that the full
measurement period was sufficiently representative of the underlyintdpulisin of fatigue
damage. The full measurement period was first filtered to include only the ten minute
periods where the turbine was opergtin power production mode (using the methodology
outlined inSection3.2.2.). Thefatigue damage produced by each ten minute period was

calculated using a simplified version®Bfuation(2-17),

(6] £y, (3-29

where the lodN offsetfrom Equation(2-17), can be ignored as only the percentage spread
of results are of interest, raththan the actual damage value which would result from a
specific SN curve.The damage value produced by the entire populatianeasurements,

(Dp), consisting o ten minute power production data periods, was then calculated using,

O O (3-30)

The power production data periods were then randomly resampled with replacement to
identify a resample of siz&l, from which the resampled value 8% was recalculated

according ® Equation(3-30). The resampled calculation Bf was repeate@® = 100,000
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times, from which the empirical probability distributionCi8] was calculatedThe spread of
the resampledr values should follow a normal distributioagcording to the central limit
theorem[105]. Therefore, lie relative standard deviation of the BootstEapvalues could
then be used to quantify the confidence that the full measurement period wasesiify

representative of the underlying population.

Another resampling approach was then used to calculate the distribution of values that would

be produced by selecting a small sample of measurements at each wind vector bin. From the
power production @riods identifiedas above, a random sample with replacement of gize

ten minute periods were selected at each wind vector bin, from which the average fatigue

damage value was calculated,

g lel

0 (3-3))

The average fatigue damage for each bin was then factored by the number of occurrences of
each wind vector bin over the entire measurement periatl ttan total was summed to

produce the total fatigue damage calculated from the samples,

0 0 - 0 0 "Yh— (3-32)

Wheree¢ and¢& are the number of wind speed and direction bins, respectively, and
0 0 "Yh— is the number of occurrences of each bin in the total dataset. The sampled
fatigue damage calculation was repeated= 60,000 times, from which the empirical
probahlity distribution of sampled fatigue damage(Ds) was calculated. The above

procedure was repeated for varying values of samplasize

The probability that the total fatigue damage calculated from the samples is equal to the
damage calculated from thetdbdataset, B{s = Dp), can be expected to be approximately
50%, but the probability that the sampled fatigue damage is greater than an acceptable

percentage of the value given by the entire population is given by,
00 10O 0’0 Q0O (3-33

whereb is a fraction specifying an acceptable tolerance, and Equ&i88) can be used to

quantify the numbeof samples necessary for the measurement campaign.
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3.2.2 Definition of Measured Load Cases

3.2.2.1 Steady State Load Cases

The steady stateCs constitute normal power production and idling operational modes.

Methodology

SCADA data covering wind speed, direction, and wind turpiower production were used

to identify ten minute periods of measured strain gauge data which corresponded with the
LCs. Ten minute average values of wind speed and direction were used to identify the wind

vector bin, while the power output signal wasdig® one minute averages to ensure that

constant operating conditions were identified. The SCADA signals and criteria used to

identify eachLC are shown iriTable 3-3. The number of measurements avdédator each

LC was then recorded, together with taage of turbulence intensity valuiesluded in the

measurements.

Table 3-3. Criteria used for identification of the steady state MLCs from the SCADA

data. Ten minute average wind speeds and direction values were used for each LC

bin.
Design Conditions Criteria Applied to the Measured Signals
DLC Wind Speed [m/s] Wind Speed [m/s] Power Output [kW]
1.1 4-24 T Y ¢t 0 g T
6.4 3 Y o 0 g L
26 - 34 oY ot 0 g T
Note: The counter (i= 1, 2, 3, é, 10) indicates the separate one

operating conditions within each ten minute period.

3.2.2.2 Transient Load Cases

The transientLCs include turbine normal stamp, shutdown, and emergency stop

operations. The criteria used to identify the trandi€?d from the SCADA data are outlined

below, and summarized imable3-4.

Normal starup events (LC 3.1) have been selected using the povieatagsignal, with the

transition from zero or negative power production to positive power production identified

from one minute average values. A single starcase has been identified where the criteria

are met within a ten minute period, to conformthe ten minute time series simulations

provided by the turbine designer. Three wind speed bins were used to identifipsahtut

mi nt

in, cutout, and intermediate wind speeds, but a wider bin size was used than the design

simulations to account for operatial variability.
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Normal shutdown events (LC 4.1) have also been selected from one minute average values
from the power output signal, with the transition from positive power production to zero or
negative power production identified within a single temute period. The same wind

speed bins were used as the st@rtriteria, to match the design simulations.

Emergency shutdown events (LC 5.1) were identified using the wind turbine controller
Operational State signal, which recorded four possible turbjperating conditions as
outlined inTable3-2 above. A single emergency stop event was identffi@th one minute
sampledvalues by the transition between operational states greater than zero, to a zero
signal. Two wind speed bingere used to identify the initial operating conditions used by
the turbine designer, as outlinedTiable 3-4. Additionally, the rotor speed signal was used

to distinguish between emergency stops which occurred during a mowingarstationary

rotor condition, using a threshold of G@m. This additionatriterion was used as it was
assumed that an emergency stop event triggered with a stationary rotor would not cause

additional loading to the support structure.
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Table 3-4. Criteria used for identification of transient MLCs from the SCADA data. Ten
minute average wind speeds and direction values were used for each LC bin. One
minute values of power output, rotor speed, and operational state were used to

identify transient conditions within each ten minute period.

Design Conditions Criteria Applied to the Measured Signals
DLC Wind Wind Speed Power Rotor Operational
Speed [m/s] Output [kW] Speed [rpm] State [-]
3.1 4 Y 5 m
' ¢ 0 m ) )
v 0 ih
13 ¢ . ) ]
po 0 I
20 Y 5 m
pPo G T - -
4.1 4 Y s h
' ¢ 0 T ) )
8% 0 mh
13 ¢ . : :
¢mn 0 T
B 0 mh
25 ¢m 'Y - - -
0 T
5.1 13 Ty 1os 6y
' Py ) @ 0 m
25 0% 1o 6y
Py ) @ 0 m
Note: Thecounter(i= 1, 2, 3, é, 10) indicates the separate one mint

operating conditions within each ten minute period.

3.2.3 Capture Matrix

The Capture Matrix (CM) defined if29] was used to organise the measured time series to
ensure that sufficient measurements have been recordedcfot€a wind vector bin, and
range of turbulence values. Specifications of the minimum number of measurements
required to classify the MLC used in this analysis are giveralrle 3-5, where the criteria

for the minimum number of easurements used for LCs 3.1 to 6.4 is greater than specified
in [29].

The IEGTS-6140013 methodology specifies the minimum number of TI bins used to
classify the power production MLCs, but does not specify what the distribatitimose
measurement bins should be. Guidance givef8%h suggests that the Tl at a given wind
speed may be represented by a lognormal distribution, but to ensure that the samples used to

characterise the MLC at each wind \a@cbin are representative of the underlying TI
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distribution would add significant complexity to the selection criteria. Therefore, to simplify
the selection of sample periods, a flat turbulence distribution was used as it was assumed that
this would resultin a conservative assessment of the loading conditions. The selection

methodologyfor the power production MLGss outlined inFigure3-13,

Table 3-5. Minimum number of measurements used for characterisation of MLCs from
measured data.

MLC No. of ten minute periods Minimum number of Tl bins
1.1 30 4
3.1 10 1
4.1 10 1
51 10 1
6.4 10 1

10 minute wind
statistics data

(WFY

Identify number of
measurements at each

(YR YYin

Identify YA} bins which
meet criteria from Table 3-5

Ateach ™Y bin, select
periods from each
measured Tl bin

30 periods used
to classify each
MLC 1.1

Figure 3-13. Methodology used to select measurement periods used to classify the
power production MLCs.
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3.2.3.1 Substitution of Measurement with Design Data

Where sufficient measurements did not exist to meet the criteriabie 3-5, due to the
infrequent occurrence of iein wind speed and directiawombinations, the design data was
reverted to in order to ensure that the full CM could be populated. This approach is assumed
to be conservative based on a comparison of design conditions with measurements which did

exist asshown in the resulfgresented in Sectioh.3.

The fatigue damage produced by the measured and design data were compared using the
DES calculated from Equatid@-18). The mean DES for each MLC wasaadhted from the

measured values in each wind vector bin using,
00"y 03 00"y (3-34)

where N is the number of measurements in each bin. Confidence intervals ftMLiie
were calculated using a Bootstrap approaging the methodology outlined in Section
3.2.1 The variability of the Bootstrappe@ O Yalues could then be used to quantify the

confidence in the MLC value.

Once the meaDES values for each bin had been identified for each LC from the DLCs or

MLCs, the total combined DES for the 20 year design life was calculated using,
00"y 00 0 0 YR O (3-39)

where OO }¥, is the mean DES relating to the wind speed, wind direction, lahd

operational state YA-HHD 6, respectively).

3.2.3.2 Directional Extrapolation of Measured Data

An alternative approach to the substitution of missing MLCs with the DLC results is to
extrapolate measurements to other directional bins. This approach means that wind speed
and directional combinations which ag during the measurement period are used to

represent directional sectors for which suff

Directional extrapolation requires that the level of environmental loading which produce the

measured loads can be shown tdle ssme ofmore severe than for the directional sectors
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which are to be replaced, in order to ensure a conservative assessment of the full loading.
The least frequently occurring wind directiomeasured at the OWare fetchlimited, and

were shown by the matean design assessments to result in the lowest level of wave loading
[85]. Therefore, it waassumed that the wave loadirgutd be conservatively represented by

the loading measured from theost freqiently occurring wind directions. The level of
turbulence loading, however, is strongly influenced by the presence of trailing wake loads,
and therefore the directional extrapolation approach was required to account for upwind

turbines.

As the cylindricalsupport structure is rotationally symmetrical, the fatigue dariggs a
circumferential location%. corresponding to mean wind speed Biand mean wind
direction bin—F was extrapolated from measurements taken from different mean wind

direction—F using the directional transposition,
0 "W O Wt -+ F (3-36)

where the directional sected was identified as having similar ambient turbulence and
upwind wake characteristics, which were assumed to correspond to the alistatc
orientation of any upwind turbines in the 30° directional sector. The layout of the directional

extrapolation methodology is shownkigure3-14.

Insufficient
measurements

NN —_
RN Sufficient
"y\. measurements

Figure 3-14. Coordinate system used for directional extrapolation of measurements. d;
and d, are the direction of the centre of the sectors containing Turbines T, and T,,
respectively (identified by black dots).
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3.3 Transition Cycles

3.3.1 Definition of Representative Wind History

Larsen & Thomselfi72] presented a method to account for transition cycles by relating the
maximum and minimum stresses in each ten mib@do a long term time history of ten

minute average wind speed measurements. This allowed the stress cycles which arise from
long term variations in the wind loading to be partially accounted for, and was based on the
assumption that a single one year measurement period would be representative of the wind
variation in other years. To investigate the accuracy of this assumptioiesafdong term

wind measurement periods were taken from a number of sites and used to calculate time
scales of wind speed variability. Rather than using peak structural stresses from each ten
minute LC, which are largely influenced by the dynamic resgowf the specific wind
turbinefrom whichtheme asur ements or modell ed | oads ari
coveredd by the wind time series was used,

wind vector. In parametric form this is given by,

T e Qow W,
M1 @WQ QO — — Qo (3-37)
Qo Qo
whereT is the total timelength of the data series, andandy are Cartesian coordinates as
indicated inFigure3-15. With a time series of ten minute average valaad averaging over

a given period, the wind variability is given by,

3 o o (3-39)
Yo Y OEF YOET

Yo Y A& YAI-D

whereN is the total number of valid measurements in the datasefYanmtl—{are the ten

minute average wind speed and direttioeasurements, respectively. In this form the wind

variability metric™¥ has units of m/s per 10 minute period, analogous to an average rate of

change of wind vector for a given site.

The wind variability metric was calculated for each calendar yrearder to encompass
seasonal variationand to investigate the reference periodduse Larsen & Thomsefir2].

Data sets were filtered to remove erroneous readings (identified as spikes, flat lining data
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points, or missing alues), and replace them with null values. This ensured that an artificial
abrupt change in wind vector measurements, which could result if a period of erroneous

readings were removed and the remaining data were concatenated together, would not distort

the calculated value. Accounting for periods of null data to ensure™has normalised

correctly, Equatior§3-38) becomes,
"y + Yo o Y (3-39)

where P is the number of consecutive periods of erroneous data identified in the
measurement period. Equati(®39) was then used to analyse the average wind variability

at a given site over various years.

Thedatasets used for the analysis are describ@dlate3-6 below, and come from a variety

of sources. Buzzard Bay and Pulaski Shoals represent offshore locations off the coasts of
Rhode Island and Florida, US, whilee Panther Crek and Munnsville datasets come from
onshore locations in Texas and New York state, US. The remaining datasets come from
offshore locations in the North and Baltic seas. Therefore the wind datasets represent a range
of geographical locations and would begected to display a range of levels of variability.
However, the ten minute mean wind speed measurements were recorded at different heights
above ground or sea level (for instance, measurements from Buzzards Bay and Robin Rigg
were recorded at 2418 and90 m above mean sea level, respectively), and therefore a site
specific wind shear profilesuch as Equation2-3) would be necessary to provide
measurements at equivalent elevations (a linear increaseviuld be expected teesult in

an equivalent increase "¥). Therefore the coefficient of variation (standard deviation
divided by the mean) of thgearly wind variability values \@susedto calculate the annual
variability at each siteas a linear increase or decread wind speed with height would

cancel with thaVe ratio.
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Figure 3-15. Wind vector transition distance between average wind speed and

direction measurements.

Table 3-6. Sites and data periods used for analysis of wind variability.

Site Name Location Data Periods (inclusive) Source
Buzzards Bay 41°23'48"N 71°02'00"W 1997-2014 [106]
Karehamn 56°59'02"N 17°01'20"E 2014-2015 E.ON
London Array 51°38'38"N 01°33'13"E 2014-2015 E.ON
Munnsville 42°55'09"N 75°32'04"W 2011-2015 E.ON
OWEZ 52°36'22"N 04°25'08"E 2006-2010 [107]
Panther Creek IlI 31°58'06"N 99°54'06"W 2012-2015 E.ON
Pulaski Shoals 24°41'36"N 82°46'23"W 2006-2010 [108]
Robin Rigg 54°45'00"N 03°43'00"W 2010-2014 E.ON
Rodsand Il 54°33'36"N 11°33'00"E 2013-2015 E.ON
Scroby Sands 52°38'42"N 01°47'13"E 2011-2015 E.ON

3.3.2 Transition Cycles from Measured Data

To investigate the significance of transition cycles on the total level of fatigue damage on the

support structure the RF counting methods outlined in Se2tihB.4were applied to a one

year period of stress dateofn the tower of Turbine K1. The conventional RF counting

methods, entailing processing of the data in independent ten minute subsets, were compared

to the result produced by effectively RF counting the entire data period as a consecutive

sequence. Additimally, the method presented by Larsen and Thorfi&nwvas investigated
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by accounting for only the stress cycles linking the maximum and minimum values in each

ten minute period. A description of the Rfethodologiesisedis presented ifable3-7.

To compare the fatigue damage produced by each RF processing method, a fatigue damage

ratio was used, from Equati¢B-17),

; Q . a
Os B"Qpea-a‘n o)
K &

Q

— S0 ; (3-40)
Oé Bg P € "(:?"

where¢ s and¢ are the cycle spectra produced by different RF counting methods. It can be
seen that, by taking the damageaathel Tdgntercept term cancels and the impact of the
different counting methods is affected only by the Wohler exponent from-theBve. It

can also be seen that a hypothetical linear increase in stress ranges such as may arise from a
stress oncentration factor, for example, would also cancel with the damage ratio, indicating
that the difference between the RF counting methods would be affected by the underlying
load process, but not by the stress magnitiie.a fatigue endurance limit coulde
exceeded by such a linear increase in stresses any results calculated in this analysis would be
trivial; i.e. the use of a constant gradieANSurve meas that the form of Equatiqi3-40)

enables the general case to be examir0].

Table 3-7. Description of RF counting methods used to investigate the significance of

transition cycles.

RF Method Description of Methodology

Half-cycle counting Process the one year dataset in independent ten minute periods,
accounting for the residue as half cycles according to Section 2.2.3.4.1.

Simple RF counting Process the one year dataset in independent ten minute periods,
accounting for the residue from each period by rearranging the
sequence to start and end with the maximum value to ensure that no
unclosed hysteresis cycles remain (from Section 2.2.3.4.2).

Continuous Process the one year dataset in independent ten minute periods, but
concatenate the residues in their original time series order to effectively
ensure that all RF cycles can be accounted for correctly (from Section
2.2.3.4.3). Account for the residue which remains from the entire
dataset with Simple RF counting, based on the assumption that a one
year stress history is representative of subsequent years.

Larsen and Thomsen Process the one year dataset in independent ten minute periods,
accounting for the residue as half cycles according to Section 2.2.3.4.1.
Additionally, concatenate the maximum and minimum values from each
ten minute period in their chronological order, and process the
sequence using Simple RF counting.
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3.3.3 Transition Cycles from Load Case Analysis

The significance of transition cycles on the standard design approach was investigated, by
which a one year representative time historyteaf minuteLCs was defined. The time
history was identified from Turbine K1 SCADA wind data as outlined in Se&itbr8.1.1

from which the steady stateCs could be readily identified. The number of transie@s

was takenrom the frequency of occurrence supplied by the turbine designer, with instances
substituted into the time histomandomlyin appropriate locationsvhich were identified
based on the wind speed criteria presentedaible 3-4. This resulted in dour year time
history of T@ QM1 ¢ &) QO wic TR QO we ) Q1 "PEQic phwry ten minute

LC periods. The methodology used to construct the LC higaigown inFigure3-16.

The LC time history was then related to the correspondimg series stresses. To
investigate the impact of transition cycles on the full life fatigue loading, the load histograms
were processed using the methodologiedined in Table 3-8, which are also displayed in

the process diagms inFigure3-17 andFigure3-18.

Four year wind
time history, ten
min. averages

Identify power production
and idling LC periods,
based on Y
\
Substitute transient LC at Identify possible transient
suitable locations LC periods, based on "Y

Four year LC
time history

Figure 3-16. Process diagram showing methodology used to construct a
representative LC history.
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Table 3-8. Methodologies used to process the through-life fatigue load histograms.
The methodologies were applied to the measured loading from Turbines H4 and K1,

as well as the loading produced by the turbine designer.

Method Description

Half-cycles Each ten minute MLC/DLC was RF counted independently, with half-cycle
counting of the RF residue, and then factored by the design frequency of
occurrence. Using this methodology, the transition cycles, which link each LC
period, are not accounted for.

Continuous The ten minute MLC/DLC periods were RF counted independently without
accounting for the residue, and then factored by the design frequency of
occurrence. The four year representative LC sequence was then used to
construct a synthetic stress history using the residue sequence from each
MLC/DLC time series, concatenated in the time sequence order. The complete
synthetic stress history was then processed using simple RF counting, so that no
unclosed cycles remained, and the counted cycles were factored up to the twenty
year design life. The methodology is shown in the process diagram in Figure

3-17.
Larsen & The four year representative LC sequence was used to construct a synthetic
Thomsen stress history following the methodology outlined by Larsen and Thomsen [72],

which was then processed using simple RF counting and then factored by the
twenty year design life. The identified transition cycles were then added to the
cycles produced using the half-cycles methodology outlined above. The
methodology is shown in the process diagram in Figure 3-18.

LC time series One year LC
stresses time history
PV process, and Concatenate LC
apply the four-point residue stresses, in
RF criterion time history order
Factor RF cycles by LC PV process, and
frequency of occurrence, apply the four-point
and bin RF criterion

Simple RF count the
residue

Sum all cycle
histograms

Bin the transition cycles

Figure 3-17. Process diagram showing method used to correctly identify transition

cycles, without double counting of residue data points.
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LC time series One year LC
stresses time history
PV process, and Concatenate max &
apply the four-point min LC stresses, in
RF criterion time history order

PV process, and
apply the four-point
RF criterion

Half-cycle count the
residue

Factor RF cycles by LC

Simple RF count the
frequency of occurrence,

and bin residue
Sum all cycle Bin the transition cycles
histograms

Figure 3-18. Process diagram showing method used by Larsen and Thomsen to

identify transition cycles (methodology outlined in [72]).

3.4 Numerical Modelling

To understand the potential variation in the measured loading across the site, with changes in
sea depth ahwith natural frequency of the structures, the turbines were modelled using
DNV-GL Bladed softward109]. The following sections detail the model definition and

variables that were investigated.

3.4.1 Model Definition
3.4.1.1 Support Structure

The turbine support structure was modelled on dimensions of Turbine K1, using geometry
information from the turbine and substructure design ref@8% [94]. Bladedsoftware
requires inputs at various heights specifying the outside dimensions in order to calculate
aerodynamic and hydrodynamic loads, and structural mass and stiffness properties to
determine the structural responses. The structural properties and equedisiswn in

Table 3-9, with material properties shown fable 3-10. For the MP/grout/TP connection
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the structural properties were estimated as the simple sum of the properties from each section
over thelength of the overlap. Point masses were included to represeqlisiohuted loads

such as working platforms or the mass damper. The calculated values at each station are
shown inFigure3-19.

It was not possible to modéhe faundationsoil interaction as a software license for the
foundation moduleddon was not available. Therefore, an Effective Fixity (EF) depth with

a stationary bottom node below the sea bed level was used to approximate tower
displacement and rotation dtet sea bed, which could not bere accurately represented

with soil grings The height of the bottom node was adjusted to match the structural first
mode frequency given by the foundation designer for a range of projected sea bed levels
[87].

Damping values are required to be specified for each tower bending mode, given as a
fraction of critical damping. The overall damping on the support structure arises from a
combination of hydrodynamic dammg (from wave radiation and viscodisrces), material
damping in the structural steel and grout connection, and soil damping, as well as
aeroynamic damping arising from viscoudorces and vortex sheddind23].
Recommendations available in the literature give a range of 018286 of critical damping

for the first structural modg3], [110]. Based on these values a structural damping value of

1% was useddfr each structural mode.

Table 3-9. Calculation of structural properties for the support structure node stations.

Structural Property Equation

Mass per unit length (m/1) " i

Bending Stiffness (Ela) O
T
Torsional stiffness (GJ) © : '¢ 0 0i oot i ‘900
Y q
Polar moment of inertia per unit length (I/1) %’ “Te 6 6 i“odm: | ‘000

Note: )} indicates density of the structural material, Ei s YoungusslaiModtiuHe sectionés
moment of area, G is the material shear modulus, J is the polar moment of area, 3 is the material
Poi ssondés ratio.
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Table 3-10. Material properties used for the support structure.

Methodology

S355 Steel Ducorit Grout
Youngobs H@BRajl u 210 [94] 60 [92]
Density j [kg/m°] 7,850 2,000 [94]
Poi ssond@F] Rat 0.303 0.19 [92]
100 1 1 1 1
80 [ . i . . .
60 - : - : : :
o L 4 L 4 A i | ]
8 40
E
<
2
° 20t . - . - : - .
0 - - - - - - - -
20 b 1 - 1 - 1 - 1
_40 1 1 1 1
1 2 3 0 1E4 2E4 0 B5E11 1E12 0 5E11 1E12
Diameter [m] Mass/I [kg/m] El [Nm?] GJ [Nm?]

Figure 3-19. Properties used to define the support structure stations. Left to right;

outside diameter, mass per unit length, bending stiffness, torsional stiffness.

3.4.1.2 Nacelle

The nacelle assembly specifications were taken f@shand[111]. This included nacelle

dimensions for calculation of drag loads, and mass distribution for the influence on structural

dynamics. Values which could not be determined from the available information, such as

drive trainflexibility and generator inertia, wetgased on properties for aMBN reference

turbine developed by NRE[112].
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3.4.1.3 Rotor

The blade properties have an important influence on the aerodynamic loadinguathdadt
response of the turbine. As minimal detailed information fotuhgineblades was available
in the public domain, the modelas based on the properties of the NRBUW reference
turbine [112]. The blade definition wascaled to a B1W equivalent based on the weight,

dimensions, and operating conditions givei aile3-11.

The blade station geometrical properties were scaled by the total blade radius and maximum

chord length, while the massd inertia properties were scaled by the total blade weight,
using information provided iffL11]. The blade bending and torsion stiffness properties were
scaled to maintain the same deflection angle under the assumption ofpezgsaire load
acting on the blade surface. As the blade statemofails were kept the same, the blade
staton twist angle was simply adjustadcording to the tip speed ratim maintain the same
angle of attackThe conversion methodologies are showmable 3-12, and some of the

converted properties are displayedrigure 3-20.

Table 3-11. Rotor dimensions used to scale blade properties.

NREL 5 MW [112] 3 MW [93], [111]
Rotor diameter [m] 126 90
Max chord length [m] 4.65 3.512
Rated speed [rpm] 12.1 16.07
Total mass [tonnes] 17.75 6.76
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Table 3-12. Conversion methodologies used to scale blade properties from the NREL

5 MW turbine rotor.

Blade Property

Scaling Conversion

Blade station radius

Aerodynamic twist

Mass per unit length

Chord length

Polar inertia per unit length

Bending stiffness

Torsional stiffness

Q

Note: Subscripts 1 and 2 identify the 5 MW and 3 MW rotors, respectively, while i indicates the
individual blade stations. R, C, and M are the total blade radius, maximum chord length, and total blade
mass, respectively, where lower case symbols indicate individual blade station properties. ¥ is the
rotor rotational velocity at rated wind speed, and b is the aerodynamic twist at each blade station.
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Figure 3-20. Blade station properties scaled from 5 MW to 3 MW. Left to right; chord

length, aerodynamic twist angle, mass per unit length, bending stiffness.
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3.4.1.4 Controller

The turbine controller defines the nacelle yaw, blade pitch, and generator torque responses to
externalwind loading conditions. For a variable speed, pitch regulated turbine the rotor
speed varies with wind speed to keep the turbine operating at optimum tip speed ratio for
wind conditionsup to rated wind speefJ.aed. Above U 4eq the rotor velocity is &pt
constant while the blade pitch angle varies in ordeatoh less wind and limit the generator
power. The turbine varies the generator torque in both regimes to control the rotor speed via
a closed loop system which is usually based on a Pl cont{pleportional and integral
gains). However, the design of the controller is a specialist task as the gain can be varied
with operating point in order to minimise actuations and potentially to reduce structural
dynamics[113]. As limited information was available in thmblic domain to enable the
specificturbine controller to beefinedaccurately, an automatic calculation of the controller
gains waerformedwithin Bladed. It isnoted that the resitly controller is designed for
steady operation loads and does not account for structural and actuator dynamics, or

turbulent and nomniform wind[113].

The steady state power and thrust coefficient curves resulting from thes doha controller
definitions are comparet those of the actualirbine (from[111]) in Figure3-21 below. It

can be seen that the model has simitaor characteristics to therbine above rated wih
speed (13n/s), but with a different profile below rated wind speed.

1 1 1 I T
Design data Cp
0.8 | Bladed model Cp |
Design data Cr
Bladed model C
l 0.6 t
o
o
© o4t
0.2 F
0 L 1
0 5 10 15 20 25

Wind speed [m/s]

Figure 3-21. Comparison of thrust (C;) and power (C,) coefficient curves from the

Bladed model and actual turbine design data (from [111]).
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3.4.2 Wind Regime

The wind loading used for the model simulations was generated within Bladed, based on
specifications given if21]. A three dimesional turbulence time history was generated
using a Mann spectrufi14] with parameters recommended[i13]. An exponential wind

shear profile was included, with the same exponent used for dé8igiThe simulated loads
produced by t he turbine designer used wi n
characteristics, whereby the Tl values used differ from the IEC normal turbulence model
[21]. The Tlvalues used by the turbine designer were not available, but it was possible to
calculate the standard deviation of the hub height wind speeds which were included with the
model outputs for eadhC bin, and to compare these values with the IEC normal lemba

model standard wind turbine classes A, B, and C. As reasonably close approximations are
produced by the normal turbulence models with class B and C turbulence levels, these were
used to model the wind loading to compare the model output with resaltgled by the
turbine designer.

Additionally, the Tl values calculated using operational SCADA measurements from
Turbine K1, as described in Sectidhl.3.1.1 were used to investigate the effect of
operational turbulencdevels on the modefesults. The measuredvalues should be

representative of the mean level of fatigue loading experienced by the operational turbines.

3.4.3 Wave Regime

Wave loading was included in the simulations, modelled with a JONSWAP spectrum with a
pealedness parameter of= 3.3[115]. Significant wave heightl; and peak spectral period

T, were varied with wind speed and direction LC according to the design distriygfipn

As limited information was available regarding the distribution of wave loading at the site,
and the wave height measurements recorded at the offshore substation were assumed not to
be representative of the wave conditions at Turbines H4 and K1, the design wave conditions

wereusedfor all sea bed depths used in the analysis.

As outlined in Sectior3.4.1.1 an EF value was used to model the foundation stiffness for a
range of sea bed depths. To ensure that wave loading was applied to thel@astadtthe

support structure, the sea bed depth was varied according to the design values provided in
[95].

3.4.4 Load Cases Investigated
Only the power production LCs were simulated as they were idehfifien the design

documentation as having the dominant contribution to total fatigue darf@&fje
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Additionally, the transientCs (startup, shutdown, and emergency stop) require additional
detailed catroller information in order to accurately model actuation rates and resulting load

effects.

Results of the model simulations were transformed to stresses at the location of the measured
gauges and RF counted. RF cycles were then factored by the desjganicy of occurrence
to produce the through life fatigue histogram.
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Discussion of Results: Measured Load Data Processing

4 Di scussion of RetohDat:a MRrasaa i n ¢
4.1 Gauge Positioning; Finite Element Modelling

4.1.1 Comparison of Finite Element and Beam Bending Theory
Stresses

The results from the FEnalysis of the global gauge location are shown befigure 4-1

shows the stresses and displacements of the model under the maximum applied vertical and
horizontal load, where the stopper brackets transfer a large portion loathéo the top of

the MP on the compressive side of the structure, but are seénhawdy from the MP in
tension (note that the stresses showirigure 4-1 are based on an arbitrary, hypothetical
maximum load) Figure 4-2 shows a vertical stress path on the inside surface of the TP in
two circumferential locations, also under maximum applied horizontal load, and shows close
agreement between FE results and stresses calculated from simple beam theruding
(BBT) using Equation(3-13) down to the location of the global gauges. Below the global
gauges the FE arBBT stress results start to diverge due to the stress raising effects of the
stopper brackets and grout connectionyadrds the bottom of the grout most of the axial load

has been transferred into the MP.

Figure4-3 shows a circumferential stress path on the inside of the TP surface at the height of
the global gauges under four horizontal loadues. With zero horizontal loading there is a
slightly more compressive stress with the FE result above the loaded stopper aackets
result of the proportion of load transferred through the brackets to the top of thenkitd?

an applied horizontal &l the effects of the stopper brackets are small except for the most
compressive stopper bracket, where stresses are lower by approxinfdtedy 6r 7% of the
maximum compressive stregss the axial load is transferred through the TP into the MP,
the loal path is focussed through the stopper brackets, meaning that the stresses calculated in
between the circumferential |ldgans of the stopper brackets apeoportionally lower.
Although the difference between FE stresses and simple beam bending thewV, it was
considered important to quantify the influence that the difference would have on calculated

fatigue damage, and this is detailed in Secfidn2below.
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(Avg: 75%)
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-2.667e+02

Figure 4-1. FE results showing the stress distribution and scaled displacements for

the stopper brackets on the compressive side (a) and tensile side (b) of the structure.
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(a) T T T T (b) T T T

—— FE
1 20 - BBT
SGA
— — — bracket top
— — — bracket bottom
— — — grout top

15 F i 15k — — — grout bottom i

20
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Height [mCD]
o

-300 -200 -100 O 100 200 -50 0 50 100 150
Axial stress (MPa) Axial stress (MPa)

Figure 4-2. Surface stress on the inside face of the TP under maximum horizontal
load. (a) Vertical path through the stopper bracket on the compressive side of the
structure. (b) Vertical path through the tensile side. Blue line shows results from FE,
red line shows results calculated from BBT using Equation (3-13). The yellow dashed
line shows the height of the global gauges, while the grey dashed lines show other

notable features of the brackets and grouted connection.

89



Fh =0.00 MN Fh =0.07 MN

-4.5 10

©

o

= 5

[)]

%]

o

»

T -5.5

x

<

-6 ! l
0 60 120 180 0 60 120 180
Fh =0.29 MN Fh =0.50 MN
50 100

©

[

= 0

(]

(%]

g

K 50

% FE

BBT
-100 . : -100 . .
0 60 120 180 0 60 120 180
Circumferential location [deg] Circumferential location [deg]

Figure 4-3. Surface stress on the inside face of the TP; circumferential path at the
height of the global gauges (6.608 mCD). Blue line shows results from FE, red line

shows results calculated from BBT using Equation (3-13).

4.1.2 Influence of Stress Raising Effects on Calculated Fatigue
Damage

The FE results show very close agreement with stresses found from @Biplat the

location of the measured gauges, indicating that the gauges were installed far enough from

the stress raisingnfluence of the loaded brackets assess the global loading of the

structure Therefore, a comparison between measured data and design stresses calculated

from BBT should give reasonable results. However, it was decided to investigate the impact

of the dight stress raising effects shownkigure4-3 on calculated fatigue damage to ensure

that the use of measured data wagilce aconservativeeomparison with the design loading.

To enable the FE resuli the location of thetrain gaugeso be used for different loading
directions to those which are able to be directly interpreted (i.e. at 0, 60, 120, 180 degrees

offset between the gauge location and horizontal load vectdieetioral transfer function
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was calculated. Theifterences between FE andBBT stressesvere calculated from the

results at the circumferential location of the stopper brackets,
1 "0® , ¢ , e+ he mhpmpcipymn (4-1)

wheres is the circumferential location of the stopper brackets/global gauges in degrees, and
, and, are the stresses calculated from FE 88T, respectivelyAs the results from
Equation(4-1) were derived from a half cylinder FE model, the results could be converted to
the other circumferential gauge locations using™OQ 1t m | "OP ¢ m and

1 O0onmt | "O@ 1. The results from Equatiorid-1) were then used tdinearly
interpolate a stress correction value to account for any directional misalignment between

gauge location and resaitt bending moment,
1 "0®h— NEOQI f&o@ha — oQT (4-2)
where the resultant bending moment angle { is given by,

PPN — ‘M m
— OAI Th — . < o (4-3)
The stress correction could then be applied toBB& stress to account for the elevated

stresses at thgauges under any direction of applied loading using,
. s h— ., * 1 'O®h— (4-4)

An example of the stress correction is showFRigure4-4, and a stress time series produced

using design loads is shownkigure4-5.

Finally, the DESvaluesprodued from the DLC load results wetalculated using botBBT

and the FE correction from Equati¢f4), and then factored by the full life frequency of
occurrence to give the total DES using each method of stress calculdtemmatio of DES

values is shown ifrigure4-6, and indicate that by accounting for the stmaésing influence

of the stopper brackets at the location of the measured gauges an thteeakef fatigue

damage would be calculated, by an approximate factor of*&95% usingm=3, or

0.95° = 30% usingm = 5 (from Equation(2-19)). This indicated that, although tledfects of

the stress raisers asmall, a conservative fatigue damage comparison would result from
stresses calculated from the measured data and stresses calculated from the design simulation
results usingsimple BBT. This result is important as the exact height tolerance of each

stopper bracket is not known, and therefore cannot be used to determine the specific stress
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raising effects accurately. Therefore, the FE results have been used to demonsirate that
although the measured data is slightly affected by the presence of the stopper brackets, the

comparison with design stresses calculated with simple BBT is conservative.

—
1Y
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o

FE -BBT| |
SFE(0,P)

1
—_

Stress [MPa]

5k

Stress [MPa]

FE
BBT
BBT + FE(0, )

20k : 1
0 60 120 180
Circumferential location, ¢ - # offset [deg]

Figure 4-4. Correction used to apply FE results to multidirectional loading, with an
applied horizontal load of F, = 0.07 MN. (a) Blue line shows stress from FE results
minus BBT stress from Equation (4-1); red line shows linearly interpolated values
between gauge locations from the FE model using Equation (4-2). (b) Stress from FE
and BBT (blue and red lines, respectively) vs circumferential location. Yellow line
shows stress vs directional misalignment between gauge location and resultant

bending moment, from Equation (4-4).
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Stress, [MPa]
w
1

BBT
BBT + 6FE(6, )

) 1 1 1 1
180 200 220 240 260 280
Time [s]

Figure 4-5. Example stress time series accounting for stress raising effects,
calculated from the design simulation results. Blue line shows gauge location
stresses calculated from simple BBT; Red line shows BBT stress plus FE correction
value from Equation (4-4).

094 1 1 1 1 1

0 60 120 180 240 300 360
Circumferential position

Figure 4-6. Ratio of Damage Equivalent Stresses calculated using BBT and FE, for the

full life fatigue loading (from design loads).

4.2 White Noise Reduction

The effect of the low pass filter is shown belowFigure4-7 andFigure4-8, with two sets

of dat from gauge KiIS4SGA with similar environmental and operational loading
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conditions. The first time period in the below figures includes minimal noise, while the later
period includes a significant level of additional white noise overlaid on the styess. $he
structural response at the second mode of approximatelzli® apparent idrigure 4-8a,

and is retained after application of the low pass filter-@ttifrequency =2 Hz). However, it
should be noted that that thecead mode response is rarely observed in the full 18 month
data period, and is of low amplitude compared to the response at lower frequencies.

Figure 4-9 below shows the impact of the lgwass filter on theDES calculated from
Equation(2-18) for each of the global gauges from Turbine Kbme of the gauges display
O0spi kesd i n tahanumbarlotoochsiohsandOct@bEr&nd at the beginning of
December; these periods represent erroneous readihgch were identified and later
removed during data quality checKshe unfiltered signals display a significant increase in
DES values after a period of one to two months of operation, particularly for gauges S4
SGAV and SESGAYV (Figure4-9d & f). Although S6SGAYV only displays a DES increase

by a factor ofapproximately three, Equatiof2-19) shows that the relative increase in
calculatedfatigue damage would be in the order &f& approximately 2fimes higher than

at the beginning of the measurement period, leanttethe variation of the DES value with
changes in the environmental loading can be sedte &ffectively swamped. The filtered
signal for gauge S6GAYV, however, can be seen to retaimmimum level of increased

DES compared to the values at the beginning of the measurement period, which results from
the noise level which is retained below th&l2 cutoff frequency.Although an optimal
measurement system wouddntain only the underlyasignal it would be difficult to justify
lowering the filter cut-off to further eliminatehe additional noise at lower frequencies, as

the loss of information of the real physical response at these frequencies could reduce the
level of calculated fatigel damage. Therefore the low pass filter design as described in
Section3.1.2.5was used to reduce the level of noise in the measured data, as it has been

demonstrated to be conservative.
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(a) 20 Wind speed = 18 m/s, direction = 300 degrees (06/10/11)
T T
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Figure 4-7. Time series plots from gauge K1-S4-SGA with low pass filtering, showing
data periods prior to additional noise (a), and later with additional white noise (b). The
effect of the low pass filter on the additional noise is particularly noticeable in
Figure (b).
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Figure 4-8. Amplitude spectrum from gauge K1-S4-SGA with low pass filtering,
showing time periods prior to additional noise (a), and later with additional white
noise (b). The effect of the low pass filter is seen at the 2 Hz cut-off frequency.
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Figure 4-9. Impact of the 2 Hz low pass filter on Damage Equivalent Stress, calculated
using m = 3 for each ten minute period of data for the beginning of the measurement
period. Subplots (a) to (f) show data from Turbine K1 gauges S1-SGAV to S6-SGAV
(top to bottom).

4.3 Datum Drift Correction

The initial datum values for each of the@rbineK1 global gauges, and their drift over the
total measurement period, are shownFigure 4-10 below. Figure 4-10a shows the datum

offset for eachtenminute period for gaug81-SGAV along with the 000 point moving
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average valueThe maximum drift overthe total measurement period of approximately
25MPa can be expected to have a significant impact on the gauge function fitting, and

therefore also the estimation of the global responses.

Figure 4-11 shows the teminute mean s#ss valus prior to datum drift correctionn
relation to the ideal mean stress leradulting from the design simulatiorfspm which the
method of identifying the long term gauge drift using Equafi®3) can be seerfigure
4-12 shows the same data with datum drift correctd the effect of the correction is
shown inTable4-1, quantified by the root mean squared erRMSE) between the design

and measured mean stresaueal

Ideally, datum drift would be corrected where necessary through periedadibeation of

the measurement system. However, wherealibration may be impracticable due to site
logistics or timescales, for example, the methodology outlined in Se8tioA.6 allows

datum drift to be corrected whilst accounting for large scale stress variations due to changes
in rotor thrust loading. This is necessarjor to combination of the gauge signals via cosine

function fitting, with results presented in the following section.
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Figure 4-10. Datum drift in Turbine K1 global gauges. (a) Measured offset data points
for S1-SGAV calculated using Equation (3-3), and the 1,000 point moving average
value used to correct the data. (b) Moving averages calculated for each of the Turbine

K1 global gauges.
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Figure 4-11. Design and measured mean stress from gauge K1-S1-SGA prior to datum

drift correction. Design mean value calculated from power production DLC simulation
results.
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Figure 4-12. Design and measured mean stress from gauge K1-S1-SGA after datum

drift correction. Design mean value calculated from power production DLC simulation
results.

Table 4-1. Root Mean Squared Error values calculated with and without datum drift
correction, for Turbine K1 global gauges.

Non-corrected [MPa] Corrected [MPa]
S1-SGA 12.78 3.52
S2-SGA 7.12 191
S3-SGA 2.49 1.88
S4-SGA 5.97 2.88
S5-SGA 4.14 2.23
S6-SGA 4.58 2.89
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4.4 Cosine Fitting

Figure 4-13 below shows the impact of fitting the measured gauge eBe®s acosine
function using Equatior§3-9) on the DES caldated from filtered gauge data, calculated
using Equation(2-18). It can be seen that the incred$2ES resulting from the additional
white noke which occurs after approximately one to two months and which is still partially
retained after applicen of the low pass filter (as displayedRigure4-9) is spread between

the remaining gauges. Essentially, the increade alues which are evident id-SGAV

and S6-SGAV from November onwardare redwced by the cosine fitting, whilthe DES
values for the remaining gaugessult ina corresponding increase. This indicates that the
additional white noise which cannot be @md from the data below theH filter cut-off
frequency can be partially reduced floyction fitting with the remaining gaugeBherefore,

the procedure is believed to be conservative as the impact of the additional noise, which is
effectively distribued across all gauges by the function fitting, serves to artificially increase
the calculated fatigue damage. This is additional to the main objective of the function fitting
procedure, which is to allow measured strains to be related to dlebding momets,
Equation(3-12).
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Figure 4-13. Impact of the cosine fitting function on Damage Equivalent Stress,

calculated using m =3 for each ten minute period of data for the beginning of the

measurement period. Subplots (a) to (f) show data from Turbine K1 gauges S1-SGAV
to S6-SGAV (top to bottom).

4.5 Sensitivity of Fatigue Calculations to Digital Sampling

The underlying peak cycle stresses, which may have been rbigsbd digitalsampling of

the data, were estimated by fitting a quadratic curve to three data points at each amakima
minima using the methodology outlined {®6]. The corresponding fatigue damage was

103



compared to the daage calculated from the-aseasured time series using Equatgt0),
expressed at the ratio of normal fatigue damage to the damage calculategtraipolation

of the cycle turning points, using a total of*lifidividual ten ninute data periodsThe
distribution ofthe results is shown ifrigure 4-14 below. The distributions are bounded by
the reduced fatigue values estimated by Equaf®a6) at the first and second mode
stiuctural frequenciesisingm= 3; the first mode dominates the response of the structure,
and this is reflected in the proximity of the distribution&igure4-14to the value estimated
for the first mode frequencylhe same isrtie for the distribution calculated usimg= 5,

where the analytical reduced damage fraction from Equédidl) equals 0.998 dy/f, = 60.

The mean of the distributions are 0.995 and 0.996, calculated with fatigue damagenépon
of m=3 andm=5, respectively, and therefore the reduction in estimated fatigue due to
digital sampling of the stress signal was deemed to be negligible, and no further peak

extrapolatiorof the measured data was used for the fatigue analysis.

02 : 1 T 1 1 L T : 1
: [ :
~~f/f =13.33 ~fJ/f =60
: s n | | : s n
0.15 L| -
[
|1
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Q 01 | .
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0 : L - || | .
0.97 0.975 0.98 0.985 0.99 0.995 1 1.005

Reduced fatigue damage fraction (D")

Figure 4-14. Distribution of the reduced fatigue damage resulting from digital
sampling of the measured data, calculated using Equation (3-40). The mean values
from each distribution are shown with a dashed line of the same colour. The reduced
fatigue damage calculated from Equation (3-16) for normalised sample frequencies of
20/1.5 = 13.33 and 20/0.33 = 60 using m = 3, relating to the second and first modes of

the support structures, are shown for comparison.
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5 Discussion of Result s: Environme

Data Processing

5.1 Measured Wind Distribution

The measured wind data taken from Turbine K1 SCADA over the periodZiid)were

used to calculate theperationalwind speed andirection distributionFigure5-1 compares

the operational data with the directional distribution used for design. The design fatigue
analysis was based on the wave distribution, as this was showndiacera conservative
assessment using combined wind and wave loading dired8@hsThe operational wind
speed measurements from Turbine K1 wetedito a Weibull function fronkquation(2-7),

and the measured wind speed and direction distribution was then used as the frequency of
occurrence to factor the design loatisinvestigate the impact of the operational distribution
on the total fatigue damag€&€he comparison of thiatigue damage produced by the design
and measured distributions, egpsed as a DEM using EquatiBi17), is shown inTable

5-1. The difference in throughfe fatigue damage calculated using the twstributions is
negligible, and therefore the design distribution was used for calculation of further results.

= N N
N O B

Wind speed [m/s]

—

o B

Figure 5-1. Comparison of design and measured wind distributions. (a) Design wind
and wave direction distributions (from [87]). (b) Wind speed and direction distribution
from Turbine K1 SCADA data, 2010-2013 (wind speeds fitted to a single Weibull

function for all directions).
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Table 5-1. Ratio of Damage Equivalent Moment resulting from the design and

measured wind distributions. Results are normalised by the design DEM.

Design Measured
m=3 1.00 0.96
m=5 1.00 1.00

5.2 Measured Turbulence

5.2.1 Assessment of Meteorological Mast Turbulence

The MM data was found to contain distorted values of windedpmean and standard
deviation which was characteristic of the effect of roundiras described in Section
3.1.3.1.2 The rawdata is shown ifrigure 5-2, and is compared tthe minimum rounding

error function given by Equatio(3-26) with a fitted period indicating ra anemometer
correlation coefficient oP = 1.2505m/s/Hz. Reslts from the 16 Monte Carlo simulations
produced the distribution of mean and standard deviation rounding errors sh&igurie

5-3, which were used to correct the rounded data uBiggations(3-22) and (3-23). The

mean wind speed measurements were then extrapolated to turbine hub height using
Equation(2-3), and the corrected data are plottedFigure 5-4 along with an effetive
turbulencelevel calculated from Equatio3-18). The rounding correction produces a
reduction in the estimation of  for low wind speed and turbulence values, while the
increase in mean wind speed values due to extrapolation to hub height produces a reduction
in,,  for the higher wind speedshe corrected data provided the best assessmaitable

of siteturbulenceconditions as detailed in Sectioh.2 below where the data are compared

with other available measurements.
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Figure 5-2. Wind speed mean and standard deviation measurements from the MM pre-
construction measurement campaign. The bottom figure displays the minimum
rounding error function (Equation (3-26)) with a fitted correlation coefficient of
P = 1.2505.
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Figure 5-3. Distribution of MM data rounding errors calculated using Monte Carlo
simulation, against standard deviation and mean wind speed for each ten minute
period. (a) Standard deviation rounding error from Equation (3-23). (b) Mean wind

speed rounding error from Equation (3-22).
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Figure 5-4. Meteorological Mast turbulence data, corrected for rounding errors with
mean wind speed extrapolated to hub height. The red line shows the effective

turbulence calculated for the uncorrected data shown in Figure 5-2.

5.2.2 Assessment of K1 SCADA turbulence

The nacelle mounted anemometer ubgdthe SCADA systento record wim speeds is
known to be affected by blockage effects of the rotor and nddédd. The vortices shed by

the blades periodically distort the flow measured by the anemometer such that the recorded
mean and standard deviatioof the wind speed may differ from the undisturbed flow.
TurbineK1 TI measurements were therefore compared migasurements made by the MM

and LIDAR systems to understand the effect of the presence of the turbines.

Unfortunately, aconcurrenimeasurement period between MM and the SCADA data sets
wasnot available, as th®IM had been decommissioned on completion ofdibgign stage
siteassessment. However, the original location ofMi\ was inclose proximity to Turbine

K1, as shown in Figure 1-1, and should therefore provide a reliable comparison for
undisturbed wind directions which are unaffected by the rest of the wind farm, based on the
assumption that the site conditions are consistent for lsag®le sizes. The temporal

coverage of the different datasets is showRigure5-5.

Figure 5-6 shows the effective Tl values calculated using Equai#6) for each of the
datasets using windmeasurementsom the 150%0 300° directional sectdo ensure that the
SCADA measurements at Turbine K1 were not affected by trailing wdakes corrected
MM TI can be seen to closely follow the K1 values abovércutind speed. The deended

K1 TI values were calculated using Equati@¥) in order to remove the effects of large
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variations in mean wind speed, and show a slightly rediita@lue at all wind speeddt
should be noted that it was nobgsible to detrend the MM or LIDAR data using
Equation(2-4), as the data setgere only available in ten minute periods. The LIDAR data
can be seen iRigure5-6 to givethe lowest assessment of turbulencellavimd speeds, and

is likely to underestimate the wind variation due to the known volumetric averaging effect
associated with this measurement sysigo.

Finally, Figure 5-7 shows thede-trended”Y'O calculated using operational SCADA data
from all wind directions for Turbines H4 and K1. The additional wake turbulence present at
Turbine K1 for certain wind directions results in a highé©O thanthe detrended values
shown inFigure 5-6, while the H4 measurements are seen to produce hidheues for

nearly all wind speedsThe combined TI levels are found to be approximately half the
highest IEC Tl valuefor nearly all wind speds.This highlights the conservative turbulence
levels that are required by the standards to be selected at the desigmistagfere, the de
trended Turbine K1 TI values were deemed to give the best assessment of operational
turbulence seen by the nsesed turbines, and were used to define the turbulence levels for

use in the numerical simulations presented in Seé&tion

Met mast
K1 SCADA
Sub station LIDAR

1 1 1 1 1 1 1 1 1 1

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Coverage

Figure 5-5. Measurement periods for different sources of wind data.
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Figure 5-6. Comparison of Tl levels recorded for the directional sector 150° to 300°.

Tles calculated using m = 3. The IEC turbulence categories are shown for comparison.
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Figure 5-7. Effective turbulence intensity (Tls) measured at Turbines H4 and K1 (solid
lines and dashed lines, respectively), calculated using Equation (2-6). The standard

IEC turbulence classes as given in [21] are shown for comparison.
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5.2.3 Site Turbulence Distribution

Standard deviation measurements using SCADA data from multiple turbine locations were
used to evaluate the level of turbnte across the wind farm during the 18 month load
measurement period. The selected turbines are showigime 5-8, which highlights the
directional transects used to investigate the number of turbine rows required for coowergen
of wake induced turbulence. Effective standard deviatialuesfor the identified wind
directions are shown idrigure 5-9 and Figure 5-10, and display the lowest level of
turbulence at Turbine K1 (wth experiences the ambient, undisturbed flow from these

directional sectors).

No significant increase in turbulence measurements is found for successive turbine rows
after Turbine H4 below rated wind speeds$atqs = 13m/s), butFigure 5-9 shows that
increased turbulence levels were found further downstream at higher wind speeds with the
closest turbine spacing of 5.1 rotor diameté&igure 5-11 and Figure 5-12 show that this

trend is consistent with other directions, as Turbine H4 displays close to maximum levels of
Uerr below Uraeq, but lower levels at higher wind speeds except for wind directions aligning
with multiple closely spaced rows of turbines (approximately 25° &@3, Zigure 5-12).

Therefore the wind directiondistribution needetb be taken into account in the analysis.

Accounting for the distribution of wind speeds and directions over the measurement period,
the combined effective tudtence level for all wind directions was calculated ugiingm
Equation(3-18)),

LY ,3 hY% (5-1)
U

where the directional distribution is accounted for by default. The calculated values are
shown for each turbine iRigure5-13. Turbine K1 exhibits low level turbulence at all wind
speeds, while H4 is close to the maximum value in the wind farm Upgd@ Turbines D3

and F3 display the highest turbulence at wind speeds algug indicating that th level of
ambient turbulence continuesiterease with successivews after Turbine H4. Therefore,
turbine location H4 does not constitute the location of highest turbulence throughout the
wind farm for all wind speeds. However, to account for thisdffect of screening the
measurements to identify periods of high turbulence at Turbine H4 was investigated, and is

described in Sectiob.2.4below.
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Figure 5-8. Turbine locations used to investigate the distribution of wind turbulence
throughout the wind farm. Directional transects relate to data plotted in Figure 5-9 and
Figure 5-10.
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Figure 5-9. Effective standard deviation for turbine spacing of approximately 5.1 rotor
diameters (turbines aligned in the mean wind direction of 203.6° +/- 5°).
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Figure 5-10.

Effective standard deviation for turbine spacing of approximately 11.7
rotor diameters (turbines aligned in the mean wind direction of 229.8° +/- 5°).
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Figure 5-11. Effective standard deviation for all wind directions below rated wind

speed (U = 8 m/s +/- 1 m/s). Turbines H4 and K1 are highlighted, with the grey lines
showing the remaining turbines used, (identified in Figure 5-8).
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Figure 5-12. Effective standard deviation for all wind directions above rated wind
speed (U = 16 m/s +/- 1 m/s). Turbines H4 and K1 are highlighted, with the grey lines
showing the remaining turbines used, (identified in Figure 5-8). Sufficient data was not

recorded at this wind speed for wind directions from the North and the South East.
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Figure 5-13. Effective standard deviation for the full two year dataset, 2011 to 2012
inclusive. Turbines D3 and F3 (highlighted) display the highest level of U above
rated wind speed.

5.2.4 Selection of Maximum Turbulence Periods at Turbine H4

Due to the spread of turbulence values measured for each wind speed and direction bin, it
was possible to use tAairbineH4 SCADA data to identify the periods which woulghtch

the maximum level ofl.; in the wind farm. Using a measurement period corresponding to
the 18 month load measurements, the maximurhulencevalue in the wind farm was
identified for each wind speed and direction bin, “Yh-F, this ime using bin sizes of
dY=2m/s andQ{=30° to match theLC bin sizes. The H4 data was then filtered to
identify the turbulence measurements which would produce an equivalent turbulence value,
.- ™, to match the highest wa in the wind farm, effectively by selecting the highest
turbulence values in the distribution at each wind speed and direction bin. An example of the
methodology is shown ifkigure5-14. To obtain the combinegd * for all directions as a
function of wind speed, the * "W values were then factored by the number of

occurrences of each mean direction sector in the measurement period and combined using,
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(5-2)

where¢ is the number omean wind direction bins used@he combined high turbulence

. values for H4 are comped to the normal turbulence values calculated for the rest of
the wind farm inFigure5-15 below, and show that the selected periods for Turbine H4 result
in a combined turbulence level which matches the highest turbulence wirithdarm, for

all power production wind speed bins.

In this way, although the load measurements were not taken from the highest turbulence
locationin the wind farm, the H4 measurements could be used to quantify the loading that
would be produced by thmost turbulent location. The loading results are presented in
Section6.3.1.1
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Figure 5-14. Turbulence values measured at Turbine H4 for the T =18 m/s, d = 240°

wind vector bin. The solid black line shows the U value for all the data, while the
dashed line shows the U for the highest measurements (selected to match the

highest U measured in the wind farm at each (1 , d) bin).
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Figure 5-15. H4 effective turbulence intensity, produced by matching the highest G in
the wind farm for each (i ,d) bin. Grey lines show results from the remaining turbines

used for the analysis (shown in Figure 5-8).

5.3 Wave Conditions

Wave elevations were measured at the offshore substation on the South East side of the wind
farm. Although the measurements were not taken at TurbineFiglyre 5-16 shows the
correlations between significant wave heights and the wind speed and direction
measurements from K1 SCADA. Directions which include the highest wind speeds also
include the greatest values of significant wave height, and the correlaticntified as th
adjusted Rsquared value from Equati@®-27), are strongest for the directions which are not
fetchlimited.

FromFigure5-16, it can also be noticed that the quadratic fit to the data for the 9a*2aid
directional sectors has produced a downwards curve, contrary to the fits to the remaining
directional sectors. This is likely to be a result of a poor fit due to the few measurements
available from these directions, with only low wind speeds recatdgdg the measurement

period.

Figure 5-16 presents a simple ngrarametric fit to the measured data, but demonstrates a
strong correlation between the magnitudes of wind and wave loading, based on wind
direction sectors alone. thlough wave direction information is not included in the measured
data, these results are considered to confirm the information provided in the design stage

metocean study indicating a strong directional correlation between wind and [B&}es
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However, althouglanalysis conducted at tliesign stage found that modellibg.Cs with

fully aligned wind and waves would produce conservative results for the given turbine
definition and site condition§87], there is the potential for an assessment of measured
fatigue loading to be neconservative if the measurements used happen to coincide with a
less onerous combination of loading directions. As the available data did not allow for
further refinement of the MC bins based on wave directica statistical approach was used

to assess the conservatism of the measured loading used to define the full loading histogram,

and is presented in Secti6riL
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Figure 5-16. Correlations between mean wind speed and significant wave height for
each 30° directional sector. The red lines show a second order polynomial function

fitted to the data using least squares regression.

5.4 Tide Heights

Ten minuteide height data from thiecal measurement stati@mshown inFigure5-17. The
maximum and minimum tide levels found during the recorded period atn8CED and
0.05mCD, respectivelyTide height data was used with the assessmithe distribution of

fatigue damage presented in Sec#oh
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Figure 5-17. Tide measurements for the OWT site. Data extracted from [99].

5.5 Air Density

Using an average value of 80% humidity from a nearby weather stafidfy the air density
could be calculated using values of ambient tentpezaand pressure measurby the
Turbine K1 SCADA system, from which an average value of 1k2@®° was derived
(Figure5-18below). It should be noted that with the assumption of dry air (0% humidity) an
average density of 1.23¢/m® was found, whichs in the order of the value used by the
turbine designer[93]. The average air density value was used with the wind turbine

numerical simulations presented in Chaer

0. 1 2 T T T T T T T T
[ measured

0.1} Gaussian fit;
o =0.023 kg/m®
0.08 w=1.229 kg/m®

=
T 0.06
0.04

0.02

1.16 1.18 1.2 1.22 1.24 1.26 1.28 1.3 1.32
Air density [kg/ms]

Figure 5-18. Air density distribution calculated from K1 SCADA data using

Equation (3-28) and an assumed value of 80% relative humidity.
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Discussion of Results: Load Case and Capture Matrix

6 Di scussion of Resul t s: Load Case

6.1 Distribution of Measured Fatigue Damage

By dividing the fatigue LCs into wind speed and direction bins, the implicit assumption is
that the variation in fatigue loading can befficiently described by this environmental
loading variablealone Figure6-1 shows the correlation within each wind bin between DES
and other environmental loading variables which are known to influence the |daébak
loading:namely tide level, significant wave height, air density, and turbulence intehisdy.
strorgest influence is found with the wawaed turbulencéoading with a consistent range of
R-squared values for most wind bifhere appears to be a slight correlation between DES
and tide level for the higher wind speeds, which is likely to arise fromlioguwith the

wave amplitude for the dominant wave loading direction. Air density is seen to produce
minimal influence on the level of DES at the highest wind speeds, with slight correlations
found for some of the least frequently occurring wind bins,iptysdue to the small number

of data pointsTherefore Figure6-1 indicates that the distribution in fatigue loading found at
each wind speed and direction bin is influenced by several variables, but most significantly

by the leel of wave and turbulence loading.

The full load measurement period of approximately 18 months can be argued to be
representative of the variation in environmental and operational variables that would occur
over the life of the turbine. Therefore, the da damage produced by the entire
measurement period was used as a bench mark against which to assmesd hlstogram
produced using the methodology outlined in {£E6§6140613[29].

Using the perids in which the turbine was operating in power production mode, a Bootstrap
approach was used to quantify the confidence limits that the full measurement dataset was
sufficiently representative of the underlying distribution of fatigue damage. The Bpotstra
distribution of the mean population fatiguentiege, calculated from EquatigB-30), is

given in Figure 6-2. Restating the notation presented in Sec®®.1 D, is the faigue
damage value produced by the entire population of measurements, Bgd i (the
distribution of values calculated using the Bootstrap resampling apprbaetdistributiors
presented irFigure 6-2 are normalised by the meaof the Bmtstrap damage values, and
showa coefficient of variation (standard deviation divided by the mean) of 0.55% using a
Wohler exponent o= 3, and 1.80% usingh=>5. This represents a high confidence that
the full dataset will be sufficiently regsentative of the througiie fatigue damage

distribution, or within +/ 1.1% and 3.6% tolerance, using n8and m =5 respectively, at
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the 95% confidence level. Therefore the complete dataset of power production
measurementaereassumed to be sufficidp representative of the underlying distribution,

and are referred to here as the population distribufiba.results araormaly distributedas
predicted by the central limihéorem[105], which alsostates that the standaddviation of

a measurement is proportional to the square root of the sample size. Thetefdnegh
confidence in the estimate of damage using the complete dataset is a direct result of the large

18 month measurement period

The probability of a smallrandom sample of measurements at each wind vector bin
producing a full fatigue load histogram which is greater than a certain tolerance of the
population value is shown iRigure 6-3. The probabilities were calculated using agse

sided test, and therefore the expected result of the sampled damage approximately equalling
the full population value at 50% should be true for all sample siggsin, according to lie

central limit theoremthe standard deviation of the sampledreates is proportional to the
square root of the sample size, and therefore the larger sample sizes produce closer estimates
of the underlying damageChoosing an acceptable confidence level of 95% and a sample
size ofn = 30 (as used in the IECS-61400313 methodology), the potential undestimation

is b=97% of the population damage level far= 3, andb = 83% form=>5. This suggests

an unacceptable level of uncertainty for the higher damage exponent, using a sample size of
30 random measurements. Ultimately, however, a direct comparison is nedextgargn

the full population damage values and the sampled histogram values using tA&-IEC
6140013 methodology, and this is presented in Se®iGriL
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Figure 6-1. Correlation between environmental variables and measured DES values,
within each wind speed [m/s] and direction [°] bin for the power production Load
Cases. Correlation calculated as the adjusted R-squared value for a fitted second
order polynomial to the data in each wind bin, for (a) tide level, (b) significant wave

height, (c) air density, (d) turbulence intensity.
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Figure 6-2. Bootstrap distribution of fatigue damage calculated from the full
population of power production measurements, normalised by the mean value. (a)
Fatigue damage calculated using m = 3. (b) Fatigue damage calculated using m = 5.

o) 0.8
A Sample size
S o6 — 10 = 20 30 =40 = 50
60 =70 = = 80 = = 90 100
04 1 1 1 1 1 1 1

0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

0.4 1 1 1 1 1 1 1
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Figure 6-3. Probability of sampled Load Cases producing a total fatigue damage value
greater than a certain fraction of the population value, from Equation (3-33).
(a) Damage calculated using Wéhler exponent of m = 3. (b) Wohler exponent m = 5.
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Discussion of Results: Load Case and Capture Matrix
6.2 Capture Matrices

Load Gases which were idefigd within the measured data tmeet sufficiently the
minimum criteria outlined inTable 3-5 are shown in the Capture Matrices (CM) below
(Table6-1 to Table6-5, where blue hifgglights bins which were covered ®tirbine H4only,

pink indicatesTurbine K1 only, and green indicates sufficient measurements at both
turbines). Where &C was not sufficiently represented by the measured data, the simulated
loads calculated by the turtd designer were reverted to in order to produce a full
representation of the through life loading. This approach is believed to be conservative based

on comparison of MLCs which were adequately classified, as outlined in Sé&ioslow.

Table 6-1. Coverage of the measured data for the power production LCs.

LC1.1 Py
H4only K1 only 0 30 60 90 120 150 180 210 240 270 300 330
4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
6 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
8 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
10 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
- 12 MLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC
é 14 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC
v 16 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC
18 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC
20 DLC MLC DLC MLC DLC MLC MLC MLC MLC MLC MLC DLC
22 DLC DLC DLC DLC DLC DLC MLC MLC MLC MLC DLC DLC
24 DLC DLC DLC DLC DLC DLC MLC MLC MLC MLC DLC DLC
Table 6-2. Coverage of the measured data for the start-up LCs.
LC3.1 I
H4only K1 only 0 30 60 90 120 150 180 210 240 270 300 330
- 4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
é 13 DLC DLC DLC DLC DLC DLC MLC DLC DLC MLC DLC DLC
v 20 DLC DLC DLC DLC DLC DLC MLC DLC MLC MLC DLC DLC
Table 6-3. Coverage of the measured data for the shut-down LCs.
LC 4.1 -
H4only K1 only 0 30 60 90 120 150 180 210 240 270 300 330
- 4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
é 13 DLC DLC DLC DLC DLC DLC MLC DLC DLC MLC DLC DLC
v 20 DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC DLC
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Table 6-4. Coverage of the measured data for the emergency shutdown LCs.

LC5.1 e
H4only K1 only 0 30 60 90 120 150 180 210 240 270 300 330
> = 13 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC
" E 25 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC
Table 6-5. Coverage of the measured data for the idling LCs.
LC6.4 Py
H4only K1 only 0 30 60 90 120 150 180 210 240 270 300 330
3 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC
26 DLC DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC
g 28 DLC DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC
l_l; 30 DLC DLC DLC DLC DLC DLC DLC DLC MLC DLC DLC DLC
32 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC
34 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC

6.3 Load Case Comparison

Damage Equivalent Stress valwesre calculated using Equati¢2-18) for each ten minute
LC period at the 90° circumferential location, for both the measured anchdiesig, and

results are compared in the following sections.

6.3.1 LC 1.1 Power Production

The full population of DES values measured Tatrbine K1 during power production
operating conditiongor one wind directioal sectorare shown irFigure6-4 in comparison
to the values produced by the simulated DLCs. The n#a®, and the scatter of results
calculated with the Bootstrap resampling methodaldgdicate that the measurements
provide a good representation of the underlying fatigading, with a maximum coefficient
of variation found at the th/s wind speed bin (2.98% and 6.24% with= 3 andm =5,
respectively). The mean DES measurement is around 60% of the design value at most wind
speeds, relating to lower fatigue damage inditer of 0.6 = 21.6% and 0.5= 7.8% of the
design level usingn= 3 andm = 5, respectively, at most of the wind speeds showkigare
6-4.

The mean DES values display noticeable changes in mean gradient aralsdritl 14n/s,
which correspond with changes in the operating state of the rotor speed and blade pitch
angle, as shown iRigure6-5. This effect is also apparent in the DES values calculated from

the design data shown iRigure 6-4, indicating that the turbine operating state is well
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Discussion of Results: Load Case and Capture Matrix

represented in the design model simulations. However, the measured data display a number
of high DES outliers in the range of 5 to s which are distinct from the majority of data
points measured in this region, and do not appear to be represented in the design values. The
impact on the mean DES value is particularly strong with the use=d5, which attributes

higher weighting to large amplitude stress cycles. The cause of thersudlishown in

Figure 6-6, which plots the stresstime series relating to one of tloaitlying data points in

Figure 6-4. As wind speed and turbine tput power increase, theontroller for this
particula turbinemodel pitches theotor blades out of the wind and g@wers to allow the
generator to switch between low voltage and high voltage connection, known asletatar
switch[117]. The time stams inFigure6-6 areseen to bémperfectly synchronised due to

the fact that they come from different measurement systems, but the transient event is

evident in each of the high DES outliers identifiedrigure6-4.

Figure 6-7 and Figure 6-8 show the frequency domain response of the structures in the
fore-aft and sideside directions, respectively. The wind directions were chosen to align with
the turbine rows, meaning that increased turbulence levels due to trailing wakes would occur
during themeasurement periods (segure 1-1 for the wind farm layout). The amplitude
spectrums are calculated from FFT of a ten minute periathta during power production
operation, and averaged over 30 measurements to provide a smoothed response spectrum.
The rotor frequency produces a narrow band response during operatiom/atdrid 18n/s,

where the turbines operate at fixed speed. Belpproximately 10n/s the turbines operate

at variable speed, and the structural response is seen to bé speeaa wider frequency

band in theB m/s wind speeglot. The first mode responses of the structures are most clearly
identified in the sideside direction Figure 6-8), while the lower frequency response
(<0.2Hz) to turbulent wind loading is evident in the fe direction, particularly for wind
directions which produce increased turbulence due to trailing wBlkgpsge6-7). It can also

be seen that the structural response at Turbine K1 is generally higher than at Turbine H4,
except in the low frequency region for the 210° wind direction where Turbine K1
experiences the uwaked flow.A small part of the foreaft response ifrigure6-7 is likely

to be due to wave loading, in the region of BZfor the higher wind speeds. However, the
response to wave loading is likely to be small in comparison to the responsedto win

turbulence.

The difference betweemmean DES values calculated from the population measurements
from turbines K1 andH4 at each wind vector bin is shown Figure 6-9. The colour scale

shows that the loading @urbine Klis higher at nearly all wind vector bins, apart from the
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240° to 300° sector for lower wind speeds; from these directional sélatobine H4is
aligned downwind of trailing wakes from several turbines, while K1 receives only the
ambient turbulence leveAdditionally, the wave loading from this directional sector is low,

as the fetch is limitedNotably, for high wind speeds from the South West and North East
directions, corresponding with the dominant sectors from the wave distribution, the fatigue
loading atTurbine K1is appreciably higher than at H4.

Mean DES values from each wind bin for the power production cases were factored by the
design througHife frequency of occurrence to produce a total value, and results are
presented iMrable 6-6 in comparison with the results produced from the simulated design
loads. Only wind vector bins which were measured at both turbine locations were included in
the analysis. The DES values produced from the entire population of power production
measurements are found to have a lower value of fatigue damage than design by a factor of
(9.7217.39%*=17.6% at Turbine H4 and (10.04(7.39°=19.4% at Turbine K1, using

m=3. The relative percentage differescre even more pronounced usimg= 5. These

results show that, where a direct comparison between design and measured LCs are
available, the measured fatigue loading is demonstrably lower than dbgigm amount

which is significantly greater than the estimated confidence limits presente&dure 6-2
andFigure6-3. The assessment of methods used to account for the LC bins which were not

adequately covered by measurement are presented in the following sections.
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Figure 6-4. DES measured during power production operating conditions, for the 270°
wind direction (Turbine K1). Blue dots show single measurements calculated from ten
minute periods, red line and black lines show the Bootstrap mean and two standard
deviations, respectively, for each 2 m/s wind speed bin, and yellow triangles show the
mean DES value calculated from the DLC simulations. (a) DES calculated using m = 3.

(b) DES calculated using m = 5.
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(a) Rotor frequency during power production operating conditions. (b) Blade pitch

angle during power production operating conditions.
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Figure 6-6. Time series data for one of the outlying data points shown in Figure 6-4
(mean wind speed = 7 m/s, direction = 270°). (a) Measured stress measured on the

leeward side of the turbine. (b) Blade pitch angle. (c) Output power. (d) Generator grid

connection state.
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Figure 6-7. Comparison of amplitude spectrums for the fore-aft response
(circumferential location z aligned with wind direction), under different wind speeds.
Blue lines show wind direction from the North East, while orange lines show wind
direction from the South West. The 1P rotor frequency response is apparent at
0.2617 Hz, while the first Eigenfrequency of the structures occur at approximately
0.3283 Hz and 0.3300 Hz for Turbines K1 and H4, respectively. Spectrums calculated
from FFT, and averaged over 30 measurements to give a smoothed response.
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Figure 6-8. Comparison of amplitude spectrums for the side-side response
(circumferential location z perpendicular to the wind direction), under different wind
speeds. Blue lines show wind direction from the North East, while red lines show wind
direction from the South West. The 1P rotor frequency response is apparent at
0.2617 Hz, while the first Eigenfrequency of the structures occur at approximately
0.3283 Hz and 0.3300 Hz for Turbines K1 and H4, respectively. Spectrums calculated

from FFT, and averaged over 30 measurements to give a smoothed response.
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Figure 6-9. Difference between Turbine K1 and H4 mean DES for the full population

measurements in MPa, calculated using m = 3. Power production cases only.

Table 6-6. Total DES values for the power production Load Cases, factored by the
design life frequency of occurrence. Only wind vector bins which were covered by

both turbines are included in the total DES values.

Calculation method Design [MPa] Measured H4 Measured K1
[MPa] [MPa]
m=3 m=>5 m=3 m=>5 m=3 m=>5
Population (6.3.1) 17.35 17.26 9.72 11.11 10.04 10.96
High turbulence
(6.3.1.1) 17.35 17.26 10.09 11.43 - -
Sample (6.3.1.2) 17.35 17.26 10.46 12.64 11.30 14.17
Directional 17.85 17.66 9.84 11.14 10.26 11.08

extrapolation (6.3.1.3)

Note: Calculation method refers to the method used to identify measurements, with methodology and
results described in the indicated sections. The directional extrapolation results represent a complete
CM for the power production LC, whereas the rest are represented by incomplete coverage of all wind
speed and direction combinations. Relevant section covering discussion of each calculation method
included in brackets.
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6.3.1.1 Comparison of Loading with the Highest Turbulence Conditions
at Turbine H4

In Section5.2.4 results are presented showing that higbulence measuremeras Turbine

H4 could be identified to match the highest mean turbulence locations in the wind farm at
each power production wind speed. The mean DES values corresponding to these high
turbulence periods are shown kigure 6-10, in comparison to the values produced by the

full population of measurements found fburbine K1 ComparingFigure 6-9 with Figure

6-10, a noticeable difference can be seen as thethigfulence data periods aurbine H4
produce slightly higher fatigue damage in comparison to K1. The effect is most noticeable at
higher wind speeds, where the high damage regiofudtine K1 for the 210° to 270°

directionalsector is comparatively lower

By factoring the meahC DES(Y, -} by the design frequency of occurrence, it was passibl
to identify the total througlife DES values and compare damage at the two locations. The
results are presented Trable 6-6 above and show that the high turbulence periods at H4
produce a higher level of fatigue damage in the order of (10.097%74)1.8% usingn= 3,

and (11.43/11.1%)= 115.3% usingn=5. The high turbulence periods at H4 produce a
higher total DES value thathe population measurements at K1 using both Waohler

exponents.
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Figure 6-10. Difference between the high turbulence period DES at Turbine H4, and the
full population mean DES at Turbine K1. DES calculated using m =3, power

production cases only.
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Discussion of Results: Load Case and Capture Matrix
6.3.1.2 Comparison of Population and Sampled Measurements

In Figure 6-11 and Figure 6-12 the full population of measurements for one directional
sector are compared to tsampled measurements used to define the power production
MLCs according to the criteria outlined in Secti®2.3 From these figureshé sampling
criteria is seen to introduce a conservative selection bias which resulgjimea mean DES
value for nearly alLC wind speed bins. The bias is particularly significant wWithibine K1

for the 6m/s and 8n/s wind speeds, where the measurements are significantly distorted by
the high DES outliers describ@tSection6.3.1above. The effect is also evident farrbine

H4, but the sampled periods are more distributed about the main trend.

The significance of the selection bias is quantified @&ble 6-6 above which presentshe

total sampled DES calculated by factoring the mean value for each wind vector bin by the
design frequency of occurrence, and summing the total. As the DES value effectively gives a
linearised calculation of fatigue, the relative fatigue damage betweesaimpled MLCs and

the full population measurements is in the order of (10.46/=72p4.6% forTurbine H4

and (11.30/10.04)= 142.6% for K1, usingn= 3.
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Figure 6-11. Population and sample DES values for Turbine K1, for the power

production LCs. (a) DES calculated using m = 3. (b) DES calculated using m = 5.
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Figure 6-12. Population and sample DES values for Turbine H4, for the power

production LCs. (a) DES calculated using m = 3. (b) DES calculated using m = 5.

6.3.1.3 Directional Extrapolation of Measurements

The directional extrapolation of the MLCs to directions which were not covered by the CM
is based on the assumption that the environmental loddimy a directiond; can be
represented by the loading from a second direafjoAssuming that the wave loading from

the most frequently occurring directions is more severe than the directions which were not
covered by measurement, the methodology folbbweas therefore to prioritise the
directional variation of turbulence loadingigure 6-13 shows the directional distribution of
turbulence measurements at turbines H4 and K1, and displays the impact of trailing wakes
from upwindturbines. Only the power productidu€s were used for this analysis due to the

limited measurements available for the transieds.
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For both turbines, measurements from the 240° directional bin were used to replace missing
MLCs at the highest wind speeds no other measurement directions were available, as
shown in the CMs inTable 6-1. Figure 6-13 shows thatTurbine H4is aligned with the
trailing wake from turbine J2 from this direction bin, and themethe extrapolation of this

MLC measurement should be conservative. Farbine K1, however, the 240° sector
produces only ambient turbulence loading, and therefore MLCs from the 330° directional bin

were used to replace missing measurements below/20

Measurements were then extrapolated for missing power produdti©os using
Equation(3-36), and the resulting mean DES was calculated from Equ#8e3#). The
results were then factored by the dedigiguency of occurrence, and totals are presented in
Table6-6. The total fatigue damage measured at the turbines for the power produgsion
only is in the order of (9.847.85° = 16.8% of the equivalent damage calculated frthma
design data foFurbine H4 and (10.26/185)% = 19.0% for Turbine K1, usingm= 3.
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Figure 6-13. Ten minute turbulence measurements at 8 m/s mean wind speed at
Turbines H4 (a) and K1 (b). The direction of the closest upwind turbines is identified
by the dotted line, with the distance to each turbine given in number of rotor

diameters.

6.3.2 LC 3.1 Normal Start-Up
The results for the normal starp LCs are shown irFigure 6-14 below. The DES values
calculated from the design data are seen to be of comparable magnitude to the measured

values, apart from staup at high wind speed where large conservatism is found with the
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design data. Significant spread is found for st@riat inermediate wind speeds fourbine

H4, while comparably low scatter is found at high and low wind speed
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Figure 6-14. Sampled DES values for the normal start-up Load Cases (P =270°). Red
line shows the mean DES, boxes show 50% of the data points, and whiskers show the
limits of the measured data. Yellow triangles show the design values. (a) DES

calculated using m = 3. (b) DES calculated using m = 5.

6.3.3 LC 4.1 Normal Shut-Down

The results for the normal shdownLCs are shown ifrigure6-15 below. The DES values
calculated from the design data are seen to bsirmflar magnitude compared to the
measured values at each wind speed. Significant spreafbund for shutlown at

intermediate wind speeds féurbine H4
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Figure 6-15. Sampled DES values for the normal shut-down Load Cases (P =270°).
Red lines show the mean DES, boxes show 50% of the data points, and whiskers
show the limits of the measured data. Yellow triangles show the design values. (a)

DES calculated using m = 3. (b) DES calculated using m =5.

6.3.4 LC 5.1 Emergency Shutdown

Insufficient emergency stop events were identified from the measured data tdheeet
criteria specified irnmable3-5. Therefore, the DLC data was reverted to for all occurrences of
thisLC.
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6.3.5 LC6.41dling

The sampled MLC restd for the idling LCs are shown iRigure 6-16 below. The DES

values calculated from the design data are seen to be significantly larger than the measured
values, whileTurbine K1 DES values are found to be slightly higher than ker

corresponding conditions.
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Figure 6-16. Sampled DES values for the idling Load Cases (P = 270°). Red line shows
the mean DES, boxes show 50% of the data points, and whiskers show the limits of
the measured data. Yellow triangles show the design values (note that design values
were not provided for wind speeds below rated velocity). (a) DES calculated using

m = 3. (b) DES calculated using m = 5.

6.4 Full Life Histogram Comparison

The Capture Matricesra presentedéh Section6.2, and show th&Cs and wind vector bins
which were sufficiently represented by the MLCs. To ensure a comprehensive coverage of
all possible loading directionthe DLCs were used wheresinfficient mesurementsvere

available this approach was assumed to result in a conservative assessment based on the
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comparison of measured and design data from Se6t®nrhe LCs were factored by the
through life frequency of occurrentaken from design (shown Figure6-17 for the power

productionLCs), and combined to give the total vakecording to Equatio(8-35).

The results for the power productix®s measured alurbine Klare displayed irFigure

6-18, and show that the DLC cases which were used to replace insufficient measured data
contribute a significant proportion of the total damage estimation, even when factored by the
through life frequency abccurrence.

The complete results for dliCs are presented ifiable6-7, from which it can be seen that

the measured loads produce lower DES values for alLl®.4 (idling conditions). This is

due to the inclusion of the lowind speed.Cs in the measured histogram, which were not
included in the design approach, probably because they provide such a small contribution to
the overalllevel of fatigue damage. This constitutes the main difference betwesigrdand
measured loadg for the idlingLC, as very few measurements were recorded above rated
wind speed (see the CM ifable 6-5). Additionally, no MLCs were recorded for the
emergency stopC (LC 5.1), and therefore the DES values for the measustoghams are
equal to the design value. The largest reduction in DES value is found with the power
production LCs, with the design level of fatigue damage in the order of
(178511.58° = 366% greater thaTurbine H4usingm=3, or (17851217)% = 316% for
Turbine K1

Figure6-19a compares the cycle histograms produced by the measured and design data. The
measured histograms display a reduced number of cycles in the range of BlRa,3@nd

the corresponding reduction in fatigin this region in shown iRigure6-1% and c.

Pl i}

260
24p 400

) o0 120 180
Wind speed [m/s] 0 Direction [°]

Figure 6-17. Design probability distribution for the power production Load Cases
(LC 1.12).
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Figure 6-18. DES calculated for the power production MLCs (blue) and DLCs (orange)
at Turbine K1. (a) DES for the power production Capture Matrix. (b) Power production

DES, factored by the frequency of occurrence (shown in Figure 6-17).
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Table 6-7. Comparison of DES produced by the design and measured

Discussion of Results: Load Case and Capture Matrix

load

histograms, factored by the design life frequency of occurrence. The total value is

calculated according to Equation (3-35).

LC Design [MPa] Measured H4 [MPa] Measured K1 [MPa]
m=3 m=5 m=3 m=5 m=3 m=5
11 17.85 17.66 11.58 13.73 12.17 14.80
31 3.03 7.76 2.57 6.09 2.60 6.05
4.1 2.76 6.72 2.49 6.04 2.71 6.10
5.1 1.68 6.64 1.68 6.64 1.68 6.64
6.4 5.90 11.14 5.94 11.14 5.99 11.14
Total 18.11 18.11 12.17 14.71 12.72 15.55
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Figure 6-19. Comparison of fatigue load histograms. (a) Number of cycles

corresponding to each stress range bin. (b) DES calculated for each stress range bin,

using m = 3. (b) DES calculated for each stress range bin, using m = 5.
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Discussion of Results: Transition Cycles

7 Di scussion of Result s: Transition

7.1 Definition of a Representative Wind History

The wind variability mé&ic calculated using Equatid-39) was used to quantify changes in

wind speed and direction from a range of datasgttenges in wind speed and direction are
used here as a measure of the potential significance of transitiles oycthe total fatigue

load histogram for an OWT support structuResults are shown ifigure 7-1, which
displays comparatively large variability in the wind vector at the two onshore sites in the US
(Panther Creek and Munn#ej, with the lowest variation found at the OWEZ and Rgdsand
sites. However, as the datasets came from different measurement heights an adjustment
based on knowledge of the site specific wind shear profile would be necessary to make an

accurate comparison

However, the aim of the study was to investigate whether a single year could be considered a
representative period in order to quantify the wind variability at a given site. Therefore the
standard deviation of the calculated variability values werentakermalised by the mean to

give a value which should be independent of measurement height, and results are presented
in Table7-1. Thel/e values vary from 1.71% at Pulaski Shoals off the coast of Florida, US,

to 8.58% at Munnsile in New York state, US, indicating that the duratigguired to

definea representative period may be sipecific.

Theseresults do not reveal specific information abwansition cycles for any of the sites, as

the significance of transition cyad depends on the proportion of fatigue damage resulting
from the standard ten minute LC period, which is dependent upon the specific turbine and
environmental loading conditionsTherefore, to ensure that annual variabildgn be
accounted for at a givesite, it is recommended that, where available, measured wind data
spanning multiple years is utilised when assessing the significance of transition cycles on the

total fatigue load histogram for an OWT support structure.
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Figure 7-1. Average wind variability measured per calendar year, calculated using
Equation (3-39).

Table 7-1. Average annual wind speed variability coefficient of variation.

Site Name ale
Buzzard Bay 2.54%
Karehamn 2.37%
London Array 3.11%
Munnsville 8.58%
OWEZ 8.55%
Panther Creek Il 2.18%
Pulaski Shoals 1.71%
Robin Rigg 4.62%
Rodsand Il 2.55%
Scroby Sands 7.98%
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Discussion of Results: Transition Cycles
7.2 Continuous Measurement Period

Results fromRF processing of a continuous one year period of measured data are presented
below. Figure7-2 shows the ratio of fatigue damagesduced by RF processing the alat
independent ten minute periods (using the simple and haké oprnting methodologies
outlined in Sectior2.2.3.9, to the damage produced by RF counting the data as a continuous
sequence. The fatigue damage ratios can be seen to converge on a steady value after
approximately two to tlee monthswhich is indicative of the time scale required to account

for transition cycles accurately based on the analysed datibeefinal damage ratios for

the one year period are givenTiable 7-2, which show that not acoating for transitions
between each ten minute period results in 37% to 52% of the fatigue damage produced by
RF counting the data as a continuous period, usirg. Usingm = 3, however, the level of
fatigue damage using the half cycle and simple Rmtog methodologies is only 93% to

97% of the true value; this can be seen frgigure 7-3b to be due to the lower damage
exponent attributing a greater proportion of the fatigue damage to the high frequency/low
amplitude fatiguecycles.Therefore, transition cycles can be found to contribute a significant

proportion of fatigue damage using the high&hlerexponent, for theneasurediataset.

Figure 7-2 also shows the effect of accounting for transitigeles which occur between

each ten minute period by using the maximum and minimum stress points ireeacimute
period, similar to the methodology presented by Larsen and Thom8grHowever, it is

noted that the method presented llarsen and Thomsewas based on variations in ten
minute mean wind speeds gnlwhereas the current study utilised the maximum and
minimum stress points in each ten minute period as a function of both mean wind speed and
direction.Theresults show that thearsen and Thomsen method is found to overestimate the
level of fatigue loading by a factor of 4% to 12946 for the Turbine H4 dataith m= 3 and

m=>5, respectively and by 112% to 123% for Turbine Klcompared to # damage
calculated by RF counting the data correctly as a continuous.sEne®ver estimation can

be seen fronfigure 7-3 to arise froma greater number dftress ranges identified in the
15MPa to 40MPa region, compared td¢ cycles identified by RF coungnthe data as
continuous series. This overestimation results from the effective doabtding of the RF
residue from the ten minute periods as both half cycles and as partial transition cycles from
the synthetic time sis of concatenated maximum and minimum stres$bsrefore,
accounting for the transition cycles using the continuous RF residue concatenation
methodology presented ifiable 3-7 is recommended in order to identify all stress egcl

accurately according to the RF algorithm, and to avoid unnecessary conservatism.
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It is noted that the results presented here are calculated using Eq@4iOn and are

therefore representative fdtigue damage calculatiamsing constant gdient SN curves.

Again, this guation has been used to compare RF methodologies as any linear factor on

stress ranges, which could result from a geometric hot spot and resulting stress
concentration, or from the use of a material paféiator (safety factor), for example, would

cancel out by taking the ratio of fatigue damages. In practi¢é,c8rves with a double

gradient may be employed depending on the corrosive effects of thaingemvironment,

such as the o6éen with aathciordssEowmmydre2d.tini on o

this case the shape of the load histogiamelation to the two sections of theNScurve

would become significant in determining the level of fatigue damage producedchyRF

processing methodHowever, it was found thator the load histograms analysed with the

current results, fatigue damage ratios calculated ugiege SN curves produced very

similar or identicakesults to those presentedrigure 7-2 and Table 7-2. The total damage

ratios for the one year data periods analysed are presentatlm7-3 and show that the

damage ratios for the 0s eNaurwe are gractically idetticac at hodi ¢ p
to the constant gradient results usmg=5 from Table 7-2, while the impact of transition

cycles is slighail®NMduree{ s essi hg ubéengia O0dsea wat
c or r o SNicwve BaveShot been included, but produce the same results as shiainein

7-2 for the Woéhler exponent ofm =3 due the constant-S gradient).This is due to the

position of the 0kne e@hidhare stoinen Figure?-B)lardthgr adi ent cu
proportion of cycle fatigue damage which is calculated with each part of-MeBve.

These results confirm the finding that transition cycles contribute a significant percentage of

fatigue damage, fahe measured dataset.
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Figure 7-2. Ratio of accumulated fatigue damages calculated using Equation (3-40),
with m =5; expressed as damage produced using different counting methods
described in Table 3-7, divided by the damage produced by RF counting the data as a
continuous series. (a) Damage ratio calculated from H4 data. (b) Damage ratio from
Turbine K1.

Table 7-2. Ratio of fatigue damage for a one year measurement period. Simplified
damage ratio calculated with Equation (3-40), with constant S-N gradient. Damage

ratio expressed as the indicated method divided by the result from the continuous

dataset.
Turbine H4 Turbine K1
m=3 m=5 m=3 m=5
One-pass 0.925 0.418 0.925 0.365
Simple RF 0.965 0.518 0.957 0.433
Larsen & Thomsen 1.136 1.293 1.116 1.233
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Table 7-3. Ratio of S-N curve fatigue damage for a one year measurement period.

Damage ratio calculated as the indicated method divided by the result from the

continuous dataset, using D class S-N curves from [55].

Turbine H4 Turbine K1
In-air Cathodic In-air Cathodic
protection protection
One-pass 0.495 0.419 0.447 0.365
Simple RF 0.610 0.519 0.529 0.433
Larsen & Thomsen 1.303 1.293 1.245 1.230
(a)
1 T
b= Half cycles
3 Simple RF
° Continuous | -
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Figure 7-3. Cycle histogram and fatigue damage spectrums calculated from a one year
continuous data period. (a) Cycle histograms from Turbine K1. (b) Corresponding DES

value calculated using m = 3. (c) DES calculated using m = 5.
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Discussion of Results: Transition Cycles
7.3 Transition Cycles from a Representative Wind History

The four yeawind history from operational SOAA measurements presented in Secédh

was used to identify a sequencd_@fs which should be representative of the wind farm site,
accounting for the variability of the wind speed and direction vector. The LC sequence is
shown n Figure 7-4, broken down into the operational states used for the fatigue analysis.
Note that the variation in mean wind direction, and the variation in mean wind speed for
LC 1.1 and L(6.4, are not shown iRigure7-4, but are accounted for the in the DLC/MLCs

used for the analysis. The representative LC sequence was then used to investigate the
impact of transition cycles on the full design life histogram using the methodologies outlined

in Table3-8.

The ratio of full life damagevalues are shown ifable 7-4, which compare the fatigue
damage produced with the inclusion of transition cycles identified from the representative
LC history, to the fatige damage produced without accounting for transition cycles
(calculated from EquatiofB3-35), andpresented inrable 6-7). The Larsen and
[72] method of accounting for transition cycles produces an increased level of fatigue

damageusing the data fronfurbine K1 in the order of 121% usingn = 3, or 161% using

m=5 . The 6continuousd madehhe doublefcaumtingvoéaycles d o e s

which result from the Larsen and Thomsen method, and the fatigue load histogram should
therefore be representative of the true loading. The reslilitrgase infatigue damage
calculated for Turbine K1 is in the ordernf0% usingn= 3, or 137% usingn= 5. Similar

results are found with data from both Turbine H4 and the design simulations, and therefore
transition cycles are found to have a significant contribution under the loading conditions at
the analysed site. Hower, the level of LC conservatism identified in the design data, as
presented in SectioB.4, means that the design loads are still conservative. The main
significance of transition cycles in this context isréfere identified in the main topic of
interest for this thesisn the construction of a fatigue load histogram fraymerationaddatg

where a complete description of the loading is necessary in order to ensure the assessment is

not norconservative.

The stress cycles which contribute the additional fatigue damage identified by the synthetic
stress histories are shown kigure 7-5 to Figure 7-7. Additional fatigue damage can be
identified in the high sess/low frequency region of the loading spectrums, relating to the
stress cycles which arise from large changes in loading direction due to changes in mean

wind speed and direction. Although the fatigue damage produced using the measured data

153

T



(Figure7-6 to Figure7-7) is lower than that produced by the design simulatibigufe 7-5),

the additional fatigue damage appears in the same region of the loading spectrums.

LC 11
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Figure 7-4. Four year representative Load Case sequence identified from the ten

minute average wind history. LC 1.1 = normal power production, LC 3.1 = normal start-

up, LC 4.1 = normal shut-down, LC 5.1 = emergency stop, LC 6.4 = idling conditions.

Table 7-4. Ratio of fatigue damage values produced by accounting for transition

cycles using the representative LC history, to that produced without transition cycles.

Method Design [MPa] Measured H4 [MPa] Measured K1 [MPa]

m=5 m=3 m=5 m=3 m=5

Continuous 1.37 1.08 1.37 1.10 1.37
Larsen &

Thomsen 1.50 1.19 1.63 1.21 1.61
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Figure 7-5. Impact of transition cycles on the total cycle and fatigue damage
spectrums, from design data. (a) Cycle histograms. Blue line; calculated without
accounting for transition cycles. Purple line; accounting for transition cycles using
residue concatenation corresponding to a four year representative wind history.
Yellow line; accounting for transition cycles using the maximum and minimum
stresses from each LC, corresponding to a four year representative wind history.
(b) DES vector produced using m = 3. (c) DES vector produced using m =5.
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Figure 7-6. Impact of transition cycles on the total cycle and fatigue damage
spectrums, from Turbine K1. (a) Cycle histograms. Blue line; calculated without
accounting for transition cycles. Purple line; accounting for transition cycles using
residue concatenation corresponding to a four year representative wind history.
Yellow line; accounting for transition cycles using the maximum and minimum
stresses from each LC, corresponding to a four year representative wind history.

(b) DES vector produced using m = 3. (c) DES vector produced using m =5.
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