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Abstract 

The uptake of renewable energy sources has increased dramatically in recent decades, in 

response to the contribution to climate change attributed to CO2 emissions from the burning 

of fossil fuels, the need for governments to maximise the use of domestic energy forms with 

depleting conventional sources, and to reduce exposure to fuel price volatility. Renewable 

energy targets set by the European Union have been supported by legislation and economic 

incentives, and have resulted in a sharp increase in installed wind power capacity in 

particular. 

Wind power is seen as a particularly attractive source of renewable energy capacity in the 

UK due to favourable resources and a competitive cost of energy for onshore sites, with 

8.8 GW of capacity currently installed [1]. Constraints from visual and environmental 

impacts, together with improved wind resources, have led to the acceptance of greater 

financial costs and the exploitation of offshore sites, with over 5 GW installed to date [1]. 

Both onshore and offshore, the wind industry now has significant operational experience, 

with some of the earliest wind farms approaching the end of their design life. Material 

fatigue is a design critical factor which dictates the safe operational life of wind turbines, but 

is subjected to numerous areas of uncertainty in the level of environmental loading and 

structural response, as well as material properties and manufacturing methods. Therefore, a 

conservative design must be ensured from the outset, which presents the potential for fatigue 

life extension of installed assets if improved knowledge of their operational experience can 

be obtained.  

This thesis details the methodology for a fatigue load assessment of operational offshore 

wind turbine support structures using measured data, and attempts to quantify areas of 

loading which contribute to total fatigue damage. The methodologies developed build on 

existing recommendations for onshore wind turbines to incorporate the additional effects of 

the offshore environment. Results from measured loading suggest that design fatigue levels 

can be reduced if operational monitoring is included. Operational experience can allow 

design conservatism, which is necessary due to uncertainties in structural properties and in 

levels of stochastic loading, to be more accurately quantified.   
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1 

 

 Introduction 1

1.1 General Overview 

UK government targets to obtain 15% of energy demand from renewable sources by 2020 

are projected to rely heavily on onshore and offshore wind power to make up the majority of 

renewable capacity. With over 13.8 GW of capacity already installed, offshore wind is 

expected to contribute the bulk of additional capacity required to meet stated targets, 

provided that UK government support for the industry remains in place. 

Further afield, the European offshore wind market continues to grow, with over 3,230 

individual turbines and support structures currently installed [2], the large majority of which 

are based on a Monopile (MP) design. Worldwide markets are also opening up, with projects 

developing in China, Japan, and the United States.  

Investment in a typical offshore wind farm is in the order of £3million/MW [3], with the cost 

of the support structure contributing in the region of 14% of the total Levelised Cost of 

Energy (LCOE)  [4]. The design lifetime of wind farms is typically between 20 to 25 years, 

with the financial support mechanism set to run over the life of the asset. However, most 

wind farm operators are expected to seek opportunities for operational life extension due to 

the significant potential for financial return. 

The support structure for an Offshore Wind Turbine (OWT) is a design critical component 

with little or no redundancy. For the majority of Offshore Wind Farms (OWF) the support 

structure design is often highly repeatable with up to several hundred turbines across a given 

site, with variations in dimensions to account for different water depths, soil properties, and 

corresponding structural stiffnesses. This leads to a design which must be highly optimised 

in order to be cost effective in an industry with very small financial margins. 

This project aims to investigate the ability of measured load data to support OWT design 

loads and provide an assessment of operational fatigue loading. The work is based on an 

investigation of one OWF, but it is hoped that the approach may be applicable to the wider 

industry, both to verify and support design stage calculations, and to identify potential for the 

reduction of design conservatism. 
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1.2 Industrial Relevance 

The fatigue design of OWT support structures contains areas of uncertainty in the level of 

environmental loading, which is essentially stochastic, and the level of the structural 

response, as well as material properties and manufacturing methods. In order to achieve an 

acceptable level of safety, significant conservatism is therefore inherent in OWT design in 

order to address this uncertainty in a probabilistic way. Operational experience has the 

potential to allow some areas of uncertainty to be identified, through the validation or 

updating of design calculations, or through record of the actual level of environmental 

loading. However, although guidance exists to allow fatigue loading to be assessed via 

operational experience [5], no specific, detailed methodology is available. This work 

therefore seeks to investigate the potential for operational data to inform an assessment of 

the fatigue loading for a specific operational OWF, shown in Figure 1-1. Potential areas that 

this work may benefit the wider industry are outlined in Sections 1.2.1 and 1.2.2 below.  
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Figure 1-1. Layout of the Offshore Wind Farm. Turbine locations are shown with blue 

dots, which are scaled to the rotor diameter. The location of the sub-station and the 

pre-construction Meteorological Mast are also shown. 

 

 Grouted Connection Issues 1.2.1

A number of early offshore wind farms utilised a support structure with a grouted connection 

between a cylindrical MP foundation and Transition Piece (TP). The grouted connection 

design allowed verticality misalignment of the MP, which may be produced during pile 

driving, to be corrected, and was based on established and codified methods developed in the 

oil and gas industries [6]. However, industry experience identified in late 2009 that slippage 

of the TP had occurred systematically in many OWTs which were based on this design, 

resulting in settlement on the top of the MP of internal TP jacking brackets which were used 

to temporarily align the TP during curing of the grouted connection [6], [7]. Subsequently, 
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design standards have been modified to require the inclusion of shear keys with all grouted 

connection designs to ensure adequate axial capacity [8]. 

As a result of the grouted connection failure and the resulting changes to the load path across 

the TP and MP, the fatigue lives of the temporary TP jacking brackets were called into 

question and remedial modifications were instigated to ensure the long term integrity of the 

support structures. In order to provide information on the behaviour of the slipped 

connection, a number of OWF operators installed monitoring instrumentation in order to 

optimise the design of the remedial works. One such monitoring system has provided the 

data which forms part of the work presented in this thesis. 

In conjunction with industry experience with grouted connections, the design of internal 

corrosion protection systems have also highlighted potential design issues in certain cases. 

Where corrosion protection systems had been found to under-perform, such as designs based 

on the assumption of the MP acting as an airtight compartment with subsequent 

identification of minor leaks at cable seals, or insufficient performance of cathodic protection 

systems, for example [9], the presence of corrosion has the potential to impact on fatigue 

lives where it has not been accounted for in the design. Whereas the installation of remedial 

corrosion protection systems may include significant costs, the potential to reduce design 

conservatism in the level of fatigue loading through operational load measurement may 

represent a cost effective alternative. It should be noted that where remedial corrosion 

protection systems are installed after a period of time in operation, certification bodies may 

still require any updated assessment of fatigue lives to be based on a free corrosion design, as 

the roughened surface can increase the likelihood of fatigue crack initiation. Therefore, the 

reduction of design conservatism through an assessment of operational loading may prove 

the only practicable means of demonstrating sufficient operational life, in some 

circumstances. More detail on fatigue design is provided in Section 2.2. 

 Design Life Extension 1.2.2

The financial case for the construction of an Offshore Wind Farm (OWF) is based on a 

typical operational life of 20 to 25 years. At the end of the design life the decision of whether 

to continue operation or to decommission the wind farm may be based on multiple factors 

[10], and assessing the financial implications of life extension must be based on the 

condition of the whole wind farm. The justification of a safety case for life extension of an 

OWT support structure may be based on inspections to assess integrity, but the 

inaccessibility of the offshore environment and the sheer volume of inspections that might be 

required means that costs may be prohibitively expensive. Therefore, the demonstration of 
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design conservatism through an assessment of operational loading provides an attractive 

option, with the potential to justify life extension without inspections at an acceptable level 

of risk.  

The financial benefit of extending the operational life of an existing OWT asset by five years 

is shown in Figure 1-2, based on Equation (1-1), with variables defined in Table 1-1 below. 

Due to the discount rate assumed for Equation (1-1) it may appear more financially attractive 

to conduct a life extension assessment towards the end of the OWF operational life. 

However, an early assessment of the operational loading may present a more versatile and 

valuable approach as it provides the ability to benchmark loading and identify temporal 

changes in the level of fatigue damage, and to optimise the measurement campaign in 

subsequent years.  

 
Ζὣ ὒὊȢὌȢὖ ὕὓȢ

ρ

ρ ὈὙ
 (1-1) 

 

Table 1-1. Definition of variables used with Equation (1-1)  

Symbol Description Value Unit Reference 

£(Y) Annual electricity revenue as a function 
of financial year (Y) 

(variable) £/MWyear - 

LF Load Factor, as a UK average (onshore 
& offshore) 

27.82 % [1] 

H Number of hours per year 8,760 Hours/year - 

P Electricity price, taken as a current EU 
average (excluding subsidies, reflecting 
extended operation) 

100 £/MWh [11] 

OM Average Operation & Maintenance costs 
(upper bound, reflecting end of life costs) 

45 £/MWh [12] 

DR Discount rate 10 % - 

Y Financial year (starting from 2015 = 0) (variable) - - 

Note: The Load Factor for an average UK offshore site is in the region of 40% [13].  
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Figure 1-2. Net present worth of a 5 year life extension program versus initial 

decommissioning year (given in £M per MW capacity). 

 

1.3 Aims and Objectives 

The overarching aim of this thesis is to inform on the potential for fatigue life extension of 

an operational wind farm. The objectives of this work are: 

¶ To develop a methodology to assess the level of fatigue loading of a wind turbine 

support structure using operational measurements, 

¶ To investigate the operational states which contribute to fatigue damage, and to 

compare measured results with simulated loading, 

¶ To determine the level of environmental loading across a wind farm site, and 

identify the location of most severe loading for fatigue, 

¶ To conduct a sensitivity analysis to assess the potential impact of temporal changes 

to support structure dynamics on the measured fatigue loading.   

 

1.4 Methodology Implemented 

This thesis is made up of nine chapters, detailing a review of the background literature, the 

research methodology and results as outlined in Figure 1-3 below. 

Chapter 2 presents the background to the existing wind turbine design standards, and the 

design methodologies used to define the fatigue loading expected to occur over the life of an 
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OWF. The design methodologies are summarised to provide an overview of the physical 

load and response processes that are undergone by an operational OWT, and to describe the 

tools which are available to analyse structural loads at the design stage. The stochastic nature 

of wind and waves lends to a probabilistic approach to quantify the level of environmental 

loading, and the necessary site analysis is briefly discussed. The methods used to process the 

design loads into a form which is compatible with fatigue damage calculations are reviewed, 

and potential shortcomings in the current best practice methodologies are highlighted. 

Finally, an overview of support structure load measurement is presented, which facilitates 

the comparison of design calculations with operational experience, which is the basis of the 

research contribution of the current work.  

Chapter 3 presents the methodology for the research presented in this thesis. Data processing 

methods are presented to identify and account for quality issues in the environmental and 

structural loading data. As only two turbines were monitored and used to represent the 

fatigue critical location, the distribution of environmental loading across the site was 

analysed and, where the most severe loading was identified at other turbines within the wind 

farm, a methodology is presented to account for the discrepancy. A comparison between 

design and measured fatigue loading is described as framed by the Load Case methodology 

defined in existing standards, and areas of uncertainty are investigated in the application of 

the methodology where optimal information is not available. Part of the structural loading 

which is not normally included in the fatigue analysis is characterised and quantified, and 

strategies to account for the additional fatigue loading in the design approach are presented. 

Therefore, a complete operational fatigue histogram is derived from measured loading and 

used to demonstrate areas of conservatism in the design. The final part of the chapter 

describes a wind turbine structural model that was developed to represent the monitored 

structures and, noting the limited ability of the model to accurately represent the structural 

dynamics, investigate the potential impact on the measured loads of variations in 

environmental loading and structural stiffness that may occur over time and across the rest of 

the wind farm. 

Chapter 4 presents the results of the quality processing of the measured data, and quantifies 

the effects of noise correction. Results of finite element analysis of the location of load 

measurement are presented, and a methodology is developed to allow results from 

unidirectional loading to be extrapolated to other directions, to allow a comparison between 

design and measured fatigue loading to be assessed. 
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Chapter 5 presents results of the environmental loading recorded during the measurement 

campaign, and finds good agreement with the design stage mean wind speed distribution and 

the assumption of correlated wind and wave directions. Turbulence levels measured by the 

turbine SCADA systems are compared with measurements from the Meteorological Mast 

and LIDAR system, and used to justify the use of SCADA data to characterise the 

operational turbulence loading across the wind farm and for use with model simulation 

results presented in Chapter 8. 

Chapter 6 first compares results from the design and measured levels of fatigue loading 

under similar loading and turbine operational conditions, with investigation of the 

distribution of measured loading and the establishment of a conservative estimate for a 

representative measurement. Options are reviewed to allow incomplete measurement 

conditions to be accounted for in a conservative way, and it is demonstrated that design data 

can be reverted to, where incomplete measurements exist, in the construction of the complete 

load spectrum. 

Chapter 7 presents results of the investigation of transition cycles and their impact on the 

total level of fatigue loading. The characterisation of a representative wind history used to 

quantify changes in wind speed and direction is investigated, utilising datasets from multiple 

sites and spanning multiple measurement years. Finally, methods to account for transition 

cycles at the design stage are reviewed, and it is demonstrated that transition cycles can 

constitute a significant proportion of the total fatigue loading. 

Chapter 8 presents results of the wind turbine model simulations. It is found that the model 

definition does not provide an accurate representation of the structural dynamics and 

resulting levels of fatigue damage, compared to the design data produced by the turbine 

designer. However, a sensitivity analysis is presented which shows how sources of design 

conservatism can be investigated, and how fatigue loading measured at a certain location 

may vary with spatial and temporal differences in levels of environmental loading and the 

structural response frequencies.  

Chapter 9 discusses the results presented in the previous chapters, and describes how the 

methodologies can be used to characterise operational fatigue and therefore to quantify 

levels of design conservatism using measured load and response data. Finally, the potential 

for operational measurement to inform decisions on levels of fatigue damage is discussed, 

together with the limitations of the work presented and potential areas for further work.  
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Figure 1-3. Overview of research methodology used to investigate the level of fatigue 

loading from measured data. 
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 Background 2

2.1 Wind Turbine Support Structure Design 

The support structure capital expenditure and installation costs of an OWT contributes one of 

the major components of increased LCOE compared to onshore wind farms, due to the 

additional distance to the sea bed, wave loading components, and logistical challenges 

associated with operating offshore [14]. Support structure costs are typically in the range of 

between 25% to 34% of the overall costs [15]. As wind turbines have increased in capacity 

over the years in pursuit of overall reductions in LCOE, so the supporting structures have 

developed to accommodate the associated larger forces and deeper waters. The first offshore 

wind farm was installed in Vindeby, Denmark, in 1991 and consists of eleven 450 kW 

turbines on gravity base foundations [16]. Fast forward 25 years, and 7 MW scale turbines 

are planned for commercial wind farms [17], mounted on lattice ójacketô foundation 

structures in water depths of over 40 m, while demonstrator projects are planned to put 

similar scale turbines on floating foundations to enable deeper water depths to become 

available for development [18]. 

The most common form of substructure design remains the MP foundation, TP and tower, as 

shown in the schematic diagram in Figure 2-1. The MP foundation consists of a cylindrical 

steel tube typically of around 4 m to 7 m diameter which is driven into the sea bed by piling 

to a penetration depth which may be well over 20 m, depending on the loads and soil 

conditions at site, and transfers lateral loads into the soil via a pressure difference on either 

side of the pile [19]. For a typical design, the MP component extends from the sea bed to 

approximately the water level, and then connects to a TP which extends to above the wave 

loading zone and carries secondary steel details to facilitate access to the turbine tower, such 

as the boat landing, ladder and working platform. The rest of the support structure then 

consists of a tower connecting the TP to the wind turbine, and is similar to those used for 

onshore turbines.  



12 

 

 

Figure 2-1. Schematic of an offshore wind turbine monopile support structure (turbine 

rotor not shown). 

 

 Design Standards 2.1.1

Industry standards establish best practice engineering design methods for the offshore wind 

industry, and support wind farm owners, insurers, and project financers in their assessment 

of risk. The International Elecrotechnical Commission (IEC) 61400 series standards [20] 

have evolved from initial application in the onshore wind industry, and form the basis of 

OWT design [21]. Due to the significantly different loading found offshore, standards have 

incorporated existing offshore engineering experience from the oil and gas industry, and 

marine certification bodies such as Det Norske Veritas and Germanischer Lloyd were the 

first to publish standards for OWTs [22], [23]. It increasingly became apparent that in order 

to achieve an optimised design it was necessary to approach the design of the entire wind 

turbine and support structure as an integrated system [24]. Following extensive industry 

participation and research work into the marinisation of wind turbines, such as the European 
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Union funded RECOFF project [25], the IEC-61400-3 standard for design of OWTs was 

published in 2009 [26]. The most recent publication follows the merger of Det Norske 

Veritas and Germanischer Lloyd in 2013 to form the certification body DNVGL, to provide 

the current DNVGL-ST-0126 standard for the design of support structures for OWTs [27]. 

2.1.1.1 Load Measurement 

The International Energy Agency produced the first recommended practices for the 

assessment of onshore wind turbine loads in 1984, and released a second edition in 1990 

[28], with the aim of defining an industry best practice procedure for classification of wind 

turbine performance through measurement. This formed the basis for the IEC 61400 series 

standards, and IEC-TS-61400-13 methodology for the measurement of loads in onshore 

turbines was published in 2001 as a Technical Specification [29] and later approved as an 

Industry Standard in 2015 [30]. In support of modern design methods, the latest version of 

the IEC-61400-13 standard outlines the methodology for the validation of wind turbine 

simulation models through full scale measurements. However, no standard currently exists 

for the measurement of operational loads on OWTs. 

2.1.1.2 Life Extension 

In support of operational assessment and life extension guidance, Germanischer Lloyd 

published in 2009 an industry guideline for the continued operation of wind turbines past 

their design life [31]. The guideline suggests two distinct routes to the certification of life 

extension suitability: 

¶ Through analytical assessment of loading, via new calculations using updated 

structural models and environmental loading. This method may be supported by load 

measurement. 

¶ Through practical inspection and assessment of load transferring and critical 

components. In practice, this method may be impractical for OWTs where fatigue 

critical welds may be below the sea bed level, and therefore inaccessible for 

inspection. 

An updated version of the guideline has been released as an industry standard for the lifetime 

extension of wind turbines [5]. 
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 Dynamic Simulation 2.1.2

The design optimisation of large OWTs is typically an iterative process involving an initial 

structural definition from which stresses are calculated based on dynamic response to 

external loads. To simulate the structural dynamics the OWT definition is generally 

discretised via the finite element method, from which the equation of motion can be 

integrated in the time domain using finite difference methods. The equation of motion to be 

solved is, [32] 

 ὓὼ ὅὼ ὑὼ Ὢὸ (2-1) 

where M is the structural mass matrix, C is the damping matrix, K is the structural stiffness 

matrix, x is a matrix of nodal displacements (and the first and second time derivatives), and 

f(t) is a matrix of time variable external forces (due to wind and wave loads) and internal 

forces (due to rotor velocities and actuation loads) [33]. Various strategies are used to solve 

the equations of motion, and an overview and comparison of existing design software is 

given in [34]. 

 Structural Natural Frequency 2.1.3

Due to the large cost of OWT support structures, various design approaches are used to 

reduce the amount of structural steel required by minimising the operational stresses. 

Operational loads may be divided into: 

1. Steady state loads arising from the rotor thrust and drag forces due to mean wind 

speed and water currents. The steady gravity load due to self-weight of the 

components may also be included here. The steady state loading is dominated by 

the rotor thrust force during operating conditions. 

2. Dynamic loads arising from varying aerodynamic and hydrodynamic forces, as 

well as mass imbalances from moving parts.  

The magnitude of the dynamic response is largely dictated by the resonant vibrational 

frequencies of the structure, see Figure 2-2 below. The forcing frequencies arise from wind 

and wave loading, which may for example be described by the Kaimal and JONSWAP 

spectrums, respectively [35], and the rotor and blade pass frequencies, commonly referred to 

as the 1P and 3P frequencies (for a three bladed turbine), respectively. Additionally, for 

turbines that operate at variable speed to maintain maximum energy capture at different wind 

speeds, the 1P and 3P frequencies are defined by a frequency range. Turbine and foundation 

designers need to avoid these frequency ranges with the natural frequencies of the structure 
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by a margin of greater than 10%, if a safe design is to be achieved [36]. The target frequency 

range for the first structural mode may be below 1P for onshore turbines due to the absence 

of wave loading, shown as the soft-soft frequency range in Figure 2-2, whereas the target for 

offshore turbines is typically between the 1P and 3P frequencies and is referred to as a soft-

stiff design. Although the safest option may be to design the structure with the stiff-stiff 

approach, putting the first natural frequency above the 3P range, the increased material and 

installation costs make this option economically unattractive [15].  

Therefore, the natural frequency of a wind turbine structure is a design critical factor which 

may be thought of as a corollary of both the maximum loading and the level of through-life 

fatigue loading, where a conservative design is dependent on the natural frequency being 

within acceptable limits. The natural frequency is a function of the actual and hydrodynamic 

mass, structural and soil stiffness, and the aerodynamic, hydrodynamic, structural and soil 

damping properties of the complete structure. Whereas the properties of the steel 

components and the fluid-structure interaction are well known at the design stage, one of the 

largest areas of uncertainty affecting the natural frequency are the properties of the soil. Full 

scale measurements suggest that existing design methods, which are based on empirical data 

from testing of relatively small diameter piles with large deflections, may under-predict soil 

stiffness for small displacements [37].  

 

Figure 2-2. Example frequency spectrum showing the forcing frequency ranges for a 

three bladed OWT. The soft-soft, soft-stiff, and stiff-stiff ranges are targets for the first 

natural frequency of the wind turbine structure in order to minimise the dynamic 

response. 
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 Load Case Design Methods 2.1.4

Wind turbines operate under a range of environmental and operational loading conditions 

during their design life. To account for this range of both stochastic and deterministic 

loading, design standards require the analysis to be broken into a series of short term 

operating states, known as Load Cases (LC). Design Load Cases (DLCs) defined in the IEC-

61400 series standards [20] are divided into analysis for the Ultimate Limit State (ULS), 

defining the maximum design loads which may arise from a combination of extreme storm 

events or from fault conditions, and for the Fatigue Limit State (FLS), which is used to 

compile the through-life fatigue cycle spectrum. The LC is simulated in the time domain 

using the turbine designersô aero-hydro-servo-elastic software. 

The FLS DLCs, as defined for offshore turbines, are outlined in Table 2-1 and describe all 

conditions expected to contribute a significant level of cycles to the support structure fatigue 

loading. For a given mean wind speed and direction bin, the LC is represented by a ten 

minute time domain simulation, a length of time over which the environmental loading is 

assumed to be statistically stationary [38]. Therefore, the load cycles which are produced in 

each LC are factored by the number of ten minute periods expected to occur over the life of 

the turbine, determined from the probability distribution of environmental loading for the 

steady state operating conditions, and from knowledge of the controller operation for the 

specific turbine model for the transient LCs. 

In order to characterise a LC from measured data, the IEC 61400-13 standard [30] outlines 

the methodology recommended to define a Measured Load Case (MLC) to match the 

environmental and operational conditions that define the DLC. Due to the variation in results 

which are to be expected for operational data, a number of measurements are used in order to 

better capture the distribution of ULS and FLS loads which occur in practice. 
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Table 2-1. Overview of the Design Load Cases used for fatigue analysis, from IEC 

61400-3 [26]. 

LC Design Situation Description Number of occurrences 

1.2 Power 
production 

Normal steady state power production 
conditions, modelled under the range 
of mean wind speeds and wave 
conditions expected to occur between 
cut-in and cut-out wind speeds. 

From wind and wave 
joint probability 
distribution 

2.4 Power 
production plus 
occurrence of a 
fault 

Transient event triggered by a fault 
condition during normal power 
production, which results in shut down 
of the turbine to protect components. 
Normal wind and wave conditions are 
included in the analysis 

From wind probability 
distribution and turbine 
controller specifications  

3.1 Start-up Transient event modelling the turbine 
start-up sequence under normal wind 
and wave conditions  

From wind probability 
distribution and turbine 
controller specifications 

4.1 Normal shut-
down 

Transient event modelling the turbine 
shut-down sequence under normal 
wind and wave conditions 

From wind probability 
distribution and turbine 
controller specifications 

6.4 Parked/Idling Steady state modelling of the 
Stationary turbine in parked conditions, 
under normal wind and wave loading at 
high and low wind speeds 

From wind and wave 
joint probability 
distribution 

 

 Wind Loads 2.1.5

Wind loading acting on an OWT arises from a combination of aerodynamic lift and drag 

forces induced on the rotor blades, drag forces on the rest of the structure. Lift and drag 

forces, L and D, acting on an aerofoil blade element of length dr are given by, [33] 
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(2-2) 

where the half times air density times relative velocity squared term, 1/2ɟU2, is known as the 

dynamic pressure, Cl and Cd are the lift and drag coefficients for a given aerofoil and are a 

function of relative flow angle and Reynolds number, and c.dr describes the plan area of the 

aerofoil element as the product of the chord and element length. Equations (2-2) provide a 

simplified representation of the aerodynamic forces acting on an OWT allowing efficient 

implementation of time marching numerical solutions for design analysis, as discussed 

briefly in Section 2.1.4. 
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Variations in the wind field due to turbulence and wind shear velocity profiles result in 

dynamic loads which are ósampledô by the rotating blades, which in turn result in increased 

dynamic responses in the structure at the 1P and 3P frequencies, as discussed in 

Section 2.1.3. Therefore, knowledge of the wind characteristics at a given site is necessary to 

understand the level of loading likely to be experienced by the structure. 

The standard wind turbine classes described in IEC-61400-1 [21] specify the maximum wind 

loading conditions to which a turbine is to be designed. These standard conditions are 

divided into three reference wind speeds which define the maximum ten minute average 

wind speed conditions for each turbine class. Additionally, three turbulence levels are 

defined within each reference wind speed class which define a reference level of Turbulence 

Intensity (see Equation (2-5) below). These wind turbine classes are shown in Table 2-2, 

below, together with a class óSô, for use when different wind conditions are specified by the 

turbine designer. An assessment of site conditions is therefore required to ensure that the 

projected loading will not surpass the structural capacity. 

Table 2-2. IEC wind classes, where Roman numerals refer to a reference wind speed 

(Uref), and the letters refer to a reference turbulence category (Iref). From [21]. 

Wind Turbine Class I II III S 

 Uref [m/s] 50 42.5 37.5 Specified by the turbine designer 

A Iref [-] 0.16 0.16 0.16  

B Iref [-] 0.14 0.14 0.14 Specified by the turbine designer 

C Iref [-] 0.12 0.12 0.12  

 

2.1.5.1 Site Wind Assessment 

Wind measurements are required to be recorded in order to accurately classify the wind 

resource in terms of the mean wind speed, direction, and turbulence expected at a given site 

over the life of the turbine. Probabilistic assessment of mean wind speeds are used for yield 

assessments as well as predicted loading.  Wind speed measurements may be recorded via an 

anemometer mounted on a Meteorological Mast (MM) which usually consists of a lattice 

structure designed to present as little disturbance as possible to the ambient flow. Multiple 

anemometers are placed at various heights on the MM in order to assess the vertical wind 

speed profile due to the degree of wind shear, and should reach the turbine hub height as a 

minimum. The normal wind speed profile is given by the power law, [26] 
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 Ὗᾀ Ὗ ᾀᾀϳ  (2-3) 

where Ὗᾀ is wind speed as a function of height ᾀ compared to the values at hub height 

(denoted by the subscript hub), and Ŭ is the power law exponent and is typically given as 

0.14 for normal wind conditions [26]. 

Recent advances in the development of LIDAR technology have allowed wind speeds to be 

measured remotely over a range of heights without the need for a MM structure, although the 

assessment of turbulence may be reduced to 80% to 90% compared to conventional point 

measurement methods due to the volumetric averaging effect of LIDAR measurement [39], 

[40]. Therefore point measurement instruments such as cup or ultra-sonic anemometers are 

recommended for assessment of turbulence [41]. An example of cup and LIDAR 

anemometer instruments are shown in Figure 2-3. 

Wind turbulence („ ), defined as the standard deviation of the lateral component of the wind 

vector, is typically measured over a ten minute period [35] due to the assumed level of 

statistical stationarity and ergodicity found over this time scale. In reality, wind time series 

seldom meet these statistical criteria as variations occur at virtually all scales, and therefore 

the ten minute period of measurement is a practical compromise [42]. Some analysts prefer 

to óde-trendô the wind speed prior to calculation of „  in order to remove low frequency 

variations which may result in a deceptively high standard deviation, and this may be 

achieved by subtraction of a linear least-squares fit to the data . Alternatively, where wind 

speed measurements are stored as statistical data, de-trending may be achieved by combining 

standard deviations from one minute periods into a ten minute total, thus removing the 

influence of a varying mean, 

 

„
ρ

ρπ
„  (2-4) 

The turbulence values can be normalised by the mean wind speed (Ὗ) to give the non-

dimensional wind Turbulence Intensity (TI) over the ten minute period,  

 ὝὍ
„

Ὗ
 (2-5) 

The TI category from Table 2-2 is then selected to be greater than the 90th percentile of site 

specific TI measurements at each wind speed bin [21]. 
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An effective TI, TIeff, for each hub height wind speed may be used to approximate with an 

average value the distribution of TI occurring over the life of the turbine, [21] 

 

ὝὍ Ὗ ὖ—ȿὟ ὝὍ—ȿὟ Ὠ—  (2-6) 

where ὖ—ȿὟ  is the wind direction probability distribution for each hub wind speed, 

ὝὍ—ȿὟ  is the turbulence intensity at each wind speed and direction, and m is the Wöhler 

exponent used for fatigue design of the structural detail, as discussed in Section 2.2.2. 

Equation (2-6), therefore, gives a weighted mean TI value, and is based on the assumption 

that structural response and the amplitude of the resulting fatigue cycles are directly 

proportional to the TI.  

 

Figure 2-3. Wind speed measurement instruments. Left; cup anemometer (image from 

[43]). Right; LIDAR (image from [44]). 

 

2.1.5.2 Wind Probability Distribution 

Due to the stochastic nature of the wind, the wind climate at a given site is characterised by a 

distribution of mean wind speeds and directions. The direction distribution may follow 

features of the local geography, and is derived from empirical measurements. The ten minute 

mean wind speed distribution can typically be fitted to the two-parameter Weibull 

probability density function [45], given by, 
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ὼ

ὅ
Ὡ  (2-7) 

where k is known as the shape parameter, C is the scale parameter, and x and P(x) are the 

measured quantity and probability of occurrence, respectively. In order to estimate the model 

parameters from measured data a suitable fitting technique must be used, such as the 

Maximum Likelihood Method [46], and an example of a fitted wind speed distribution is 

shown in Figure 2-4. 

A typical pre-construction measurement campaign may last for only two years, due to time 

constraints for a wind farm project and the significant financial investment required to install 

and to maintain a MM in the offshore environment. Annual variations are commonly found 

in site specific wind distributions, and therefore it is desirable to derive a site characterisation 

from as long a dataset as possible. The measure-correlate-predict method is a pragmatic 

approach to this problem, as the relationship between short term site specific measurements 

and long term datasets from the nearest measuring station can be used to quantify the long 

term distribution of wind speed and direction [47].  

 

Figure 2-4. Example of the Weibull probability density function with shape parameter 

k = 2, scale parameter C = 9.   

 

2.1.5.3 Turbulence spectrum  

The design simulations used to model the wind turbine responses as outlined in Section 2.1.4 

require the characteristics of the wind loading to be representative of reality. For the 
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purposes of design, three dimensional turbulent wind time series are generated to enable the 

aerodynamic loading on the wind turbine to be simulated. A suitable turbulence model is the 

Kaimal spectrum [48], which relates well to empirical measurements of atmospheric 

turbulence [49], and is defined by, 

 
ὛὪ „

τὒ Ὗϳ

ρ φὪὒ Ὗϳ ϳ
 (2-8) 

Where S(f) is the power spectral density, f is the frequency in Hertz, and Lk is the average 

length scale of the longitudinal component turbulent eddies (known as the integral length 

scale). This can produce the single-sided amplitude spectrum, 

 ὟὪ ςὛὪὨὪȟ Ὢ π (2-9) 

where df is the frequency interval. An example of the Kaimal spectrum in shown in Figure 

2-5. 

The amplitude spectrum is converted to the time domain using Inverse Fast Fourier 

Transform (IFFT), and with the addition of the mean wind speed produces the synthetic 

single point wind time series, 

 

Ὗὸ Ὗ ὟὪÃÏÓς“Ὢὸ •  (2-10) 

where • is a random phase shift, t is time, and N is the total number of frequency bins used. 

In order to apply site specific levels of turbulence to the model, the simulated wind time 

series is defined in dimensionless form by, [33] 

 


Ὗ Ὗ

ὝὍȢὟ
 (2-11) 

The dimensionless wind speed variations can then be used with a range of mean wind speeds 

and turbulence intensities using, [33] 

 Ὗ Ὗ ὝὍȢὟ(2-12)  

Account can also be made for the effects of wind shear, tower shadow, and upwind wake 

effects on the time series. 
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Figure 2-5. Example of the Kaimal wind speed amplitude spectrum. 

 

 Wave Loads 2.1.6

Similar to the definition of the wind turbulence, the wave loading distribution is described by 

a probability distribution in the frequency domain. The JONSWAP spectrum (Joint North 

Sea Wave Project) [50] gives a good representation of the characteristics of wind-driven seas 

[35], and is defined by, [51] 
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(2-13) 

Where Hs is the significant wave height of the sea spectrum, Tp is the peak energy period, 

and fp is the corresponding peak energy frequency. The average value for the peak shape 

parameter from experimental data is ɔ = 3.3, while the spectrum reduces to the Pierson-

Moskowitz spectrum [52] where ɔ = 1 [35]. An example spectrum is shown in Figure 2-6 

below. A time series of wave heights can then be generated from Equation (2-13) similar to 

the methodology in Section 2.1.5.3. 
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With the time series of random sea surface elevations defined with site specific values of Hs 

and Tp, the forces acting on the wind turbine support structure are calculated using the so-

called Morison equation [53], which has been found to give a very accurate comparison to 

scale model test results [35]. The Morison equation is given by, 

 
Ὂ ”ὅὃὺ

ρ

ς
”ὅὈὺȿὺȿ (2-14) 

where F is the force acting on the structure, ɟ is the water density, v is the water velocity 

vector aligned with the force direction, A and D are the cross sectional area and diameter of 

the structure, respectively, and  Cm and Cd are the inertia and drag coefficients, respectively. 

In order to integrate the force over the submerged length of the structure, a suitable wave 

theory is used to define the water particle kinematics. Suitable wave theories are given in 

[35], the selection of which is dependent upon the wave height, period, and water depths. As 

with the calculation of aerodynamic loads from Equation (2-2), Equation (2-14) provides a 

simplified representation of the hydrodynamic loading, allowing efficient implementation in 

design software.  

 

Figure 2-6. Example JONSWAP wave power spectral density plot. 

 

2.2 Fatigue Life 

 Fatigue Loading in Offshore Wind Turbines 2.2.1

Most dynamically loaded structural components are subjected to variable amplitude cyclic 

stresses which can result in material damage which is typified by crack propagation in 

metallic materials. In the presence of a sea water environment, both corrosion and 
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mechanical fatigue can contribute to an increased rate of fatigue damage [54]. Due to the 

large number of stress cycles experienced by OWTs over their assumed 20 to 25 year 

operating life, they are considered to be fatigue critical structures in that the structural design 

and dimensions may be dictated by the fatigue life, rather than the maximum loading 

experienced in extreme conditions [55]. 

Early utility scale wind turbines were designed with little detailed understanding of the 

dynamic loading that their structures experience [56]. With significant research in testing and 

field measurement of operational turbines, and later with the development of time domain 

computer models,  the spectrum of load cycles experienced by wind turbines can be tailored 

to the loading regime at a given site. However, due to the sensitivity of design methods used 

to quantify fatigue damage, as outlined below, large variations may be expected in calculated 

fatigue life [56]. 

 Fatigue Design 2.2.2

The Palmgren-Miner linear damage hypothesis [57] [58] is among the most simplistic 

methods to quantify fatigue life under variable amplitude loading, and is based on the 

assumption that the fatigue damage in a component can be calculated as the sum of that 

identified at each stress level, 

 

Ὀ
ὲ

ὔ
 (2-15) 

where D is the fatigue damage fraction, k is the number of stress range bins used for the 

analysis, ni is the number of cycles experienced by the component at each stress level, and Ni 

is the maximum number of cycles to failure at the corresponding stress range, as determined 

from material and component testing. Fatigue failure is assumed to occur at D = 1, and 

therefore damage values in the range of 0<D<1 are required to ensure a safe design. Fatigue 

life can then be calculated by T/D, where T is the time period over which the fatigue damage 

is expected to occur. 

Component testing produces S-N data (stress range compared to number of cycles to failure) 

which has been found to be well described by the Basquin relation, [55] 

 ÌÏÇὔ ÌÏÇὥ ÌÏÇЎ„  (2-16) 

where Ў„ is the cyclic stress range, m is the Wöhler exponent which defines the gradient of 

the S-N curve, and ÌÏÇὥ is the intercept of the curve on the ÌÏÇὔ axis. S-N curves for steel 
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components typically have a Wöhler exponent in the range of m = 3 to m = 4 [59], and 

example curves taken from [55] are shown in Figure 2-7 below, where the additional effects 

of corrosion fatigue on maximum number of cycles can be seen for the sea water 

environment. However, as empirical S-N data is difficult to obtain for fatigue in corrosive 

environments due to the time scales involved, fatigue endurance is typically taken as a factor 

of three reduction in the number of cycles derived from in-air testing, based on findings 

presented in [60].  

Additionally, Figure 2-7 shows a double gradient for the óin-airô and ósea water with cathodic 

protectionô environment curves, highlighting the lower contribution of lower amplitude 

stress cycles to total fatigue damage. 

By combining Equations (2-15) and (2-16) for a single gradient curve, the fatigue damage 

can be written as, 

 

Ὀ ὥ ὲЎ„  (2-17) 

Equation (2-17) can be used to relate the damage fraction produced by a spectrum of cycles 

to an equivalent value, termed the Damage Equivalent Stress (DES), 

 

ὈὉὛ
В ὲЎ„

ὔ
 (2-18) 

where Nref is a reference number of cycles, such as Nref = 107, at which a stress range DES 

would produce the same damage fraction. As the S-N constant ὥ cancels, Equation (2-18) is 

useful to compare the results of two different fatigue calculations, for instance results 

produced by the turbine and foundation designers, or between design and measured fatigue 

loads. However, it should be noted that Equation (2-18) essentially provides a linearised 

comparison of fatigue damage; i.e. the relationship between a comparison of damage 

fractions from Equation (2-17) and DES values from Equation (2-18) is given by, 

 Ὀ

Ὀ

ὈὉὛ

ὈὉὛ
 (2-19) 

where the subscripts A and B refer to two different cycle spectra. 
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Figure 2-7. D-class S-N curves for transverse splice welds in air and sea water 

environments. The in-air and cathodic protection curves show a change of gradient 

from m = 3 to m = 5 at 10
6
 and 10

7
 cycles, respectively. From [55]. 

 

 Rainflow Counting 2.2.3

The identification of individual fatigue loading cycles within a random stress amplitude time 

series is achieved through the use of a suitable cycle counting algorithm. Typical methods 

include level-crossing counting, range-pair counting, reservoir counting, and Rainflow 

counting. Variations of these algorithms are included in the ASTM cycle counting standard 

[61]. 

2.2.3.1 Background to the Rainflow Counting Algorithm 

Rainflow (RF) counting has become the most widely accepted method for the processing of 

random signals for fatigue analysis, and testing has demonstrated good agreement with 

measured fatigue lives when compared to other counting algorithms [62]. The concept was 

first developed by Matsuishi and Endo [63], where the identification of cycles was likened to 

the path taken by rain running down a pagoda roof. In the paper, the authors defined a full 

RF cycle as a stress range formed by two points which are bounded within adjacent points of 

higher and lower magnitude; as the stress path returns past the first turning point it can be 

seen to form a cycle as described by a closed stress-strain hysteresis loop (Figure 2-8a). For 

the case where successive stress points are either converging or diverging, the hysteresis 
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curves do not form a closed loop (Figure 2-8b). For this case the authors assumed that 

fatigue damage could be attributed to each successive range as half-cycles. 

The RF counting method was further developed by Okamura et al. [64] and Downing & 

Socie [65] as a vector based algorithm which identified full RF cycles and half-cycles based 

on a three-point criteria without the need to rearrange the data series, and enabled efficient 

utilisation in computer software. This greatly reduced the data storage requirements as the 

stress signal could be read into the algorithm in real-time and processed directly into RF 

cycle spectra. This definition of the algorithm has been refined and included in the ASTM 

cycle counting standard [61]. Amzallag et al. [66] conducted a wide ranging industry 

consultation and defined a standardised algorithm which identified RF cycles based on a 

four-point criterion. The three and four point versions of the algorithm were shown to 

identify the same cycles by McInnes & Meehan [67], who presented a series of fundamental 

properties of RF counting to demonstrate the equivalence of the two methods. Although 

various forms of the RF algorithm exist, the four-point algorithm presents the most 

unambiguous criterion for the identification of closed hysteresis loops, and is defined below. 

 

Figure 2-8. Example stress-strain hysteresis curves. (a) Stress time series of turning 

points and the corresponding closed stress-strain hysteresis loop formed by points n, 

n+1 and nô. (b) Diverging stress time series and the corresponding open stress-strain 

hysteresis curves.  
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2.2.3.2 Four-point Rainflow Counting Criterion 

RF counting requires the time history to be first processed into a Peak-Valley (PV) series 

consisting of local maxima and minima which define the turning points, or load reversals, of 

a time series. Point ὼ  is identified as a local maxima or minima within a time series of 

length M if, 

 ὼ ὼ ὼ  έὶ ὼ ὼ ὼ  

ά ςȟσȟτȟȣȟὓ ρ 
(2-20) 

Once the data have been filtered according to the PV criteria, full RF cycles are identified in 

the range formed by points ὼ to ὼ  if they meet the four-point criterion, 

 ȿὼ ὼȿ ȿὼ ὼ ȿ ȿὼ ὼ ȿ 

ὲ ςȟσȟτȟȣȟὔ ς 
(2-21) 

where N signifies the length of the PV filtered series. If the range formed by points ὼ to 

ὼ  meets the four-point criterion then the points are recorded before deleting them from 

the PV series, thus enabling further ranges to be formed between the adjacent points ὼ  

and ὼ . The process is repeated until all ranges which meet the four-point criterion are 

recorded and deleted from the PV series. 

Storage of the counted ranges is achieved with a two dimensional histogram to record the 

cycle stresses. The form of the histogram may be chosen to preserve detailed cycle hysteresis 

information which may be significant in further statistical analysis, for example with the 

min-max or max-min matrices where cycles are binned according to the loading sequence 

[68]. As a minimum, the histogram should record the cycle range and mean stress levels as 

inputs to final damage calculations.  

2.2.3.3 Rainflow Residue 

Once all full RF cycles which meet the four-point criterion have been identified and deleted 

from the PV series, a óresidueô of data points will typically remain. The residue consists of a 

series of diverging data points from the start to the maximum and minimum points, followed 

by a converging section of points to the end of the PV data series. Referring to Figure 2-9, no 

remaining closed hysteresis cycles can be identified within a diverging or converging series 

as no further ranges are bounded by adjacent points of higher and lower value. However, as 

the stress path formed by the residue constitutes some of the largest ranges in the original 
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series, they should be accounted for if a conservative estimate of fatigue damage is to be 

made. Two dominant methods exist in the literature to process the RF residue and are 

outlined in Sections 2.2.3.4.1 and 2.2.3.4.2.  

Whenever a subset of a longer time history is RF counted, cycle ranges which are formed 

between points which span beyond the subset have the potential to be cropped. If there is a 

large variation in the mean stress level, which is not fully contained within the subset period, 

then some of the largest cycles will not be accounted for. These cycles are termed ótransition 

cyclesô or óground cyclesô [56], and a degree of artificiality will be introduced if the residue 

data points are processed as an isolated set, as closed hysteresis cycles cannot be formed. 

The only way to accurately identify all RF cycles within a data set according to the four-

point criterion is to process the entire time history consecutively. However, the application of 

RF counting algorithms must always utilise a finite length of data, as chosen by the analyst 

and by limitations on computational capacity.  

Glinka & Kam [69] presented an approach which allowed extended time periods to be read 

and processed incrementally, thus limiting the required computational capacity by 

minimising the amount of data required to be handled by the RF algorithm at any one time. 

A more versatile method is included in Amzallag et al. [66, pp. 292-293] which addresses 

the same issue by concatenating consecutive residue periods which remain after RF 

processing. However, although the method allows transition cycles to be accounted for 

accurately according the four-point criterion, it has not found widespread acknowledgement. 

An analytical proof was presented by Marsh et al. [70] demonstrating the equivalence of 

cycles which are identified from the residue concatenation methodology outlined in [66] 

with those which would be identified by RF processing a continuous series. 

The three methods of processing the RF residue periods are presented in Section 2.2.3.4 

below.  



 Background 

31 

 

 

Figure 2-9. Residue remaining after application of the four-point criterion (points 

connected by solid line). Full RF cycles would be identified between points C-D, E-F, 

H-I, K-L, M-N, P-Q, T-U.  

 

2.2.3.4 RF residue processing methodologies 

The three distinct methods available for processing the residue data points are described 

below and presented in the process diagram in Figure 2-10. 
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Figure 2-10. RF counting process diagram for long time periods (modified from [71]). 

Grey boxes identify steps which relate to the residue processing methods outlined in 

Sections 2.2.3.4.1, 2.2.3.4.2, 2.2.3.4.3 below.  

 

2.2.3.4.1 Half-cycle Counting Methodology 

This approach is identified in the original definition of RF counting given by Matsuishi & 

Endo [63], where the authors assumed that each successive range will attribute half a cycle 

of fatigue damage in the material. From Figure 2-9, subsequent half-cycle ranges are 

identified between points A-B, B-G, G-J, J-O, O-R, R-S, S-V, V-W. At least twice as many 

ranges will be identified from the residue data points as would be identified as fully closed 

cycles. Therefore, when the counted residue cycles are stored in the RF histogram the 
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number of cycles added to each bin is reduced by a factor of 0.5. The ASTM RF counting 

definition of the three-point algorithm [61, pp. 5-6] is capable of identifying half-cycles 

which occur up to the maximum data point in the series; after completion of the algorithm, 

the residue data points following the maximum still remain and must be accounted for as half 

cycles. Half-cycle counting may be applied directly to the residue which remains from 

application of the four-point RF criterion, and the resulting cycles can be shown to be 

identical to those produced by the three-point algorithm.  

2.2.3.4.2 Simple Rainflow Counting Methodology 

If the stress time history is representative of a repeated loading sequence then all residue data 

points will ultimately form fully closed cycles as they will fall between repeated extremes. 

With the four-point algorithm this can be achieved by joining two repeated residues and then 

reapplying the four-point criterion (Equation (2-21)). Closed cycles can then be identified 

between the repeated maximums, leaving the residue points outside of the maximums which 

can then be discarded. This is expressed as [residue] + [residue] Ÿ [residue] + {cycles} 

[66].  

From Figure 2-9, the residue series is repeated to give a sequence A-B-G-J-O-R-S-V-W-A-B-

G-J-O-R-S-V-W. Equation (2-20) is then reapplied and the repeated point A must be deleted 

to ensure that the PV sequence is maintained. Equation (2-21) is then reapplied to identify 

closed cycles from all points that fall between J and repeated point O; ranges are formed by 

points V-W, R-S, B-G, J-O. The remaining points account for the repeated residue, and are 

therefore discarded. 

The simple RF counting methodology is implemented in the three-point algorithm by 

rearranging the stress time series to start and end with the maximum data point prior to PV 

processing and RF counting, and will identify identical cycles [67]. Therefore, the 

approaches implemented in [61, pp. 6-7], [65, p. 32], [66] and [67] are equivalent. 

2.2.3.4.3 Residue Concatenation Methodology 

The following steps apply the residue concatenation procedure outlined in [66, pp. 292-293] 

to the simple case of two PV periods, with reference to Figure 2-11: 

1. Define two series of PV processed data points A1, B1, C1,é, H1 and A2, B2, C2,é, 

H2.  

2. Apply the four-point criterion, Equation (2-21), to both series to identify all full RF 

cycles. Full cycles are identified between points D1-E1, and E2-F2 (Figure 2-11a). 
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3. Store the cycles and delete the identified data points D1, E1 and E2, F2 from the 

respective PV series (Figure 2-11b). No more full RF cycles can be identified 

according to Equation (2-21). The remaining points form the two RF residues. 

4. Concatenate the two residues in their original chronological order. Apply the PV 

criteria to the concatenated points H1 and A2 to ensure the PV series is maintained; 

delete point H1 (Figure 2-11c). 

5. Repeatedly apply the four-point criterion to the concatenated series until all fully 

closed RF cycles have been stored and removed from the concatenated series.  

6. The remaining residue points must be processed by either half-cycle or simple RF 

counting. In practice, successive residue periods may be concatenated to allow 

additional closed hysteresis cycles to be unlocked. 

 

Figure 2-11. Concatenation of RF residues. (a) Two separate PV series. (b) The residue 

series from which no further fully closed RF cycles can be identified. 

(c) Concatenation of the two RF residue series in stress-time and stress-strain space.  
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2.2.3.5 Transition Cycles 

The stress cycle histogram from a modelled or measured wind turbine typically come from 

individual ten minute periods of load data, the assumption being that the short time history is 

representative of mean loading conditions (wind speed and direction bins, operational state, 

etc.) which will occur repeatedly throughout the operational life. Typically, the short time 

periods used are RF counted independently of each other [56], using one of the processing 

methodologies outlined in Sections 2.2.3.4.1 and 2.2.3.4.2, and therefore the stress cycles 

which arise from transitions between each ten minute period are not accounted for. However, 

although industry design standards do not make specific mention of transition cycles, all 

cycles which contribute to fatigue are required to be taken into account [8], [20], [27].  

Larsen and Thomsen [72] presented an approach to quantify the effect of transition cycles on 

the fatigue load spectrum of wind turbine blades. The approach made use of a one year time 

history of ten minute average values of wind speeds from which the transitions between 

operating conditions could be identified. Assuming that the wind history was representative 

of the wind variations that occur in other years, a synthetic stress history was constructed 

using the maximum and minimum stress of the LC relating to each ten minute wind speed 

value in chronological order. The synthetic stress history was then RF counted, presumably 

using one of the methods outlined in Sections 2.2.3.4.1 and 2.2.3.4.2 above. From a case 

study example on a 150 kW scale wind turbine blade, using simulated loads from an 

aeroelastic model, the authors found that the inclusion of transition cycles accounted for in 

this way contributed an additional 3% to 60% fatigue damage using Wöhler exponents of 

m = 3 and 12, respectively (the higher value relating to fibre glass composite blade material), 

to the fatigue damage produced by RF counting ten minute LCs as independent periods. 

However, the methodology presented by Larsen and Thomsen effectively double counts 

cycles which are accounted for as both half-cycles in independent LC periods and as data 

points within the synthetic one year stress history. Additionally, other cycles which span 

individual data periods are not accounted for correctly according to the four-point RF 

counting criterion [70].  

Mouzakis and Morfiadakis [73] conducted a similar study using results of a load 

measurement campaign from a 500 kW stall regulated wind turbine, and unlike the study 

conducted by Larsen and Thomsen, the authors included analysis of loading on the wind 

turbine tower. The authors also used a one year synthetic stress series following the 

methodology outlined in [72], but conducted an additional study whereby the RF residue 

from each ten minute period was not included as an independent sequence, but was 
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concatenated in sequence to account for transitional cycles correctly. The two methods to 

assess the impact of transition cycles are similar, but the residue concatenation methodology 

does not produce the double counting of stress cycles which result from the method 

presented by Larsen and Thomsen. From measurments of the tower base bending moment, 

the authors found that transition cycles contributed an additional 3% to the fatigue damage 

value produced by RF counting the data in independent ten minute series, using a Wöhler 

exponent of m = 4. However, the authors used a wind speed time history of ten minute 

average values to construct the synthetic stress history, and therefore, as with the 

methodology employed by Larsen and Thomsen, did not account for the stress cycles which 

would arise in the tower due to changes in wind direction. Additionally, the authors 

investigated the effect of transition cycles directly from time history measurements of 

stresses, using datasets of six to seven days in length, and found that accounting for 

transition cycles in the correct manner reduced the calculated fatigue life for the tower 

bending moment by a factor of approximately 12%, using m = 4. 

Sutherland [56] has written explicitly about the significance of transition cycles, and presents 

a review of research articles which address the issue for wind turbines. From a review of 

operational measurements and analytical studies on the significance of transition cycles, the 

author states that the contribution to fatigue damage is negligible for materials with low 

Wöhler exponents. The author notes that, as transition cycles do exist, they should be 

accounted for in the fatigue predictions if the analysis is practicable, but concludes that they 

may be ignored from the assessment in most applications. 

However, Marsh et al. [70] presented a sensitivity analysis using data from a multi-megawatt 

offshore wind turbine support structure, and found that RF processing a one year time history 

of stresses in independent ten minute periods accounted for only 37% to 43% of the damage 

produced by RF processing the data as a continuous series using the methodology outlined in 

Section 2.2.3.4.3, using m = 5. The difference was insignificant using a lower Wöhler 

exponent of m = 3. The authors compared the results from the wind turbine support structure 

with a similar dataset from an offshore measurement buoy, and concluded that the impact of 

transition cycles is dependent upon the underlying load process, the length of data subsets 

used to process independent sequences, and the Wöhler exponent used.  
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2.3 Load Measurement 

 Measured Quantities 2.3.1

The operational behaviour of an OWT may be of interest to wind farm operators to enable 

design calculations to be verified or challenged. While periodic inspections and routine 

maintenance are useful to assess the condition of OWT structures, it is not practicable to 

inspect every weld on all turbines in a wind farm due to the logistical difficulty and sheer 

volumes that are typically involved. 

While the turbines themselves will normally include a standard level of instrumentation to 

provide operators with information on quantities like particle counts in gearbox oil, bearing 

temperatures, and nacelle vibrations and accelerations [74], little additional information is 

typically collected on the response of the support structures themselves. In order to derive an 

understanding of the level of fatigue loading it is necessary to measure either displacements 

of the support structure, from which stresses can be derived from either beam bending theory 

or from finite element modelling, or measurement of local strains which can be converted 

into stresses using the elastic modulus of the base material. 

 Measurement Issues 2.3.2

2.3.2.1 Measurement Constraints 

An ideal measurement system would provide knowledge of the load and response condition 

of the entire structure, enabling the analyst to determine stresses at any location. This is 

desirable as the fatigue critical location on the structure may be inaccessible for direct 

inspection, such as below the sea bed, and multiple locations on multiple turbines may be of 

interest. Additionally, inspection will not always enable the consumed fatigue life to be 

determined. 

Accelerometers may provide the ability to extrapolate measurements in this way if they are 

installed at multiple heights on the structure. Displacements can be calculated from 

accelerometer measurements through double integration with time, however, a large range of 

uncertainty will result without accurate knowledge of the initial velocity and displacement of 

the entire structure. Photogrammetry offers the potential to obtain displacement 

measurements at all parts of the structure with a very high degree of accuracy [75] using 

high resolution cameras and image processing techniques, but may be most applicable to 

onshore turbines due to the necessity for multiple cameras to be mounted on stable locations 

within several hundred meters of the target. Additionally, due to the large amount of 
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information recorded and the necessary computer processing power, photogrammetry may 

not be a feasible method for long measurement campaigns. 

Local strain gauge measurement gives the potential for the highest accuracy in the 

assessment of stresses, and if collected at multiple levels it is possible to derive the global 

response of the support structure. However, structural discontinuities such as flange 

connections or welded details result in stress raising effects which may cause uncertainties in 

the relationship between the local measurement and the global response. An optimum 

measurement system may therefore involve a combination of accelerometer and strain 

measurements at multiple locations in order to offset the uncertainties and constraints of both 

approaches [37], [76]. 

2.3.2.2 Data noise 

No sensor can provide perfect data about the system of interest, and desired quantities, such 

as strain, must be derived indirectly from an understanding of the functional relationship 

with measureable quantities (such as strain gauge voltage output). Sensors and measurement 

systems are almost always noise corrupted to a certain extent [77]. 

Noise is an apparently random variation in a sensorôs output which is unrelated to the 

measured quantity of interest. In order for measured data to provide useful information about 

a system the magnitude of the noise must be of an acceptable level when compared to the 

underlying signal. This leads to the definition of the signal-noise ratio (SNR), 

 
ὛὔὙ

Ὓ

ὔ
 (2-22) 

where SRMS and NRMS are the root-mean-squared values of the underlying signal and noise, 

respectively. High quality data requires the SNR to be high so that the underlying signal is 

not buried in the noise. For instance, fatigue calculations from measured strain gauge data 

would be distorted by excess noise, as the amplitude of the underlying stress cycles would be 

extended, and an artificially high number of small amplitude stress cycles would be 

identified by the RF algorithm. 

Noise in an electrical system can arise from the following sources, [77] [78] 

¶ Thermal noise 

The temperature induced motion of charge carriers in resistors and semiconductors 

results in a random voltage known as Thermal, or Johnson, noise. The thermal noise 

r.m.s. voltage is given by, 
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 ὠ τὯὝὙὄ (2-23) 

where kB is the Boltzmann constant, T is temperature in Kelvin, R is electrical 

resistance in Ohms, and B is the bandwidth response in Hz. Thermal noise has the 

characteristics of white noise; i.e. it is random with a Gaussian distribution and 

uniform power over an infinite range of frequencies.  

¶ Shot noise 

Also termed quantum noise, this noise source arises in transistors due to the quantum 

nature of charge carrier flow rates. The shot noise current r.m.s. is given by the 

relation, 

 Ὅ ςήὍ ὄ (2-24) 

where q is the electron charge, IDC is the DC current across the instrument, and B is 

the bandwidth response in Hz. Due to the random nature of its origins, shot noise 

also has the characteristics of white noise.  

¶ Flicker noise 

The origins of Flicker noise are material/component dependant, but the result is long 

term drift in all instruments. Flicker noise is also known as 1/f noise, or pink noise, 

because most of the power is towards the low frequency side of the spectrum. The 

inverse frequency dependency of Flicker noise means that it can be difficult to 

identify and remove from a data set.  

¶ Interference noise 

Common sources are nearby AC power circuits which can produce inductive or 

capacitive coupling effects. AC fields typically induce noise at the same frequency 

and higher harmonics (e.g. 50 Hz and higher multiples). 

Thermal and Shot noise sources have the characteristics of white noise, which is defined as 

being random (un-correlated in time), with uniform power over all frequencies and a 

Gaussian distribution. Therefore, as indicated by Equations (2-23) and (2-24), white noise 

can be reduced by limiting the system bandwidth using a low-pass filter. Suitable examples 

include the Butterworth filter [79] and the Bessel-Thomson filter [80]. 

Gauge drift correction may be more challenging, and can be dependent upon the cause of the 

drift. In the case of strain gauge instrumentation, gauge drift can arise from several possible 

sources.  
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¶ Temperature variations and subsequent effects on gauge circuit resistances can have 

a large impact on apparent strain [81]. Temperature compensation can be used to 

correct temperature induced strains with the use of additional thermocouple 

measurements, and therefore diurnal temperature variations which may typically 

arise due to solar heating and tide level may be accounted for. However, long term 

drift in the thermocouple calibration will therefore also result in drift in the corrected 

strain values. 

¶ Power supply variations or faulty ground connections can cause electronics and 

balanced circuit resistances to drift. Periodic recalibration of the measurement 

system may be the best way to account for these effects. 

¶ Stress relief of the installed gauges or curing/ageing of the gauge connection and 

protective coatings over time [82]. This may simply result in changes to the gauge 

datum offset level, or may be non-linear with the system gain. Again, periodic 

recalibration of the system may be used to account for these effects, along with 

assessment that the system continues to meet itsô functional requirements. However, 

for remote structures such as OWTs, repeated site visits may prove impracticable.  
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 Methodology 3

3.1 Measured Data 

 Site Characteristics 3.1.1

The wind farm on which the analyses is based may be considered to have typical structural 

design, distance to shore, and metocean conditions compared to other offshore wind farms of 

the same era. Turbine hub heights are approximately 80 m above Chart Datum (mCD), with 

sea bed depths in the range of approximately 0 mCD to -10 mCD, with a maximum tidal 

range of approximately 9 m. The wind turbine class, based on wind speed and turbulence 

levels, is IEC 1S (see Table 2-2). Wave conditions are reasonably low, with mean significant 

wave heights of less than 1 m. 

 Measured Load Data 3.1.2

Data was provided by third party sub-contractor who undertook design, installation, 

calibration, temperature correction, and provision of the data. This section describes the data 

analysis undertaken by the author. 

3.1.2.1 Selection of Monitored Turbines 

Turbine selection was initially based on the condition of the loaded stopper brackets above 

the grouted connection. Turbine K1 was selected as all six stopper brackets were in full 

contact with the top of the MP, and the turbine was located on the edge of the wind farm in 

the direction of the prevailing wind and wave loading. Turbine H4 was selected as the 

stopper brackets were only in contact with the top of the MP on the downwind side of the 

structure, while the location of the turbine within the wind farm meant that the structure was 

subjected to a combination of both turbulent wake and wave loading [83]. 

The strain measurements were essentially used as secondary data for investigation of the 

fatigue load response of the structures, as the primary purpose of the measurement system 

was to determine the behaviour of the grouted connection. In the ideal case, turbine selection 

would be based on specific analysis to identify the fatigue critical location across the wind 

farm [84]. It is reasonable to assume that the variables which drive fatigue loads are the wind 

and wave conditions; however, it is unlikely that the worst case turbulence and mean wave 

height would coincide at the same location. Therefore, a range of combined turbulence levels 

and wave heights across the site may be required to be investigated. 
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From metocean analysis conducted during the design stage in 2006 [85], Turbine K2 was 

determined as having the most severe wave climate. The analysis involved the propagation 

of wave spectral data from the UK Met Office Wave model across the wind farm site using 

wave transformation models for a range of projected worst case bathymetry scenarios. The 

analysis presented results at three discrete locations corresponding to Turbines E7, H2, and 

K1 (Figure 3-1 below), where K2 was identified as the location of most severe wave loading 

for fatigue.  

Three discrete locations were used for the metocean analysis, and therefore the specific 

locations of Turbines H4 and K1 were included in the investigation. However, it is 

reasonable to assume that similar wave conditions would occur at Turbines K1 and K2 due 

to their close proximity (approximately 465 m separation). Additionally, Turbine K1 was 

found to have the deepest water depth across the wind farm, as identified in the 2009 

bathymetry survey [86], and is the closest position in the wind farm aligned with the 

dominant wave direction from the South West [87]. Turbine K1 is therefore assumed to be 

representative of the maximum wave conditions in the wind farm. 

It should also be noted that wave loading at Turbine H4, which is in close proximity to 

Turbines H2 and K2 (approximately 900 m and 970 m separation, respectively), was also of 

relatively high magnitude. Turbine location H4 was used to investigate the effect of 

increased turbulence loading resulting from the presence of trailing wakes, as described 

below. 

Turbine H4 is located on the third row of turbines with respect to the prevailing wind 

direction, and should therefore be subjected to turbulent trailing wakes from each directional 

sector. Although from a design perspective it is not required to assess wake effects from 

wind turbines which are óhiddenô behind other turbines [21], the level of turbulence within 

the wind farm is expected to increase along the direction of prevailing wind as trailing wake 

structures generated by individual turbines break down into an additional level of ambient 

turbulence, ultimately converging at a maximum level. Also associated with the break-down 

of trailing wakes is the well-known wake deficit effect [88], whereby mean wind speeds 

diminish within a turbine array as energy is extracted by upwind turbines, and also converted 

into turbulence. Detail of the methodology used to investigate the distribution of turbulence 

throughout the wind farm using measured data is outlined in Section 3.1.3.1.1 below.  
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Figure 3-1. Graphic displaying the significant wave height and mean wave direction 

for a 1 in 50 year storm from 205° wind direction, for one bathymetry scenario 

produced by the design metocean study (reproduced from [85]). Turbine locations 

identified by black dots. Note that the dominant wave direction for fatigue was found 

to be from the 240° sector. 

 

3.1.2.2 Instrumentation 

The gauges used for this analysis were installed on the inside of the TP above the grouted 

connection and the loaded stopper brackets, with the general location shown in Figure 3-2 

below. The data acquisition system, consisting of a PC, AC/DC converter, modem and 

power supply, was located separately on the upper working deck. Six gauges were used to 

measure the global axial strains on Turbine K1, labelled according to the position above the 

K1 

K2 

H2 

H4 

E7 
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stopper brackets (S1-SGAV to S6-SGAV). Only four global gauges were used on Turbine 

H4 (labelled S1-SGAV, S3-SGAV, S5_SGAV, S6-SGAV).  

The global gauges were installed above the top of the existing stopper brackets to measure 

strains remote from the stress raising effects of the brackets and grouted connection, at 

6.608 mCD. The global gauges consisted of spot-welded linear strain gauges, which were 

installed aligned in the vertical and horizontal directions to measure the nominal axial and 

hoop strains. Detail of the spot-welded strain gauges is shown in Figure 3-3. All strain gauge 

instrumentation was calibrated by the contractor post-installation using the shunt technique. 

Temperature compensation was also applied by the contractor to account for induced thermal 

strains using the thermocouple measurements prior to measurements being provided to the 

client. 

 

 

Figure 3-2. Schematic of Turbine K1 working platform, with layout of the global 

gauges (highlighted red) installed at 6.608 mCD on the inside of the TP. Stopper 

bracket numbering shown starting clockwise from South East. Turbine H4 global 

gauges were installed above stopper brackets S1, S3, S5, and S6 only. From [89]. 
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Figure 3-3. Global strain gauges installed at 1.058 m above the existing stopper 

brackets. From [90]. 

 

3.1.2.3 Gauge Positioning 

The assumption that the position of the global gauges was far enough from the stress raising 

effects of the loaded stopper brackets and grouted connection was analysed using Abaqus 

finite element (FE) software [91]. The FE model used in this analysis was developed and 

provided by an external contractor, but the analysis was re-run to provide information about 

the stresses at the gauge locations over the full range of incremental loads which were 

expected to occur. 

The FE model consisted of the TP primary steel with the connected stopper brackets, the 

grout connection, and the MP down to the level of the sea bed at -10.6 mCD, as shown in 

Figure 3-4. Half of the structure was modelled, with the cut plane specified with a fixed 

translational boundary condition in the normal direction. The bottom of the MP was fixed 

with a stationary boundary condition, and the MP/grout/TP interfaces were modelled with 

contact surfaces with a friction coefficient of 0.6 [92]. The TP and MP were modelled with 

shell elements, with four elements through the wall thickness. The stopper plates were 

modelled in contact with the top of the MP with a friction coefficient of 0.5. The turbine 
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tower was represented by a beam element connecting the top of the TP to the height of the 

nacelle, and the top node was used as the location of applied loads. 

The loads were applied in two steps, 

¶ Step 1: The vertical load representing the mass of the TP (primary and secondary 

steel), tower, and rotor nacelle assembly (RNA) was applied to the top node of the 

tower beam element in 25 increment steps to account for nonlinearities in the 

TP/grout/MP and stopper plate/MP interfaces.   

¶ Step 2: Keeping the vertical load constant, the horizontal load representing the 

maximum bending moment from the design results was applied to the top node of 

the tower beam element in 25 load increments up to the maximum value. The 

maximum horizontal load applied at the top node was calculated to match the 

maximum design ULS sea bed bending moment, from [93]. The loads used are given 

in Table 3-1. 

Outputs from the model were the stress components on the inside surface of the TP in a 

circumferential path at the height of the global gauges (6.608 mCD). As a half model was 

used for the FE analysis, it was only possible to apply loads parallel to the plane of 

symmetry. Therefore, the FE results could only provide information about the stress 

distribution at the location of the gauges with the structure under four applied horizontal 

loading directions (oriented at 0, 60, 120, and 180 degrees with respect to the gauge 

locations). However, in order to quantify the impact of any stress raising effects at the 

location of the gauges on calculated fatigue damage, a methodology was developed to enable 

the stress response to be interpolated to any loading direction, and is described in 

conjunction with the FE results in Section 4.1.2. This enabled the impact of the stress raising 

effects on the calculated fatigue damage to be analysed, and determined that by calculating 

the design stresses using simple Euler beam theory a conservative comparison would be 

made with the measured loading. Therefore, simple beam bending theory was used for the 

calculation of stresses from the simulated loads. 
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Figure 3-4. Outline of FE model used to analyse the stresses at the location of the 

global strain gauges. (a) Side view of the TP and MP modelled to the sea bed 

boundary condition (beam element representing the tower not shown). (b) Bottom 

view of the TP, grout connection and MP.  

 

Table 3-1. Load values used with the FE model. 

Maximum vertical load Maximum horizontal load 

-1,839.0 kN 502.7 kN 

 

(a) (b) 
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3.1.2.4 Data Description 

The measurement systems on Turbines H4 and K1 were installed in August 2011 and data 

from the global gauges were collected over the period from 01/09/2011 to 31/03/2013, at a 

sample resolution of 20 Hz. The gauges were datum set to zero during an arbitrary period of 

low loading and with a stationary turbine rotor on 01/09/2011 at 06:30 [90], and therefore 

the data did not account for embedded strains due to structural self-weight and centre of 

gravity (CoG) offset of the RNA.  

The data contained multiple periods of gaps and erroneous readings totalling approximately 

13-15% of the coverage period. Erroneous readings were identified as either significant data 

spikes, flat-lining data periods, or missing values, and were deleted (Figure 3-5 below). 

Additionally, the strain data were found to contain periods of significant data noise which 

were identified and corrected as outlined in Sections 3.1.2.5 and 3.1.2.6 below. Prior to 

further processing, the strain measurements were converted to stress using, 

 „ Ὁ‐ (3-1) 

where E is the Elastic Modulus of the base material, equal to 210 GPa for S355 steel [94]. 

 

Figure 3-5. Ten minute average strain values, filtered to remove erroneous readings. 

(a) K1 global gauges S1-SGA to S6-SGA. (b) H4 global gauges S1-SGA, S3-SGA, S5-

SGA, and S6-SGA.  
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3.1.2.5 White Noise Removal 

The measurement systems installed on the turbines employed a low-pass filter to limit the 

measurement frequencies to 10 Hz [90]. However, noise was still found to be present in the 

measured data with significant increase after a period of 1-3 months from the date of 

commissioning. The level of noise was found to be constant with changes in the level of 

environmental loading, and had characteristics of white noise indicating that it was an 

artificial phenomenon and not a real, physical response of the structure. 

Figure 3-6 shows a time series of noisy strain gauge data from a period of minimal 

environmental loading, together with a spectral representation of the signal produced by Fast 

Fourier Transform (FFT). A small amplitude response can be seen in the frequency domain 

at 0.33 Hz (close to the design 1st mode frequency) and at the far left of the spectrum, due to 

actual response of the structure to the minimal loading. A constant minimum level of energy 

of approximately 0.03 MPa is also present across all frequencies; this is indicative of white 

noise rather than real physical response of the structure. The noise is overlaid on top of the 

underlying signal, and therefore by subtracting the underlying signal (identified using low-

pass filter) from the original data the remaining noise can be isolated. From the quantile plot 

in Figure 3-7, the isolated noise can be seen to closely follow a normal distribution, further 

evidence that it comes from a white noise source. 

White noise can be partially removed from the measured signal by restricting the frequency 

pass band to retain only the frequencies of interest (from Equations (2-23) and (2-24)). To 

ensure that this was completed in a conservative way it was essential that the real physical 

response of the structure was preserved in the signal to avoid any information about the 

underlying fatigue cycles from being removed. The structural dynamics were found to be 

dominated by the first mode response in the region of 0.3-0.33 Hz, but slight response could 

also occasionally be found around the second mode frequency of 1.5 Hz (this estimate 

corresponds closely with the design calculation for a high sea bed at Turbine K1 [95]). 

Although the amplitude of the second mode response was minimal, and only rarely occurred 

in the measured data, it was decided to design a low pass filter to protect all frequencies 

below this level. A 6th order Butterworth filter with a cut-off frequency of 2 Hz was found to 

perform well, and the pass band is shown in Figure 3-8 below.  
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Figure 3-6. Measured stress data from gauge K1-S4-SGAV during minimal loading. a) 

Ten minute stress time series consisting of structural response and additional noise. 

b) Amplitude spectrum produced from FFT of the ten minute series, displaying slight 

structural response at 0.33 Hz, and constant level stress amplitude across all other 

frequencies.  
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Figure 3-7. Quantile plot of isolated data noise versus normal distribution. Noise 

isolated from the signal using the low pass filter design shown in Figure 3-8 below 

(original signal minus filtered signal).  

 

Figure 3-8. Pass band of a 6
th

 order Butterworth filter using a 2 Hz cut off frequency. 

 

3.1.2.6 Datum Drift Correction 

As well as the need to account for the level of embedded strain from the self-weight of the 

structure, the presence of long term drift was identified in the measured data. Correction of 
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the datum levels is made difficult by the presence of large variations in the mean strain levels 

in the structure, which arise from changes in the direction and amplitude of the wind loading, 

and the corresponding rotor thrust vector. Therefore, a correlation with speed and direction 

was required to identify and correct the gauge datum level. The quasi-static bending moment 

at the height of the global gauges is dominated by a combination of wind loading on the 

rotor, nacelle, and tower. The CoG offset of the RNA, which varies with the yaw position of 

the nacelle, will also have a slight contribution to the tower bending moment, but during 

operation the yaw position will track the wind direction and therefore variation of the CoG 

was assumed to be described by the wind direction only.  

To approximate the wind loading as accurately as possible, the results of the design 

simulations were used to calculate the average stresses around the TP circumference under 

the wind loading conditions described by the power production DLCs. The x and y bending 

moment components and the vertical force at the height of the gauges were interpolated from 

the design simulation output locations at 0 mCD and 20 mCD, and the average stresses were 

calculated from each simulation, 
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Where N is the number of data points in the ten minute DLC simulation, ʟ is the 

circumferential stress location (in degrees, relating to compass direction), ὶ  is the TP 

inside radius, Ὅ  is the TP second moment of area, Ὂ is vertical gravity load at the height of 

the global gauges, and ὅὛὃ is the TP cross sectional area. ὓ  and ὓ  are the x and y 

components of the resolved bending moment, and are a strong function of the mean wind 

speed and direction; i.e., Equation (3-2) provides a mean stress level which is a function of 

circumferential location, mean wind speed, and mean wind direction. Using the results from 

Equation (3-2), a transfer function was produced relating mean wind speed and direction to 

the mean stresses around the circumference of the TP. The deviation and drift of the strain 

gauge measurements over time from the correct datum level was then calculated using, 

 ɝʎ ὝὊὟȟ—Ӷȟ‰ „  (3-3) 

where ɝʎ is the error of the ten minute mean stresses measured by the global gauges „ , 

and ὝὊὟȟ—Ӷȟ‰  is the stress calculated using the design data transfer function accounting for 

wind speed, direction, and circumferential location on the structure. Cubic interpolation was 

used to enhance the transfer function resolution, and a 1,000 point moving average was then 
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used to calculate the mean drift over the period of measurement. In this way the initial 

embedded stress and the mean drift was corrected in each of the gauges, and the effect was 

quantified by calculating the root mean squared error (RMSE) between the measurements 

and the transfer function stresses. The effect of the drift correction is shown in Section 4.3. 

3.1.2.7 Cosine Fitting 

The variation of axial stress around the circumference of a simple cylinder under an applied 

bending moment is described by a sinusoid. Therefore, the stresses measured by the global 

gauges were fitted to a cosine function to allow the measurements to be interpolated to any 

circumferential location. An additional benefit is that function fitting would further reduce 

the level of white noise remaining from the low-pass filter.  

The stress variation around the cylinder is described by the equation, 

 „‰ „ ÃÏÓ— ‰ „  (3-4) 

where ůBM is the maximum stress resulting from a bending moment applied in direction ɗ,  ʟ

is the circumferential location around the cylinder, and ůFv is the applied axial stress. The 

stress variation is shown in Figure 3-9. 

In this form, the cosine function can be related by the following trigonometric identity, 

 „ ÃÏÓ— ‰ „  ÃÏÓ‰ ÓÉÎ‰ (3-5) 

where ɓ1-3 are a set of constants. The function can be fitted to a set of circumferential 

measurements by minimising the sum of the residuals, given by, 

 
Ὑ ώ  ÃÏÓ‰ ÓÉÎ‰  (3-6) 

The least squares fit is found by taking the partial derivatives and setting to zero,  
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The three equations can be expressed in matrix form, 
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As the axial load consists mainly of the constant gravity load, „  was assumed constant and 

was calculated from the design simulations as in Equation (3-2). This additional constraint 

meant that the fitting procedure was optimised to find the correct direction and amplitude of 

the sinusoidal stresses (which are ultimately the most important component for the fatigue 

calculations) rather than fitting vertical load cycles to the measured data. With „  kept 

constant, Equation (3-8) becomes, 
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From which the unknown coefficients can be found,  

   ‰ ὣ (3-10) 

and the cosine coefficients from Equation (3-4) are given by,  
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Figure 3-9. General cosine function representing stress variation around the 

circumference of a cylinder under combined bending and axial load. 

 

3.1.2.8 Global Bending Moments 

The fitted stress signal produced by Equation (3-4) was converted to bending moments at the 

height of the global gauges using, 

 
ὓ ÃÏÓ—

„ Ὅ

ὶ
 

ὓ ÓÉÎ—
„ Ὅ

ὶ
 

Ὂ „ ὅὛὃ 

(3-12) 

As the axial load was assumed to be constant, the measured bending moments could be 

converted back to stress at any circumferential location using, 
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3.1.2.9 Sensitivity of Fatigue Calculations to Digital Sampling 

During fatigue calculations, individual stress cycles are determined from the time series by 

first identifying the peak and valley stress values, before application of the RF algorithm. As 

the measured data time series was digitally sampled it is possible that some of the underlying 

peak values may be missed, and the underlying cycle ranges can therefore be underestimated 

[56]. In practice, the cycle peaks will only be missed by a significant amount if the sample 

rate is too low. Based on the assumption of a simple sine wave, the worst case reduced stress 

amplitude produced by digital sampling is found when the sampled data points lay either 

side of the underlying cycle peak, given by, 

 ώᴂ ÃÏÓ“ὪȾὪ  (3-14) 

where yô is the sampled peak expressed as a fraction of the underlying cycle peak, fn is the 

frequency of the underlying signal, and fs is the sample frequency, both in radians. The worst 

case digital sample is displayed in Figure 3-10a, whereas the best case condition is shown in 

Figure 3-10b, where the digital sample may fall on the true cycle peak. Assuming the offset 

of the data samples from the cycle peaks to be uniformly distributed, the average reduction 

in identified cycle amplitudes is therefore approximated by, 
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and the corresponding reduced fatigue damage value is, 

 

Ὀᴂ
ρ


ÃÏÓὼ Ὠὼ (3-16) 

where m is the fatigue damage exponent. It is assumed here that the sample rate should be at 

least greater than the Nyquist frequency, and therefore Ὢ Ὢϳ ς. The function given in 

Equation (3-16) is plotted in Figure 3-11 below against the normalised sample frequency 

(Ὢ Ὢϳ ) with example values highlighted. For the monitored OWT support structures with 

underlying first and second mode structural frequencies of approximately 0.33 Hz and 

1.5 Hz respectively [95], normalised sample frequencies of 20/0.33 = 60 and 20/1.5 = 13.33 

would correspond to an average reduced fatigue damage fraction of 99.9% and 97.3%, 
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respectively, using m = 3. Therefore, as the structural responses of the measured structures 

are dominated by the first mode (see example response spectrums in Figure 6-7 and Figure 

6-8), the reduction in fatigue damage due to digital sampling can be expected to be 

negligible in most cases.  

To confirm the estimated reduced fatigue damage values shown in Figure 3-11, a method 

presented in [56] was used to estimate the true cycle peaks from the measured data by fitting 

a quadratic curve to the three digitally sampled data points around each peak and valley. The 

estimated maxima or minima of the individual stress cycles could then be interpolated from 

the fitted curves, at the point ὨώὨὼϳ π. Cycle peaks and valleys were interpolated for 

individual ten minute periods of measured data, which were then RF counted and converted 

to a single damage calculation using Equation (2-17), and compared to the equivalent value 

calculated without the interpolated peaks. This was calculated for 104 individual ten minute 

periods of measured data, and the distribution of results is shown in Section 4.5. 

 

Figure 3-10. Digitally sampled cycle peaks. (a) Worst case, where the sampled data 

points fall either side of the cycle peak. (b) Best case, where the sampled data point 

falls on the cycle peak.  
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Figure 3-11. Average fatigue damage underestimation, as a function of sampling 

frequency (normalised by underlying frequency). From Equation (3-16). 

 

 Environmental and Operational Data 3.1.3

3.1.3.1 Wind Data 

3.1.3.1.1 SCADA Data 

Wind speed and direction data from the turbine Supervisory Control and Data Acquisition 

System (SCADA) were used to evaluate the operational wind conditions at the monitored 

turbines. Data were extracted from the database in 10 minute average values at Turbine K1 

over a four year period from 2010 to 2013 inclusive. Data drop outs were identified, 

including erroneous values such as data spikes or flat lining data points, and were replaced 

with measurements from either Turbine K2 or K3. This resulted in a dataset which was 

99.8% complete. The four year data period was fitted to the two-parameter Weibull 

probability density function and directional distribution, as given by Equation (2-7). A 

comparison was then made between the fatigue damage produced by factoring the DLC time 

series loads by both the design and measured wind distributions, based on a calculation of 

Damage Equivalent Moment (DEM), from Equation (2-18), 
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where ὓ‰  is the resultant bending moment at a given circumferential location, n is the 

corresponding number of bending moment cycles found using RF counting, and m is the 

Wöhler exponent. The results were expressed as a ratio, meaning that the reference number 

of cycles (Nref) could be ignored, and are presented in Section 5.1. 

Wind speed standard deviation data were extracted from the database to enable location-

specific turbulence levels to be determined. The data were extracted in one minute intervals 

and combined into a ten minute standard deviation value using Equation (2-4) in order to 

de-trend long term variations in mean wind speed. Multiple turbine locations were analysed 

to identify the distribution of turbulence as the wind progressed through the wind farm. To 

account for the variation of turbulence with the distribution of wind speed and direction, an 

effective standard deviation („ ) was calculated from two yearsô worth of measurements 

using, from Equation (2-6) and [96], 

 

„ Ὗȟ—Ӷ
ρ

ὔ
„Ὗȟ—Ӷ  (3-18) 

where N is the number of standard deviation measurements relating to each mean wind speed 

and direction bin Ὗȟ—Ӷ, and m is the Wöhler exponent. 

3.1.3.1.2 Meteorological Mast Data 

Wind data were available from the Meteorological Mast (MM) for the pre-construction 

period from 2004 to 2007. The MM position was in close proximity to the future location of 

Turbine K1, as shown in Figure 1-1. As the MM data was provided in ten minute values of 

mean direction, speed, and standard deviation it was not possible to de-trend the data using 

Equation (2-4). However, a level of distortion was found in the wind speed standard 

deviation values which were corrected using the following methodology. 

The mean and standard deviation values calculated from a ten minute period may be 

distorted if significant rounding is used with the sampled data. Such rounding was 

commonly found with older measurement programs which employed cup anemometers and 

recorded their rotational velocity in integer rotations per second. With a wind speed sample 

resolution in multiples of the correlation coefficient P (used to convert anemometer 

rotational velocity to measured wind speed using U = fP, where f is angular frequency in 

Hz), the rounded value of sampled wind speed is given by, 
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 Ὗᶻ ὖ ὶέόὲὨὟὖϳ  (3-19) 

The distorted mean and standard deviation are then defined by, 
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where N is the number of sample points used in the ten minute period. The mean and 

standard deviation error resulting from rounding are defined by, 

 ‐ Ὗz Ὗ (3-22) 

 ‐ „ᶻ „  (3-23) 

In order to estimate the distortion due to rounding, it may be observed that the range of 

possible mean wind speed errors is given by,  

 ὖ

ς
‐

ὖ

ς
 (3-24) 

The range of standard deviation error is more complex, but the minimum distorted value of 

„ᶻ in the range of 0<Ὗz<P is given by, 
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(3-25) 

Equation (3-25) is also the maximum error due to rounding for the minimum value of „ᶻ. It 

should be noted that, although the number of sample points used for calculation of the actual 

MM data (N from Equations (3-20) and (3-21)) cannot be confirmed, the variable cancels in 

Equation (3-25) and does not affect the minimum „ᶻ function. For values of Ὗz  greater than 

P, the minimum value of „ᶻ may be defined by, 
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 „ᶻ Ὗz ὖὟz ὖ ὶέόὲὨὟz ὖϳ Ὗz ὖ ὶέόὲὨὟz ὖϳ  (3-26) 

The function is plotted in Figure 3-12 below. 

For values of Ὗz  and „ᶻ which lay outside of the function defined by Equation (3-26), the 

range of errors becomes more complicated, and although the likely values of ‐ and ‐  can 

be shown to decrease with increasing „ᶻ, the errors cannot be determined analytically. 

Therefore, the distribution of possible errors was investigated using a Monte Carlo approach 

[97] with a large number of synthetic wind speed time series, simulated using a suitable 

turbulence model.  

The Kaimal spectrum from Equation (2-8) was used to simulate 106 individual ten minute 

wind speed time series with 1 Hz sample rate (N = 600), to which rounding was applied 

using Equation (3-19). A large number of rounding errors, ‐ and ‐ , were then calculated 

to give the empirical distributions which were used to correct the distorted values of Ὗz  and 

„ᶻ from the MM data using Equations (3-22) and (3-23). 

The measured mean wind speeds were then extrapolated from the measurement height above 

mean sea level at the top of the MM (h = 54 m [98]) to the turbine hub height (h = 79.975 m 

[93]) using the wind shear profile in Equation (2-3). The wind speed standard deviation was 

not extrapolated to hub height, as anemometers at various heights on the MM were found to 

give consistent values. Furthermore, the IEC design standard [21] specifies that the 

longitudinal turbulence component should be assumed invariant with height. 

 

Figure 3-12. Minimum standard deviation with rounding, from Equation (3-26). 
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3.1.3.1.3 LIDAR Data 

The LIDAR instrumentation was located on the offshore substation shown in Figure 1-1, and 

data was collected after the date of site commissioning, from 2010 onwards. LIDAR data 

was provided in ten minute values of mean wind direction, speed and standard deviation, and 

therefore it was not possible to de-trend the TI assessment using Equation (2-4). 

3.1.3.2 Wave Data 

The wave climate at the OWF site is dominated by local winds, as the shape and proximity 

of the coastline shelters the site from large swell. The dominant wave direction comes from 

the South West where the site is open to more exposed seas, and the fetch is limited in other 

directions. The effect is that the wave climate is dominated by wind driven seas and 

therefore wind and wave directions tend to be closely aligned. 

The wave loading used for design was based on metocean reports, from which the site wave 

direction distribution was found to be well correlated with wind direction, with alignment 

expected almost 80% of the time [87].  

During operation of the wind farm, sea surface elevation data was collected using a non-

directional wave radar system, mounted on the substation located on the East side of the 

wind farm (see Figure 1-1), and stored as sea state statistics in ten minute periods. The 

bathymetry at the location of the substation was far shallower than the depths at the 

monitored turbines [86], and therefore the measured wave heights can be expected to be 

lower than at the South West of the wind farm. Acknowledging the limitations of the wave 

radar measurements, the correlation of significant wave heights with wind measurements at 

Turbine K1 was investigated by fitting a simple second order polynomial and calculating the 

adjusted R-squared value, 

 

ὥὨὮόίὸὩὨ Ὑ ρ
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 (3-27) 

where N is the total number of measurements used, k is the degrees of freedom of the fitted 

function (equal to 3 for a second order polynomial), Ὄ Ὗȟ— is the fitted data point (as a 

function of both wind speed and direction), and Ὄ is the mean of all the measurements.  
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3.1.3.3 Tide Data 

Tide height measurements from a local measurement station were downloaded from the 

British Oceanographic Data Centre [99] for the period of load measurement at Turbines H4 

and K1. The data were available in 15 minute sample periods, and were filtered to identify 

and remove erroneous values (identified as data spikes and flat-lining data points). Missing 

data points were interpolated using the tidal constituents fitted to the existing data points 

using a Matlab tool available from [100], and were added to a linear gradient to ensure a 

smooth transition into the existing data. Finally, the data were up-sampled to ten minute 

intervals using cubic interpolation. 

3.1.3.4 Turbine Operation 

SCADA signals which were used to identify ten minute environmental conditions and 

operational state at each turbine are outlined in Table 3-2 below. Data were also extracted in 

one minute intervals to enable transient operational states to be identified within each ten 

minute period. 

Table 3-2. List of SCADA signals used with the analysis. 

Name Description Units 

Wind speed Wind speed measurements from the nacelle mounted sonic 
anemometer. 

m/s 

Wind 
direction 

Wind direction measurement from the nacelle mounted 
anemometer 

Degrees 

Rotor speed Rotor angular velocity Hz 

Blade pitch 
angle 

Recorded angle of the blade pitch mechanism Degrees 

Operational 
state 

Operational state recorded by the turbine controller: 

3: Normal operation 

2: Pause 

1: Stop 

0: Emergency stop 

[-] 

Ambient 
temperature 

Ambient air temperature measured at the nacelle °C 

Ambient 
pressure 

Ambient air pressure measured at the nacelle Mbar 

Generator 
connection 

Connection of the generator to the grid (either Star of Delta 
formation). 

[-] 
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3.1.3.5 Average Air Density 

The aerodynamic loads are dependent upon the air density. IEC 61400-3 [26] recommends 

the standard atmosphere characterised in [101] of 1.225 kg/m3, while the turbine designer 

used a more conservative value of 1.235 kg/m3 to take account of the distribution of site air 

temperature [93]. 

Air density was calculated from ambient temperature and pressure measurements recorded 

by Turbine K1 SCADA system, using, 
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where P and R are respectively the partial pressure and gas constants for dry air and water 

vapour, and T is the measured temperature. The water vapour partial pressure was calculated 

using the saturation pressure relationship developed by Herman Wobus [102], and an 

estimated average humidity of 80% relating to a nearby weather station [103]. 

 

3.2 Load Case Classification 

 Distribution of Measured Fatigue Damage 3.2.1

IEC-TS-61400-13 [29] outlines the minimum criteria required to construct a statistically 

representative LC histogram from measured data for onshore turbines. This requires a 

minimum number of ten minute measurement periods to be recorded so that the variations in 

environmental loading and the corresponding structural response that occur within each LC 

bin can be sufficiently accounted for. The wind vector (speed and direction) is the dominant 

variable influencing the level of fatigue loading for onshore turbines, and therefore LCs are 

binned according to wind speed and directional sectors, with maximum bin sizes specified in 

[29] .  

For offshore locations the level of ambient turbulence is generally lower than onshore, but 

the addition of hydrodynamic loading means that the minimum criteria specified in [29] may 

not sufficiently quantify the statistical distribution of fatigue loads found in each wind speed 

and direction bin. Although local sea states are a strong function of wind speed and direction, 

swell seas generated from remote locations may result in wave loading at exposed sites 

which is uncorrelated with local wind conditions in terms of both magnitude and direction.  
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The influence of additional environmental loading factors can be roughly approximated by 

investigating whether significant correlations can be identified between a specific variable 

and the resulting level of fatigue loading. Correlations between DES and air density, 

turbulence intensity, tide level, and significant wave height were investigated by fitting a 

second order polynomial and quantifying the goodness of fit using the R-squared value 

(Equation (3-27)).  

Although further refinement of the analysed LC bins according to wave distribution would 

reveal further detail, the variation in fatigue loading within each wind vector bin can be 

accounted for as long as the number of measurements is sufficiently large as to be 

representative of the full distribution. The full measurement period of approximately 18 

months can be argued to be representative of the variation in environmental and operational 

variables that would occur over the life of the turbine. Therefore, the full measurement 

period should be an accurate description of the underlying population distribution of fatigue 

loading, and was used as a bench mark against which to assess shorter measurement periods. 

A Bootstrap approach [104] was used to quantify the confidence limits that the full 

measurement period was sufficiently representative of the underlying distribution of fatigue 

damage. The full measurement period was first filtered to include only the ten minute 

periods where the turbine was operating in power production mode (using the methodology 

outlined in Section 3.2.2.1). The fatigue damage produced by each ten minute period was 

calculated using a simplified version of Equation (2-17), 

 

Ὀ ὲЎ„  (3-29) 

where ὥ, the logN offset from Equation (2-17), can be ignored as only the percentage spread 

of results are of interest, rather than the actual damage value which would result from a 

specific S-N curve. The damage value produced by the entire population of measurements, 

(DP), consisting of N ten minute power production data periods, was then calculated using,  

 

Ὀ Ὀ  (3-30) 

The power production data periods were then randomly resampled with replacement to 

identify a resample of size N, from which the resampled value of DP was recalculated 

according to Equation (3-30). The resampled calculation of DP was repeated B = 100,000 
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times, from which the empirical probability distribution P(DP) was calculated. The spread of 

the resampled DP values should follow a normal distribution, according to the central limit 

theorem [105]. Therefore, the relative standard deviation of the Bootstrap DP values could 

then be used to quantify the confidence that the full measurement period was sufficiently 

representative of the underlying population. 

Another resampling approach was then used to calculate the distribution of values that would 

be produced by selecting a small sample of measurements at each wind vector bin. From the 

power production periods identified as above, a random sample with replacement of size n 

ten minute periods were selected at each wind vector bin, from which the average fatigue 

damage value was calculated, 
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The average fatigue damage for each bin was then factored by the number of occurrences of 

each wind vector bin over the entire measurement period, and the total was summed to 

produce the total fatigue damage calculated from the samples, 

 

Ὀ Ὀ
ȟ
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Where ὲ  and ὲ  are the number of wind speed and direction bins, respectively, and 

ὔ ὖὟȟ—  is the number of occurrences of each bin in the total dataset. The sampled 

fatigue damage calculation was repeated C = 60,000 times, from which the empirical 

probability distribution of sampled fatigue damage P(DS) was calculated. The above 

procedure was repeated for varying values of sample size n. 

The probability that the total fatigue damage calculated from the samples is equal to the 

damage calculated from the total dataset, P(DS = DP), can be expected to be approximately 

50%, but the probability that the sampled fatigue damage is greater than an acceptable 

percentage of the value given by the entire population is given by, 

 
ὖὈ Ὀ ὖὈ ὨὖὈ  (3-33) 

where ɓ is a fraction specifying an acceptable tolerance, and Equation (3-33) can be used to 

quantify the number of samples necessary for the measurement campaign. 
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 Definition of Measured Load Cases 3.2.2

3.2.2.1 Steady State Load Cases 

The steady state LCs constitute normal power production and idling operational modes. 

SCADA data covering wind speed, direction, and wind turbine power production were used 

to identify ten minute periods of measured strain gauge data which corresponded with the 

LCs. Ten minute average values of wind speed and direction were used to identify the wind 

vector bin, while the power output signal was used in one minute averages to ensure that 

constant operating conditions were identified. The SCADA signals and criteria used to 

identify each LC are shown in Table 3-3. The number of measurements available for each 

LC was then recorded, together with the range of turbulence intensity values included in the 

measurements. 

Table 3-3. Criteria used for identification of the steady state MLCs from the SCADA 

data. Ten minute average wind speeds and direction values were used for each LC 

bin.  

Design Conditions Criteria Applied to the Measured Signals 

DLC Wind Speed [m/s] Wind Speed [m/s] Power Output [kW] 

1.1 4-24 τ Ὗ ςτ ὖ ȣ π 

6.4 3 Ὗ σ ὖ ȣ π 

 26 - 34 ςφ Ὗ στ ὖ ȣ π 

Note: The counter (i = 1,2,3,é,10) indicates the separate one minute intervals used to identify transient 
operating conditions within each ten minute period. 

 

3.2.2.2 Transient Load Cases 

The transient LCs include turbine normal start-up, shut-down, and emergency stop 

operations. The criteria used to identify the transient LCs from the SCADA data are outlined 

below, and summarized in Table 3-4.  

Normal start-up events (LC 3.1) have been selected using the power output signal, with the 

transition from zero or negative power production to positive power production identified 

from one minute average values. A single start-up case has been identified where the criteria 

are met within a ten minute period, to conform to the ten minute time series simulations 

provided by the turbine designer. Three wind speed bins were used to identify start-up at cut-

in, cut-out, and intermediate wind speeds, but a wider bin size was used than the design 

simulations to account for operational variability. 
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Normal shut-down events (LC 4.1) have also been selected from one minute average values 

from the power output signal, with the transition from positive power production to zero or 

negative power production identified within a single ten minute period. The same wind 

speed bins were used as the start-up criteria, to match the design simulations. 

Emergency shutdown events (LC 5.1) were identified using the wind turbine controller 

Operational State signal, which recorded four possible turbine operating conditions as 

outlined in Table 3-2 above. A single emergency stop event was identified from one minute 

sampled values by the transition between operational states greater than zero, to a zero 

signal. Two wind speed bins were used to identify the initial operating conditions used by 

the turbine designer, as outlined in Table 3-4. Additionally, the rotor speed signal was used 

to distinguish between emergency stops which occurred during a moving and near-stationary 

rotor condition, using a threshold of 0.5 rpm. This additional criterion was used as it was 

assumed that an emergency stop event triggered with a stationary rotor would not cause 

additional loading to the support structure. 
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Table 3-4. Criteria used for identification of transient MLCs from the SCADA data. Ten 

minute average wind speeds and direction values were used for each LC bin. One 

minute values of power output, rotor speed, and operational state were used to 

identify transient conditions within each ten minute period. 

Design Conditions Criteria Applied to the Measured Signals 

DLC Wind 
Speed 

Wind Speed 
[m/s] 

Power 
Output [kW] 

Rotor 
Speed [rpm] 

Operational 
State [-] 

3.1 4 Ὗ φ 
ὖ πȟ 

ὖ π 
- - 

 
13 

φ Ὗ
ρφ 

ὖ πȟ 

ὖ π 
- - 

 
20 ρφ Ὗ 

ὖ πȟ 

ὖ π 
- - 

4.1 4 Ὗ φ 
ὖ πȟ 

ὖ π 
- - 

 
13 

φ Ὗ
ςπ 

ὖ πȟ 

ὖ π 
- - 

 
25 ςπ Ὗ 

ὖ πȟ 

ὖ π 
- - 

5.1 13 Ὗ ρψ - 
 ȣ

πȢυ 

ὕὛ πȟ 

ὕὛ π 

 25 ρψ Ὗ - 
 ȣ

πȢυ 

ὕὛ πȟ 

ὕὛ π 

Note: The counter (i = 1,2,3,é,10) indicates the separate one minute intervals used to identify transient 
operating conditions within each ten minute period. 

 

 Capture Matrix 3.2.3

The Capture Matrix (CM) defined in [29] was used to organise the measured time series to 

ensure that sufficient measurements have been recorded for each LC, wind vector bin, and 

range of turbulence values. Specifications of the minimum number of measurements 

required to classify the MLC used in this analysis are given in Table 3-5, where the criteria 

for the minimum number of measurements used for LCs 3.1 to 6.4 is greater than specified 

in [29]. 

The IEC-TS-61400-13 methodology specifies the minimum number of TI bins used to 

classify the power production MLCs, but does not specify what the distribution of those 

measurement bins should be. Guidance given in [35] suggests that the TI at a given wind 

speed may be represented by a lognormal distribution, but to ensure that the samples used to 

characterise the MLC at each wind vector bin are representative of the underlying TI 
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distribution would add significant complexity to the selection criteria. Therefore, to simplify 

the selection of sample periods, a flat turbulence distribution was used as it was assumed that 

this would result in a conservative assessment of the loading conditions. The selection 

methodology for the power production MLCs is outlined in Figure 3-13.  

Table 3-5. Minimum number of measurements used for characterisation of MLCs from 

measured data.  

MLC No. of ten minute periods Minimum number of TI bins 

1.1 30 4 

3.1 10 1 

4.1 10 1 

5.1 10 1 

6.4 10 1 

 

 

Figure 3-13. Methodology used to select measurement periods used to classify the 

power production MLCs. 

 

Identify number of 
measurements at each 

(Ὗȟ—ӶȟὝὍ) bin 

10 minute wind 
statistics data 

(Ὗȟ—ӶȟὝὍ) 

Identify Ὗȟ—Ӷ) bins which 
meet criteria from Table 3-5 

At each Ὗȟ—Ӷ) bin, select 
periods from each 
measured TI bin 

30 periods used 
to classify each 

MLC 1.1 
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3.2.3.1 Substitution of Measurement with Design Data 

Where sufficient measurements did not exist to meet the criteria in Table 3-5, due to the 

infrequent occurrence of certain wind speed and direction combinations, the design data was  

reverted to in order to ensure that the full CM could be populated. This approach is assumed 

to be conservative based on a comparison of design conditions with measurements which did 

exist, as shown in the results presented in Section 6.3. 

The fatigue damage produced by the measured and design data were compared using the 

DES calculated from Equation (2-18). The mean DES for each MLC was calculated from the 

measured values in each wind vector bin using, 

 

ὈὉὛ
ρ

ὔ
ὈὉὛ  (3-34) 

where N is the number of measurements in each bin. Confidence intervals for the MLCs 

were calculated using a Bootstrap approach, using the methodology outlined in Section 

3.2.1. The variability of the Bootstrapped ὈὉὛ values could then be used to quantify the 

confidence in the MLC value.  

Once the mean DES values for each bin had been identified for each LC from the DLCs or 

MLCs, the total combined DES for the 20 year design life was calculated using, 

 

ὈὉὛ ὈὉὛȟȟ ὔ ὖὟȟ—Ӷȟὒὅ  (3-35) 

where ὈὉὛȟȟ is the mean DES relating to the wind speed, wind direction, and LC 

operational state (Ὗȟ—Ӷȟὒὅ, respectively). 

3.2.3.2 Directional Extrapolation of Measured Data 

An alternative approach to the substitution of missing MLCs with the DLC results is to 

extrapolate measurements to other directional bins. This approach means that wind speed 

and directional combinations which occur during the measurement period are used to 

represent directional sectors for which sufficient measurements donôt exist.  

Directional extrapolation requires that the level of environmental loading which produce the 

measured loads can be shown to be the same of more severe than for the directional sectors 
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which are to be replaced, in order to ensure a conservative assessment of the full loading. 

The least frequently occurring wind directions measured at the OWF are fetch-limited, and 

were shown by the metocean design assessments to result in the lowest level of wave loading 

[85]. Therefore, it was assumed that the wave loading could be conservatively represented by 

the loading measured from the most frequently occurring wind directions. The level of 

turbulence loading, however, is strongly influenced by the presence of trailing wake loads, 

and therefore the directional extrapolation approach was required to account for upwind 

turbines. 

As the cylindrical support structure is rotationally symmetrical, the fatigue damage D1 at a 

circumferential location ‰  corresponding to mean wind speed bin Ὗ and mean wind 

direction bin —Ӷ was extrapolated from measurements taken from different mean wind 

direction —Ӷ using the directional transposition, 

 Ὀ Ὗȟ—Ӷȟ‰ Ὀ Ὗȟ—Ӷȟ‰ —Ӷ —Ӷ (3-36) 

where the directional sector —Ӷ was identified as having similar ambient turbulence and 

upwind wake characteristics, which were assumed to correspond to the distance and 

orientation of any upwind turbines in the 30° directional sector. The layout of the directional 

extrapolation methodology is shown in Figure 3-14. 

 

Figure 3-14. Coordinate system used for directional extrapolation of measurements. ɗ1 

and ɗ2 are the direction of the centre of the sectors containing Turbines T1 and T2, 

respectively (identified by black dots).  
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3.3 Transition Cycles 

 Definition of Representative Wind History 3.3.1

Larsen & Thomsen [72] presented a method to account for transition cycles by relating the 

maximum and minimum stresses in each ten minute LC to a long term time history of ten 

minute average wind speed measurements. This allowed the stress cycles which arise from 

long term variations in the wind loading to be partially accounted for, and was based on the 

assumption that a single one year measurement period would be representative of the wind 

variation in other years. To investigate the accuracy of this assumption a series of long term 

wind measurement periods were taken from a number of sites and used to calculate time 

scales of wind speed variability. Rather than using peak structural stresses from each ten 

minute LC, which are largely influenced by the dynamic response of the specific wind 

turbine from which the measurements or modelled loads arise from, a normalised ódistance 

coveredô by the wind time series was used, as given by the arc length mapped out by the 

wind vector. In parametric form this is given by, 

 

ὥὶὧ ὰὩὲὫὸὬ
Ὠὼ

Ὠὸ

Ὠώ

Ὠὸ
Ὠὸ (3-37) 

where T is the total time length of the data series, and x and y are Cartesian coordinates as 

indicated in Figure 3-15. With a time series of ten minute average values, and averaging over 

a given period, the wind variability is given by, 
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(3-38) 

where N is the total number of valid measurements in the dataset, and Ὗ and —Ӷ are the ten 

minute average wind speed and direction measurements, respectively. In this form the wind 

variability metric Ὗᴆ has units of m/s per 10 minute period, analogous to an average rate of 

change of wind vector for a given site.  

The wind variability metric was calculated for each calendar year in order to encompass 

seasonal variations, and to investigate the reference period used by Larsen & Thomsen [72]. 

Data sets were filtered to remove erroneous readings (identified as spikes, flat lining data 
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points, or missing values), and replace them with null values. This ensured that an artificial 

abrupt change in wind vector measurements, which could result if a period of erroneous 

readings were removed and the remaining data were concatenated together, would not distort 

the calculated value. Accounting for periods of null data to ensure that Ὗᴆ is normalised 

correctly, Equation (3-38) becomes, 

 

Ὗᴆ
ρ

ὔ ὖ ρ
Ўὼ Ўώ  (3-39) 

where P is the number of consecutive periods of erroneous data identified in the 

measurement period. Equation (3-39) was then used to analyse the average wind variability 

at a given site over various years. 

The datasets used for the analysis are described in Table 3-6 below, and come from a variety 

of sources. Buzzard Bay and Pulaski Shoals represent offshore locations off the coasts of 

Rhode Island and Florida, US, while the Panther Creek and Munnsville datasets come from 

onshore locations in Texas and New York state, US. The remaining datasets come from 

offshore locations in the North and Baltic seas. Therefore the wind datasets represent a range 

of geographical locations and would be expected to display a range of levels of variability. 

However, the ten minute mean wind speed measurements were recorded at different heights 

above ground or sea level (for instance, measurements from Buzzards Bay and Robin Rigg 

were recorded at 24.8 m and 90 m above mean sea level, respectively), and therefore a site 

specific wind shear profile such as Equation (2-3) would be necessary to provide 

measurements at equivalent elevations (a linear increase in Ὗ would be expected to result in 

an equivalent increase in Ὗᴆ). Therefore, the coefficient of variation (standard deviation 

divided by the mean) of the yearly wind variability values was used to calculate the annual 

variability at each site, as a linear increase or decrease of wind speed with height would 

cancel with the ů/ɛ ratio. 
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Figure 3-15. Wind vector transition distance between average wind speed and 

direction measurements. 

 

Table 3-6. Sites and data periods used for analysis of wind variability. 

Site Name Location Data Periods (inclusive) Source 

Buzzards Bay 41°23'48"N 71°02'00"W 1997-2014 [106]  

Karehamn 56°59'02"N 17°01'20"E 2014-2015 E.ON 

London Array 51°38'38"N 01°33'13"E 2014-2015 E.ON 

Munnsville 42°55'09"N 75°32'04"W 2011-2015 E.ON 

OWEZ 52°36'22"N 04°25'08"E 2006-2010 [107] 

Panther Creek III 31°58'06"N 99°54'06"W 2012-2015 E.ON 

Pulaski Shoals 24°41'36"N 82°46'23"W 2006-2010 [108]  

Robin Rigg 54°45'00"N 03°43'00"W 2010-2014 E.ON 

Rodsand II 54°33'36"N 11°33'00"E 2013-2015 E.ON 

Scroby Sands 52°38'42"N 01°47'13"E 2011-2015 E.ON 

 

 Transition Cycles from Measured Data 3.3.2

To investigate the significance of transition cycles on the total level of fatigue damage on the 

support structure the RF counting methods outlined in Section 2.2.3.4 were applied to a one 

year period of stress data from the tower of Turbine K1. The conventional RF counting 

methods, entailing processing of the data in independent ten minute subsets, were compared 

to the result produced by effectively RF counting the entire data period as a consecutive 

sequence. Additionally, the method presented by Larsen and Thomsen [72] was investigated 

y 

x 
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by accounting for only the stress cycles linking the maximum and minimum values in each 

ten minute period. A description of the RF methodologies used is presented in Table 3-7.  

To compare the fatigue damage produced by each RF processing method, a fatigue damage 

ratio was used, from Equation (2-17), 

 Ὀὃ

Ὀὄ

В ὲὃὭɝ„Ὥ
άὯ

Ὥρ

В ὲὄὭɝ„Ὥ
άὯ

Ὥρ

 (3-40) 

where ὲὃ and ὲὄ are the cycle spectra produced by different RF counting methods. It can be 

seen that, by taking the damage ratio, the ÌÏÇὥ intercept term cancels and the impact of the 

different counting methods is affected only by the Wöhler exponent from the S-N curve. It 

can also be seen that a hypothetical linear increase in stress ranges such as may arise from a 

stress concentration factor, for example, would also cancel with the damage ratio, indicating 

that the difference between the RF counting methods would be affected by the underlying 

load process, but not by the stress magnitude. As a fatigue endurance limit could be 

exceeded by such a linear increase in stresses any results calculated in this analysis would be 

trivial; i.e. the use of a constant gradient S-N curve means that the form of Equation (3-40) 

enables the general case to be examined [70]. 

Table 3-7. Description of RF counting methods used to investigate the significance of 

transition cycles. 

RF Method Description of Methodology 

Half-cycle counting Process the one year dataset in independent ten minute periods, 
accounting for the residue as half cycles according to Section 2.2.3.4.1. 

Simple RF counting Process the one year dataset in independent ten minute periods, 
accounting for the residue from each period by rearranging the 
sequence to start and end with the maximum value to ensure that no 
unclosed hysteresis cycles remain (from Section 2.2.3.4.2). 

Continuous Process the one year dataset in independent ten minute periods, but 
concatenate the residues in their original time series order to effectively 
ensure that all RF cycles can be accounted for correctly (from Section 
2.2.3.4.3). Account for the residue which remains from the entire 
dataset with Simple RF counting, based on the assumption that a one 
year stress history is representative of subsequent years. 

Larsen and Thomsen Process the one year dataset in independent ten minute periods, 
accounting for the residue as half cycles according to Section 2.2.3.4.1. 
Additionally, concatenate the maximum and minimum values from each 
ten minute period in their chronological order, and process the 
sequence using Simple RF counting. 
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 Transition Cycles from Load Case Analysis 3.3.3

The significance of transition cycles on the standard design approach was investigated, by 

which a one year representative time history of ten minute LCs was defined. The time 

history was identified from Turbine K1 SCADA wind data as outlined in Section 3.1.3.1.1, 

from which the steady state LCs could be readily identified. The number of transient LCs 

was taken from the frequency of occurrence supplied by the turbine designer, with instances 

substituted into the time history randomly in appropriate locations which were identified 

based on the wind speed criteria presented in Table 3-4. This resulted in a four year time 

history of τ ώὩὥὶίσφυȢςυ Ὠὥώίςτ ὬὶὨὥώϳ φ ὴὩὶὭέὨίὬὶϳ ςρπȟσψτ ten minute 

LC periods. The methodology used to construct the LC history is shown in Figure 3-16. 

The LC time history was then related to the corresponding time series stresses. To 

investigate the impact of transition cycles on the full life fatigue loading, the load histograms 

were processed using the methodologies outlined in Table 3-8, which are also displayed in 

the process diagrams in Figure 3-17 and Figure 3-18.  

 

Figure 3-16. Process diagram showing methodology used to construct a 

representative LC history. 

  

Identify power production 
and idling LC periods, 

based on Ὗ 

Four year wind 
time history, ten 
min. averages 

Substitute transient LC at 
suitable locations  

Identify possible transient 

LC periods, based on Ὗ 

Four year LC 
time history 
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Table 3-8. Methodologies used to process the through-life fatigue load histograms. 

The methodologies were applied to the measured loading from Turbines H4 and K1, 

as well as the loading produced by the turbine designer. 

Method Description 

Half-cycles Each ten minute MLC/DLC was RF counted independently, with half-cycle 
counting of the RF residue, and then factored by the design frequency of 
occurrence. Using this methodology, the transition cycles, which link each LC 
period, are not accounted for. 

Continuous The ten minute MLC/DLC periods were RF counted independently without 
accounting for the residue, and then factored by the design frequency of 
occurrence. The four year representative LC sequence was then used to 
construct a synthetic stress history using the residue sequence from each 
MLC/DLC time series, concatenated in the time sequence order. The complete 
synthetic stress history was then processed using simple RF counting, so that no 
unclosed cycles remained, and the counted cycles were factored up to the twenty 
year design life. The methodology is shown in the process diagram in Figure 
3-17.  

Larsen & 
Thomsen  

The four year representative LC sequence was used to construct a synthetic 
stress history following the methodology outlined by Larsen and Thomsen [72], 
which was then processed using simple RF counting and then factored by the 
twenty year design life. The identified transition cycles were then added to the 
cycles produced using the half-cycles methodology outlined above. The 
methodology is shown in the process diagram in Figure 3-18. 

 

 

Figure 3-17. Process diagram showing method used to correctly identify transition 

cycles, without double counting of residue data points. 
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Bin the transition cycles 
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Figure 3-18. Process diagram showing method used by Larsen and Thomsen to 

identify transition cycles (methodology outlined in [72]). 

 

3.4 Numerical Modelling 

To understand the potential variation in the measured loading across the site, with changes in 

sea depth and with natural frequency of the structures, the turbines were modelled using 

DNV-GL Bladed software [109]. The following sections detail the model definition and 

variables that were investigated. 

 Model Definition 3.4.1

3.4.1.1 Support Structure  

The turbine support structure was modelled on dimensions of Turbine K1, using geometry 

information from the turbine and substructure design reports [93], [94]. Bladed software 

requires inputs at various heights specifying the outside dimensions in order to calculate 

aerodynamic and hydrodynamic loads, and structural mass and stiffness properties to 

determine the structural responses. The structural properties and equations are shown in 

Table 3-9, with material properties shown in Table 3-10. For the MP/grout/TP connection 

LC time series 
stresses  
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apply the four-point 

RF criterion 

Sum all cycle 
histograms 
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frequency of occurrence, 

and bin 
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the structural properties were estimated as the simple sum of the properties from each section 

over the length of the overlap. Point masses were included to represent non-distributed loads 

such as working platforms or the mass damper. The calculated values at each station are 

shown in Figure 3-19. 

It was not possible to model the foundation-soil interaction as a software license for the 

foundation module add-on was not available. Therefore, an Effective Fixity (EF) depth with 

a stationary bottom node below the sea bed level was used to approximate tower 

displacement and rotation at the sea bed, which could not be more accurately represented 

with soil springs. The height of the bottom node was adjusted to match the structural first 

mode frequency given by the foundation designer for a range of projected sea bed levels 

[87]. 

Damping values are required to be specified for each tower bending mode, given as a 

fraction of critical damping. The overall damping on the support structure arises from a 

combination of hydrodynamic damping (from wave radiation and viscous forces), material 

damping in the structural steel and grout connection, and soil damping, as well as 

aerodynamic damping arising from viscous forces and vortex shedding [23]. 

Recommendations available in the literature give a range of 0.8% - 1.2% of critical damping 

for the first structural mode [23], [110]. Based on these values a structural damping value of 

1% was used for each structural mode. 

Table 3-9. Calculation of structural properties for the support structure node stations. 

Structural Property Equation 

Mass per unit length (m/l) ”“ὶ ὶ  

Bending Stiffness (EIA) Ὁ
“ὶ ὶ

τ
 

Torsional stiffness (GJ) 
Ὁ

ςρ ’

“ὶέόὸίὭὨὩ
τ ὶὭὲίὭὨὩ

τ

ς
 

Polar moment of inertia per unit length (IP/l) 
ρ

ς
”“ὶέόὸίὭὨὩ

τ ὶὭὲίὭὨὩ
τ  

Note: ɟ indicates density of the structural material, E is Youngôs Modulus, IA is the sectionôs second 
moment of area, G is the material shear modulus, J is the polar moment of area, ɜ is the material 
Poissonôs ratio. 
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Table 3-10. Material properties used for the support structure. 

 S355 Steel Ducorit Grout 

Youngôs Modulus E [GPa] 210 [94] 60 [92] 

Density ɟ [kg/m
3
] 7,850 2,000 [94] 

Poissonôs Ratio ɜ [-] 0.303 0.19 [92] 

 

 

Figure 3-19. Properties used to define the support structure stations. Left to right; 

outside diameter, mass per unit length, bending stiffness, torsional stiffness.  

 

3.4.1.2 Nacelle 

The nacelle assembly specifications were taken from [93] and [111]. This included nacelle 

dimensions for calculation of drag loads, and mass distribution for the influence on structural 

dynamics. Values which could not be determined from the available information, such as 

drive train flexibility and generator inertia, were based on properties for a 5 MW reference 

turbine developed by NREL [112]. 
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3.4.1.3 Rotor 

The blade properties have an important influence on the aerodynamic loading and structural 

response of the turbine. As minimal detailed information for the turbine blades was available 

in the public domain, the model was based on the properties of the NREL 5 MW reference 

turbine [112]. The blade definition was scaled to a 3 MW equivalent based on the weight, 

dimensions, and operating conditions given in Table 3-11.  

The blade station geometrical properties were scaled by the total blade radius and maximum 

chord length, while the mass and inertia properties were scaled by the total blade weight, 

using information provided in [111]. The blade bending and torsion stiffness properties were 

scaled to maintain the same deflection angle under the assumption of equal pressure load 

acting on the blade surface. As the blade station aerofoils were kept the same, the blade 

station twist angle was simply adjusted according to the tip speed ratio to maintain the same 

angle of attack. The conversion methodologies are shown in Table 3-12, and some of the 

converted properties are displayed in Figure 3-20. 

Table 3-11. Rotor dimensions used to scale blade properties. 

 NREL 5 MW [112] 3 MW [93], [111] 

Rotor diameter [m] 126 90 

Max chord length [m] 4.65 3.512 

Rated speed [rpm] 12.1 16.07 

Total mass [tonnes] 17.75 6.76 
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Table 3-12. Conversion methodologies used to scale blade properties from the NREL 

5 MW turbine rotor. 

Blade Property Scaling Conversion 

Blade station radius ὶςὭ ὶρὭ
Ὑς
Ὑρ

 

Chord length ὧςὭ ὧρὭ
ὅς
ὅρ

 

Aerodynamic twist ςὭ ÔÁÎ
ρὭὶρὭ
ςὭὶςὭ

ÔÁÎρρὭ 

Mass per unit length άςὭ άρὭ
ὓς
ὓρ

Ὑρ
Ὑς

 

Polar inertia per unit length ὍςὭ ὍρὭ
ὓς
ὓρ

Ὑρ
Ὑς

ὅς
ὅρ

ς

 

Bending stiffness ὉὍςὭ ὉὍρὭ
ὅς
ὅρ

Ὑς
Ὑρ

ς

 

Torsional stiffness ὋὐςὭ ὋὐρὭ
Ὑς
Ὑρ

ὅς
ὅρ

ς

 

Note: Subscripts 1 and 2 identify the 5 MW and 3 MW rotors, respectively, while i indicates the 
individual blade stations. R, C, and M are the total blade radius, maximum chord length, and total blade 
mass, respectively, where lower case symbols indicate individual blade station properties. ɤ is the 
rotor rotational velocity at rated wind speed, and ɓ is the aerodynamic twist at each blade station.  

 

Figure 3-20. Blade station properties scaled from 5 MW to 3 MW. Left to right; chord 

length, aerodynamic twist angle, mass per unit length, bending stiffness.  
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3.4.1.4 Controller  

The turbine controller defines the nacelle yaw, blade pitch, and generator torque responses to 

external wind loading conditions. For a variable speed, pitch regulated turbine the rotor 

speed varies with wind speed to keep the turbine operating at optimum tip speed ratio for 

wind conditions up to rated wind speed (Urated). Above Urated the rotor velocity is kept 

constant while the blade pitch angle varies in order to catch less wind and limit the generator 

power. The turbine varies the generator torque in both regimes to control the rotor speed via 

a closed loop system which is usually based on a PI controller (proportional and integral 

gains). However, the design of the controller is a specialist task as the gain can be varied 

with operating point in order to minimise actuations and potentially to reduce structural 

dynamics [113]. As limited information was available in the public domain to enable the 

specific turbine controller to be defined accurately, an automatic calculation of the controller 

gains was performed within Bladed. It is noted that the resulting controller is designed for 

steady operation loads and does not account for structural and actuator dynamics, or 

turbulent and non-uniform wind [113]. 

The steady state power and thrust coefficient curves resulting from the blade and controller 

definitions are compared to those of the actual turbine (from [111]) in Figure 3-21 below. It 

can be seen that the model has similar rotor characteristics to the turbine above rated wind 

speed (13 m/s), but with a different profile below rated wind speed. 

 

Figure 3-21. Comparison of thrust (Ct) and power (Cp) coefficient curves from the 

Bladed model and actual turbine design data (from [111]).  
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 Wind Regime 3.4.2

The wind loading used for the model simulations was generated within Bladed, based on 

specifications given in [21]. A three dimensional turbulence time history was generated 

using a Mann spectrum [114] with parameters recommended in [113]. An exponential wind 

shear profile was included, with the same exponent used for design [93]. The simulated loads 

produced by the turbine designer used wind turbine class óSô for the turbulence 

characteristics, whereby the TI values used differ from the IEC normal turbulence model 

[21]. The TI values used by the turbine designer were not available, but it was possible to 

calculate the standard deviation of the hub height wind speeds which were included with the 

model outputs for each LC bin, and to compare these values with the IEC normal turbulence 

model standard wind turbine classes A, B, and C. As reasonably close approximations are 

produced by the normal turbulence models with class B and C turbulence levels, these were 

used to model the wind loading to compare the model output with results provided by the 

turbine designer. 

Additionally, the TIeff values calculated using operational SCADA measurements from 

Turbine K1, as described in Section 3.1.3.1.1, were used to investigate the effect of 

operational turbulence levels on the model results. The measured values should be 

representative of the mean level of fatigue loading experienced by the operational turbines.   

 Wave Regime 3.4.3

Wave loading was included in the simulations, modelled with a JONSWAP spectrum with a 

peakedness parameter of ɔ = 3.3 [115]. Significant wave height Hs and peak spectral period 

Tp were varied with wind speed and direction LC according to the design distribution [87]. 

As limited information was available regarding the distribution of wave loading at the site, 

and the wave height measurements recorded at the offshore substation were assumed not to 

be representative of the wave conditions at Turbines H4 and K1, the design wave conditions 

were used for all sea bed depths used in the analysis. 

As outlined in Section 3.4.1.1, an EF value was used to model the foundation stiffness for a 

range of sea bed depths. To ensure that wave loading was applied to the correct level of the 

support structure, the sea bed depth was varied according to the design values provided in 

[95]. 

 Load Cases Investigated 3.4.4

Only the power production LCs were simulated as they were identified from the design 

documentation as having the dominant contribution to total fatigue damage [87]. 
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Additionally, the transient LCs (start-up, shut-down, and emergency stop) require additional 

detailed controller information in order to accurately model actuation rates and resulting load 

effects.  

Results of the model simulations were transformed to stresses at the location of the measured 

gauges and RF counted. RF cycles were then factored by the design frequency of occurrence 

to produce the through life fatigue histogram.  
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 Discussion of Results: Measured Load Data Processing 4

4.1 Gauge Positioning; Finite Element Modelling 

 Comparison of Finite Element and Beam Bending Theory 4.1.1

Stresses 

The results from the FE analysis of the global gauge location are shown below. Figure 4-1 

shows the stresses and displacements of the model under the maximum applied vertical and 

horizontal load, where the stopper brackets transfer a large portion of the load to the top of 

the MP on the compressive side of the structure, but are seen to lift away from the MP in 

tension (note that the stresses shown in Figure 4-1 are based on an arbitrary, hypothetical 

maximum load). Figure 4-2 shows a vertical stress path on the inside surface of the TP in 

two circumferential locations, also under maximum applied horizontal load, and shows close 

agreement between FE results and stresses calculated from simple beam bending theory 

(BBT) using Equation (3-13) down to the location of the global gauges. Below the global 

gauges the FE and BBT stress results start to diverge due to the stress raising effects of the 

stopper brackets and grout connection; towards the bottom of the grout most of the axial load 

has been transferred into the MP. 

Figure 4-3 shows a circumferential stress path on the inside of the TP surface at the height of 

the global gauges under four horizontal load values. With zero horizontal loading there is a 

slightly more compressive stress with the FE result above the loaded stopper brackets as a 

result of the proportion of load transferred through the brackets to the top of the MP; under 

an applied horizontal load the effects of the stopper brackets are small except for the most 

compressive stopper bracket, where stresses are lower by approximately 6 MPa, or 7% of the 

maximum compressive stress. As the axial load is transferred through the TP into the MP, 

the load path is focussed through the stopper brackets, meaning that the stresses calculated in 

between the circumferential locations of the stopper brackets are proportionally lower. 

Although the difference between FE stresses and simple beam bending theory is small, it was 

considered important to quantify the influence that the difference would have on calculated 

fatigue damage, and this is detailed in Section 4.1.2 below. 
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Figure 4-1. FE results showing the stress distribution and scaled displacements for 

the stopper brackets on the compressive side (a) and tensile side (b) of the structure. 

(a) 

(b) 
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Figure 4-2. Surface stress on the inside face of the TP under maximum horizontal 

load. (a) Vertical path through the stopper bracket on the compressive side of the 

structure. (b) Vertical path through the tensile side. Blue line shows results from FE, 

red line shows results calculated from BBT using Equation (3-13). The yellow dashed 

line shows the height of the global gauges, while the grey dashed lines show other 

notable features of the brackets and grouted connection.  
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Figure 4-3. Surface stress on the inside face of the TP; circumferential path at the 

height of the global gauges (6.608 mCD). Blue line shows results from FE, red line 

shows results calculated from BBT using Equation (3-13).  

 

 Influence of Stress Raising Effects on Calculated Fatigue 4.1.2

Damage 

The FE results show very close agreement with stresses found from simple BBT at the 

location of the measured gauges, indicating that the gauges were installed far enough from 

the stress raising influence of the loaded brackets to assess the global loading of the 

structure. Therefore, a comparison between measured data and design stresses calculated 

from BBT should give reasonable results. However, it was decided to investigate the impact 

of the slight stress raising effects shown in Figure 4-3 on calculated fatigue damage to ensure 

that the use of measured data would give a conservative comparison with the design loading. 

To enable the FE results at the location of the strain gauges to be used for different loading 

directions to those which are able to be directly interpreted (i.e. at 0, 60, 120, 180 degrees 

offset between the gauge location and horizontal load vector), a directional transfer function 
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was calculated. The differences between FE and BBT stresses were calculated from the 

results at the circumferential location of the stopper brackets, 

•ὊὉ  „ • „ •ȟ   • πȟφπȟρςπȟρψπ (4-1) 

where • is the circumferential location of the stopper brackets/global gauges in degrees, and 

„  and „  are the stresses calculated from FE and BBT, respectively. As the results from 

Equation (4-1) were derived from a half cylinder FE model, the results could be converted to 

the other circumferential gauge locations using ὊὉςτπ  ὊὉρςπ and

ὊὉσππ  ὊὉφπ. The results from Equation (4-1) were then used to linearly

interpolate a stress correction value to account for any directional misalignment between 

gauge location and resultant bending moment, 

—ὊὉ•ȟ  ὭὲὸὩὶὴέὰὥὸὩὊὉ• ȟ   π — σφπ (4-2) 

where the resultant bending moment angle (— ) is given by, 

 
— ÔÁÎ

ὓ

ὓ
ȟ   —

— “ȟὓ π 
— ς“ȟὓ π ὓ  (4-3) 

The stress correction could then be applied to the BBT stress to account for the elevated 

stresses at the gauges under any direction of applied loading using, 

 „ •ȟ— „ • —ὊὉ•ȟ  (4-4) 

An example of the stress correction is shown in Figure 4-4, and a stress time series produced 

using design loads is shown in Figure 4-5.  

Finally, the DES values produced from the DLC load results were calculated using both BBT 

and the FE correction from Equation (4-4), and then factored by the full life frequency of 

occurrence to give the total DES using each method of stress calculation. The ratio of DES 

values is shown in Figure 4-6, and indicate that by accounting for the stress raising influence 

of the stopper brackets at the location of the measured gauges an increased level of fatigue 

damage would be calculated, by an approximate factor of 0.95-3 = 17% using m = 3, or 

0.95-5 = 30% using m = 5 (from Equation (2-19)). This indicated that, although the effects of 

the stress raisers are small, a conservative fatigue damage comparison would result from 

stresses calculated from the measured data and stresses calculated from the design simulation 

results using simple BBT. This result is important as the exact height tolerance of each 

stopper bracket is not known, and therefore cannot be used to determine the specific stress 
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raising effects accurately. Therefore, the FE results have been used to demonstrate that, 

although the measured data is slightly affected by the presence of the stopper brackets, the 

comparison with design stresses calculated with simple BBT is conservative. 

 

Figure 4-4. Correction used to apply FE results to multidirectional loading, with an 

applied horizontal load of Fh = 0.07 MN. (a) Blue line shows stress from FE results 

minus BBT stress from Equation (4-1); red line shows linearly interpolated values 

between gauge locations from the FE model using Equation (4-2). (b) Stress from FE 

and BBT (blue and red lines, respectively) vs circumferential location. Yellow line 

shows stress vs directional misalignment between gauge location and resultant 

bending moment, from Equation (4-4).  
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Figure 4-5. Example stress time series accounting for stress raising effects, 

calculated from the design simulation results. Blue line shows gauge location 

stresses calculated from simple BBT; Red line shows BBT stress plus FE correction 

value from Equation (4-4).  

 

 

Figure 4-6. Ratio of Damage Equivalent Stresses calculated using BBT and FE, for the 

full life fatigue loading (from design loads).  

 

4.2 White Noise Reduction 

The effect of the low pass filter is shown below in Figure 4-7 and Figure 4-8, with two sets 

of data from gauge K1-S4-SGA with similar environmental and operational loading 
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conditions. The first time period in the below figures includes minimal noise, while the later 

period includes a significant level of additional white noise overlaid on the stress signal. The 

structural response at the second mode of approximately 1.5 Hz is apparent in Figure 4-8a, 

and is retained after application of the low pass filter (cut-off frequency = 2 Hz). However, it 

should be noted that that the second mode response is rarely observed in the full 18 month 

data period, and is of low amplitude compared to the response at lower frequencies.  

Figure 4-9 below shows the impact of the low-pass filter on the DES calculated from 

Equation (2-18) for each of the global gauges from Turbine K1. Some of the gauges display 

óspikesô in the calculated DES at a number of occasions in October and at the beginning of 

December; these periods represent erroneous readings which were identified and later 

removed during data quality checks. The unfiltered signals display a significant increase in 

DES values after a period of one to two months of operation, particularly for gauges S4-

SGAV and S6-SGAV (Figure 4-9d & f). Although S6-SGAV only displays a DES increase 

by a factor of approximately three, Equation (2-19) shows that the relative increase in 

calculated fatigue damage would be in the order of 33, or approximately 27 times higher than 

at the beginning of the measurement period, and hence the variation of the DES value with 

changes in the environmental loading can be seen to be effectively swamped. The filtered 

signal for gauge S6-SGAV, however, can be seen to retain a minimum level of increased 

DES compared to the values at the beginning of the measurement period, which results from 

the noise level which is retained below the 2 Hz cut-off frequency. Although an optimal 

measurement system would contain only the underlying signal, it would be difficult to justify 

lowering the filter cut-off to further eliminate the additional noise at lower frequencies, as 

the loss of information of the real physical response at these frequencies could reduce the 

level of calculated fatigue damage. Therefore the low pass filter design as described in 

Section 3.1.2.5 was used to reduce the level of noise in the measured data, as it has been 

demonstrated to be conservative. 
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Figure 4-7. Time series plots from gauge K1-S4-SGA with low pass filtering, showing 

data periods prior to additional noise (a), and later with additional white noise (b). The 

effect of the low pass filter on the additional noise is particularly noticeable in 

Figure (b).  
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Figure 4-8. Amplitude spectrum from gauge K1-S4-SGA with low pass filtering, 

showing time periods prior to additional noise (a), and later with additional white 

noise (b). The effect of the low pass filter is seen at the 2 Hz cut-off frequency.  
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Figure 4-9. Impact of the 2 Hz low pass filter on Damage Equivalent Stress, calculated 

using m = 3 for each ten minute period of data for the beginning of the measurement 

period. Subplots (a) to (f) show data from Turbine K1 gauges S1-SGAV to S6-SGAV 

(top to bottom).  

 

4.3 Datum Drift Correction 

The initial datum values for each of the Turbine K1 global gauges, and their drift over the 

total measurement period, are shown in Figure 4-10 below. Figure 4-10a shows the datum 

offset for each ten minute period for gauge S1-SGAV along with the 1,000 point moving 
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average value. The maximum drift over the total measurement period of approximately 

25 MPa can be expected to have a significant impact on the gauge function fitting, and 

therefore also the estimation of the global responses. 

Figure 4-11 shows the ten minute mean stress values prior to datum drift correction in 

relation to the ideal mean stress level resulting from the design simulations, from which the 

method of identifying the long term gauge drift using Equation (3-3) can be seen. Figure 

4-12 shows the same data with datum drift corrected, and the effect of the correction is 

shown in Table 4-1, quantified by the root mean squared error (RMSE) between the design 

and measured mean stress values. 

Ideally, datum drift would be corrected where necessary through periodic re-calibration of 

the measurement system. However, where re-calibration may be impracticable due to site 

logistics or timescales, for example, the methodology outlined in Section 3.1.2.6 allows 

datum drift to be corrected whilst accounting for large scale stress variations due to changes 

in rotor thrust loading. This is necessary prior to combination of the gauge signals via cosine 

function fitting, with results presented in the following section.  
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Figure 4-10. Datum drift in Turbine K1 global gauges. (a) Measured offset data points 

for S1-SGAV calculated using Equation (3-3), and the 1,000 point moving average 

value used to correct the data. (b) Moving averages calculated for each of the Turbine 

K1 global gauges.  
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Figure 4-11. Design and measured mean stress from gauge K1-S1-SGA prior to datum 

drift correction. Design mean value calculated from power production DLC simulation 

results.  



 Discussion of Results: Measured Load Data Processing 

101 

 

 

Figure 4-12. Design and measured mean stress from gauge K1-S1-SGA after datum 

drift correction. Design mean value calculated from power production DLC simulation 

results.  

 

Table 4-1. Root Mean Squared Error values calculated with and without datum drift 

correction, for Turbine K1 global gauges.  

 Non-corrected [MPa] Corrected [MPa] 

S1-SGA 12.78 3.52 

S2-SGA 7.12 1.91 

S3-SGA 2.49 1.88 

S4-SGA 5.97 2.88 

S5-SGA 4.14 2.23 

S6-SGA 4.58 2.89 
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4.4 Cosine Fitting 

Figure 4-13 below shows the impact of fitting the measured gauge stresses to a cosine 

function using Equation (3-9) on the DES calculated from filtered gauge data, calculated 

using Equation (2-18). It can be seen that the increased DES resulting from the additional 

white noise which occurs after approximately one to two months and which is still partially 

retained after application of the low pass filter (as displayed in Figure 4-9) is spread between 

the remaining gauges. Essentially, the increased DES values which are evident in S4-SGAV 

and S6-SGAV from November onwards are reduced by the cosine fitting, while the DES 

values for the remaining gauges result in a corresponding increase. This indicates that the 

additional white noise which cannot be removed from the data below the 2 Hz filter cut-off 

frequency can be partially reduced by function fitting with the remaining gauges. Therefore, 

the procedure is believed to be conservative as the impact of the additional noise, which is 

effectively distributed across all gauges by the function fitting, serves to artificially increase 

the calculated fatigue damage. This is additional to the main objective of the function fitting 

procedure, which is to allow measured strains to be related to global bending moments, 

Equation (3-12). 
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Figure 4-13. Impact of the cosine fitting function on Damage Equivalent Stress, 

calculated using m = 3 for each ten minute period of data for the beginning of the 

measurement period. Subplots (a) to (f) show data from Turbine K1 gauges S1-SGAV 

to S6-SGAV (top to bottom). 

 

4.5 Sensitivity of Fatigue Calculations to Digital Sampling 

The underlying peak cycle stresses, which may have been missed by the digital sampling of 

the data, were estimated by fitting a quadratic curve to three data points at each maxima and 

minima using the methodology outlined in [56]. The corresponding fatigue damage was 
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compared to the damage calculated from the as-measured time series using Equation (3-40), 

expressed at the ratio of normal fatigue damage to the damage calculated with extrapolation 

of the cycle turning points, using a total of 104 individual ten minute data periods. The 

distribution of the results is shown in Figure 4-14 below. The distributions are bounded by 

the reduced fatigue values estimated by Equation (3-16) at the first and second mode 

structural frequencies using m = 3; the first mode dominates the response of the structure, 

and this is reflected in the proximity of the distributions in Figure 4-14 to the value estimated 

for the first mode frequency. The same is true for the distribution calculated using m = 5, 

where the analytical reduced damage fraction from Equation (3-16) equals 0.998 at fs/fn = 60. 

The mean of the distributions are 0.995 and 0.996, calculated with fatigue damage exponents 

of m = 3 and m = 5, respectively, and therefore the reduction in estimated fatigue due to 

digital sampling of the stress signal was deemed to be negligible, and no further peak 

extrapolation of the measured data was used for the fatigue analysis. 

 

Figure 4-14. Distribution of the reduced fatigue damage resulting from digital 

sampling of the measured data, calculated using Equation (3-40). The mean values 

from each distribution are shown with a dashed line of the same colour. The reduced 

fatigue damage calculated from Equation (3-16) for normalised sample frequencies of 

20/1.5 = 13.33 and 20/0.33 = 60 using m = 3, relating to the second and first modes of 

the support structures, are shown for comparison. 
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 Discussion of Results: Environmental and Operational 5

Data Processing 

5.1 Measured Wind Distribution 

The measured wind data taken from Turbine K1 SCADA over the period 2010-2013 were 

used to calculate the operational wind speed and direction distribution. Figure 5-1 compares 

the operational data with the directional distribution used for design. The design fatigue 

analysis was based on the wave distribution, as this was shown to produce a conservative 

assessment using combined wind and wave loading directions [87]. The operational wind 

speed measurements from Turbine K1 were fitted to a Weibull function from Equation (2-7), 

and the measured wind speed and direction distribution was then used as the frequency of 

occurrence to factor the design loads, to investigate the impact of the operational distribution 

on the total fatigue damage. The comparison of the fatigue damage produced by the design 

and measured distributions, expressed as a DEM using Equation (3-17), is shown in Table 

5-1. The difference in through-life fatigue damage calculated using the two distributions is 

negligible, and therefore the design distribution was used for calculation of further results. 

 

Figure 5-1. Comparison of design and measured wind distributions. (a) Design wind 

and wave direction distributions (from [87]). (b) Wind speed and direction distribution 

from Turbine K1 SCADA data, 2010-2013 (wind speeds fitted to a single Weibull 

function for all directions).  
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Table 5-1. Ratio of Damage Equivalent Moment resulting from the design and 

measured wind distributions. Results are normalised by the design DEM. 

 Design Measured 

m = 3 1.00 0.96 

m = 5 1.00 1.00 

 

5.2 Measured Turbulence 

 Assessment of Meteorological Mast Turbulence 5.2.1

The MM data was found to contain distorted values of wind speed mean and standard 

deviation which was characteristic of the effect of rounding, as described in Section 

3.1.3.1.2. The raw data is shown in Figure 5-2, and is compared to the minimum rounding 

error function given by Equation (3-26) with a fitted period indicating an anemometer 

correlation coefficient of P = 1.2505 m/s/Hz. Results from the 106 Monte Carlo simulations 

produced the distribution of mean and standard deviation rounding errors shown in Figure 

5-3, which were used to correct the rounded data using Equations (3-22) and (3-23). The 

mean wind speed measurements were then extrapolated to turbine hub height using 

Equation (2-3), and the corrected data are plotted in Figure 5-4 along with an effective 

turbulence level calculated from Equation (3-18). The rounding correction produces a 

reduction in the estimation of „  for low wind speed and turbulence values, while the 

increase in mean wind speed values due to extrapolation to hub height produces a reduction 

in „  for the higher wind speeds. The corrected data provided the best assessment available 

of site turbulence conditions, as detailed in Section 5.2 below where the data are compared 

with other available measurements. 
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Figure 5-2. Wind speed mean and standard deviation measurements from the MM pre-

construction measurement campaign. The bottom figure displays the minimum 

rounding error function (Equation (3-26)) with a fitted correlation coefficient of 

P = 1.2505. 

 

Figure 5-3. Distribution of MM data rounding errors calculated using Monte Carlo 

simulation, against standard deviation and mean wind speed for each ten minute 

period. (a) Standard deviation rounding error from Equation (3-23). (b) Mean wind 

speed rounding error from Equation (3-22).  
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Figure 5-4. Meteorological Mast turbulence data, corrected for rounding errors with 

mean wind speed extrapolated to hub height. The red line shows the effective 

turbulence calculated for the uncorrected data shown in Figure 5-2. 

 Assessment of K1 SCADA turbulence 5.2.2

The nacelle mounted anemometer used by the SCADA system to record wind speeds is 

known to be affected by blockage effects of the rotor and nacelle [116]. The vortices shed by 

the blades periodically distort the flow measured by the anemometer such that the recorded 

mean and standard deviation of the wind speed may differ from the undisturbed flow. 

Turbine K1 TI measurements were therefore compared with measurements made by the MM 

and LIDAR systems to understand the effect of the presence of the turbines.  

Unfortunately, a concurrent measurement period between the MM and the SCADA data sets 

was not available, as the MM had been decommissioned on completion of the design stage 

site assessment. However, the original location of the MM was in close proximity to Turbine 

K1, as shown in Figure 1-1, and should therefore provide a reliable comparison for 

undisturbed wind directions which are unaffected by the rest of the wind farm, based on the 

assumption that the site conditions are consistent for large sample sizes. The temporal 

coverage of the different datasets is shown in Figure 5-5. 

Figure 5-6 shows the effective TI values calculated using Equation (2-6) for each of the 

datasets, using wind measurements from the 150° to 300° directional sector to ensure that the 

SCADA measurements at Turbine K1 were not affected by trailing wakes. The corrected 

MM TI can be seen to closely follow the K1 values above cut-in wind speed. The de-trended 

K1 TI values were calculated using Equation (2-4) in order to remove the effects of large 
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variations in mean wind speed, and show a slightly reduced TI value at all wind speeds. It 

should be noted that it was not possible to de-trend the MM or LIDAR data using 

Equation (2-4), as the data sets were only available in ten minute periods. The LIDAR data 

can be seen in Figure 5-6 to give the lowest assessment of turbulence at all wind speeds, and 

is likely to underestimate the wind variation due to the known volumetric averaging effect 

associated with this measurement system [39].  

Finally, Figure 5-7 shows the de-trended ὝὍ  calculated using operational SCADA data 

from all wind directions for Turbines H4 and K1. The additional wake turbulence present at 

Turbine K1 for certain wind directions results in a higher ὝὍ  than the de-trended values 

shown in Figure 5-6, while the H4 measurements are seen to produce higher TI values for 

nearly all wind speeds. The combined TI levels are found to be approximately half the 

highest IEC TI values for nearly all wind speeds. This highlights the conservative turbulence 

levels that are required by the standards to be selected at the design stage. Therefore, the de-

trended Turbine K1 TI values were deemed to give the best assessment of operational 

turbulence seen by the measured turbines, and were used to define the turbulence levels for 

use in the numerical simulations presented in Section 8. 

 

 

Figure 5-5. Measurement periods for different sources of wind data. 
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Figure 5-6. Comparison of TIeff levels recorded for the directional sector 150° to 300°. 

TIeff  calculated using m = 3. The IEC turbulence categories are shown for comparison.  

 

Figure 5-7. Effective turbulence intensity (TIeff) measured at Turbines H4 and K1 (solid 

lines and dashed lines, respectively), calculated using Equation (2-6). The standard 

IEC turbulence classes as given in [21] are shown for comparison. 
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 Site Turbulence Distribution 5.2.3

Standard deviation measurements using SCADA data from multiple turbine locations were 

used to evaluate the level of turbulence across the wind farm during the 18 month load 

measurement period. The selected turbines are shown in Figure 5-8, which highlights the 

directional transects used to investigate the number of turbine rows required for convergence 

of wake induced turbulence. Effective standard deviation values for the identified wind 

directions are shown in Figure 5-9 and Figure 5-10, and display the lowest level of 

turbulence at Turbine K1 (which experiences the ambient, undisturbed flow from these 

directional sectors).  

No significant increase in turbulence measurements is found for successive turbine rows 

after Turbine H4 below rated wind speeds (Urated = 13 m/s), but Figure 5-9 shows that 

increased turbulence levels were found further downstream at higher wind speeds with the 

closest turbine spacing of 5.1 rotor diameters. Figure 5-11 and Figure 5-12 show that this 

trend is consistent with other directions, as Turbine H4 displays close to maximum levels of 

ůeff below Urated, but lower levels at higher wind speeds except for wind directions aligning 

with multiple closely spaced rows of turbines (approximately 25° and 290°, Figure 5-12). 

Therefore the wind directional distribution needed to be taken into account in the analysis. 

Accounting for the distribution of wind speeds and directions over the measurement period, 

the combined effective turbulence level for all wind directions was calculated using (from 

Equation (3-18)), 

 

„ Ὗ
ρ

ὔ
„ Ὗ  (5-1) 

where the directional distribution is accounted for by default. The calculated values are 

shown for each turbine in Figure 5-13. Turbine K1 exhibits low level turbulence at all wind 

speeds, while H4 is close to the maximum value in the wind farm up to Urated. Turbines D3 

and F3 display the highest turbulence at wind speeds above Urated, indicating that the level of 

ambient turbulence continues to increase with successive rows after Turbine H4. Therefore, 

turbine location H4 does not constitute the location of highest turbulence throughout the 

wind farm for all wind speeds. However, to account for this the effect of screening the 

measurements to identify periods of high turbulence at Turbine H4 was investigated, and is 

described in Section 5.2.4 below. 
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Figure 5-8. Turbine locations used to investigate the distribution of wind turbulence 

throughout the wind farm. Directional transects relate to data plotted in Figure 5-9 and 

Figure 5-10.  
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Figure 5-9. Effective standard deviation for turbine spacing of approximately 5.1 rotor 

diameters (turbines aligned in the mean wind direction of 203.6° +/- 5°).  

 

 

Figure 5-10. Effective standard deviation for turbine spacing of approximately 11.7 

rotor diameters (turbines aligned in the mean wind direction of 229.8° +/- 5°). 
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Figure 5-11. Effective standard deviation for all wind directions below rated wind 

speed (U = 8 m/s +/- 1 m/s). Turbines H4 and K1 are highlighted, with the grey lines 

showing the remaining turbines used, (identified in Figure 5-8). 

 

 

Figure 5-12. Effective standard deviation for all wind directions above rated wind 

speed (U = 16 m/s +/- 1 m/s). Turbines H4 and K1 are highlighted, with the grey lines 

showing the remaining turbines used, (identified in Figure 5-8). Sufficient data was not 

recorded at this wind speed for wind directions from the North and the South East. 
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Figure 5-13. Effective standard deviation for the full two year dataset, 2011 to 2012 

inclusive. Turbines D3 and F3 (highlighted) display the highest level of ůeff above 

rated wind speed. 

 

 Selection of Maximum Turbulence Periods at Turbine H4 5.2.4

Due to the spread of turbulence values measured for each wind speed and direction bin, it 

was possible to use the Turbine H4 SCADA data to identify the periods which would match 

the maximum level of ůeff in the wind farm. Using a measurement period corresponding to 

the 18 month load measurements, the maximum turbulence value in the wind farm was 

identified for each wind speed and direction bin, „ Ὗȟ—Ӷ, this time using bin sizes of 

ὨὟ = 2 m/s and Ὠ—Ӷ = 30° to match the LC bin sizes. The H4 data was then filtered to 

identify the turbulence measurements which would produce an equivalent turbulence value, 

„ ᶻὟȟ—Ӷ, to match the highest value in the wind farm, effectively by selecting the highest 

turbulence values in the distribution at each wind speed and direction bin. An example of the 

methodology is shown in Figure 5-14. To obtain the combined „ ᶻ for all directions as a 

function of wind speed, the „ ᶻὟȟ—Ӷ values were then factored by the number of 

occurrences of each mean direction sector in the measurement period and combined using,  
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„ ᶻὟ
В ὖὟȟ—Ӷ „ ᶻὟȟ—Ӷ

ὖὟ
 (5-2) 

where ὲ  is the number of mean wind direction bins used. The combined high turbulence 

„ ᶻ values for H4 are compared to the normal turbulence values calculated for the rest of 

the wind farm in Figure 5-15 below, and show that the selected periods for Turbine H4 result 

in a combined turbulence level which matches the highest turbulence in the wind farm, for 

all power production wind speed bins.  

In this way, although the load measurements were not taken from the highest turbulence 

location in the wind farm, the H4 measurements could be used to quantify the loading that 

would be produced by the most turbulent location. The loading results are presented in 

Section 6.3.1.1. 

 

Figure 5-14. Turbulence values measured at Turbine H4 for the ȉ = 18 m/s, ɗ̄  = 240° 

wind vector bin. The solid black line shows the ůeff value for all the data, while the 

dashed line shows the ůeff for the highest measurements (selected to match the 

highest ůeff measured in the wind farm at each (ȉ, ɗ̄ ) bin).  
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Figure 5-15. H4 effective turbulence intensity, produced by matching the highest ůeff in 

the wind farm for each (ȉ,ɗ̄ ) bin. Grey lines show results from the remaining turbines 

used for the analysis (shown in Figure 5-8). 

 

5.3 Wave Conditions 

Wave elevations were measured at the offshore substation on the South East side of the wind 

farm. Although the measurements were not taken at Turbine K1, Figure 5-16 shows the 

correlations between significant wave heights and the wind speed and direction 

measurements from K1 SCADA. Directions which include the highest wind speeds also 

include the greatest values of significant wave height, and the correlations, quantified as the 

adjusted R-squared value from Equation (3-27), are strongest for the directions which are not 

fetch-limited.  

From Figure 5-16, it can also be noticed that the quadratic fit to the data for the 90° and 120° 

directional sectors has produced a downwards curve, contrary to the fits to the remaining 

directional sectors. This is likely to be a result of a poor fit due to the few measurements 

available from these directions, with only low wind speeds recorded during the measurement 

period. 

Figure 5-16 presents a simple non-parametric fit to the measured data, but demonstrates a 

strong correlation between the magnitudes of wind and wave loading, based on wind 

direction sectors alone. Although wave direction information is not included in the measured 

data, these results are considered to confirm the information provided in the design stage 

metocean study indicating a strong directional correlation between wind and waves [87]. 
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However, although analysis conducted at the design stage found that modelling DLCs with 

fully aligned wind and waves would produce conservative results for the given turbine 

definition and site conditions [87], there is the potential for an assessment of measured 

fatigue loading to be non-conservative if the measurements used happen to coincide with a 

less onerous combination of loading directions. As the available data did not allow for 

further refinement of the MLC bins based on wave direction, a statistical approach was used 

to assess the conservatism of the measured loading used to define the full loading histogram, 

and is presented in Section 6.1. 
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Figure 5-16. Correlations between mean wind speed and significant wave height for 

each 30° directional sector. The red lines show a second order polynomial function 

fitted to the data using least squares regression.  

5.4 Tide Heights 

Ten minute tide height data from the local measurement station is shown in Figure 5-17. The 

maximum and minimum tide levels found during the recorded period at 9.30 mCD and 

0.05 mCD, respectively. Tide height data was used with the assessment of the distribution of 

fatigue damage presented in Section 6.1. 
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Figure 5-17. Tide measurements for the OWT site. Data extracted from [99]. 

 

5.5 Air Density 

Using an average value of 80% humidity from a nearby weather station [103], the air density 

could be calculated using values of ambient temperature and pressure measured by the 

Turbine K1 SCADA system, from which an average value of 1.229 kg/m3 was derived 

(Figure 5-18 below). It should be noted that with the assumption of dry air (0% humidity) an 

average density of 1.234 kg/m3 was found, which is in the order of the value used by the 

turbine designer [93]. The average air density value was used with the wind turbine 

numerical simulations presented in Chapter 8. 

 

Figure 5-18. Air density distribution calculated from K1 SCADA data using 

Equation (3-28) and an assumed value of 80% relative humidity.  
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 Discussion of Results: Load Case and Capture Matrix 6

6.1 Distribution of Measured Fatigue Damage 

By dividing the fatigue LCs into wind speed and direction bins, the implicit assumption is 

that the variation in fatigue loading can be sufficiently described by this environmental 

loading variable alone. Figure 6-1 shows the correlation within each wind bin between DES 

and other environmental loading variables which are known to influence the level of fatigue 

loading: namely tide level, significant wave height, air density, and turbulence intensity. The 

strongest influence is found with the wave and turbulence loading, with a consistent range of 

R-squared values for most wind bins. There appears to be a slight correlation between DES 

and tide level for the higher wind speeds, which is likely to arise from coupling with the 

wave amplitude for the dominant wave loading direction. Air density is seen to produce 

minimal influence on the level of DES at the highest wind speeds, with slight correlations 

found for some of the least frequently occurring wind bins, possibly due to the small number 

of data points. Therefore, Figure 6-1 indicates that the distribution in fatigue loading found at 

each wind speed and direction bin is influenced by several variables, but most significantly 

by the level of wave and turbulence loading. 

The full load measurement period of approximately 18 months can be argued to be 

representative of the variation in environmental and operational variables that would occur 

over the life of the turbine. Therefore, the fatigue damage produced by the entire 

measurement period was used as a bench mark against which to assess the load histogram 

produced using the methodology outlined in IEC-TS-61400-13 [29].  

Using the periods in which the turbine was operating in power production mode, a Bootstrap 

approach was used to quantify the confidence limits that the full measurement dataset was 

sufficiently representative of the underlying distribution of fatigue damage. The Bootstrap 

distribution of the mean population fatigue damage, calculated from Equation (3-30), is 

given in Figure 6-2. Restating the notation presented in Section 3.2.1, Dp is the fatigue 

damage value produced by the entire population of measurements, and P(Dp) is the 

distribution of values calculated using the Bootstrap resampling approach. The distributions 

presented in Figure 6-2 are normalised by the mean of the Bootstrap damage values, and 

show a coefficient of variation (standard deviation divided by the mean) of 0.55% using a 

Wöhler exponent of m = 3, and 1.80% using m = 5. This represents a high confidence that 

the full dataset will be sufficiently representative of the through-life fatigue damage 

distribution, or within +/- 1.1% and 3.6% tolerance, using m = 3 and m = 5 respectively, at 
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the 95% confidence level. Therefore the complete dataset of power production 

measurements were assumed to be sufficiently representative of the underlying distribution, 

and are referred to here as the population distribution. The results are normally distributed as 

predicted by the central limit theorem [105], which also states that the standard deviation of 

a measurement is proportional to the square root of the sample size. Therefore, the high 

confidence in the estimate of damage using the complete dataset is a direct result of the large 

18 month measurement period. 

The probability of a small, random sample of n measurements at each wind vector bin 

producing a full fatigue load histogram which is greater than a certain tolerance of the 

population value is shown in Figure 6-3. The probabilities were calculated using a single-

sided test, and therefore the expected result of the sampled damage approximately equalling 

the full population value at 50% should be true for all sample sizes. Again, according to the 

central limit theorem, the standard deviation of the sampled estimates is proportional to the 

square root of the sample size, and therefore the larger sample sizes produce closer estimates 

of the underlying damage. Choosing an acceptable confidence level of 95% and a sample 

size of n = 30 (as used in the IEC-TS-61400-13 methodology), the potential under-estimation 

is ɓ = 97% of the population damage level for m = 3, and ɓ = 83% for m = 5. This suggests 

an unacceptable level of uncertainty for the higher damage exponent, using a sample size of 

30 random measurements. Ultimately, however, a direct comparison is necessary between 

the full population damage values and the sampled histogram values using the IEC-TS-

61400-13 methodology, and this is presented in Section 6.3.1. 
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Figure 6-1. Correlation between environmental variables and measured DES values, 

within each wind speed [m/s] and direction [°] bin for the power production Load 

Cases. Correlation calculated as the adjusted R-squared value for a fitted second 

order polynomial to the data in each wind bin, for (a) tide level, (b) significant wave 

height, (c) air density, (d) turbulence intensity. 
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Figure 6-2. Bootstrap distribution of fatigue damage calculated from the full 

population of power production measurements, normalised by the mean value. (a) 

Fatigue damage calculated using m = 3. (b) Fatigue damage calculated using m = 5.  

 

 

Figure 6-3. Probability of sampled Load Cases producing a total fatigue damage value 

greater than a certain fraction of the population value, from Equation (3-33). 

(a) Damage calculated using Wöhler exponent of m = 3. (b) Wöhler exponent m = 5.  
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6.2 Capture Matrices 

Load Cases which were identified within the measured data to meet sufficiently the 

minimum criteria outlined in Table 3-5 are shown in the Capture Matrices (CM) below 

(Table 6-1 to Table 6-5, where blue highlights bins which were covered at Turbine H4 only, 

pink indicates Turbine K1 only, and green indicates sufficient measurements at both 

turbines). Where a LC was not sufficiently represented by the measured data, the simulated 

loads calculated by the turbine designer were reverted to in order to produce a full 

representation of the through life loading. This approach is believed to be conservative based 

on comparison of MLCs which were adequately classified, as outlined in Section 6.3 below.  

Table 6-1. Coverage of the measured data for the power production LCs. 

LC 1.1 —Ӷ [°] 

H4 only K1 only 0 30 60 90 120 150 180 210 240 270 300 330 

Ὗ
 [

m
/s

] 

4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

6 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

8 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

10 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

12 MLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC 

14 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC 

16 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC 

18 DLC MLC MLC MLC DLC MLC MLC MLC MLC MLC MLC MLC 

20 DLC MLC DLC MLC DLC MLC MLC MLC MLC MLC MLC DLC 

22 DLC DLC DLC DLC DLC DLC MLC MLC MLC MLC DLC DLC 

24 DLC DLC DLC DLC DLC DLC MLC MLC MLC MLC DLC DLC 

Table 6-2. Coverage of the measured data for the start-up LCs. 

LC 3.1 —Ӷ [°] 

H4 only K1 only 0 30 60 90 120 150 180 210 240 270 300 330 

Ὗ
 [

m
/s

] 4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

13 DLC DLC DLC DLC DLC DLC MLC DLC DLC MLC DLC DLC 

20 DLC DLC DLC DLC DLC DLC MLC DLC MLC MLC DLC DLC 

Table 6-3. Coverage of the measured data for the shut-down LCs. 

LC 4.1 —Ӷ [°] 

H4 only K1 only 0 30 60 90 120 150 180 210 240 270 300 330 

Ὗ
 [

m
/s

] 4 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

13 DLC DLC DLC DLC DLC DLC MLC DLC DLC MLC DLC DLC 

20 DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC DLC 
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Table 6-4. Coverage of the measured data for the emergency shutdown LCs. 

LC 5.1 —Ӷ [°] 

H4 only K1 only 0 30 60 90 120 150 180 210 240 270 300 330 

Ὗ
 

[m
/s

] 13 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC 

25 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC 

Table 6-5. Coverage of the measured data for the idling LCs. 

LC 6.4 —Ӷ [°] 

H4 only K1 only 0 30 60 90 120 150 180 210 240 270 300 330 

Ὗ
 [

m
/s

] 

3 MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC MLC 

26 DLC DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC 

28 DLC DLC DLC DLC DLC DLC DLC MLC MLC MLC DLC DLC 

30 DLC DLC DLC DLC DLC DLC DLC DLC MLC DLC DLC DLC 

32 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC 

34 DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC DLC 

 

6.3 Load Case Comparison 

Damage Equivalent Stress values were calculated using Equation (2-18) for each ten minute 

LC period at the 90° circumferential location, for both the measured and design data, and 

results are compared in the following sections. 

 LC 1.1 Power Production 6.3.1

The full population of DES values measured at Turbine K1 during power production 

operating conditions, for one wind directional sector, are shown in Figure 6-4 in comparison 

to the values produced by the simulated DLCs. The mean DES, and the scatter of results 

calculated with the Bootstrap resampling methodology, indicate that the measurements 

provide a good representation of the underlying fatigue loading, with a maximum coefficient 

of variation found at the 4 m/s wind speed bin (2.98% and 6.24% with m = 3 and m = 5, 

respectively). The mean DES measurement is around 60% of the design value at most wind 

speeds, relating to lower fatigue damage in the order of 0.63 = 21.6% and 0.65 = 7.8% of the 

design level using m = 3 and m = 5, respectively, at most of the wind speeds shown in Figure 

6-4. 

The mean DES values display noticeable changes in mean gradient around 8 m/s and 14 m/s, 

which correspond with changes in the operating state of the rotor speed and blade pitch 

angle, as shown in Figure 6-5. This effect is also apparent in the DES values calculated from 

the design data shown in Figure 6-4, indicating that the turbine operating state is well 
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represented in the design model simulations. However, the measured data display a number 

of high DES outliers in the range of 5 to 10 m/s which are distinct from the majority of data 

points measured in this region, and do not appear to be represented in the design values. The 

impact on the mean DES value is particularly strong with the use of m = 5, which attributes 

higher weighting to large amplitude stress cycles. The cause of the outliers is shown in 

Figure 6-6, which plots the stress time series relating to one of the outlying data points in 

Figure 6-4. As wind speed and turbine output power increase, the controller for this 

particular turbine model pitches the rotor blades out of the wind and de-powers to allow the 

generator to switch between low voltage and high voltage connection, known as a star-delta 

switch [117]. The time stamps in Figure 6-6 are seen to be imperfectly synchronised due to 

the fact that they come from different measurement systems, but the transient event is 

evident in each of the high DES outliers identified in Figure 6-4.  

Figure 6-7 and Figure 6-8 show the frequency domain response of the structures in the 

fore-aft and side-side directions, respectively. The wind directions were chosen to align with 

the turbine rows, meaning that increased turbulence levels due to trailing wakes would occur 

during the measurement periods (see Figure 1-1 for the wind farm layout). The amplitude 

spectrums are calculated from FFT of a ten minute period of data during power production 

operation, and averaged over 30 measurements to provide a smoothed response spectrum. 

The rotor frequency produces a narrow band response during operation at 12 m/s and 18 m/s, 

where the turbines operate at fixed speed. Below approximately 10 m/s the turbines operate 

at variable speed, and the structural response is seen to be spread over a wider frequency 

band in the 8 m/s wind speed plot. The first mode responses of the structures are most clearly 

identified in the side-side direction (Figure 6-8), while the lower frequency response 

(<0.2 Hz) to turbulent wind loading is evident in the fore-aft direction, particularly for wind 

directions which produce increased turbulence due to trailing wakes, Figure 6-7). It can also 

be seen that the structural response at Turbine K1 is generally higher than at Turbine H4, 

except in the low frequency region for the 210° wind direction where Turbine K1 

experiences the un-waked flow. A small part of the fore-aft response in Figure 6-7 is likely 

to be due to wave loading, in the region of 0.1 Hz for the higher wind speeds. However, the 

response to wave loading is likely to be small in comparison to the response to wind 

turbulence.   

The difference between mean DES values calculated from the population measurements 

from turbines K1 and H4 at each wind vector bin is shown in Figure 6-9. The colour scale 

shows that the loading at Turbine K1 is higher at nearly all wind vector bins, apart from the 
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240° to 300° sector for lower wind speeds; from these directional sectors Turbine H4 is 

aligned downwind of trailing wakes from several turbines, while K1 receives only the 

ambient turbulence level. Additionally, the wave loading from this directional sector is low, 

as the fetch is limited. Notably, for high wind speeds from the South West and North East 

directions, corresponding with the dominant sectors from the wave distribution, the fatigue 

loading at Turbine K1 is appreciably higher than at H4. 

Mean DES values from each wind bin for the power production cases were factored by the 

design through-life frequency of occurrence to produce a total value, and results are 

presented in Table 6-6 in comparison with the results produced from the simulated design 

loads. Only wind vector bins which were measured at both turbine locations were included in 

the analysis. The DES values produced from the entire population of power production 

measurements are found to have a lower value of fatigue damage than design by a factor of 

(9.72/17.35)3 = 17.6% at Turbine H4, and (10.04/17.35)3 = 19.4% at Turbine K1, using 

m = 3. The relative percentage differences are even more pronounced using m = 5. These 

results show that, where a direct comparison between design and measured LCs are 

available, the measured fatigue loading is demonstrably lower than design, by an amount 

which is significantly greater than the estimated confidence limits presented in Figure 6-2 

and Figure 6-3. The assessment of methods used to account for the LC bins which were not 

adequately covered by measurement are presented in the following sections. 
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Figure 6-4. DES measured during power production operating conditions, for the 270° 

wind direction (Turbine K1). Blue dots show single measurements calculated from ten 

minute periods, red line and black lines show the Bootstrap mean and two standard 

deviations, respectively, for each 2 m/s wind speed bin, and yellow triangles show the 

mean DES value calculated from the DLC simulations. (a) DES calculated using m = 3. 

(b) DES calculated using m = 5. 
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Figure 6-5. Rotor speed and blade pitch angle during power production wind speeds. 

(a) Rotor frequency during power production operating conditions. (b) Blade pitch 

angle during power production operating conditions. 

 

Figure 6-6. Time series data for one of the outlying data points shown in Figure 6-4 

(mean wind speed = 7 m/s, direction = 270°). (a) Measured stress measured on the 

leeward side of the turbine. (b) Blade pitch angle. (c) Output power. (d) Generator grid 

connection state. 
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Figure 6-7. Comparison of amplitude spectrums for the fore-aft response 

(circumferential location  zaligned with wind direction), under different wind speeds. 

Blue lines show wind direction from the North East, while orange lines show wind 

direction from the South West. The 1P rotor frequency response is apparent at 

0.2617 Hz, while the first Eigenfrequency of the structures occur at approximately 

0.3283 Hz and 0.3300 Hz for Turbines K1 and H4, respectively. Spectrums calculated 

from FFT, and averaged over 30 measurements to give a smoothed response. 
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Figure 6-8. Comparison of amplitude spectrums for the side-side response 

(circumferential location  zperpendicular to the wind direction), under different wind 

speeds. Blue lines show wind direction from the North East, while red lines show wind 

direction from the South West. The 1P rotor frequency response is apparent at 

0.2617 Hz, while the first Eigenfrequency of the structures occur at approximately 

0.3283 Hz and 0.3300 Hz for Turbines K1 and H4, respectively. Spectrums calculated 

from FFT, and averaged over 30 measurements to give a smoothed response. 
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Figure 6-9. Difference between Turbine K1 and H4 mean DES for the full population 

measurements in MPa, calculated using m = 3. Power production cases only. 

 

Table 6-6. Total DES values for the power production Load Cases, factored by the 

design life frequency of occurrence. Only wind vector bins which were covered by 

both turbines are included in the total DES values.  

Calculation method  Design [MPa] Measured H4 
[MPa] 

Measured K1 
[MPa] 

 m = 3 m = 5 m = 3 m = 5 m = 3 m = 5 

Population (6.3.1) 17.35 17.26 9.72 11.11 10.04 10.96 

High turbulence 
(6.3.1.1) 

17.35 17.26 10.09 11.43 - - 

Sample (6.3.1.2) 17.35 17.26 10.46 12.64 11.30 14.17 

Directional 
extrapolation (6.3.1.3) 

17.85 17.66 9.84 11.14 10.26 11.08 

Note: Calculation method refers to the method used to identify measurements, with methodology and 
results described in the indicated sections. The directional extrapolation results represent a complete 
CM for the power production LC, whereas the rest are represented by incomplete coverage of all wind 
speed and direction combinations. Relevant section covering discussion of each calculation method 
included in brackets. 
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6.3.1.1 Comparison of Loading with the Highest Turbulence Conditions 

at Turbine H4 

In Section 5.2.4, results are presented showing that high turbulence measurements at Turbine 

H4 could be identified to match the highest mean turbulence locations in the wind farm at 

each power production wind speed. The mean DES values corresponding to these high 

turbulence periods are shown in Figure 6-10, in comparison to the values produced by the 

full population of measurements found for Turbine K1. Comparing Figure 6-9 with Figure 

6-10, a noticeable difference can be seen as the high turbulence data periods at Turbine H4 

produce slightly higher fatigue damage in comparison to K1. The effect is most noticeable at 

higher wind speeds, where the high damage region at Turbine K1 for the 210° to 270° 

directional sector is comparatively lower.  

By factoring the mean LC DES(Ὗ, —Ӷ) by the design frequency of occurrence, it was possible 

to identify the total through-life DES values and compare damage at the two locations. The 

results are presented in Table 6-6 above, and show that the high turbulence periods at H4 

produce a higher level of fatigue damage in the order of (10.09/9.72)3 = 111.8% using m = 3, 

and (11.43/11.11)5 = 115.3% using m = 5. The high turbulence periods at H4 produce a 

higher total DES value than the population measurements at K1 using both Wöhler 

exponents. 

 

Figure 6-10. Difference between the high turbulence period DES at Turbine H4, and the 

full population mean DES at Turbine K1. DES calculated using m = 3, power 

production cases only. 
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6.3.1.2 Comparison of Population and Sampled Measurements 

In Figure 6-11 and Figure 6-12 the full population of measurements for one directional 

sector are compared to the sampled measurements used to define the power production 

MLCs according to the criteria outlined in Section 3.2.3. From these figures, the sampling 

criteria is seen to introduce a conservative selection bias which results in a higher mean DES 

value for nearly all LC wind speed bins. The bias is particularly significant with Turbine K1 

for the 6 m/s and 8 m/s wind speeds, where the measurements are significantly distorted by 

the high DES outliers described in Section 6.3.1 above. The effect is also evident for Turbine 

H4, but the sampled periods are more distributed about the main trend. 

The significance of the selection bias is quantified in Table 6-6 above, which presents the 

total sampled DES calculated by factoring the mean value for each wind vector bin by the 

design frequency of occurrence, and summing the total. As the DES value effectively gives a 

linearised calculation of fatigue, the relative fatigue damage between the sampled MLCs and 

the full population measurements is in the order of (10.46/9.72)3 = 124.6% for Turbine H4, 

and (11.30/10.04)3 = 142.6% for K1, using m = 3. 
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Figure 6-11. Population and sample DES values for Turbine K1, for the power 

production LCs. (a) DES calculated using m = 3. (b) DES calculated using m = 5.  
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Figure 6-12. Population and sample DES values for Turbine H4, for the power 

production LCs. (a) DES calculated using m = 3. (b) DES calculated using m = 5.  

 

6.3.1.3 Directional Extrapolation of Measurements 

The directional extrapolation of the MLCs to directions which were not covered by the CM 

is based on the assumption that the environmental loading from a direction ɗ1 can be 

represented by the loading from a second direction ɗ2. Assuming that the wave loading from 

the most frequently occurring directions is more severe than the directions which were not 

covered by measurement, the methodology followed was therefore to prioritise the 

directional variation of turbulence loading. Figure 6-13 shows the directional distribution of 

turbulence measurements at turbines H4 and K1, and displays the impact of trailing wakes 

from upwind turbines. Only the power production LCs were used for this analysis due to the 

limited measurements available for the transient LCs. 
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For both turbines, measurements from the 240° directional bin were used to replace missing 

MLCs at the highest wind speeds as no other measurement directions were available, as 

shown in the CMs in Table 6-1. Figure 6-13 shows that Turbine H4 is aligned with the 

trailing wake from turbine J2 from this direction bin, and therefore the extrapolation of this 

MLC measurement should be conservative. For Turbine K1, however, the 240° sector 

produces only ambient turbulence loading, and therefore MLCs from the 330° directional bin 

were used to replace missing measurements below 20 m/s.  

Measurements were then extrapolated for missing power production LCs using 

Equation (3-36), and the resulting mean DES was calculated from Equation (3-34). The 

results were then factored by the design frequency of occurrence, and totals are presented in 

Table 6-6. The total fatigue damage measured at the turbines for the power production LCs 

only is in the order of (9.84/17.85)3 = 16.8% of the equivalent damage calculated from the 

design data for Turbine H4, and (10.26/17.85)3 = 19.0% for Turbine K1, using m = 3.  
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Figure 6-13. Ten minute turbulence measurements at 8 m/s mean wind speed at 

Turbines H4 (a) and K1 (b). The direction of the closest upwind turbines is identified 

by the dotted line, with the distance to each turbine given in number of rotor 

diameters. 

 

 LC 3.1 Normal Start-Up  6.3.2

The results for the normal start-up LCs are shown in Figure 6-14 below. The DES values 

calculated from the design data are seen to be of comparable magnitude to the measured 

values, apart from start-up at high wind speed where large conservatism is found with the 
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design data. Significant spread is found for start-up at intermediate wind speeds for Turbine 

H4, while comparably low scatter is found at high and low wind speeds. 

 

Figure 6-14. Sampled DES values for the normal start-up Load Cases (Ᵽ = 270°). Red 

line shows the mean DES, boxes show 50% of the data points, and whiskers show the 

limits of the measured data. Yellow triangles show the design values. (a) DES 

calculated using m = 3. (b) DES calculated using m = 5. 

 

 LC 4.1 Normal Shut-Down 6.3.3

The results for the normal shut-down LCs are shown in Figure 6-15 below. The DES values 

calculated from the design data are seen to be of similar magnitude compared to the 

measured values at each wind speed. Significant spread is found for shut-down at 

intermediate wind speeds for Turbine H4. 
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Figure 6-15. Sampled DES values for the normal shut-down Load Cases (Ᵽ = 270°). 

Red lines show the mean DES, boxes show 50% of the data points, and whiskers 

show the limits of the measured data. Yellow triangles show the design values. (a) 

DES calculated using m = 3. (b) DES calculated using m = 5. 

 

 LC 5.1 Emergency Shutdown 6.3.4

Insufficient emergency stop events were identified from the measured data to meet the 

criteria specified in Table 3-5. Therefore, the DLC data was reverted to for all occurrences of 

this LC. 
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 LC 6.4 Idling 6.3.5

The sampled MLC results for the idling LCs are shown in Figure 6-16 below. The DES 

values calculated from the design data are seen to be significantly larger than the measured 

values, while Turbine K1 DES values are found to be slightly higher than H4 under 

corresponding conditions. 

 

Figure 6-16. Sampled DES values for the idling Load Cases (Ᵽ = 270°). Red line shows 

the mean DES, boxes show 50% of the data points, and whiskers show the limits of 

the measured data. Yellow triangles show the design values (note that design values 

were not provided for wind speeds below rated velocity). (a) DES calculated using 

m = 3. (b) DES calculated using m = 5. 

 

6.4 Full Life Histogram Comparison 

The Capture Matrices are presented in Section 6.2, and show the LCs and wind vector bins 

which were sufficiently represented by the MLCs. To ensure a comprehensive coverage of 

all possible loading directions, the DLCs were used where insufficient measurements were 

available; this approach was assumed to result in a conservative assessment based on the 
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comparison of measured and design data from Section 6.3. The LCs were factored by the 

through life frequency of occurrence taken from design (shown in Figure 6-17 for the power 

production LCs), and combined to give the total value according to Equation (3-35). 

The results for the power production LCs measured at Turbine K1 are displayed in Figure 

6-18, and show that the DLC cases which were used to replace insufficient measured data 

contribute a significant proportion of the total damage estimation, even when factored by the 

through life frequency of occurrence.  

The complete results for all LCs are presented in Table 6-7, from which it can be seen that 

the measured loads produce lower DES values for all but LC 6.4 (idling conditions). This is 

due to the inclusion of the low wind speed LCs in the measured histogram, which were not 

included in the design approach, probably because they provide such a small contribution to 

the overall level of fatigue damage. This constitutes the main difference between design and 

measured loading for the idling LC, as very few measurements were recorded above rated 

wind speed (see the CM in Table 6-5). Additionally, no MLCs were recorded for the 

emergency stop LC (LC 5.1), and therefore the DES values for the measured histograms are 

equal to the design value. The largest reduction in DES value is found with the power 

production LCs, with the design level of fatigue damage in the order of 

(17.85/11.58)3 = 366% greater than Turbine H4 using m = 3, or (17.85/12.17)3 = 316% for 

Turbine K1.  

Figure 6-19a compares the cycle histograms produced by the measured and design data. The 

measured histograms display a reduced number of cycles in the range of 5 to 30 MPa, and 

the corresponding reduction in fatigue in this region in shown in Figure 6-19b and c. 

 

Figure 6-17. Design probability distribution for the power production Load Cases 

(LC 1.1). 
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Figure 6-18. DES calculated for the power production MLCs (blue) and DLCs (orange) 

at Turbine K1. (a) DES for the power production Capture Matrix. (b) Power production 

DES, factored by the frequency of occurrence (shown in Figure 6-17). 
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Table 6-7. Comparison of DES produced by the design and measured load 

histograms, factored by the design life frequency of occurrence. The total value is 

calculated according to Equation (3-35). 

LC Design [MPa] Measured H4 [MPa] Measured K1 [MPa] 

m = 3 m = 5 m = 3 m = 5 m = 3 m = 5 

1.1 17.85 17.66 11.58 13.73 12.17 14.80 

3.1 3.03 7.76 2.57 6.09 2.60 6.05 

4.1 2.76 6.72 2.49 6.04 2.71 6.10 

5.1 1.68 6.64 1.68 6.64 1.68 6.64 

6.4 5.90 11.14 5.94 11.14 5.99 11.14 

Total 18.11 18.11 12.17 14.71 12.72 15.55 

 

 

Figure 6-19. Comparison of fatigue load histograms. (a) Number of cycles 

corresponding to each stress range bin. (b) DES calculated for each stress range bin, 

using m = 3. (b) DES calculated for each stress range bin, using m = 5.  
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 Discussion of Results: Transition Cycles 7

7.1 Definition of a Representative Wind History 

The wind variability metric calculated using Equation (3-39) was used to quantify changes in 

wind speed and direction from a range of datasets. Changes in wind speed and direction are 

used here as a measure of the potential significance of transition cycles on the total fatigue 

load histogram for an OWT support structure. Results are shown in Figure 7-1, which 

displays comparatively large variability in the wind vector at the two onshore sites in the US 

(Panther Creek and Munnsville), with the lowest variation found at the OWEZ and Rødsand 

sites. However, as the datasets came from different measurement heights an adjustment 

based on knowledge of the site specific wind shear profile would be necessary to make an 

accurate comparison.  

However, the aim of the study was to investigate whether a single year could be considered a 

representative period in order to quantify the wind variability at a given site. Therefore the 

standard deviation of the calculated variability values were taken, normalised by the mean to 

give a value which should be independent of measurement height, and results are presented 

in Table 7-1. The ů/ɛ values vary from 1.71% at Pulaski Shoals off the coast of Florida, US, 

to 8.58% at Munnsville in New York state, US, indicating that the duration required to 

define a representative period may be site-specific.  

These results do not reveal specific information about transition cycles for any of the sites, as 

the significance of transition cycles depends on the proportion of fatigue damage resulting 

from the standard ten minute LC period, which is dependent upon the specific turbine and 

environmental loading conditions. Therefore, to ensure that annual variability can be 

accounted for at a given site, it is recommended that, where available, measured wind data 

spanning multiple years is utilised when assessing the significance of transition cycles on the 

total fatigue load histogram for an OWT support structure. 
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Figure 7-1. Average wind variability measured per calendar year, calculated using 

Equation (3-39). 

 

Table 7-1. Average annual wind speed variability coefficient of variation. 

Site Name ů/ɛ 

Buzzard Bay 2.54% 

Karehamn 2.37% 

London Array 3.11% 

Munnsville 8.58% 

OWEZ 8.55% 

Panther Creek III 2.18% 

Pulaski Shoals 1.71% 

Robin Rigg 4.62% 

Rodsand II 2.55% 

Scroby Sands 7.98% 
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7.2 Continuous Measurement Period 

Results from RF processing of a continuous one year period of measured data are presented 

below. Figure 7-2 shows the ratio of fatigue damages produced by RF processing the data in 

independent ten minute periods (using the simple and half cycle counting methodologies 

outlined in Section 2.2.3.4), to the damage produced by RF counting the data as a continuous 

sequence. The fatigue damage ratios can be seen to converge on a steady value after 

approximately two to three months, which is indicative of the time scale required to account 

for transition cycles accurately based on the analysed data set. The final damage ratios for 

the one year period are given in Table 7-2, which show that not accounting for transitions 

between each ten minute period results in 37% to 52% of the fatigue damage produced by 

RF counting the data as a continuous period, using m = 5. Using m = 3, however, the level of 

fatigue damage using the half cycle and simple RF counting methodologies is only 93% to 

97% of the true value; this can be seen from Figure 7-3b to be due to the lower damage 

exponent attributing a greater proportion of the fatigue damage to the high frequency/low 

amplitude fatigue cycles. Therefore, transition cycles can be found to contribute a significant 

proportion of fatigue damage using the higher Wöhler exponent, for the measured dataset. 

Figure 7-2 also shows the effect of accounting for transition cycles which occur between 

each ten minute period by using the maximum and minimum stress points in each ten minute 

period, similar to the methodology presented by Larsen and Thomsen [72]. However, it is 

noted that the method presented by Larsen and Thomsen was based on variations in ten 

minute mean wind speeds only, whereas the current study utilised the maximum and 

minimum stress points in each ten minute period as a function of both mean wind speed and 

direction. The results show that the Larsen and Thomsen method is found to overestimate the 

level of fatigue loading by a factor of 114% to 129% for the Turbine H4 data with m = 3 and 

m = 5, respectively, and by 112% to 123% for Turbine K1, compared to the damage 

calculated by RF counting the data correctly as a continuous series. The over estimation can 

be seen from Figure 7-3 to arise from a greater number of stress ranges identified in the 

15 MPa to 40 MPa region, compared to the cycles identified by RF counting the data as 

continuous series. This overestimation results from the effective double-counting of the RF 

residue from the ten minute periods as both half cycles and as partial transition cycles from 

the synthetic time series of concatenated maximum and minimum stresses. Therefore, 

accounting for the transition cycles using the continuous RF residue concatenation 

methodology presented in Table 3-7 is recommended in order to identify all stress cycles 

accurately according to the RF algorithm, and to avoid unnecessary conservatism.  



150 

 

It is noted that the results presented here are calculated using Equation (3-40), and are 

therefore representative of fatigue damage calculation using constant gradient S-N curves. 

Again, this equation has been used to compare RF methodologies as any linear factor on 

stress ranges, which could result from a geometric hot spot and resulting stress 

concentration, or from the use of a material partial factor (safety factor), for example, would 

cancel out by taking the ratio of fatigue damages. In practice, S-N curves with a double 

gradient may be employed depending on the corrosive effects of the operating environment, 

such as the óin airô and ósea water with cathodic protectionô curves shown in Figure 2-7. In 

this case the shape of the load histogram in relation to the two sections of the S-N curve 

would become significant in determining the level of fatigue damage produced by each RF 

processing method. However, it was found that, for the load histograms analysed with the 

current results, fatigue damage ratios calculated using these S-N curves produced very 

similar or identical results to those presented in Figure 7-2 and Table 7-2. The total damage 

ratios for the one year data periods analysed are presented in Table 7-3 and show that the 

damage ratios for the ósea water with cathodic protectionô S-N curve are practically identical 

to the constant gradient results using m = 5 from Table 7-2, while the impact of transition 

cycles is slightly less using the óin-airô S-N curve (results using a ósea water with free 

corrosionô S-N curve have not been included, but produce the same results as shown in Table 

7-2 for the Wöhler exponent of m = 3 due the constant S-N gradient). This is due to the 

position of the ókneeô in the double gradient curves (which are shown in Figure 2-7), and the 

proportion of cycle fatigue damage which is calculated with each part of the S-N curve. 

These results confirm the finding that transition cycles contribute a significant percentage of 

fatigue damage, for the measured dataset. 
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Figure 7-2. Ratio of accumulated fatigue damages calculated using Equation (3-40), 

with m = 5; expressed as damage produced using different counting methods 

described in Table 3-7, divided by the damage produced by RF counting the data as a 

continuous series. (a) Damage ratio calculated from H4 data. (b) Damage ratio from 

Turbine K1. 

 

Table 7-2. Ratio of fatigue damage for a one year measurement period. Simplified 

damage ratio calculated with Equation (3-40), with constant S-N gradient. Damage 

ratio expressed as the indicated method divided by the result from the continuous 

dataset. 

 Turbine H4 Turbine K1 

 m = 3 m = 5 m = 3 m = 5 

One-pass 0.925 0.418 0.925 0.365 

Simple RF 0.965 0.518 0.957 0.433 

Larsen & Thomsen 1.136 1.293 1.116 1.233 
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Table 7-3. Ratio of S-N curve fatigue damage for a one year measurement period. 

Damage ratio calculated as the indicated method divided by the result from the 

continuous dataset, using D class S-N curves from [55]. 

 Turbine H4 Turbine K1 

 In-air 
Cathodic 
protection 

In-air 
Cathodic 
protection 

One-pass 0.495 0.419 0.447 0.365 

Simple RF 0.610 0.519 0.529 0.433 

Larsen & Thomsen 1.303 1.293 1.245 1.230 

 

 

 

Figure 7-3. Cycle histogram and fatigue damage spectrums calculated from a one year 

continuous data period. (a) Cycle histograms from Turbine K1. (b) Corresponding DES 

value calculated using m = 3. (c) DES calculated using m = 5. 
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7.3 Transition Cycles from a Representative Wind History 

The four year wind history from operational SCADA measurements presented in Section 5.1 

was used to identify a sequence of LCs which should be representative of the wind farm site, 

accounting for the variability of the wind speed and direction vector. The LC sequence is 

shown in Figure 7-4, broken down into the operational states used for the fatigue analysis. 

Note that the variation in mean wind direction, and the variation in mean wind speed for 

LC 1.1 and LC 6.4, are not shown in Figure 7-4, but are accounted for the in the DLC/MLCs 

used for the analysis. The representative LC sequence was then used to investigate the 

impact of transition cycles on the full design life histogram using the methodologies outlined 

in Table 3-8. 

The ratio of full life damage values are shown in Table 7-4, which compares the fatigue 

damage produced with the inclusion of transition cycles identified from the representative 

LC history, to the fatigue damage produced without accounting for transition cycles 

(calculated from Equation (3-35), and presented in Table 6-7). The Larsen and Thomsenô 

[72] method of accounting for transition cycles produces an increased level of fatigue 

damage using the data from Turbine K1, in the order of 121% using m = 3, or 161% using 

m = 5. The ócontinuousô method, however, does not include the double counting of cycles 

which result from the Larsen and Thomsen method, and the fatigue load histogram should 

therefore be representative of the true loading. The resulting increase in fatigue damage 

calculated for Turbine K1 is in the order of 110% using m = 3, or 137% using m = 5. Similar 

results are found with data from both Turbine H4 and the design simulations, and therefore 

transition cycles are found to have a significant contribution under the loading conditions at 

the analysed site. However, the level of LC conservatism identified in the design data, as 

presented in Section 6.4, means that the design loads are still conservative. The main 

significance of transition cycles in this context is therefore identified in the main topic of 

interest for this thesis; in the construction of a fatigue load histogram from operational data, 

where a complete description of the loading is necessary in order to ensure the assessment is 

not non-conservative. 

The stress cycles which contribute the additional fatigue damage identified by the synthetic 

stress histories are shown in Figure 7-5 to Figure 7-7. Additional fatigue damage can be 

identified in the high stress/low frequency region of the loading spectrums, relating to the 

stress cycles which arise from large changes in loading direction due to changes in mean 

wind speed and direction. Although the fatigue damage produced using the measured data 
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(Figure 7-6 to Figure 7-7) is lower than that produced by the design simulations (Figure 7-5), 

the additional fatigue damage appears in the same region of the loading spectrums. 

 

Figure 7-4. Four year representative Load Case sequence identified from the ten 

minute average wind history. LC 1.1 = normal power production, LC 3.1 = normal start-

up, LC 4.1 = normal shut-down, LC 5.1 = emergency stop, LC 6.4 = idling conditions. 

 

Table 7-4. Ratio of fatigue damage values produced by accounting for transition 

cycles using the representative LC history, to that produced without transition cycles.  

Method Design [MPa] Measured H4 [MPa] Measured K1 [MPa] 

m = 3 m = 5 m = 3 m = 5 m = 3 m = 5 

Continuous 1.06 1.37 1.08 1.37 1.10 1.37 

Larsen & 
Thomsen 

1.13 1.50 1.19 1.63 1.21 1.61 
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Figure 7-5. Impact of transition cycles on the total cycle and fatigue damage 

spectrums, from design data. (a) Cycle histograms. Blue line; calculated without 

accounting for transition cycles. Purple line; accounting for transition cycles using 

residue concatenation corresponding to a four year representative wind history. 

Yellow line; accounting for transition cycles using the maximum and minimum 

stresses from each LC, corresponding to a four year representative wind history. 

(b) DES vector produced using m = 3. (c) DES vector produced using m = 5.  
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Figure 7-6. Impact of transition cycles on the total cycle and fatigue damage 

spectrums, from Turbine K1. (a) Cycle histograms. Blue line; calculated without 

accounting for transition cycles. Purple line; accounting for transition cycles using 

residue concatenation corresponding to a four year representative wind history. 

Yellow line; accounting for transition cycles using the maximum and minimum 

stresses from each LC, corresponding to a four year representative wind history. 

(b) DES vector produced using m = 3. (c) DES vector produced using m = 5. 




































































