
 
 
 
 
 
 
 
 
 

New Fuzzy Control Architectures 
Applied to Industrial Applications 

 
 
 

Sergio Enrique Pinto Castillo 
Student Registration Number: 200375470 

 
 
 

Industrial Control Centre 
Department of Electronic and Electrical Engineering 

University of Strathclyde 
50 George Street 
Glasgow G1 1QE 
United Kingdom 

 
 
 
 

Submitted for the Degree of Doctor of Philosophy 
 

August 2011 
 

 



ii 
 

 
Declaration of Author’s Rights 

 
 
 

“The copyright of this thesis belongs to the author under the terms of the United 
Kingdom Copyright Acts as qualified by the University of Strathclyde 
Regulation 3.49.   Due acknowledgement must always be made of the use of any 
material contained in, or derived from, this thesis.” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



iii 
 

Abstract 
 

The research considered the design, analysis and application of the several fuzzy controllers 

(i.e. Mamdani’s and Takagi-Sugeno-kang Models) on Industrial applications.  It starts with 

the  representation of the Discrete-time Nonlinear Difference Equation by a Neuro-Fuzzy 

Difference Equation, which was a novel development. It also includes Neuro-Fuzzy modeling 

mixed with a stochastic control and a predictive control structure. It results in a new control 

algorithm called Neuro-Fuzzy Generalized Minimum Variance Control for nonlinear systems, 

and is applied to a stirred tank reactor with a cooling jacket. 

 

An Adaptive Fuzzy structure was also combined with the Sliding Mode Controller approach 

in order to develop the Adaptive Fuzzy Sliding Mode Controller that is applied to the 

nonlinear model of a Power Electronic Ballast-Igniter-Lamp.  After that, several neuro-fuzzy 

control structures are used with a car engine model. Finally, a novel nonlinear predictive 

control algorithm based on multiple models and the Takagi-Sugeno-Kang Model is applied to 

a MIMO Waste Water Treatment problem.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



iv 
 

Acknowledgements 
 
 
I want to express my great acknowledgements saying thanks a lot to my supervisors, 

Professor Mike J. Grimble and Dr. Reza Katebi, because they always gave me support, 

guidance and the necessary help to pursue my research by shown them me great patient and 

understanding.  They created for me the appropriated research environment in order to have 

the last scientific knowledge and industrial experience in my field providing me with the 

actual information and the best link of technical networking. Moreover, I would like to 

acknowledge the great atmosphere created by all colleagues and personal working in the 

Industrial Control Centre, especially to Mrs. Sheila Campbell and Mr. Drew Smith.   Also, I 

want to acknowledge my colleague and friend, Dr. Arkadiusz Stanisław Dutka, for his support 

and advice about the car engine application. 

 

Also, I want to thank to my friends, B.Sc. Robert and M.B.A. Pilar Dempster, for their great 

support and impulse as a family in Scotland.  Also, I would like to thanks my friends Dr. 

Michael Freeman and MBA. Julio Oya Steinbruggen because they always gave me the right 

words, time and impulse to continue with my research supporting me like brothers, most of 

the time.   Nevertheless, I like to thank my friend and colleague Dr. Rene Osorio Sánchez for 

his great collaboration, support and encouragement to develop as a team the power electronic 

control applications.  

 
Finally, I would like to say “thanks a lot” to my wife Leticia Hernandez-Reyes and my 

children Sergio Enrique Pinto-Hernandez and Daniel Alberto Pinto-Hernandez for their 

encouragement, patient, support and love during all the period of this work. They gave me the 

necessary strength and inspiration in order to finish my research. 

 

 



v 
 

List of Contents 
 
ABSTRACT .................................................. iii 
ACKNOWLEDGEMENTS .................................................. iv 
LIST OF CONTRIBUTIONS ................................................. xiii 
LIST OF FIGURES .................................................  xvii 
LIST OF ABBREVIATIONS .................................................  xxiii 
LIST OF TABLES .................................................  xxvi 
 
 

   

 

 CHAPTER 1 INTRODUCTION ....................  1 

1.1. SOFT COMPUTING  APPROACHES ....................  1 

1.2. NONLINEAR CONTROL SYSTEM-
INTELLIGENT CONTROL APPROACHES 

....................  3 

1.3. INDUSTRIAL AND POWER ELECTRONIC 
APPLICATIONS 

....................  5 

1.4. THESIS ROADMAP ....................  5 

 CHAPTER 2 THEORY OF NEURO-
FUZZY SYSTEMS 

....................  8 

2.1. INTRODUCTION ....................  8 

2.2. ARTIFICIAL NEURAL NETWORKS (ANN) ....................  9 

2.3. APPLICATIONS OF THE ARTIFICIAL NEURAL 
NETWORKS 

....................  9 

2.4. FUZZY SYSTEMS ....................  13 

2.5. NEURO-FUZZY SYSTEMS ....................  14 

 
  



vi 
 

2.5.1. NONLINEAR SYSTEM MODELLING ....................  15 

2.5.1.1. NEURO-FUZZY MODELS ....................  16 

2.5.1.1.1. TAKAGI-SUGENO-KANG MODEL ....................  19 

2.5.2. TRAINING METHODS FOR FUZZY 
SYSTEMS 

....................  22 

2.6. NEURO-FUZZY DIFFERENCE EQUATION ....................  24 

2.6.1. STATE OF THE ART OF FUZZY 
DIFFERENTIAL AND FUZZY 
DIFFERENCE EQUATIONS 

....................  24 

2.6.2. DEVELOPMENT OF NEURO-FUZZY 
DIFFERENCE EQUATIONS (NFDE) 

....................  26 

 EXAMPLE 2.1.    FUZZY DIFFERENCE 
EQUATION: NONLINEAR SISO CASE 

....................  31 

 EXAMPLE 2.2.    FUZZY DIFFERENCE 
EQUATION: NONLINEAR MIMO CASE – 
REAL TIME APPLICATION 

....................  36 

2.7. CONCLUSIONS ....................  43 

 CHAPTER 3 NONLINEAR 
GENERALISED MINIMUM 
VARIANCE CONTROLLER USING 
NEURO FUZZY STRUCTURES 

....................  44 

3.1. INTRODUCTION ....................  44 

3.2. NONLINEAR GENERALISED MINIMUM 
VARIANCE CONTROL 

....................  45 

3.2.1 STEPS FOR COMPUTING OF THE 
OPTIMAL NGMV CONTROL SYSTEM 

....................  46 

3.3. NEURO-FUZZY GENERALISED MINIMUM 
VARIANCE CONTROLLER 

....................  56 

   

 



vii 
 

3.3.1. NGMV CONTROL LAW DYNAMICALLY 
WEIGHTED 

....................  58 

3.3.2. DESIGN OF THE NEURO-FUZZY 
GENERALISED MINIMUM VARIANCE 
CONTROLLER 

....................  58 

3.3.2.1. NEURO-FUZZY MODELLING ....................  58 

3.3.3. COMPUTING OF PARAMETERS FOR THE 
NEURO-FUZZY GMV CONTROLLER 

....................  61 

3.4. SIMULATION EXAMPLE  ....................  62 

3.4.1. DESIGN OF THE NEURO-FUZZY MODEL ....................  64 

3.4.2. MEMBERSHIP FUNCTIONS AND FUZZY 
SETS OF THE INPUTS 

....................  67 

3.4.3. OUTPUT LOCAL LINEAR MODELS ....................  69 

3.4.4. FUZZY RULES OF THE NEURO-FUZZY 
MODEL 

....................  70 

3.4.5. TRACKING REFERENCE TEST ....................  75 

3.4.6. DISTURBANCE REJECTION TEST ....................  77 

3.4.7. ROBUSTNESS TEST ....................  79 

3.5. SELF-TUNING NEURO-FUZZY 
GENERALISED MINIMUM VARIANCE 
CONTROLLER 

....................  81 

3.5.1. STNFGMV CONTROL LAW ....................  82 

3.5.2. NEURO-FUZZY MODELS ....................  83 

3.5.3. THE ERROR AND CONTROL WEIGHTING ....................  84 

3.5.4. SELF-TUNING MECHANISM ....................  84 

3.5.5. APPLICATION OF THE STNFGMV 
CONTROLLER 

....................  88 



viii 
 

3.5.5.1. THE NEURO-FUZZY MODEL OF THE 
NONLINEAR PLANT   

....................  89 

3.5.6. TESTS ....................  89 

3.5.6.1. TRACKING REFERENCE TEST ....................  89 

3.5.6.2. ROBUSTNESS TEST ....................  90 

3.5.6.3. CONCLUSIONS  ....................  91 

 CHAPTER 4 POWERTRAING 
NEURO-FUZZY CONTROL 
SYSTEMS 

....................  92 

4.1. INTRODUCTION ....................  92 

4.1.1. OBJECTIVE ....................  93 

4.1.2. BASIC CONCEPTS OF AUTOMOTIVE 
POWERTRAIN ENGINES 

....................  94 

4.1.3. PROBLEM TO SOLVE ....................  97 

4.1.4. STATE OF THE ART OF CAR ENGINE 
APPLICATIONS 

....................  100 

4.1.5. HOW TO SOLVE THE AUTOMOTIVE 
POWERTRAIN PROBLEM? 

....................  104 

4.1.6. STRUCTURE OF THIS CHAPTER ....................  105 

4.2. MODELLING OF THE ENGINE ....................  106 

4.3. NEUROFUZZY CONTROL APPLICATION 
TO CAR ENGINE 

....................  106 

4.3.1. CONTROL OBJECTIVES ....................  106 

4.3.2. CONTROL OBJECTIVES IN THE 
AUTOMOTIVE SPARK IGNITION 
ENGINES 

....................  109 

 



ix 
 

4.3.3. NEUROFUZZY CONTROL TECHNIQUES 
APPLIED IN THE CAR ENGINE 

....................  109 

4.3.4. STATE OF THE ART OF NEURAL 
NETWORK APPLIED ON CAR ENGINES 

....................  111 

4.3.4.1. CONTROLLING EMISSIONS ....................  111 

4.3.4.2. FUEL EFFICIENCY ....................  112 

4.3.4.3. HARDWARE ACCELERATION  ....................  114 

4.3.5. MULTIVARIABLE NEUROFUZZY 
GENERALISED MINIMUM VARIANCE 
CONTROLLER 

....................  114 

4.3.6. FEEDFORWARD AND NEUROFUZZY 
FEEDBACK CONTROLLER 

....................  118 

4.3.6.1. FEEDFORWARD AND NEUROFUZZY 
CONTROLLER WITH 3 INPUTS AND 2 
FUZZY SETS PER INPUT WITH PRODUCT 
OPERATION 

....................  119 

4.3.6.2. FEEDFORWARD AND NEUROFUZZY 
CONTROLLER WITH 3 INPUTS AND 3 
FUZZY SETS PER INPUT WITH PRODUCT 
OPERATION 

....................  124 

4.3.6.3. FEEDFORWARD AND NEUROFUZZY 
CONTROLLER WITH 3 INPUTS AND 2 
FUZZY SETS PER INPUT WITH ADDITION 
OPERATION 

....................  126 

4.3.6.4. FEEDFORWARD AND NEUROFUZZY 
CONTROLLER WITH 3 INPUTS AND 3 
FUZZY SETS PER INPUTS WITH 
ADDITION OPERATION 

....................  129 

4.3.6.5. FEEDFORWARD CONTROLLER AND 
NEUROFUZZY CONTROLLER WITH 4 
INPUTS AND 2 FUZZY SETS PER INPUT 
WITH PRODUCT OPERATION 

....................  132 

4.3.7. NEUROFUZZY CONTROL SYSTEM ....................  135 

 



x 
 

4.4. CONCLUSIONS ....................  138 

 CHAPTER 5 POWER 
ELECTRONICS AND FUZZY 
CONTROL SYSTEM 
APPLICATIONS 

....................  140 

5.1. INTRODUCTION ....................  140 

5.2. ANALYSIS AND DESIGN OF DISCRETE-
SLIDING-MODE CONTROL FOR A 
SQUARE-WAVEFORM-BALLAST 

....................  140 

5.2.1. POWER STAGE ....................  142 

5.2.2. CONTROL STAGE ....................  143 

5.2.2.1. SYSTEM MODELING ....................  143 

5.2.2.2. SLIDING SURFACE ....................  145 

5.2.2.3. THE CONTROL LAW ....................  146 

5.2.2.4. EXISTENCE AND CONVERGENCE 
CONDITIONS OF DISCRETE SLIDING 
MODE CONTROL (DSMC) 

....................  146 

5.2.3. SIMULATION AND EXPERIMENTAL 
RESULTS 

....................  147 

5.3. DIMMING CONTROL USING ADAPTIVE 
FUZZY SLIDING SURFACE FOR SQUARE-
WAVEFORM BALLAST 

....................  152 

5.3.1. POWER STAGE ....................  155 

5.3.2. CONTROL STAGE ....................  156 

5.3.3. SYSTEM MODELING ....................  157 

     

 

 



xi 
 

5.3.4. ARCHITECTURE OF THE ADAPTIVE 
FUZZY SLIDING MODE CONTROLLER 

....................  159 

5.3.4.1. SIGNALS, FUNCTIONS AND SCALING 
FACTORS OF THE ADAPTIVE PI FUZZY 
CONTROLLER 

....................  160 

5.3.4.2. PROPORTIONAL-INTEGRAL FUZZY 
CONTROLLER 

....................  164 

5.3.4.2.1. MEMBERSHIP FUNCTIONS ....................  165 

5.3.4.2.2. FUZZY RULES BASE ....................  165 

5.3.4.3. ADAPTIVE FUZZY MECHANISM ....................  166 

5.3.4.3.1. MEMBERSHIP FUNCTIONS ....................  168 

5.3.4.3.2. FUZZY RULES BASE ....................  168 

5.3.4.4. TUNING THE PI FUZZY CONTROLLER ....................  169 

5.3.4.5. THE SLIDING SURFACE ....................  170 

5.3.4.6. EXISTENCE AND STABILITY OF THE 
SLIDING MODE 

....................  171 

5.3.5. LAMP MODELING ....................  171 

5.3.6. SIMULATION RESULTS ....................  172 

5.4. THERMAL DYNAMIC MODEL FOR HID 
LAMPS WITH THE OUTER-BULB 
EFFECTS 

....................  174 

5.4.1. NEW PROPOSED MODEL ....................  176 

5.4.1.1. NEGATIVE RESISTANCE OF THE HID 
LAMPS 

....................  176 

5.4.1.2. MODELING OF THE THERMAL 
EQUATIONS 

....................  177 

 
 
 
 



xii 
 

5.4.1.2. RELATIONSHIPS BETWEEN THE 
NEGATIVE RESISTANCE AND THE 
DYNAMIC RESPONSE 

....................  180 

5.4.2. EXPERIMENTAL ESTIMATION OF THE 
LAMP PARAMETERS 

....................  181 

5.4.3. CONTROL STAGE ....................  184 

5.4.3.1. CONTROL SYSTEM DESIGN ....................  184 

5.4.3.2. THE SLIDING SURFACE ....................  185 

5.4.3.3. EXISTENCE OF THE SLIDING MODE ....................  185 

5.4.3.4. STABILITY ANALYSIS OF THE SLIDING 
SURFACE 

....................  186 

5.4.4. SIMULATIONS AND EXPERIMENTAL 
RESULTS 

....................  186 

5.4.5. CONCLUSIONS ....................  189 

 CHAPTER 6   FUZZY NONLINEAR 
PREDICTIVE CONTROLLERS  

....................  191 

6.1. INTRODUCTION ....................  191 

6.1.1. STATE OF THE ART OF MODEL BASED 
PREDICTIVE CONTROLLERS 

....................  192 

6.2. NONLINEAR PREDICTIVE 
CONTROLLERS 

....................  196 

6.2.1. THE FUNDAMENTAL CONCEPTS OF 
MODEL BASED PREDICTIVE 
CONTROLLERS 

....................  198 

6.3. NONLINEAR MODEL PREDICTIVE 
CONTROLLER BASED ON TAKAGI-
SUGENO FUZZY STRUCTURES FOR 
WASTEWATER APPLICATION 

....................  200 

 

 

 



xiii 
 

6.3.1. NONLINEAR MODEL BASED 
PREDICTIVE CONTROL WITH TAKAGI-
SUGENO FUZZY STRUCTURE 

....................  202 

6.4. NONLINEAR MODEL BASED 
PREDICTIVE CONTROL WITH TAKAGI-
SUGENO FUZZY STRUCTURE APPLIED 
TO WASTE WATER TREATMENT 

....................  205 

6.4.1. COST 624 BENCHMARK CONTROL ....................  206 

6.5. CONCLUSIONS ....................  215 

 CHAPTER 7   CONCLUSIONS AND 
FUTURE WORKS  

....................  217 

7.1. SUMMARY AND CONCLUSIONS ....................  217 

7.2. FUTURE WORKS ....................  220 

 APPENDIXES ....................  222 

A.1. ADAPTABLE NEURAL NETWORKS ....................  222 

A.1.2. TRAINING PROCESS OF THE ARTIFICIAL 
NEURAL NETWORKS 

....................  222 

A.2. FUNDAMENTS OF TAKAGI-SUGENO-
KANG (TSK) MODELS 

....................  224 

A.2.1. TSK HOMOGENEOUS FUZZY MODELS ....................  225 

A.2.1.1. TSK ZERO-ORDER FUZZY MODELS ....................  226 

A.2.1.2. TSK FIRST-ORDER FUZZY MODELS ....................  227 

A.2.2. SIGNAL PROCESSING AND ANALYSIS OF 
THE LAYERS IN A NFS (FIGURE 2.3) 

....................  229 

A.3. TRAINING ALGORITHMS USED IN ANNS 
AND NEURO-FUZZY SYSTEMS 

....................  232 

 

 

 



xiv 
 

A.3.1. DEFINITION OF THE INPUT AND 
OUTPUT VARIABLES FOR ALL THE 
LAYER 

....................  232 

A.3.2. APPLICATION OF THE GRADIENT 
DECEND (GD) ALGORITHM 

....................  233 

A.3.3. APPLICATION OF THE HYBRID 
LEARNING ALGORITHM 

....................  236 

A.4. TSK FUZZY MODELS AS UNIVERSAL 
APPROXIMATOR 

....................  238 

A.5. PROOF OF THEOREM 3 ....................  243 

A.6. PROOF OF THE THEOREM 4 ....................  246 

B.1. NONLINEAR GENERALISED MINIMUM 
VARIANCE CONTROL LAW 

....................  249 

B.1.1. SIGNALS OF THE NGMV CONTROLLER 
DYNAMICALLY WEIGHTED 

....................  250 

B.1.2. SUBSYSTEM MODELS OF THE NGMV ....................  250 

B.1.2.1. OPTIMIZATION PROBLEM ....................  252 

C.1. LINEAR MODEL BASED PREDICTIVE 
CONTROL 

....................  226 

D.1. THE CAR ENGINE MODEL ....................  257 

D.1.1. DEVELOPMENT OF THE CAR ENGINE 
MODEL 

....................  257 

D.1.2. DYNAMIC MODEL OF THE THROTTLE 
ACTUATOR 

....................  259 

D.1.2.1. THROTTLE FLOW RATE MODEL ....................  260 

D.1.2.2. MODEL OF THE AIRFLOW SENSOR ....................  262 

D.1.2.2.1. ESTIMATION OF THE AIRFLOW 
PARAMETERS 

  262 

 

 



xv 
 

D.2. INTAKE MANIFOLD DYNAMIC MODEL ....................  263 

D.2.1. DYNAMIC MODEL BASED ON MASS 
CONSERVATION LAW 

....................  263 

D.2.2. DYNAMIC MODEL BASED ON MASS 
AND ENERGY CONSERVATION LAW 

....................  266 

D.3. AIR MASS ESTIMATION IN THE 
CYLINDER 

....................  270 

D.4. AIR-FUEL RATIO AND FUEL DELIVERY 
MODEL 

....................  271 

D.4.1. FUEL INJECTION TIME DELAY ....................  272 

D.4.2. TRANSPORT TIME DELAY IN THE 
EXHAUST MANIFOLD 

....................  274 

D.4.3. TIME DELAY IDENTIFICATION IN THE 
EXHAUST MANIFOLD 

....................  277 

D.4.4. LAMBDA SENSOR DYNAMICS ....................  278 

D.4.5. FUEL INJECTION MODEL ....................  252 

D.4.6. DYNAMIC MODELS OF THE FUEL FILM ....................  279 

D.4.7. FUEL SYSTEM IDENTIFICATION ....................  280 

D.4.7.1.   MODEL 1 ....................  280 

D.4.7.2. MODEL 2  ....................  281 

D.4.7.3. MODEL 3 ....................  282 

D.4.7.4. CORRECTED MODEL 3 ....................  283 

D.4.8. ANALYSIS AND CONCLUSIONS FOR THE 
AIR-FUEL RATIO MODEL 

....................  262 

D.5. NET TORQUE MODEL ....................  285 

 REFERENCES ....................  291 
 



xvi 
 

List of Contributions 
 
Theoretical and application contributions were presented as contribution in the 

development of this thesis.  

 

Theoretical contributions: 

 

The theoretical fundaments and analysis of the Fuzzy Difference Equations were 

developed in: 

 

Pinto Castillo, S. E. and M. J. Grimble and R. Katebi (2011), Fuzzy Difference 

Equation founded in Neuro-Fuzzy Systems with Takagi-Sugeno-Kang Models, IEE 

Proceedings Fuzzy Set and Systems,(In preparation). 

 

• The main contribution of the article was to develop a novel analysis of the 

Neuro-Fuzzy Systems such as formal structure of a nonlinear difference equation. 

This development was founded in the NARX model structure.   It represents the link 

between the formal mathematics and the artificial intelligent approaches.   Further 

analysis and developments could be found in Chapter 2. 

 

The theory, analysis and design of the Neuro-Fuzzy Generalised Minimum Variance 

control algorithm were introduced in: 

 

Pinto Castillo S.E. and M.J. Grimble and R. Katebi (2004), Neuro-Fuzzy Generalized 

Minimum Variance for Nonlinear Systems, 2nd IFAC Symposium on System, 

Structure and Control, Mexico. 

 

• In this paper, for the first time, the Neuro-Fuzzy System was used for modelling 

purposes for the development of the Nonlinear Generalised Minimum Variance 

Controller. It was developed arranging the Neuro-Fuzzy System structure to a 

specific structure defined in the initial design of Grimble (2003).  

 



xvii 
 

Pinto Castillo S.E. (2004), Neuro-Fuzzy Generalised Minimum Variance Control 

Algorithm, Internal Report ICC-REP 214, Industrial Control Center, University of 

Strathclyde. 

 

• This internal report is an extended version of the Neuro-Fuzzy Generalised 

Minimum Variance control law. It included a deeper analysis of the Fuzzy Model, 

comparison between the nonlinear surfaces produced by the nonlinear model and 

Neuro-Fuzzy model.   This analysis was the main motivation for the development 

of the Fuzzy Difference equation on the Chapter 2. 

 

Pinto Castillo S.E. and M.J. Grimble and R. Katebi (2005), Self-Tuning Neuro-Fuzzy 

Generalized Minimum Variance Controller, 16th IFAC World Congress in Prague, 

Czech Republic, ISBN: 0-08-045108-X. 

 

• The aim of this paper was the inclusion of a fuzzy self-tuning mechanism in the 

original Neuro-Fuzzy Generalised Minimum Variance controller.  The self-tuning 

algorithm was developed obtaining the expert rules and after that developing a 

Mamdani’s Fuzzy structure where these rules where used as a self-tuning 

algorithm.  Further analysis and developments are included in Chapter 3. 

 

The analysis, design and application of nonlinear control techniques over to the 

Ballast plus the igniter and Lamp (Power Electronics Applications) were developed in: 

  

Osorio R., and M.A. Oliver and M. Ponce and S.E. Pinto and M. Juarez, and Reza 

Katebi and Mike J. Grimble (2005), Analysis and Design of Discrete-Sliding-Mode 

Control for a Square-Waveform-Ballast, 44th IEEE Conference on Decision and 

Control and European Control Conference, 0-7803-9568-9/05/$20.00 ©2005 IEEE. 

.  

 

• This paper was developed from the modeling, design, simulation and 

implementation of the Sliding-Mode Control System.   The main contribution of 

the control system designed was the reduction of the electronic components, 

making the implementation more sustainable.   In this article was applied a 



xviii 
 

discrete-time sliding mode control in a resonant ballast. The aim of the article was 

apply a nonlinear controller in order to improve the performance and make easier 

the implementation in a microcontroller.   

 

R. Osorio, S. E. Pinto, M. Ponce,M. A. Oliver, R. Katebi, M. J. Grimble (2005), 

Dimming Control Using Adaptive-Fuzzy-Sliding Surface for Square-Waveform 

Ballast, Congreso Nacional de Control Automático, CNCA'05, Mexico, ISBN 970-32-

4025-9. 

. 

 

• An Adaptive-Fuzzy-Sliding Surface was used to develop a Dimming Control 

System applied on an Square-Waveform Ballast.  The Adaptive-Fuzzy-Sliding 

Surface was designed by using an Adaptive PI Fuzzy control algorithm used by 

Pinto (2001).   It improved the performance of the no-resonant ballast and made it 

more robust against variation of the lamp parameters. 

 

• In the paper was developed a linear model of HID lamp useful for the design of 

linear controllers applied on non-resonant ballast. 

 

R. Osorio, N. Vázquez, C. Hernández, E. Rodríguez, S. E. Pinto, M. Juárez (2010), 

Electric Dynamic Modeling of HID Lamps for Electronic Ballast Design, IEEE 

Transactions on Industrial Electronics, Vol. 57 , Issue: 5, pp: 1655-1662, ISSN: 0278-

0046.  

• The aim of the article was introduce to the development of a simple dynamic 

nonlinear model of AID lamps with easy estimation of parameters using electric 

measurements. 

The analysis and design of the Nonlinear Model Based Predictive Controller based 

on Takagi-Sugeno-Kang Models were introduced in: 

 



xix 
 

O’Brien M. and S.E. Pinto Castillo and R. Katebi (2005), Model Based Predictive 

Control for Wastewater Application, 16th IFAC World Congress in Prague, Czech 

Republic, ISBN: 0-08-045108-X. 

 

 

• The two previous articles introduce a new algorithm of the Nonlinear Model Based 

Predictive Controller. It was founded in Takagi-Sugeno-Kang Fuzzy Structure and 

multiple models. This approach was based in dividing the nonlinear operating 

range in several sub-operating range.  As we know, we can solve a complex 

problem by solving several small problems, making sometimes more efficient the 

solution. Further developments were included in Chapter 6. 

 
 
 
 
 



xx 
 

LIST OF FIGURES 
 
 
Figure  Title Page 

2.1  Representation of a Feedforward Neural Network 12 
2.2  Representation of a Recurrent Neural Network 12 
2.3  Neuro-Fuzzy System with 2 Inputs and 1 Output 23 
2.4  Universal Approximators for Dynamic Functions 27 
2.5  Fuzzy System as Universal Approximator 28 
2.6  Magnet Suspended Above an Electromagnet 31 
2.7  Input Signal Applied to the Open Loop System 33 
2.8  Output Signal of the Open Loop System 33 
2.9  Block Diagram of the Dynamic MISO Neuro-Fuzzy Model 34 
2.10  Dual Process Simulator KJ 100 36 
2.11  Inputs signals: Inputs u1(t) and u2(t) are the red  line and the blue 

line 
37 

2.12  Outputs signals: Outputs u1(t) and u2(t) are the red line and the 
blue line 

38 

2.13  Block Diagram of the MIMO Neuro-Fuzzy Model 38 
2.14  Output signal of the KRi Dual Process Simulator KI 100 ( y1(t), 

red line ,the output signal 1 (ANFIS-output, blue line) and the 
output signal 1 due to the Fuzzy Difference Equation (dash-dot 
green line) 

39 

2.15  Output signal of the KRi Dual Process Simulator KI 100 ( y2(t)), 
red line and the output signal 2 (ANFIS-output, blue line) and the 
output signal 2 due to the Fuzzy Difference Equation (dash-dot 
green line). 

40 

3.1  Structure of the NGMV Controller Revisited 49 
3.2  Final Structure of the NGMV Controller 50 
3.3  Second Structure of the Nonlinear Generalised Minimum 

Variance Controller with Dynamic Weighting as a Nonlinear 
Smith Predictor with Internal Model 

51 

3.4  Final Structure of the Nonlinear Generalised Minimum Variance 
Controller Dynamically Weighted (Second Case) 

53 

3.5  Third Structure of the Nonlinear Generalised Minimum Variance 
Controller Dynamically Weighted as a Nonlinear Smith Predictor 
with Internal Model 

54 

3.6  Comparison Between the Nonlinear Plant without Delay and The 
Neuro-Fuzzy Model 

61 

3.7  Structure of the Neuro-Fuzzy GMV (NFGMV) controller 62 
3.8  Continuous Stirred Tank Reactor with Cooling Jacket 63 
3.9  Input Training Data in Open-Loop 65 
3.10  System Output (training Data) and Neuro-Fuzzy Model Output 66 



xxi 
 

3.11  Error Signal between the Training Output Data and the Neuro-
Fuzzy Model 

68 

3.12  Nonlinear Operating Surface of the Neuro-Fuzzy Model 73 
3.13  Operation of the Nonlinear Trajectory of the Continuous Stirred 

Tank Reactor with Cooling Jacket 
73 

3.14  Neuro-Fuzzy Model of the Continuous Stirred Tank Reactor with 
Cooling Jacket 

74 

3.15  Final Structure of the Neuro-Fuzzy Generalise Minimum 
Variance Controller 

75 

3.16  Output Signals of the Filter and NFGMV in the Tracking 
Reference Test 

76 

3.17  Error Signals of the Digital Filter and NFGMV in the Tracking 
Reference Test 

76 

3.18  Control Signals of the Digital Filter and NFGMV in the Tracking 
Reference Test 

77 

3.19  Output Signals of the Digital Filter and NFGMV in the 
Perturbance Rejection Test 

78 

3.20  Error Signals of the Digital filter and NFGMV in the Perturbance 
Rejection Test 

78 

3.21  Control Signals of the Digital Filter and NFGMV in the 
Perturbance Rejection Test 

79 

3.22  Output Signals of the Digital Filter and NFGMV in the 
Robustness Test 

80 

3.23  Error Signals of the Digital Filter and NFGMV in the Robustness 
Test 

80 

3.24  Control Signals of the Digital Filter and NFGMV in the 
Robustness Test 

81 

3.25  General Structure of the Self-Tuning Neuro-Fuzzy Generalised  
Minimum Variance Controller 

83 

3.26  Membership Function of the Variables ( )ke , ( )ke∆ , Pk  and ρ  86 
3.27  Membership Function of the Variable  87 
3.28  Final Structure of the Self-Tuning Neuro-Fuzzy Generalised 

Minimum Variance Controller 
88 

3.29  Output Signals of the Digital Filters and Self-Tuning NFGMV in 
the Tracking Reference Test 

90 

3.30  Output Signals of the Digital Filters and NFGMV in the 
Robustness Test 

91 

4.1  Basic Structure for a Spark Ignition Engine 95 
4.2  Summarized Block Diagram of Automotive Powertrain Engine 96 
4.3  Automotive Powertrain Engine Diagram 108 
4.4  Block Diagram of the Car Engine Model with a Multivariable 

Neurofuzzy Generalised Minimum Controller 
115 

    



xxii 
 

4.5  Open-Loop Car Engine Model Without the Lower Common 
Delay 

115 
 

4.6  Internal Structure of the Free Delay Neurofuzzy Model of the Car 
Engine 

116 

4.7  Input Signals Used to Identify of the Free Delay Neurofuzzy 
Model of the Car Engine 

117 

4.8  Output Signals Generated by the Car Engine Model (Thick Line) 
and the Output Signals Produced by its Free Delay Neurofuzzy 
Model (Thin Line)  

117 

4.9  Block Diagram of the Car Engine Model with Multivariable 
Feedforward Controller and Feedback Neurofuzzy Controller 
No.1 

120 

4.10  Input Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.1 

121 

4.11  Output Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.1 

122 

4.12  Output Signals of the of the Feedforward Controller and 
Neurofuzzy Controller No.1 

122 

4.13  Input Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.2 

124 

4.14  Output Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.2 

125 

4.15  Output Signals of the of the Feedforward Controller and 
Neurofuzzy Controller No.2 

125 

4.16  Block Diagram of the Car Engine Model with Multivariable 
Feedforward Controller and Feedback Neurofuzzy Controller 
No.3 

126 

4.17  Input Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.3 

127 

4.18  Output Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.3 

128 

4.19  Output Signals of the of the Feedforward Controller and 
Neurofuzzy Controller No.3 

129 

4.20  Input Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.4  

130 

4.21  Output Signals of the Car Engine Model with Feedforward 
Controller and a Neurofuzzy Controller No.4 

130 

4.22  Output Signals of the of the Feedforward Controller and 
Neurofuzzy Controller No.4 

131 

4.23  Block Diagram of the Car Engine Model with Multivariable 
Feedforward Controller and Feedback Neurofuzzy Controller 
No.5  

132 

4.24  Input Signals of the Car Engine Model with a Feedforward 133 



xxiii 
 

Controller and Neurofuzzy Controller No.5 
4.25  Output Signals of the Car Engine Model with a Feedforward 

Controller and Neurofuzzy Controller No.5 
134 

4.26  Output Signals of the of the Feedforward Controller and 
Neurofuzzy Controller No.5   

134 

4.27  Block Diagram of the Car Engine Model with Neurofuzzy 
Control System No.6 

135 

4.28  Input Signals of the Car Engine Model with Neurofuzzy Control 
System No.6 

137 

4.29  Output Signals of the Car Engine Model with Neurofuzzy Control 
System No.6 

137 

4.30  Output Signals of the Car Engine Model with Neurofuzzy Control 
System No.6 

138 

5.1  Block Diagram of Selected Topology with Nonlinear Control 
Stage 

142 

5.2  Ballast Simplifications 144 
5.3  Simulation Scheme in Simulink 148 
5.4  Wave Forms for Nominal Power (70W): (a) Typical Topology: 

Current Demanded (Top) and Output Voltage of Buck 
Converter. (b) Compact Topology: Lamp Current (Top) and 
Lamp Voltage (Bottom). 

149 

5.5  Dimming Test (from 100% to 50%), (a) Typical Topology: 
Current Demanded (Top) and Output Voltage of Buck 
Converter. (b) Compact Topology: Lamp Current (Top) and 
Lamp Voltage (Bottom) 

149 

5.6  Program Flow Diagram for the Discrete Sliding Mode Control 
Implemented in PIC16F876 Microcontroller 

150 

5.7  Experimental Results, Top to Bottom: Lamp Current and 
Lamp Voltage 

151 

5.8  Experimental Results, Dimming Test (from 100% to 50%), 
Top to Bottom: Lamp Current and Lamp Voltage 

151 

5.9  Experimental Results of the Igniter and Lamp: Igniter Pulses 
(Top), Lamp Voltage (Middle) and Lamp Current (Bottom) 

152 

5.10  Block Diagram of Selected Topologies 156 
5.11  Ballast Simplification, Typical Version 158 
5.12  Block Diagram of Electronic Ballast with Sliding-Mode Control 

with Adaptive-Fuzzy-Sliding Surface 
161 

5.13  Membership functions ,  and    166 
5.14  Membership function  168 
5.15  HID Lamp Model Introduced 171 
5.16  Dimming Test (100% through 60%), Lamp Resistance equal to 

RL, Current Reference (Top),  Lamp Current (Middle), Lamp 
Voltage (Down) 

172 



xxiv 
 

5.17  Dimming Test (100% through 50%), Lamp Resistance equal to 
130%RL, Current Reference (Top), Lamp Current (Middle), Lamp 
Voltage (Down) 

173 

5.18  Voltage-Variation Test [V], The Lamp 
Resistance = 130%RL:  (Top), Lamp Current (Middle) and 
Lamp Voltage (Down) 

173 

5.19  Heating Spots Produced by the Deformed Discharge Arc in a HID 
Lamp 

174 

5.20  Energy Flow Diagram for an HID Lamp 178 
5.21  Thermal Parameters of the HID Lamp (Transversal Point of 

View) 
179 

5.22  Equivalent Electrical Circuit of the Transfer Heat in the HID 
Lamps 

179 

5.23  Power and Heat Diagram in HID Lamps 179 
5.24  Glass Recipients of a HID Lamp 180 
5.25  Equivalent Resistance of the Lamp in Function of the Lamp 

Power : Experimental Results (Dashed Line) and Equation 
(5.55) (Continuous Line) 

183 

5.26  Test Circuit with Nonlinear Sliding Mode Controller 187 
5.27  Simulation Results, Dimming Test (100% to 50%), Top to Down: 

Current Reference, Lamp Voltage and Lamp Current Signals 
188 

5.28  Experimental Results, Dimming Test (100% through 50%), Top 
to Down: Current Reference, Lamp Voltage and Lamp Current 
Signals 

188 

6.1  Block Diagram of the Nonlinear Model Based Predictive 
Controller 

197 

6.2  Fundamental Concepts of the Model Based Predictive Controller 199 
6.3  Block Diagram of the Nonlinear Model Based Predictive 

Controller Founded on Fuzzy Structure 
201 

6.4  Fuzzy Membership Functions Dividing the Universe of Discourse 
in N Membership Functions 

203 

6.5  COST Benchmark System: Tanks 1 and 2 Fully Mixed, Tanks 3, 
4 and 5 Aerated, Followed by a Non Reactive Secondary Settler 

206 

6.6  Model Based Predictive Controller Applied in the COST 
Benchmark System: Dissolved Oxygen and Nitrate/Nitrite 
Control 

207 

6.7  Dissolved Oxygen Control (dotted line) vs. PID Control 208 
6.8  Nitrate Control (dotted line) vs. PID Control 209 
6.9  Dotted line: Unconstrained Case, Full line: Constrained Case 210 
6.10  Integrated Urban Wastewater System 210 
6.11  Fuzzy Membership Function for the Flow Q  213 

   
 

 



xxv 
 

6.12  Nonlinear Model Based Predictive Controller (full line) vs. Linear 
Model Based Predictive Controller (large dotted line), with 
Respect to Setpoint (small dotted line) 

214 

A.1.  Most Common Decomposition of Adaptable Nodes in an ANN 222 
A.2.  Two-inputs one-output Neuro-Fuzzy System used to apply the 

Gradient Descent or Backpropagation Algorithm 
233 

A.3.  Application of the First and Second Steps of the Hybrid Learning 
Algorithm in a Neuro-Fuzzy System 

237 

B.1.  Basic Structure of the Nonlinear Generalised Minimum Variance 
Controller Dynamically Weighted 

249 

B.2.  First Structure of the Nonlinear Generalised Minimum Variance 
Controller 

253 

 
D.1.  Block Diagram of the Spark Engine Model      

258 
D.2.  Block Diagram of the Free Delay Model for Identification      

272 
D.3.  Distribution of the Fuel Pulse Width Delay Timing      

273 
D.4.  Exhaust Manifold Delay Modelling      

275 
D.5.  General Engine Dynamics Block Diagram      

286 
D.6.   Block Diagram of the Car Engine Model with Multivariable 

Feedforward Controller 
     

287 
D.7.  Dynamic Behaviour of the Throttle Position TP and Mass Airflow 

Rate MAF with the Feed-Forward Control System 
288 

D.8.   Dynamic Behaviour of the Intake Manifold Pressure MAP and 
Fuel Pulse Width  FPW with the Feed-Forward Control System 

288 

D.9.  Dynamic Behaviour of the Brake Torque BT and Engine Speed 
RPM with the Feed-Forward Control System 

289 

D.10.  Dynamic Behaviour of the Normalized Air-Fuel Ratio  
(Lambda) with the Feed-Forward Control System 

289 

 



xxvi 
 

LIST OF ABBREVIATIONS 
 
 

Abbreviation  Meaning 

AC  Alternating Current 

A/F    Air-Fuel 

AFR  Air-Fuel Ratio 

AFSMC  Adaptive Fuzzy Sliding Mode Control 

AF_sp    Air-to-Fuel Ratio Set Point 

AI  Artificial Intelligence 

ANFIS  Adaptive Neuro Fuzzy Inference Systems 

ANFIS  Adaptive Network-based Fuzzy Inference Systems 

ANN  Artificial Neural Network 

AANN  Adaptable Artificial Neural Network 

ANNs  Artificial Neural Networks 

ASM  Activated Sludge Model 

BIO  Biological 

BP  Backpropagation 

BT  Brake Torque       

CAC  Cylinder Air Charge 

CCM  Continuous Conduction Mode 

CD  Direct Current 

CO  Carbon Monoxide 

CRI  Common Rail Injection 

CSTRCJ  Continuous Stirred Tank Reactor with Cooling Jacket 

DC  Direct Current 

DCM  Discontinuous Conduction Mode 

DISC  Direct Injection Stratified Charge 

DO  Dissolved Oxygen 

DSMC  Discrete Sliding Mode Control 

DSP  Digital Signal Processor 

ECS  Engine Control Systems 

ECU  Engine Control Units 

EGR  Exhaust Gas Recirculation 

ETC  Electronic Throttle Control 

FDE  Fuzzy Difference Equation 

FDEs  Fuzzy Difference Equations 

FFC  Feed-Forward Control 

FFNN  Feedforward Neural Networks 

FL  Fuzzy Logic 

FM  Fuzzy Mapping 

EKF  Extended Kalman Filter 

EMS  Engine Management System  

FMBPC  Fuzzy Model Based Predictive Controller 

FMPC  Fuzzy Model Predictive Controller 



xxvii 
 

FPW  Fuel Pulse Width 

FS  Fuzzy System 

FTP  Federal Test Procedure 

GA  Genetic Algorithms 

GD  Gradient Descent 

GDI  Gasoline Direct Injection 

GMV  Generalised Minimum Variance  

GNN  Gaussian Neural Network 

GPC  Generalised Predictive Controller 

HC  Hydrocarbons 

    Control Horizon 

HL  Hybrid Learning 

     Prediction Horizon 

HID  High Intensity Discharge 

JPL    Jet Propulsion Lab 

Lambda  Normalized Air to Fuel Ratio 

Lambda_sp    Normalized Air to Fuel Ratio Set Point 

LLMBPC  Local Linear Model Based Predictive Controller 

LMI  Linear Matrix Inequality 

LOLIMOT  Local Linear Radial Basis Function Network 

LSE   Least Square Estimator 

MAF  Mass Airflow 

MAP  Intake Manifold Pressure 

MBPC  Model Based Predictive Controller 

MIMO  Multiple Input Multiple Output 

MISO  Multiple Input Single Output 

MPN  Multilayer Perceptron Network 

MV  Minimum Variance 

N  Engine Speed 

  Engine Speed 

NARX  Nonlinear Autoregressive with Exogenous Input 

NARMAX  Nonlinear Autoregressive Moving Average 

NF  Neuro-Fuzzy 

NFDE  Neuro-Fuzzy Difference Equation 

NFS  Neuro-Fuzzy System 

NFM  Neuro-Fuzzy Model 

NFSs  Neuro-Fuzzy Systems 

NFGMV  Neuro-Fuzzy Generalised Minimum Variance 

NFMBPC  Neuro-Fuzzy Model Based Predictive Controller 

NGMV  Nonlinear Generalised Minimum Variance 

NMBPC  Nonlinear Model Based Predictive Controller 

NMPC  Nonlinear Model Predictive Controller 

NN  Neural Network 

NOx  Oxides of Nitrogen 



xxviii 
 

ambP   Ambient Pressure
 

Pamb  Ambient Pressure  

PCM  Driver or Engine Controller 

Pem  Exhaust Manifold Gas Pressure 

PI  Proportional – Integral 

  Intake Manifold Pressure 

PID  Proportional - Integral - Derivative 

PLM  Polytopic Linear Model 

RBF  Radial Basis Function 

RNN   Recurrent Neural Networks 

RPM    Engine Speed  

RPM_sp  Engine Speed Set Point  

SA  Spark Advance 

SD  Steepest Descent 

SDM  Steepest Descendent Method 

SG  Speed-Gradient 

SI  Spark Ignition 

SISO  Single Input Single Output 

SMC  Sliding Mode Control 

SP  Throttle Position Command 

STNFGMV  Self-Tuning Neuro-Fuzzy Generalised Minimum Variance 

TA  Throttle Angle 

ambT   Ambient Temperature 

Tamb
  Ambient Temperature 

Tcool  Coolant Temperature 

TDC  Top Dead Centre 

Tem    Exhaust Manifold Gas Temperature 

  Intake Manifold Temperature 

TITO  Two-Input-Two-Output 

Tman  Intake Manifold Gas Temperature 

TP  Throttle Position 

TSK  Takagi – Sugeno – Kang 

TWC  Three-Way Catalytic 

TWCC  Three Ways Catalysis Converter 

UWS  Urban Wastewater System 

VGT  Variable Geometry Turbocharger 

VTG  Variable Turbine Geometry 

VVT  Variable Valve Timing 

 



xxix 
 

 
LIST OF TABLES 
 
 

Table  Title Page 

3.1  Nominal CSTR Parameters Value 64 

3.2  General Information of the Neuro-Fuzzy Model 65 

3.3  Summarised Fuzzy Rules 71 

3.4  Fuzzy Rule of the Variables e(k), ∆e(k), kP  and ρ 85 

3.5  Fuzzy Rule of the Variable kI 85 

5.1  Fuzzy Rules Base used in the PI Fuzzy Controllers 167 

5.2  Fuzzy Rules Base used in the Adaptive Fuzzy Mechanism 169 

5.3  Equations for the Estimation of the Lamp Parameters 182 

6.1  Local linear subsystems, Sub-Operating Range andb  

Membership  Function 

204 

 
 
 



1 
 

 
Chapter 1 Introduction 

 
This chapter introduces the general background of this research project.  The arguments 

start in section 1.1., with the motivation and historical development of the Soft 

Computing.  It is a promising research area, which has been applied in the design of 

nonlinear control systems using intelligent modelling and control as presented in section 

1.2.   In the last decades, the formal mathematical justifications for the artificial 

intelligence approaches were almost impossible but the exponential increment of the 

applications shown a partial justification of the area. The real applications of the AI 

techniques are briefly introduced in the section 1.3.  Finally, the last section 1.4 

describes the summarized contributions of this thesis. 

 
1.1. Soft Computing Approaches 

 

    The Soft Computing is a subset of the Artificial Intelligence algorithms.   AI was 

motivated initially to emulate the human decision and organic behaviour in order to find 

the real problems solutions.   As Soft Computing approaches are commonly recognized 

the Artificial Neural Networks (McCullock and Pitts, 1943; Hebb, 1949; Farley and Clark, 

1954; Rosenblatt, 1958; Rochester, et. al., 1956

Fraser

), the Fuzzy Logic (Zadeh, 1965; Mamdani 

and Assilian, 1975; Lee, 1990a; 1990b; Driankov, et. al, 1996), the Neuro-Fuzzy 

Systems (Sugeno and Kang, 1988; Lin and Lee, 1996;; Jang, 1992a; Brown and Harris, 

1994; Jang, et. al., 1997; Nauck, et al., 1997; Babuška, 1998; Babuška and Verbruggen, 

2003) and the Genetic Algorithms (i.e. intelligent optimizer) (Barricelli, 1954; 1957; 

Fraser, 1957;  and Burnell; 1970; Holland, 1975).  Based on these approaches 

have been developed a new generation of AI algorithms are called Bio-Inspired and 

Mimetic algorithms (Passino, 2004; Floreano and Mattiussi, 2008; Negoita and Hintea, 

2009).   Sometimes, when there is not an expert in the target process then the intelligent 

control algorithms represent a good alternative.   

 

   The real world has many physical phenomena which are not defined totally for its 

quantitative characteristic (or differential equations). Sometimes, our senses are not 

enough for the description of these phenomena.   Because of that, Soft Computing 

http://en.wikipedia.org/wiki/Alex_Fraser_(scientist)�
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techniques are useful in order to develop a linguistic (qualitative) representation of the 

real phenomena to catch the uncertainties and reduce the level of complexity of the 

mathematical representations (Pinto, 2004).   

 

  Artificial Neural Networks (ANNs) are a data processing system with processing units 

called neurons connected between them by means of the weightings (synaptic).   The 

learning process performed in the ANNs is quite similar to the learning process in the 

cerebral neurons of the brain, taking the knowledge from the experience.   The 

knowledge is transmitted between the neurons through the synaptic connectors.  The 

dynamical behaviour of the ANNs is described by the structure of the network, the 

connection type of the weightings, the value of weightings and the type of node’s 

function.    The ANN is a nonlinear mapping from input-output data using its adaptive 

characteristics. 

  

   Fuzzy logic is a nonlinear mapping able to represent many real world uncertainties 

expressed using expert knowledge the qualitative features.  Actually, the great 

functionality in Fuzzy Logic applications has been demonstrated by an exponential 

increment of the applications in several fields of knowledge (Pinto, 2001).   Fuzzy 

Logic is the way to use qualitative representations of the nonlinear process by means of 

fuzzy rules with linguistic variables (see chapter 2).   Highly nonlinear processes 

without an exact mathematical model can be replaced by a small amount of fuzzy rules. 

The Fuzzy rules have an antecedent part and a consequent part, where the consequent 

part defines the type of Fuzzy System (i.e. Mamdani’s and Takagi-Sugeno-Kang’s 

models).  The key to develop the Fuzzy rules is founded in dynamic information that 

can be obtained from specific variables (or states) of the nonlinear process.  The Fuzzy 

rules of the nonlinear plant define its Fuzzy model.   In Chapter 2, it is proved that the 

Fuzzy model is equivalent a formal mathematical model.   Fuzzy models are used to 

define nonlinear processes with state variables partially defined due to the uncertainties.  

 

   Finally, the Genetic Algorithms (GA) is an optimization method that uses genetic 

information of the data in order to find a solution for an specific cost function 

(Zbigniew, 1998; Chambers, 2000; Sakawa, 2005; Gen, et. al., 2008).   GA are closely 

related to the self-adaptive biological processes.  It analyzes the genetic information of a 

data population applying the rules of reproduction of the stronger parents (selection), 
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genetic crossover, heritage, and evolution (mutation) to pseudo-organisms, so those 

"organisms" can preserve the best genetic qualities and transferring those to the new 

generations. The performance optimization of a system by the best selection of its 

parameters, testing and fitting quantitative models are the most common issues of the 

GA.   

 

   Soft Computing techniques have been widely applied in identification, modelling, 

control, monitoring, fault detection and reconfiguration of nonlinear processes 

improving the performance simplifying the implementation procedure.  

 

1.2. Nonlinear Control Systems – Intelligent Control Approaches 

 

    Nonlinear control systems have always represented a hard problem to solve for the 

industrial (real) applications, especially when the processes are multivariable with time-

delay in the input or output paths.   Nevertheless, the nonlinear control approaches have 

a better performance than the linear (or conventional) controllers when the target 

processes are nonlinear. 

 

Control Engineering is a multidisciplinary profession that requires strong theoretical and 

practical skills.   The control engineer needs to know in advance the physical laws that 

govern the real application to be solved by a control system design and implementation.  

In other words, the control engineer needs to be an expert on the dynamic behaviour of 

the target nonlinear process.  An industrial control application involves the design and 

implementation using theoretical knowledge, software programming skills, 

mathematical analysis tools, electronic instrumentation and microcontroller technology, 

combining all the previous resources with the practical skills for the final step of 

implementation.  

 

Before any modelling, identification and control design, it is necessary to have the 

expert knowledge about the nonlinear process from the mathematical (i.e. differential 

equations) and/or qualitative (i.e. fuzzy rules) model of the nonlinear phenomenon.   An 

accurate nonlinear modelling is always reflected in a good performance index of the 

nonlinear control technique.  Depending on the nature of the nonlinear model, it could 

be developed from: 
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1. Physical equations and parameter identification, obtaining a mathematical model 

of the nonlinear process (called white box). 

2. Input-Output data obtained from measurements of the nonlinear process, 

obtaining a linguistic (qualitative) model, called black box.  These models are 

generally designing using ANNs and Look-Up table. 

3. Using both mathematical and linguistic models, called commonly hybrid model 

or model based on grey box. These models are founded on the combined model 

of differential equations with ANNs and/or Fuzzy Systems.  The Fuzzy and 

Neuro-Fuzzy models have been also defined as a gray box because the fuzzy 

rules given us a qualitative model with dynamic information (fuzzy difference 

equation) about the system, especially when it is used a NARX model (Pinto, 

2004; Pinto, et. al., 2009).  

4. Multiple Linear Models overlapped with Takagi-Sugeno-Kang Structure as the 

example designed by Pinto and widely explained in the chapter 6.   It was used 

in a multivariable example of nonlinear predictive controller published by 

O’brien, Pinto and Katebi (2005). 

 

After development of the nonlinear model, the second step to design the nonlinear 

controller.  Particularly, for this research project were used the Neuro-Fuzzy modelling 

as nonlinear models.   The Neuro-Fuzzy model will be used in the chapters 2, 3 and 4 

and the Multiple model will be used in the chapter 6.   

 

The nonlinear controllers are classified by designing them based on: 

 

• The formal mathematical properties and techniques (i.e. Lie Derivative, 

Passivity) of the nonlinear systems (Isidori, 1986; 1999; Schaft, 2000; Lu, et. al., 

2001; Astolfi and Marconi, 2007; Gasparyan, 2008; Osorio, et. al., 2005a).  

• AI approaches (Jan, et. al., 1997; Pinto, 2001; Cirstea, et. al., 2002; Pinto, 2005; 

Kovačić and Bogdan, 2006). 

• The combination between the AI approach and another control technique (Pinto, 

2004; Espinosa, et. al., 2005; Osorio, et. al., 2006b). 
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1.3. Industrial and Power Electronic Applications 

 

  The industrial processes are real applications with nonlinear dynamic behavior, 

multiple and/or multivariable loops inside of the subsystems (Luyben 1990; Marlin 

2000).   Also, the industrial applications have mass and energy transfer between 

processing units or sub-systems, which are commonly tanks, pipes, valves, pumps, 

compressors, condensers, boilers, reactors, motors, generators, heaters, heat exchangers, 

burners, turbines, coolers, separators, distillation columns, mixers and evaporators 

(Umez-Eronini, 1998).  

 

  The processing units are governed by some physical laws of mass and energy 

conservation and Newton´s momentum law.  In addition, there are expressions which 

describe the material behavior. All the laws before mentioned are used to find a model 

of the process for parameter identification and simulation purposes, but even with the 

physical laws there are always various degrees of uncertainty.  These uncertainties 

increase with the complexity of the model, especially for modeling of nonlinear and 

multivariable processes. 

 

Specifically the nonlinear and industrial applications considered were the Levitation 

System, Dual Process Simulator KJ 100, Continuous Stirred Tank Reactor with Cooling 

Jacket, Car Engine, A Ballast and Igniter plus Lamp and the Waste Water Treatment 

process.   All the applications will be explained in details in the corresponding chapter. 

 

1.4. Thesis Roadmap 

  

The main benefits obtained in this thesis include the theoretical and application 

developments.  The thesis was developed in order to carry out research in nonlinear and 

Neuro-Fuzzy control theory.   The amount of academic examples presented 

demonstrates the benefits of the developed theory.  

 

The contributions of each chapter are described as follow: 

 

• In Chapter 2, the theoretical foundation of the Artificial Neural Networks, the Fuzzy 

Logic and the Neuro-Fuzzy systems was revisited with original academic examples and 



6 
 

mathematical foundations (Pinto, 2005). The theoretical analysis of the different topics 

was widely explained using original examples in order to understand the way of data 

processing.  Moreover, the training methods applied to the Artificial Neural Networks 

and the Neuro-Fuzzy systems were described.   Finally, the main contribution was a 

novel theoretical and mathematical (with definitions and theorems) development of the 

Fuzzy Difference Equations.   This last section includes two academic examples of the 

Fuzzy Difference Equations.  

 

• In Chapter 3, the nonlinear optimal, self-tuning and Neuro-Fuzzy control algorithms 

were developed.   It starts with the theoretical foundation of the Neuro-Fuzzy 

Generalised Minimum Variance (GMV).    Using mathematical properties of the 

system, new structures were developed for the Neuro-Fuzzy GMV controller as a 

contribution in this Chapter.   Finally, two academic examples of the Neuro-Fuzzy 

GMV control and the Self-Tuning Neuro-Fuzzy GMV control were designed and 

applied to a Continuous Stirred Tank Reactor with Cooling Jacket (Pinto, et. al., 2004a; 

2004b; 2005). 

 

• In Chapter 4, the automotive powertrain model developed by Dutka (2005) was 

explained and simulated.   A Neuro-Fuzzy model of the car engine model was then 

developed in order to apply it to a Neuro-Fuzzy GMV Air-Fuel Ratio controller.   In 

addition, several Neuro-Fuzzy Air-Fuel Ratio control systems applied to the car engine 

were simulated in MATLAB/Simulink environment.  

 

• In Chapter 5, a nonlinear model of the Ballasts including the igniters plus the lamp 

model was developed and validated with the real process.   Moreover, a nonlinear 

controller using Adaptive Fuzzy Sliding Mode and Dimming Fuzzy Controllers were 

developed and applied. The results were compared with the real process of the Ballast 

with the igniter plus the lamp.  Finally, a stability analysis of the nonlinear model of the 

Ballast including the igniter plus the lamp model was developed.   

 

• In Chapter 6, a novel nonlinear predictive controllers was designed and developed for 

nonlinear processes.   The nonlinear predictive controller was founded on the multiple 
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model overlapping based on the Takagi-Sugeno-Kang structure. The nonlinear 

processes used for simulation was the Waste Water Treatment Plant (MIMO).    



8 
 

 
Chapter 2   Theory of Neuro-Fuzzy Systems 

 

2.1. Introduction                 

 

The aim of the chapter is to develop new Fuzzy Difference Equations based on the 

concepts of the Artificial Neural Networks, Fuzzy Logic and Neuro-Fuzzy Systems 

(NFS).   The mathematical reasoning used in the development of the Neuro-Fuzzy 

Difference Equations is a new and a formal way to show the signal processing used 

by the NFS. It drives to the origin of the novel and formal Fuzzy Difference 

Equations (FDEs), which are the main contribution of this chapter.  Also, the reasons 

behind to the FDEs development are to prove the existence of physical meaning, 

establish a link between the Artificial Intelligence and the formal mathematics 

opening a path for the formal analysis of convergence and stability of the NFS.  It 

could help to avoid the rejection of the formal Scientist and Mathematicians.  

 

This chapter is also concerned with the theoretical foundations of the NFS. 

Frequently, these systems are called ANFIS, which means either Adaptive Neuro 

Fuzzy Inference Systems or Adaptive Network-based Fuzzy Inference Systems (Lin 

and Lee, 1996; Jang et. al., 1997; Nauck, et al., 1997; Pinto, 2001).  The NFS uses a 

hybrid approach which has been used with success in many fields such as modelling, 

identification, control, signal processing, fault detection and isolation (Pinto, et. al., 

2003).  

 

This chapter starts with the description of the bases for the ANN and Fuzzy System 

(FS). This is followed by the way to process the information in the NFS using the 

algorithms of back propagation and the hybrid learning rule.  The off-line and on-line 

training methods are also described here. The ANNs cannot be represented neither by 

explicit mathematical equations nor expert rules and due to those it is frequently 

referred to as a “black box” method.   A complete analysis of several properties of 

the NFS (“gray box”) is also discussed from a different point of view.  The chapter 

also includes the development of the new vector form for the Gradient Descent 



9 
 

algorithm.  Finally, a novel equation for a formal Fuzzy Difference Equation was 

developed by means of the universal approximator property of the NFS. 

 

  

2.2. Artificial Neural Networks (ANN) 

  

The ANNs try to emulate the Learning Processes of the Neurons in the Brain in order 

to learn from experience (Bishop, 1995).  They are a mix between the adaptive 

control and identification techniques.   They have directional links connected 

between several nodes. The nodes represent a unit process. The links define the 

causal relationship between the connected nodes. The nodes may be either fixed or 

adaptive.   Process units are defined in the nodes as linear or nonlinear functions. 

Each single node is generated by a static node function with its incoming signals. A 

static mapping is developed from input(s) to output(s). They can generate a nonlinear 

mapping from data observations. An ANN is a processing system with neurons 

interconnected in a network by mean of the weightings (synaptics). The structures of 

the networks, value of weightings and the node’s functions define the behaviour of 

the Neural Networks (NN).  The first and the last layers are known as input layer and 

output Layer, respectively. 

 

2.3.   Applications of the Artificial Neural Networks 

 

As a universal approximator the ANNs can emulate the behaviour of nonlinear and 

complex systems, including system with time-varying delays (Pinto, et. al., 2004). 

The NN uses a nonlinear relationship (mapping) between the input and outputs in 

order to represent a nonlinear model in the discrete-time domain of a target plant. To 

guarantee an acceptable nonlinear mapping with high accuracy, it is necessary to 

apply the approximation theorem using lagged inputs and outputs.   

 

ANN would avoid the use of complex mathematical models and develop a nonlinear 

model with a good accuracy under a wider range of uncertainties (Pinto, 2006).   

Moreover, ANN is a nonlinear function because it is a composition function of the 
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linear functions in each layer of the network.   After the neuro (nonlinear) model is 

obtained, the neuro control techniques can be applied to the target process.    

 

There are many applications of the ANNs in the areas of Times Series Prediction 

(Bishop, 1996; Dorffner, 1996, Frank, et. al., 2001), Nonlinear Modelling and 

Identification (Psichogios and Ungar, 1992; Bhama and Singh, 1993; Dayan and  

Abbott, 2001; Hageman, et. al., 2003), Encompass simulation (Kilmer, et. al., 1999; 

Grassmann and Anlauf 1999), Prediction (Odom M. D. And R. Sharda, 1990; Reese, 

2000; 2001), Fault Detection and Reconfiguration (Rauch , 1994; Bernieri, et. 

al.,1994; Vemuri A.T.and  M.M. Polycarpou 1997; Khomfoi and Tolbert 2007; Xu, 

et. al., 2008), Nonlinear Control System Design (Ferrari  and Stengel 2002; Sato, 

2003; Ge and Zhang, 2003; Žilková, et. al., 2006), Adaptive Control (Zhang, et. al., 

2000; Thapa, 2001), Robust and Optimal Control (Yang and Chundi, 1999; Kim, et. 

al., 2007; Chatchanayuenyong and Parnichkun 2006), Nonlinear Regression (Veaux, 

et. al., 1998; Razi M. A. and K. Athappilly, 2005), Pattern Recognition (Bishop, 

1996; Ripley, 1996), Signal Processing (Hu and Hwang, 2001; Suah, et. al., 2003; 

Pande, et. al., 2008), Intelligent Agents (Lee, 2006; Anderson and Anderson, 2008; 

Balakrishnan and Honavar 2009), Condition Monitoring (Kaewkongka, et. al., 2001; 

Saxena and Saad, 2005; Mesquita Brandão, et. al, 2010), Economic (Hiemstra, 1996; 

Haefke, C. and C. Helmenstein, 1996) and Medicine (Malmgren, et. al., 2000; 

Maiellaro, et. al., 2004; M. Denaï, et. al., 2009, Ross, et. al., 2009).  

 

All of the ANNs structures are not suitable for use in control and modelling.   An 

important factor for the stability of a Neural Network is the optimization algorithm 

used for a specific learning algorithm.  The guarantee of convergence and the 

stability in the ANNs are the most important factors for a successful application.  The 

most common ANN applied in Modelling and Control is the Multilayer Perceptron 

Network (MPN) with the Radial Basis Function (RBF) in the hidden layer. 

 

The mathematical model of the MPN with Bias is defined by as follows: 

 

http://mitpress.mit.edu/catalog/author/default.asp?aid=7551�
http://mitpress.mit.edu/catalog/author/default.asp?aid=7052�
http://mitpress.mit.edu/catalog/author/default.asp?aid=7052�
http://www.amazon.com/s/ref=ntt_athr_dp_sr_1?_encoding=UTF8&sort=relevancerank&search-alias=books&field-author=Yu%20Hen%20Hu�
http://www.amazon.com/s/ref=ntt_athr_dp_sr_2?_encoding=UTF8&sort=relevancerank&search-alias=books&field-author=Jenq-Neng%20Hwang�
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where ( )tyiˆ   and  ( )tx  are the output vector and the inputs vector, respectively.  The 

weightings and bias are defined as{ }jilj Ww ,, ,  and { }0,0, , ij ww , respectively.  The 

inputs are clamped to 1 by means of the bias.  The activation (composition) functions 

are defined by ( )⋅if  and ( )⋅ig . 

 

There are two types of ANNs, which are the Feedforward Neural Networks (FFNN) 

and the Recurrent Neural Networks (RNN). The output of each node is propagated 

from the input to the output paths (always) in the FFNN.  An example of the FFNN 

is shown in Figure 2.1. In the RNN the output of some nodes are propagated to the 

same node which implies that this network is a dynamic system with memory due to 

the algebraic relationship between the input and output of the recurrent nodes.  The 

RNN is shown in Figure 2.2. The memory presents in the some nodes of the RNN 

imply time-delays in the feedbacks in these Networks. For obvious reasons, the 

difference between the FFNN and RNN is the type of connection between some of 

their nodes. 

 

There are different types of classification of the ANNs reported in the literature and 

these are classified in accordance to some criteria such as Learning methods 

(supervised and unsupervised), Architectures (feedforward and recurrent), Output 

types (binary and continuous), Node types (uniform and hybrid), Implementations 

(software and hardware), Connections weights (adjustable and hardwired) and 

Operations (biologically motivated and psychologically motivated) (Jang, et. al., 

1997). 
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Figure 2.1 Representation of a Feedforward Neural Network 

 

Figure 2.1 shows a connection between nodes in the previous layer and the next 

layers (i.e. connection from the node 6 to 11) and Figure 2.2. shows a connection 

between nodes in the next layer and the previous layers (i.e. connection from the 

node 12 to 7).  
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Figure 2.2 Representation of a Recurrent Neural Network 
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Several basic concepts about the ANNs are shown in Appendix A.1.  Examples for 

decomposition of adaptable nodes are shown in Appendices A.1.1.  After that, a 

briefly explanation of the training process of the ANNs was developed in the 

Appendix A.1.2.   

 

2.4. Fuzzy Systems 

 

Some physical phenomena in the real world cannot be expressed as a unique 

qualitative characteristic and it is necessary to define a partial form of two or more 

qualitative characteristics (Pinto, 2001).  Frequently, the target phenomena are 

described only with the qualitative characteristics (with implicit uncertainties) 

observed by the human senses.   Fuzzy logic provides the possibility of incorporating 

in a strict manner qualitative knowledge by means of fuzzy control.    Fuzzy control 

applies a mapping between the continuous space and the fuzzy space.  This allows us 

to catch the imprecision and uncertainties that are present in all real physical 

phenomena.  

 

The theoretical foundation of Fuzzy Logic (FL) was developed by Lofti A. Zadeh, 

using the concept of fuzzy sets, which are a generalization of conventional set theory 

(Zadeh, 1965).  Fuzzy sets were based on ideas from combined multivalued logic, 

probability theory, artificial intelligence (AI) and artificial neural networks (Pinto, 

2001).  FL has been criticised by some researchers because its mathematical 

treatment is quite different to the conventional mathematics (i.e. differential 

equations, algebraic formulas, etc).   There exist qualitative models which use fuzzy 

rules in order to develop the fuzzy difference equations developed in this Chapter by 

Pinto and partners (2010).   Fuzzy controllers are represented by means of fuzzy 

rules, which can reduce the computations required by conventional controllers.   A 

high number of conventional computations are reduced through the use of fuzzy 

rules, making implementations easier and efficient.      
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In general, FS have been used in control and identification of industrial process and 

in many other fields of the science (Pinto and Madrigal, 2001). There are numerous 

applications of the FS.  The most famous application is the Sendai’s Underground in 

Japan.  The FS include systems with any fuzzy structure mixed with another type of 

approach (Proportional Integral Derivative (PID) control, Nonlinear control, Optimal 

control, Robust control, etc).  

 

The most popular types of fuzzy systems are: Mamdani fuzzy model (Mandani and 

Assilian, 1974; Mamdani, 1975), Takagi-Sugeno-Kang (TSK) fuzzy model (Takagi 

and Sugeno, 1985; Sugeno and Kang, 1988), Tsukamoto fuzzy model (Tsukamoto, 

1979; Babuška, 1996), Singleton fuzzy model (Friedman, 1991; Jang and Sun, 1993; 

Brown and Harris, 1994).   

 

Fuzzy Mapping (FM) is a nonlinear mapping technique, which transform the crisp or 

continuous values in fuzzy values.  The aim of the FM is to reproduce the nonlinear 

surface of the target nonlinear plant.  FM is a concept extended over such areas as 

algorithms, learning theory, automatons, formal languages, pattern classification, 

probability theory and the decision making processes. In general, nonlinear systems, 

systems with uncertainties in the model, unknown model process, systems with 

delays, complex systems have been the most successful areas of the application of 

the FL.  A detailed explanation of the Fuzzy Systems is shown by Pinto (2001). 

 

2.5.  Neuro-Fuzzy Systems 

 

Neuro-Fuzzy Systems (NFS) (Jang, 1992a) were based on the Takagi-Sugeno-Kang 

(TSK) fuzzy models (Takagi and Sugeno, 1985; Sugeno and Kang, 1988). The NFS 

are a combination of the ANN and the Fuzzy Systems.  Also, they use feedforward 

adaptive networks in order to avoid the use of more complex asynchronously 

operated model.  The objective of the NFS is to take advantage of interpretability by 

expert rules and the automatic learning capabilities of the FS and the ANNs (Pinto, 

2004).  They built the qualitative models by means of the generation of fuzzy rules 

from input-output data.   
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The NFS system uses an optimization algorithm (i.e. Backpropagation (BP) or 

Gradient Descent (GD), Least Square Estimator (LSE), Hybrid Learning (HL), and 

Genetic Algorithms (GA)) in order to compute the antecedent (nonlinear) and 

consequent (linear) parameters. They also reduce the modelling errors produced by 

human experts caused by incompleteness of expert knowledge or difficulties 

generating the rules and catch all the modelling uncertainties (Mourot, et. al., 1999; 

Gorzalczany and Gluszek, 2000).  The input dimension of the NFS defines the size 

and complexity of the model, which grows exponentially.  Higher dimension of the 

inputs (> 4 inputs) create a high-dimensional problems, where the optimization 

algorithm (i.e. BP or GD) may lead to local minimum solutions instead of the global 

minimum.  The qualities of the input-output data are an important factor to guarantee 

the generation of an optimal model.  In other words, the input-output data have to 

cover all operating ranges and they do not have to include noise.   

 

2.5.1. Nonlinear System Modelling 

 

Continuous nonlinear plants are commonly obtained in a discrete-time structure 

using the NARX (nonlinear autoregressive with exogenous input) input-output 

model, which is a nonlinear causal model normally used to obtain an approximate 

representation of a target nonlinear plant (Nørgaard, et. al., 2003; Babuška and 

Verbruggen, 2003): 

 

( ) ( )( )kFky x=                                                                                                         (2.2) 

 

with 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] TNudkudkudkuNykykykyk −−−−−−−−= ,,1,,,,2,1 x   

(2.3) 

 

where  ( )ky  and ( )kx  are the current output approximated in the time instant k  and 

the regressor vector expressed as a function of lagged inputs and outputs.  The 
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constants Ny  and Nu  are degree of the output and input signals. The delay from the 

input signal to the output signal is expressed as “ d ”.   

 

Based on equations (2.2) and (2.3), the predicted output of the system can be 

expressed as follows: 

 

( ) ( )( )11 +=+ kFky x                                                                                             (2.4) 

 

and  

 

( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] TNudkudkudkuNykykykyk 1,,,1,1,,1,1 +−−−+−+−−=+ x
       (2.5) 

 

If the nonlinear system to identify is a single-input single-output (SISO) model then 

the NARX model is a multiple-input single-output (MISO) model. In order to apply 

this identification technique with success, it is necessary to know in advance the 

degree of the plant ( Ny  and Nu ) and the delay “ d ”of the nonlinear system.  The 

degree of the plant defines the amount of delayed inputs and outputs signals to be 

used.  If the nonlinear system to identify is a multiple-input multiple output (MIMO) 

system then the NARX model has a MIMO (or several MISO models defined by the 

amount of the outputs) structure.  Frequently, the model represented by equations 2.4 

and 2.5 is used as predictive model of the nonlinear plant. 

 

2.5.1.1.Neuro-Fuzzy Models 

 
A Neuro-Fuzzy system will use its interpolation capacity of the local linear models in 

order to approximate the target nonlinear system. TSK Fuzzy models are in essence a 

Neuro-Fuzzy System (Pinto, 2004).   The linguistic or qualitative modelling was the 

first name adopted by the fuzzy modelling (Sugeno and Yasukawa, 1993).  The 

linguistic model for the TSK fuzzy model was defined as follows: 
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( ) ( ) ( )( ) NikfkythenAkR
Consequent

ii

tAntesceden

ii ,,2,1isIf: 
  

== xx                                     (2.6) 

 

with    ( ) UXRk p ×⊂∈x     and     ( ) Rky ∈  

 

where iR , ( )kx , iA  are the i-th fuzzy rule, the regressor vector and the i-th 

antecedent of the i-th fuzzy rule.  ( )kx  and iA  define the antecedent part of the fuzzy 

rule.  N is the total amount of the fuzzy rules.    ( )kyi  is the i-th local model or 

consequent part.   The i-th antecedent fuzzy iA  is expressed by a multivariable 

membership function defined by: 

 

( )( ) [ ]1,0: →p
A Rk

i
xµ                                                                                           (2.7) 

 

The target nonlinear model is approximated with the contribution of each local 

model in the fuzzy subset UX × .  Equation (2.7) is used to split the input space into 

p-subfuzzy areas.  Expressing equation (2.6) with univariate membership functions 

splitting the regressor vector with fuzzy relationship of conjunctions is obtained the 

following equation: 

 

( ) ( ) ( )
( ) ( ) ( )

( ) ( )( ) ( ) ( )( )kykykfky
ANukuAkyAku

ANykyAkyAkyR

iiii

NuiNyiNyi

Nyiiii

xx ==

−−

−−−

++

,then

isandis2andis

andisandis2andis1If:

21

21





            (2.8) 

 

The mathematical structure of the TSK fuzzy models was defined as follows: 

 

( ) ( )( ) ( )( )∑
=

=
N

i
ii kykky

1
xxγ                                                                                    (2.9)  

with 
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where ( )ky , ( )( )ki xγ and ( )( )kyi x  are the output signal, the i-th normalized degree 

of fulfilment and the i-th local lineal model.  ( )kx  is the regressor vector.  jx   is the 

j-th input signal. jic  and jiσ  are the  i-th parameters of the membership function in 

the j-th subfuzzy area. 

 

The equation (2.9) could be also expressed as follows: 

 

( )
( )( ) ( )( )

( )( )∑

∑

=

== N

i
i

N

i
ii

k

kyk
ky

1

1

x

xx

β

β
                                                                                 (2.11) 

 

( )( ) ( )( ) ( )( ) ( )( )NukyNykykyk
NuNuiii AAAi −××−×−=

++ 111
1 µµµβ x                   (2.12)                                                      

 

 where the degree of fulfilment is defined as ( )( )ki xβ . Equation (2.12) uses the 

product operators in order to compute the minimum value of the degree of fulfilment 

(Pinto, 2001).  Another choice is to compute the degree of fulfilment by computing 

the minimum of the membership functions of the ( )( )1
1

−ky
iAµ , ( )( )Nyky

iA −
1

µ , ... 

( )( )Nuky
NuNuiA −

++ 1
µ . 

 

The structures of the local lineal models in the TSK fuzzy model define its 

classification. The local linear models are defined as follows: 

 

( )( ) ( )kky T
ii xax =                                                                                                   (2.13) 
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( )( ) ii bky =x                                                                                                           (2.14) 

 

 ( )( ) ( ) i
T
ii bkky += xax                                                                                            (2.15) 

 

where ia and ib  are the i-th parameter vector and the i-th offset constant  of the local 

model.  Equations (2.13) and (2.14) define the homogeneous local linear models and 

local linear singleton (weighting).   Equation (2.15) defines the piece-wise local 

linear models or Polytopic Linear Model (PLM).    A complete analysis about PLM’s 

properties was exposed by Angelis (2001).   TSK models represent one of the most 

used models for identification, modelling, control, condition monitoring and fault 

detection (Pinto, 2004; Pinto, 2006).   A more complete classification of the TSK 

fuzzy systems are shown in the Appendix A.2.   It shows the fuzzy rules and the 

linguistic model belonging to each TSK fuzzy system.   

 

2.5.1.1.1. Takagi-Sugeno-Kang Fuzzy Models 

 

Takagi-Sugeno-Kang (TSK) models were developed using local linear models, 

which are overlapping trying to produce smooth changes between the linear regions 

of the nonlinear process (Pinto, 2006).    

 

The last decade has been used to developed different mathematical analysis and 

development of the TSK models.  A complete analysis of the dynamic TSK fuzzy 

model based in local linearization using Taylor’s Series reveal that the local 

behaviour of the nonlinear system is only valid for an area near to the point selected 

for the linearization (Johansen, et. al., 2000).   

 

The properties as a universal approximator of the TSK fuzzy models was proved and 

studied in (Ying, 1995; Wang, 1997; Ying, et. al., 1999; Wang and Wei, 2000; 

Spooner, et. al., 2002).  Tanaka and Sugeno (1992) found a common symmetric 

positive definite matrix P for N subsystems, which defined the stability of the TSK 

fuzzy models.  One of the most important results of the previous papers was the 
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Tanaka’s stability theorem for TSK fuzzy systems.   A stability analysis of the 

second order fuzzy systems was developed by (Kawamoto, et. al., 1992).   A new 

methodology used to find the common matrix using the Linear Matrix Inequality 

(LMI) was developed by Tanaka (1995).  Xia and Chai (1995) used the ad hoc 

membership values in order to establish a stability condition.   

 

A control design and stability analysis were also developed by (Wang, et. al., 1995; 

Zhao, 1995) using the quasi-linear structure of the homogeneous TSK fuzzy models.  

Tanaka and partners (1996) studied the new stability conditions for the TSK fuzzy 

models applying Quadratic stability, ∞H control theory and Linear Matrix 

Inequalities (LMI).   Stability analysis frequency methods for MIMO TSK fuzzy 

models were studied in (Cuesta, et. al., 1999) in order to find multiple equilibrium 

points or limit cycles.  Some applications and studies using LMI were developed in 

(Tanaka and Wang, 2001). A stability analysis founded in multiple Lyapunov’s 

functions was studied in (Tanaka, et. al., 2003).  Kim (2004), studied a Bilinear 

Matrix Inequalities approach applied to the stability analysis of the Zero-Order TSK 

fuzzy models. 

 

Example of Takagi-Sugeno-Kang Model 

 

The best way to show the concept of the TSK fuzzy (ANFIS) systems is using an 

example of a TKS fuzzy system with 2 inputs, 4 fuzzy rules and 4 affine local linear 

models.   The input space was partitioned into 4 fuzzy regions, because of the 

amount of the inputs and fuzzy sets (Pinto, 2006). 

 

The Fuzzy model of the previous ANFIS defined is represented by four fuzzy rules 

and expressed as follows: 

 

:iR  If 1x  is iA  and 2x  is iB , then  iiii bxqxpy ++= 21 ;  .4.,,1 == NNi   

                                                                                                                              (2.16) 

 

Expressing the TSK fuzzy model by the final expression was obtained: 
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Expressing the previous TSK fuzzy model as affine linear model: 

 

by += xC                                                                                                         (2.18) 

where, 

( ) [ ] ( ) [ ] T
N

i
ii

N

i
iii xxbxxbqpxx 21

4

1
21

4

1
21 ,;, === ∑∑

=

=

=

=

xC γγ  

where x  and ( )21 , xxiγ  are the regressor vector and the normalized degree of 

fulfilment.  

 

The equivalent architecture of the corresponding Neuro-Fuzzy Model (NFM) is 

shown in the Figure 2.3, which have two input, one output and five layers. 
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Figure 2.3 Neuro-Fuzzy System with 2 Inputs and 1 Output 

 



22 
 

The training objective is based on the error comparing the output signal of the NFS 

with the output signal of the target plan to be identified.  Layer 5  produce a 

nonlinear function developed in detail in the Appendix A 2.2 with the equation 

(A.20).   Before the analysis of the NFS layer by layer was necessary to establish the 

following equality: 

 

( ) ( )2121 ,, xxxx ii ωγ =                                                                                            (2.19) 

 

where ( )21 , xxiγ  is the normalized degree of fulfilment.   The signal processing and 

the analysis of the variables in each Layer of the Figure 2.3 are shown in Appendix 

A.2.2.   It shown how the direct and invert fuzzy mapping is developed, proving that 

the output of the NFS is a nonlinear function.    

 

2.5.2. Training Methods for Fuzzy Systems 

 

The training methods most generally used in NFSs are the same ones used to train 

the ANNs because the NFSs are in essence a hybrid combination between the ANNs 

and Fuzzy Systems (Pinto, 2005).  The optimization techniques usually used are the 

Steepest Descent (SD) (also called Gradient Descend (GD) or Backpropagation 

(BP)) algorithm and the Hybrid Learning (HL) approach.  The HL rule is a 

combination of the BP (or SD) algorithm and the Least-Square Estimator (LSE).   

Both BP and HL methods are used in identification, modelling and control.   

 

First at all, the input and output variables of the nonlinear process have to be 

identified in order to select the input and output signals of the NFSs.  In the present 

section the GD method was developing using a matrix approach and it was described 

by equations (2.20) to (2.23), making easier the application of the GD optimization 

algorithm.   The gradient descend matrix approach was developed for the NFS shown 

in Figure 2.3 (with 2 inputs signals).  Based on the analysis of the GD algorithm the 

new matrix form for the GD Algorithm was developed (one of the chapter 

contribution).  It was developed as follows: 

 



23 
 

[ ] T
lljl ff 4,1,, ,,=f                                                                                            (2.20) 

where ( )iiiilil bxqxpxf ++= − 21,1,        .4,,1=i    4=l                               

 

[ ]T
lljl 4,11,1,1 ,, +++ ∈∈= E                                                                                   (2.21) 

[ ]T
lljl 4,1,, ,, ∈∈= E                                                                                          (2.22) 
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where jl ,E  and jl ,1+E are the backpropagation error vectors of the ( ) thl _1+  and 

thl _  layers. 










∂

∂

jl

jl

,

,

x
f

J  is the Jacobian matrix of the activation function of the thl _   

layer. The number of the layer and the node are defined by l  and j , respectively.   

 

The training methods are easily explained in Appendix A.3.  An example for the 

application of the Backpropagation (or Gradient Descent) algorithm layer by layer 

was developed in Appendix A.3.2.    

 

As it is well known, in order to apply the LSE in the NFSs, it is necessary to define 

the complete system with the following structure: 

 

yA =θ                                                                                                                 (2.24) 

 

where A  and θ  are the constant parameter matrix and the unknown parameter 

vector, respectively.  

 

The BP (or SD) is applied to the antecedent (nonlinear) and LSE algorithm is applied 

to the consequent (linear) parameters in the HL algorithm.  The complete application 

of the HL algorithm is shown in Appendix A.3.3. 
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The NFS are in essence an ANN and a FS, taking from each approach the advantages 

in order to compensate the weaknesses of each other.  The NFS are a type of 

Nonlinear Adaptive Structure, able to learn as an ANN, using a different type of 

learning algorithm (Nauck, 1997).  Also, these can be expressed by Fuzzy Rules (IF 

THEN), making the physical meaning of the model more clear.  Jang and co-workers 

(1997) demonstrated that the speed of convergence of the NFSs is faster than the 

speed of convergence of the ANNs.  

 

In the next section a novel nonlinear difference equation based on the NFSs will be 

introduced.   This represents another tool for the formal analysis and design of 

stability and convergence.  

 

2.6. Neuro-Fuzzy Difference Equation 

 

The main contribution of the chapter was the development of the novel Neuro-Fuzzy 

Difference Equations (NFDE).   The NFDE were in essence developed using 

dynamic TSK fuzzy models with NARX model structure (Pinto, et. al., 2006; Pinto, 

et. al., 2010).    

 

NFDE are linguistic (or qualitative) models, which originate from expert rules 

obtained from the knowledge of the physical laws.   The NFDE are classified as gray 

box because the expert rules provide the NFS some physical meaning using a 

linguistic model.  

 

2.6.1.   State of the Art of Fuzzy Differential and Fuzzy Difference Equations 

 

Developing the fuzzy differential equations in order to obtain the model of a 

nonlinear system always has been the crucial point in the interpreting of the physical 

meaning, the analysis and the interpretation of the fuzzy models using the fuzzy 

rules.   The majority of the developments for the fuzzy equations have been on 

continuous time. Tanaka and partners (1992; 1996) presented one of the first fuzzy 

differential equations using the semiformal treatment (Fuzzy rules). Many 
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semiformal fuzzy differential equation were solved using some linear technique by 

Buckley (1990; 1991a; 1991b; 1992a; 1992b; 1995) and Zhang (1998a; 1998b).  

Buckley and Feuring (1999a; 1999b) studied the frequency/time domain methods for 

solutions of N-order and fuzzy partial differential equations.   

 

Leland (1995), considered the fuzzy differential equation with fuzzy inputs and fuzzy 

initial conditions as a fuzzy systems.  He obtained a partial differential equations for 

a membership function using a fuzzy sample path approach and obtained a fuzzy 

convex solution under sufficient continuous condition.   The concept of 

differentiation as a generality of the H-differentiability of Puri and Ralescu (1983), 

for the Cauchy problem of the fuzzy differential equations ( ) ( ) 00
' ,, xtxtxfx == , 

when ( )⋅f  is meant to fulfill the Lipschitz condition was developed by (Song and 

Wu, 2000). 

 

The Hurukawa´s derivative was used for the formulation of the fuzzy differential 

equations and the results did not reproduce the varied and rich behaviour of the 

normal differential equations (Phil, 2000).  Also, Phil studied the properties of 

stability (Lyapunov), attraction, and periodicity founded on the interpretation of 

differential inclusions.  The global existence of the solution for the fuzzy differential 

equation was proved for several results in (Song, et. al., 2000).  Park and Han (2000), 

used the Hasegawa’s functionals and successive approximation in order to show the 

existence and uniqueness of fuzzy solutions of the equations 

( ) ( )( ) ( ) nEuututfdttud ∈== 00,, .  New solutions for the first-order systems were 

introduced for the linear and nonlinear cases by (Bucley and Feuring, 2000a).  The 

solution to the nonlocal fuzzy differential equation using the contraction principle 

was proved using the existence and uniqueness theorem by Park and partners (2000).  

Two solution methods of the nth-order linear differential equation were presented in 

(Bucley and Feuring, 2001).  

 

Galavec (2001), presented the necessary and sufficient conditions for the problem of 

solvability and the problem of unique solvability for a fuzzy relation equation.   

Vorobiev and Seikkala (2002) developed a comparative analysis about the two 
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theories of the fuzzy differential equations and several new definitions of solutions 

for the fuzzy differential equations.  The study of unique solution or equilibrium 

point of the following fuzzy difference equation 

{ } ,2,1,1,0,1 ∈=+= −+ mandnxxAx mnnn , with nx  and A  are a sequence of 

fuzzy numbers and fuzzy number  was made in (Papaschinopoulos and 

Papadopoulos, 2002).    

 

Linear systems of fuzzy differential equations were used to present the theory of state 

transition matrices (Diamond, 2002).  Xue and Fu, (2002) established the existence 

of solution using Caratheodory condition for fuzzy differential equations with right-

hand side.  If a tangency condition is satisfied and there exist a maximal solution to 

an appropriate differential equation then there is a viable solution to differential 

inclusions (Agarwal, et. al., 2005). Takagi-Sugeno-Kang models have been used for 

representing some linear models and it has been demonstrated to be more realistic 

and reliable models (Mastorakis, 2004).  

 

2.6.2.   Development of Neuro-Fuzzy Difference Equations (NFDE) 

 

A previous work was the main motivation to find the Neuro-Fuzzy Difference 

Equation (NFDE) or Fuzzy Difference Equation (FDE) in the formal manner (Pinto, 

et. al., 2004).  A formal NFDE (or FDE) was founded using the property of a 

universal approximator of the neuro-fuzzy systems and the NARX model structure of 

nonlinear model (Pinto, et. al., 2006).  In this section the Neuro-Fuzzy Model was 

taken as a universal approximator and also as another alternative of solution for a 

difference equation in order to demonstrate its relationship with the formal 

mathematics. 

 

Definition 1.  A fuzzy model was defined without loss the generality as a multi-input 

single-output (MISO) system RVRUf n ⊂⊂ : , where the input space (Cartesian 

product) U is defined as n
j

n
jn RUXUUUU ⊂=×××= =121   and the output space 

is defined as RV ⊂  (Lee, 1990a). 
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Theorem 1 of the Universal Approximation Theorem (Wang, 1997).  A smooth 

real continuous dynamic linear or nonlinear ( )( )tg x  process was defined on the 

Universe of discourse U is a compacted set in nR  .  Moreover, there exists a fuzzy 

system ( )( )tf x  (for dynamic systems) and a small real constant 0>ε , such that  (see 

Figures 2.4): 

 

( )
( )( ) ( )( ) ε<−

∈
tgtf

Ut
xx

x
sup      (for a dynamic function)                                      (2.25) 

 

( )tx ( )ty( )⋅f

 
Figure 2.4 Universal Approximators for Dynamic Functions 

 

where t is the time and ( )•f  is a dynamic function and ( )tx is a regressor vector 

which contain dynamic information of process (states, inputs and outputs). This 

theorem is based on the proof of the Stone-Weierstrass Theorem (Wang, 1997).   

Proof: See Appendix A.4.  

 

Theorem 2 (Stone-Weierstrass).   Let Z be a set of teal continuous function on a 

compact set U. If (i) Z is an algebra, that is, the set Z is closed addition, 

multiplication,  and  scalar multiplication; (ii) Z separates points on U, that is, for 

every yxUyx ≠∈ ,, , there exist Zf ∈ such that ( ) ( )yfxf ≠ ; and (iii) Z vanishes 

at no point of U, that is, for each Ux∈  there exist ∈f  Z such that ( ) 0≠xf ; then 

for any real continuous function ( )xg on U and arbitrary 0∈> , there exists Zf ∈

such that ( ) ( ) ε<−∈ xgxfUxsup . Proof: See Rudin (1976).  

 

Definition 2.  A universal approximator called Neuro-Fuzzy (Takagi-Sugeno-Kang 

model) system ( )( )tf x  is represented by fuzzy rules as follows (Pinto, 2004): 
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( ) ( ) N
consequenttsantesceden

,2,1,i,btaythenAistIf:R i
T
iiii 

  
=+= xx                               (2.26)    

 

where iR is the i-th fuzzy rule, iA  is the i-th fuzzy set, ( )tx  is the regressor vector 

( )( )1++⊂∈ NuNyRXtx , iy  is the i-th linear model ( )Ryi ∈ , ia  is the i-th consequent 

parameter vector, ib  is the i-th scalar offset and K  is the numbers of the rules.   

 

Theorem 3.   The Fuzzy system can approximate whatever smooth function if and 

only if it satisfies (Verdult, 2002): 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )NutututuNytytytyfty −−−−−= ,,1,,,,2,1         (2.27) 

 

12 +≤≤ NuNyNu                                       

 

where ( ) ( ) ( ) ( ) ( ) ( )NutututuNytytyty −−−−− ,,1,,,,2,1   are the time lagged 

inputs and outputs.  Ny and Nu define the order of the some state-space system.  

Figure 2.5 shows the Universal Approximator with its input-output signals.   

 

( )1−ty
( )2−ty

( )Nyty −

( )Nutu −

( )1−tu
( )tu





( )ty( )⋅f

 
 

Figure 2.5 Fuzzy System as Universal Approximator 

 

Note: Proof for Theorem 4 was developed in Appendix A.5. 

 

Definition 5: A continuous nonlinear systems of the form (2.3) can be expressed as 

discrete nonlinear systems represented by the following: 



29 
 

 

( ) ( ) ( )( )kkk uxFx ,1 1
1

1 =+                                                                                 (2.28) 

where  ( ) NyRk ∈1x , ( ) 1+∈ NuRku  

 

 

Definition 6.  A special type of Fuzzy system is the Neuro-Fuzzy system, which is a 

combination of a Fuzzy system and an Artificial Neural Network, which could be 

represented by following (Pinto, 2004):  

 

( ) ( )( ) ( )( )∑
=

=
K

i
ii tytty

1
xxγ                                                                           (2.29)                     
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and 

 

                                                            (2.31)
 

 

and 

 

( )( ) ( ) i
T
ii btty += xax                                                                                  (2.32) 

 

and 

 

( ) ( ) ( ) ( ) ( ) ( )[ ]TNuNy 1tu,,1tu,tu,ty,,1tyt +−−−−= x                                            (2.33) 
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where ( )( )ti xγ  is the i-th nonlinear function of the weighted average of the regressor, 

( )tx  is the regressor vector and ( )ijijiijA cx σµ ,;  is the membership function with a 

Gaussian function and ( )( )txyi  is the i-th linear function, ix  is the i-th input and ijc

and ijσ  are the i-th set of fuzzy parameters in the j-th membership functions. 

 

Theorem 4.  A nonlinear plant is represented by a dynamic NARX model using a 

Neuro-Fuzzy system, which defines a Fuzzy Difference Equation, and an optimal 

solution for the dynamic system.   The Fuzzy Difference Equation for SISO systems 

is represented as follows: 

( ) ( ) ( ) i

N

i
i

Nu

j

j
i

N

i
i

Ny

j

j
i

N

i
i bjtucjtyaty ∑∑ ∑∑ ∑

== == =

+−+−=
10 11 1
γγγ                                (2.34a) 

or  

𝑦(𝑡) = ∑ 𝛾𝑖𝑁
𝑖=1 � ( ) i

T
i bt +xa �                                                                          (2.34b) 

 

where j
ia , j

ic and ib  are the ijth optimal parameters of the affine-linear model. 

( )jty −  and ( )jtu −  are the delayed outputs and inputs.  Ny and Nu  define the 

order of the nonlinear system. N is the amount of the fuzzy rules. For simplicity the 

normalized degree of fulfilment ( )( )ki xγ  is expressed as iγ .    

 

In the case of MIMO systems the Fuzzy Difference Equation is expressed as follows: 

𝑦𝑀 = ���𝛾𝑖,𝑀 𝑎𝑖,𝑙,𝑀
𝑗

𝑁

𝑖=1

𝑁𝑦

𝑗=1

𝑚

𝑙=1

 𝑦𝑙(𝑡 − 𝑗) + ���𝛾𝑖,𝑀 𝑐𝑖,𝑧,𝑀
𝑗

𝑁

𝑖=1

𝑁𝑢

𝑗=1

𝑛

𝑧=1

 𝑢𝑧(𝑡 − 𝑘) 

          +∑ 𝛾𝑖,𝑀 𝑏𝑖,𝑀𝑁
𝑖=1                                                                                            (2.35a) 

or  

𝑦𝑀(𝑡) = ∑ 𝛾𝑖,𝑀𝑁
𝑖=1 � ( ) Mi

T
Mi bt ,, +xa �                                                                    (2.35b)                                       

where M belongs to the Mth output signal. m and n are the mth input signal and the nth 

output signal.   𝑁𝑦 and  𝑁𝑢 define the order of the nonlinear system.  N is the 

numbers of the fuzzy rules. 
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See the proof of Theorem 4 in Appendix A.6. 

 

Example 2.1.    Fuzzy Difference Equation: Nonlinear SISO case 

 

The nonlinear system is a Magnet suspended above an electromagnetic, where the 

allowed movement is vertical.  It is shown in Figure 2.6.  

( )ty

( )ti

+

-

N

S

 
Figure 2.6 Magnet Suspended Above an Electromagnet 

 

The dynamic equation, which describes the nonlinear system, is expressed as: 

 

( ) ( )
( )

( )
dt

tyd
Mty

ti
M

g
dt

tyd βα
−+−=

2

2

2
                                                               (2.36) 

 

where ( )ty , 𝒊(𝒕), M , g , β  and α  are the distance of the magnet above the 

electromagnet, the current flowing in the electromagnet, the mass of the magnet, the 

gravitational constant, the viscous friction coefficient (depend of the material in 

which the magnet move) and the field strength constant, which is a function of the 

number of turns of wire on the electromagnet and the strength of the magnet.  The 

values for the constants are as follows: 

 

15;12;8.9;3 2 ==== αβsmgkgM                                                         
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The nonlinear dynamic system describes the position of a magnet suspended above 

an electromagnet, where the movement of the magnet is only allowed vertically.   

 

The input signal was generated (in a SIMULINK environment) by the addition and 

substraction of unit step signals combined with the white noise which covers all 

operating range as shown in Figure 2.7. The output signals obtained with the training 

data (red line), the ANFIS (blue line) and the fuzzy difference equation (dash-dot 

green line) are shown in Figure 2.8.  The simulation results are very similar (lines 

overlapping between them) for the ANFIS and the fuzzy difference equation 

compared with the training on data. The accuracy of the solution for the fuzzy 

difference equation depends the amount of the input signal initially chosen for the 

neuro-fuzzy system (ANFIS), which will be transformed to a fuzzy difference 

equation using the procedure described in this section.   Also, all the factors which 

affect the accuracy of the ANFIS, will also affect the solution of the fuzzy difference 

equation.  

 

The block diagram of the Dynamic MISO Neuro-Fuzzy model is shown in Figure 

2.9.  The MISO Neuro-Fuzzy model takes the lagged of the input �𝑖(𝑡)� and output 

�𝑦(𝑡)� signals to obtain the nonlinear model. It was used to identify the SISO 

nonlinear plant represented by the Levitation System.   After the training process, the 

dynamical behaviour of this structure should approximate the nonlinear plant.  
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Figure 2.7  Input Signal Applied to the Open Loop System 

 

 
Figure 2.8  Output Signal of the Open Loop System 
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MISO NEURO-FUZZY
SYSTEM

1−z

1−z

1−z

( )ti

( )1−ti
( )1−ty

( )2−ty

( )ty

 
Figure 2.9 Block Diagram of the Dynamic MISO Neuro-Fuzzy Model 

 

Membership functions build continuous nonlinear function by intervals (covering all 

operating range by sections of input space intervals).  There are four inputs signals 

�𝑖(𝑡), 𝑖(𝑡 − 1), 𝑦(𝑡)  and  𝑦(𝑡 − 1)� shown in Figure 2.9.  These membership 

functions develop the fuzzy mapping of the continuous (real) values and they are 

used implicitly in the normalised degree of fulfilment defined by the equation (2.39).  

 

The regressor vector ( )tx  and the set of input variables jx  for the nonlinear plant are 

defined as follows: 

 

( ) ( ) ( ) ( ) ( )[ ]Tyyii 2t,1t,1t,tt −−−=x                                                                               (2.37) 

 

( ) ( ) ( ) ( ){ }2t,1t,1t,t −−−= yyiix j                                                                                   (2.38) 

 

The normalised degree of fulfilment is expressed as follows: 
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For simplicity ( )kii γγ =  
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where the sets of nonlinear (antecedent) parameters are defined as follows: 

 

cij = {-0.9349, 3.951, -0.001585, 6.19, 0.001279, 6.187, -0.9355, 39.5} 

 

σij = {2.075, 2.074, 2.627, 2.625, 2.631, 2.625, 2.076, 2.076} 

 

i=1, 2, ..., 16; j =1, ..., 4.  

 

Finally, the output signal of the Neuro-Fuzzy model can be expressed as follows: 
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iiiiii

i
ii t
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ti

srqpyty γγ                                                             (2.40) 

 

 

with the sets of linear (consequent) parameters defined as follows: 

 

pi = {0.1945, -0.06183, 9.229, 3.829, -10.15, -3.579, 0.28, -0.04436, 0.4415, 

-0.2966,  -5.966, 3.703, 4.814, -3.074, 0.4214, -0.1752} 

 

qi = {1.426, -2.0306, 3.878, -4.017, 1.572, 16.56, 2.176, 5.445, 10.6, 0.284, -32.79, 

22.12, 4.792, -16.3, -4.008, 3.121} 

 

ri = {-0.404, 3.951, -1.697, 11.71, -1.557, -18.95, -1.129, -3.914, -10.34, 0.6775, 

17.04, -17.17, 8.741, 13.33, 4.271, -2.118} 

 

si = {-0.1427, -0.2246, -9.144, 0.9041, 9.922, -0.08219, -0.2224, -0.292, 0.1177, 

0.3572, 4.708, -2.8, -5.263, 2.024, 0.1556, 0.2275} 

 

ti = {0.1274, 1.268, -2.359, -12, 1.61, -1.289, -0.2396, -2.925, -1.881, -0.2108, 19.81, 

-16.26, -2.893, 17.01, 3.902, -0.239} 
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Simplifying the equation (2.40) will lead to the following neuro-fuzzy difference 

equation: 
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or 
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Equations (2.41) and (2.42) represent the fuzzy (nonlinear) difference equations of 

the nonlinear system.  The structure of the equation (2.42) was expressed like a fuzzy 

(nonlinear) filter.  The fuzzy difference equation is a MISO Neuro-Fuzzy model with 

16 fuzzy rules (called linguistic model) and it has the nonlinear dynamics of the 

target nonlinear plant (Pinto, 2006).  Theorem 4 was used as the fundamental to 

develop the Fuzzy Difference Equation for the nonlinear system.  For the particular 

nonlinear system were used only 2 membership functions, enough to obtain the 

Neuro-Fuzzy model.  The shape of the membership function is not important. 

 

 

Example 2.2    Fuzzy Difference Equation: Nonlinear MIMO Case – Real Time 

Application 

 
Figure 2.10 Dual Process Simulator KJ 100 
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The process selected is a MIMO nonlinear system, which was the  KRi Dual Process 

Simulator KI 100, which is shown in Figure 2.10.   

 

The simulator is able to produce a MIMO nonlinear process with several dynamic 

behaviours (KRI, 2006). For simplicity the variable “t” is the same as the sampling 

variable “k”. 

 

The input signals were generated combining a successive addition of unit steps signal 

with a white noise zero mean in order to produce the each input signal.   The 

combination process of the input signals was developed in LabView.  The input 

signals were feeding to each channel covering all operating range of the process (0-5 

volts).  Figures 2.11 and 2.12 show the inputs signals applied to process and the 

output signals produced for the process.   

 
Figure 2.11 Inputs signals: Inputs u1(t) and u2(t) are the red  line and the blue line, 

respectively. 
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Figure 2.12 Outputs signals: Outputs u1(t) and u2(t) are the red line and the blue line, 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.13 Block Diagram of the MIMO Neuro-Fuzzy Model 
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The MIMO NFS is divided in two MISO NFS, which interact with each other 

through the common delayed input and output signals.  The input signals and outputs 

signal of the NFS are shown in Figure 2.13.  Both MISO NFSs were training OFF-

LINE, only using the common input-output data obtained from the measurement of 

the KRi Dual Process Simulator KI 100.    

 

After the training process, the MIMO NFS was rebuilt with the structure shown in 

Figure 2.13.  The output signal ( )ty1  of the KRi Dual Process Simulator KI 100  is 

compared with the output signal obtained after the training process of the Neuro-

Fuzzy MISO System 1 and the respective Fuzzy Difference Equation in Figure 2.14.  

 

Individually, the Neuro-Fuzzy MISO System 2 was also trained with the 

corresponding input-output data and after that the output signal ( )ty2  of the KRi 

Dual Process Simulator KI 100  was compared with the output signal obtained after 

the training process of the Neuro-Fuzzy MISO System 2 and the respective Fuzzy 

Difference Equation in Figure 2.15.   

 
Figure 2.14. Output signal of the KRi Dual Process Simulator KI 100 ( y1(t), red line 

,the output signal 1 (ANFIS-output, blue line) and the output signal 1 due to the 

Fuzzy Difference Equation (dash-dot green line) 
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Figure 2.15. Output signal of the KRi Dual Process Simulator KI 100 ( y2(t)), red 

line and the output signal 2 (ANFIS-output, blue line) and the output signal 2 due to 

the Fuzzy Difference Equation (dash-dot green line) 

 

 

The normalised degree of fulfilment for the m-th Neuro-Fuzzy System can be 

expressed as follows: 
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with ( )km
i

m
i γγ =  and 2,1=m  

 

where the sets of the nonlinear (antescedent) parameters are the following: 

 
1

ija ={2.301, 2.728, 1.491, 0.8518, 2.166, 1.346, 2.839, 1.835} 
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2
ija ={0.3721, 2.352, 1.095, 0.7676, 3.063, 2.483, 2.19, 1.802} 

1
ijb ={3.059, 2.508, 2.294, 3.628, 2.25, 1.245, 4.172, 1.167} 

2
ijb ={0.5992, 3.447, 2.682, 3.78, 2.699, 2.826, 2.581, 1.479} 

1
ijc ={0.03985, 4.481, -0.4687, 3.89, 2.961, 4.949, 1.827, 4.984} 

2
ijc ={-2.326, 3.992, -0.8245, 3.755, -1.083, 3.949, 1.653, 5.189} 

 

The output signal of the m-th Neuro-Fuzzy system is expressed as follows: 
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with 2,1=m  

 

where the set of nonlinear (consequent) parameters are the following: 

 
1
ip  = {4.745, -6.339, -2.519, 3.533, 2.813, -1.186, -1.205, 0.5679, 3.489, 

-1.586,  -1.835, 0.8524, 4.808, -0.7754, -2.575, 0.4456} 

 
2

ip  = {-2.043, 63.3, -50.85, 1.75, -52.81, 18.96, -1.007, -0.2248, 13.88, 

36.02,  -1.831, -0.7073, 99.4, -13.2, 0.07675, 0.07909} 

 
1
iq = {-4.517, 6.4, 2.713, -3.668, 1.63, -0.7615, -0.9473, 0.4463, -2.072, 0.2868, 

1.313, -0.2061, -6.755, 3.238, 3.458, -1.78} 

 
2

iq = {-4.317, 39.12, 40.87, -5.931, -6.602, 7.405, -5.999, 0.4839, -19.44, 33.87, -

3.394, -0.3768, 25.08, -4.072, 1.61, -0.1389} 
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1
ir = {1.096, 0.9101, 0.7571, 1.452, 1.041, 1.046, 1.368, 1.084, -0.8136, 5.441, 

4.125, 2.342, 0.2451, 1.325, -0.9127, 1.499} 

 
2

ir = {3.167, -103.4, -1.998, -7.845, 28.09, 4.804, 3.889, -0.2515, 3.379, 0.5318, -

0.4071, 0.8625, -108.6, -33.59, -16.1, 56.02} 

 
1
is  = {-0.08116, 0.09364, 0.2906, 1.384, -0.00644, 0.4206, -0.2529, -0.4867, 1.562, -

0.8069, -3.175, -1.054, 0.6867, -2.748, 1.079, 0.3265} 

 
2

is  = {-0.2029, 49.46, 0.08933, -2.859, 16.1, -7.316, 3.572, 1.688, -2.787, -31.65, 

2.916, 1.065, -58.63, 38.06, -8.195, -1.598} 

 
1
it  = {0.2498, -0.431, 1.15, -9.384, -4.847, 0.7159, 1.773, 0.3515, -2.441, -5.45, -

2.325, -7.306, -0.4976, 7.423, 3.946, -1.268} 

 
2

it  = {2.295, 4.753, 9.094, 62.06, -10.26, -26.84, -2.145, -4.808, 4.43, 0.8439, 4.983, 

-1.77, 44.24, -28.07, 115.6, 13.51} 

 

 

From equation (2.46) the Multivariable Fuzzy Difference Equation was obtained for 

the MIMO nonlinear plant which is expressed by the following equation:  
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     (2.47) 

 

Equation (2.47) defines the explicit Fuzzy Difference Equation (FDE) for the 

nonlinear plant produced by the KRi Dual Process Simulator KI 100.    In this 

example and in Figures 2.11 and 2.12 the overlapping between the lines 

corresponding to the neuro-fuzzy systems and the fuzzy difference equations 
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expressed by the equation (2.47) were clearly observed.  Finally, the Fuzzy 

Difference Equation takes information about the discrete states of nonlinear model 

based on Theorem 5.   

 

 

2.7. Conclusions 

 

Fuzzy Difference Equations (FDEs) are an alternative approach to represent a neuro-

fuzzy system (NFS) with a good accuracy applied with the NARX models (with 

delayed inputs and outputs).  The mathematical structure is clearer using the FDE 

than the NFSs.  In addition, the only nonlinear term involved with the FDE is the 

normalized degree of fulfilment ( )( )kii xγγ = .  The linearization of the FDE by 

Taylor’s series gives the possibility of stability and convergence analysis.    
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Chapter 3 Nonlinear Generalised Minimum Variance 
Controller Using Neuro Fuzzy Structures 

 

 

3.1. Introduction             

     

This chapter is concerned with the design of the Nonlinear Generalised Minimum 

Variance (NGMV) Controller using Neuro-Fuzzy technique to represent the process 

nonlinearities.   The NGMV control algorithms described here are related with 

Artificial Neural Networks (ANNs) and Neuro-Fuzzy systems.  

 

In the implementation of the NGMV controller, the Artificial Neural Networks 

(ANNs) or Neuro-Fuzzy systems (NFSs) were used to approximate the nonlinear part 

of the algorithm and the solution of a specific Diophantine equation was used in order 

to find the linear part of the NGMV controller.   These are important parts of the 

implementation process for the NGMV control law.    Specific nonlinear models have 

been used to design self-tuning MV/GMV controllers with an explicit nonlinear 

MV/GMV control law (Anbumani, et. al., 1981; Zhang and Lang, 1988; 1989; 

Dochain and Bastin, 1984; Svoronos, et. al., 1981; Agarwal and Seborg, 1987; Kung 

and Womack, 1984).  NARMAX (nonlinear autoregressive moving average) 

polynomial models were developed in order to design a self-tuning GMV algorithm 

(Sales and Billings, 1990).  A nonlinear control weighting is included in the control 

variable in order to include this in the GMV performance index. 

 

This chapter describes the bases for several structures of the nonlinear generalised 

minimum variance (NGMV) controllers.  It is based on the specific type of modelling 

used (i.e. linear affine models, neural networks and neuro-fuzzy systems) to obtain the 

parameters for the control design and the type of penalization used over the nonlinear 

control systems (Pinto, 2004a).  The success of a control law depends on the accuracy 

and precision of the model obtained using physical laws, input-output data approaches 

and parameters optimization techniques.  Finally, the Neuro-Fuzzy Generalised 

Minimum Variance (NFGMV) controller was designed and applied.  The NFGMV 

controller was applied to a model of the Continuous Stirred Tank Reactor with a 
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Cooling Jacket. The NFGMV control was compared with a digital PI controller for 

tracking reference, perturbance rejection and robustness tests.   Also, a fuzzy adaptive 

mechanism was developed in order to tune the NFGMV control system on line.   

   

3.2.   Nonlinear Generalised Minimum Variance Control System 

 

Grimble (2003), developed the nonlinear generalised minimum variance (NGMV) 

controller (with dynamic weighting) for multivariable systems. This algorithm was 

developed for nonlinear minimum phase (or stable open-loop) systems with 

considerable time delays using a polynomial approach.    

 

The NGMV controller was developed taking the theoretical foundation and the 

structure of the Smith Predictor.   Separable linear and nonlinear components are 

assumed.   In general, the nonlinear model was divided into three parts: the linear 

function, the nonlinear function and the time-delay.   Appendix B.1. shows the basic 

concepts of the NGMV control law.  Theorem 3.1 summarises the NGMV optimal 

control law. 

 

Theorem 3.1 of the NGMV Optimal Controller (Grimble, 2003): 

 Following the derivation in Appendix B.1, 

 

The selection of the dynamic weighting cP  and cF  ensures the time-varying operator 

( )ckkc FWP − is a stable causal inverse. 

  

Diophantine equation: 

 

The stability of the NGMV controller is based on the solution of ( )00 , FG  with the 

( ) jkF <0deg  (minimum degree of 0F ) for the following identity: 

 

fcfkcdp DPGDFPA =+ 00                                                                                       (3.1) 

 

with the left coprime polynomial matrices pA  and cfP : 
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11 −− = APPA cncfp                                                                                                    (3.2) 

 

and the spectral factor fY  defined as follows: 

 

ff DAY 1−=                                                                                                         (3.3) 

 

where fD  is a polynomial matrix strictly Schur.  As a related formula the pseudo 

difference signal ( )tf  can be expressed as follows: 

 

( ) ( )tYtf f ε=                                                                                                        (3.4) 

 

where  ( )tε  is the zero-mean white noise of identity covariance matrix. 

 

Optimal NGMV control signal:  

 

The expression used in order to compute the optimal NGMV controller was expressed 

as follows: 

 

( ) ( ) ( )( ) ( )teYGPAFWYFtu fcdpckkf
1

0
111

0
−−−− −=                                                  (3.5) 

 

 

3.2.1.   Steps for Computing of the Optimal NGMV Control System: 

 

Step 1: Recalling equation (B.16) (from the Appendix B) of the optimal cost function:  

 

( ) ( ) ( )tuFtePt cc +=0φ                                                                                           (B.16) 

 

Step 2: Substituting equation (B.3) in equation (B.1) was obtained as follows: 

 

( ) ( ) ( ) ( ) ( )tdtutWtrte −−=                                                                                   (3.6) 
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Step 3: Substitution of equation (3.6) in equation (B.16) gives the following 

expression: 

 

( ) ( ) ( )( ) ( )( ) ( )tutWPFtdtrPt ccc −+−=0φ                                                           (3.7) 

 

Step 4: Substituting expressions (3.2), (3.3) and (3.4) in equation (B.18) gives: 

 

( ) ( ) ( ) ( )( ) ( )tutWPFtDPPAt ccfcfcdp −+= − εφ 1
0                                                  (3.8) 

 

Step 5: Substituting equation (3.2) for the product fcf DP  in equation (B.19) gives: 

 

( ) ( ) ( ) ( ) ( )( ) ( )tutWPFtGDPAtFt cckcdp −++= − εεφ 0
1

00                                      (3.9) 

 

Step 6: Obtain the expression for the zero-mean white noise of the of identity 

covariance matrix ( )tε  from equation (3.4) with the substitution of the equations (B.3) 

and (B.5), to give: 

 

( ) ( ) ( ) ( )( )tutWteYt f += −1ε                                                                                     (3.10) 

 

Step 7: Substituting equation (3.2) in equation (3.1) leads to: 

 

( ) ( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )tutWPFtutWteYGDPAtFt ccfkcdp −+++= −− 1
0

1
00 εφ              (3.11) 

 

Re-arranging and factorizing the previous equation the following expression can be 

derived: 

( ) ( ) ( ) ( ) ( )( ) ( )( ) ( )tuFtWPYGDPAteYGDPAtFt ccfkcdpfkcdp +−++= −−−− 1
0

11
0

1
00 εφ  

                                                                                                                              (3.12) 

or 

( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( )tuFtWYPPAGDPAteYGDPAtFt cfccdpkcdpfkcdp +−++= −−−− 1
0

11
0

1
00 εφ  

                                                                                                                              (3.13) 
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Combining the third term of equation (3.13) with equations (3.2) and (3.3) gives the 

following expression: 

 

00
1

00 FPADPGDDAPAGDYPPAGD cdpfcfkfcnpkfccdpk −=−=−=− −              (3.14) 

 

Substituting equation (3.14) in the equation (3.13) yields: 

 

( ) ( ) ( ) ( ) ( )( ) ( )tutWYFFteYGDPAtFt fcfkcdp
1

0
1

0
1

00
−−− −++= εφ                              (3.15) 

 

Substituting equation (B.14) in equation (3.7) and after factorizing with kD  leads to: 

 

( ) ( ) ( ) ( ) ( )( ) ( )( )tutWYFFteYGPADtFt kfckfcdpk
1

0
1

0
1

00
−−− −++= εφ                         (3.16) 

 

Computing the pseudo output k steps ahead predictor gives: 

 

( ) ( ) ( ) ( ) ( )( ) ( )( )tutWYFFteYGPAktFkt kfckfcdp
1

0
1

0
1

00
−−− −+++=+ εφ                 (3.17) 

 

By definition, the pseudo predictor ( )tkt +0φ is defined as follows: 

 

( ) ( ) ( ) ( )( ) ( )( )tutWYFFteYGPAtkt kfckfcdp
1

0
1

0
1

0
−−− −+=+φ                                    (3.18) 

 

In steady state, the value of the pseudo output ( )kt +0φ is expressed as follows: 

 

( ) ( ) ( ) ( )tFtorktFkt εφεφ 0000 =+=+                                                                (3.19) 

 

When there is a minimum variance value then the pseudo predictor ( )tkt +0φ is 

approximated to zero value, expressed as follows: 

 

( ) ( ) ( ) ( )( ) ( )( ) 01
0

1
0

1
0 =−+=+ −−− tutWYFFteYGPAtkt kfckfcdpφ                              (3.20)     
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Finally, from equation (3.20) the optimal NGMV control law is defined as follows 

(Grimble, 2003): 

  

( ) ( )( ) ( ) ( )( )teYGPAFtWYFtu fcdpckkf
1

0
111

0
−−−− −=                                                    (3.21) 
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Figure 3.1 Structure of the NGMV Controller Revisited 

 

Equation (3.21) represents the final structure of the NGMV controller as shown in 

Figure 3.1.  The calculation of the inverse ( )( ) 11
0

−− − ckkf FtWYF is not always possible, 

hence the control law should use concepts from the Smith predictor as follows: 

 

( ) ( ) ( ) ( ) ( )( )teYGPAtutWYFFtu fcdpkfck
1

0
11

0
1 −−−− −=                                               (3.22) 

 

The structure of the new controller is shown in Figure 3.2. 
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Figure 3.2 Final Structure of the NGMV Controller 

 

In order to modify expression (3.22) for the NGMV controller, dynamic weightings 

were necessary to modify the equation to: 

 

( ) ADDAY fff
1111 −−−− ==                                                                                      (3.23) 

 

substitute equation (3.6) in equation (3.22) to obtain: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )tdtutWtrYGPAtutWYFFtu fcdpkfck −−−= −−−− 1
0

11
0

1                 (3.24) 

 

Substituting equation (B.11) in equation (B.5) to obtain the following expression: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )tdtutWDtrYGPAtutWYFFtu kkfcdpkfck −−−= −−−− 1
0

11
0

1           (3.25) 

 

By factorizing equation (B.6), a new structure is developed to make the application of 

the Neuro-Fuzzy systems possible as follows: 

 

( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWYGDPAFFtu fcdpkfkcdpck −−+= −−−−− 1
0

11
0

1
0

1     (3.26) 

or  
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWYGDFPAPAFtu fcdpkfkcdpcdpck −−+= −−−−− 1
0

11
00

11                                     

                                                                                                                              (3.27) 

Substituting expression (3.15) in equation (B.20) gives: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWAPPAFtu fcdpkcfcdpck −−= −−−− 1
0

111                     (3.28) 

or 

( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWAPAPFtu fcdpkcfpcdck −−= −−−−− 1
0

1111                        (3.29) 

 

The control law defined by the equation (3.28) is shown in Figure 3.3. 
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Figure 3.3 Second Structure of the Nonlinear Generalised Minimum Variance 

Controller with Dynamic Weighting as a Nonlinear Smith Predictor with Internal 

Model.  

 

Substituting identity (B.18) in equation (3.29) to obtain u(t): 

 

( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWPPFtu fcdpkcncdck −−= −−−− 1
0

111                                (3.30) 

or 
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( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWPFtu fcdpkcck −−= −−− 1
0

11                                        (3.31) 

 

Equation (3.31) is the representation of the first structure of the NGMV control 

dynamically weighted as a nonlinear Smith Predictor with an internal model 

structure, which is shown in Figure 3.5.  This structure was obtained by introducing 

the disturbance model ( )td  and the delay matrix kD  in the feedback loop.   

 

Taking equation (3.30) and factorizing with the factor 1−
cdP  to obtain another 

expressions for the representation of the second structure of the NGMV control 

dynamically weighted as a nonlinear Smith Predictor with an internal model structure 

(see Figure 3.2): 

 

( ) ( ) ( ) ( ) ( )( )( )tdtrYGAtutWPPFtu fpkcncdck −−= −−−− 1
0

111                                          (3.32) 

or 

( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGAtutWPFPtu fpkcnckcd −−= −−− 1
0

11                                        (3.33) 

 

Another alternative of the controllers were developed by factorizing equation (3.22) 

with the common factor ( ) 1−
cdp PA , i.e.: 

 

( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )teYGtutWYFPAFPA

teYGtutWYFPAPAFtu

fkfcdpckcdp

fkfcdpcdpck

1
0

1
0

1

1
0

1
0

11

−−−

−−−−

−=

−=
                                    (3.34) 

 

By substituting equation (3.2) in equation (3.34): 

 

( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )teYGtutWYGDDPFPA

teYGtutWYGDDPPAFtu

fkfkfcfckcdp

fkfkfcfcdpck

1
0

1
0

1

1
0

1
0

11

−−−

−−−−

−−=

−−=
                         (3.35) 

 

Replacing equation (3.35) in equation (B.11) is obtained the following expression: 
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( ) ( ) ( ) ( )( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )( )teYGtuYtWGtWDPFPA

teYGtuYtWGtWDPPAFtu

ffkfcfckcdp

ffkfcfcdpck

1
0

1
0

1

1
0

1
0

11

−−−

−−−−

−−=

−−=
                     (3.36) 

 

Equation (3.36) shows the second case for the final structure of the NGMV controller 

dynamically weighted as shown in Figure 3.4. 
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Figure 3.4 Final Structure of the Nonlinear Generalised Minimum Variance Controller 

Dynamically Weighted (Second Case) 

  

Substituting equation (B.17) in equations (3.34) and (3.35) gives: 

 

( ) ( ) ( ) ( ) ( ) ( )( )( )
( ) ( ) ( ) ( ) ( )( )( )tdtrYGtutWYDPFPA

tdtrYGtutWYDPPAFtu

fkffcfckcdp

fkffcfcdpck

−−=

−−=
−−−

−−−−

1
0

11

1
0

111

                         (3.37) 

 

Expressions (3.14)-(3.37) include the free delay nonlinear model ( )tWk , which could 

be obtained by Look-up Tables, Neural Networks and Neuro-Fuzzy systems ( Pinto, 

et. al., 2004a; 2004b; 2005).   
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Figure 3.5 shows the third structure of the NGMV controller dynamically weighted as 

a nonlinear Smith Predictor with Internal Model, which belongs to equation (3.36).  

The previous structure was developed as a part of this research and it was not included 

in (Grimble, 2003).  
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Figure 3.5 Third Structure of the Nonlinear Generalised Minimum Variance 

Controller Dynamically Weighted  

 

 

Step 8: 

The dynamic control weighting was parameterized as follows (Grimble, 2008): 
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where ( )mjriij ,,1;,,10  ==<ρ  

 

The structure of the dynamic error weighting belongs to a decoupled MIMO PID 

controller and it has the following form: 
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where   ija  and ijb  ( )mjri ,,1;,,1  ==   are constants greater than zero. 
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where 0>ijδ  ( )mjri ,,1;,,1  == . 

 

An initial point of the selection for the dynamic weightings is a PID control system 

applied with success to the free delay nonlinear plant. In other words, the PID 

controller keeps the output signal stable.    The dynamic error weighting belongs to a 

decoupled MIMO PID controller because the internal interactions and nonlinearities 

were included in the free delay Neuro-Fuzzy model of the nonlinear process (Pinto, et. 



56 
 

al., 2004). The main weakness of this technique is the fact that the exact free delay 

nonlinear model and the time-delay have to be known in advance.  

 

3.3.    Neuro-Fuzzy Generalised Minimum Variance Controller 

The Neuro-Fuzzy GMV (NFGMV) controller was developed by Pinto, Grimble and 

Katebi (2004a; 2004b) based on the initial idea of Grimble (2003).   It was described 

in the previous section and also included several additional analyses in Appendix B.1.   

The NFGMV control law was based on the assumption that all nonlinear plants with 

delays could be represented by the product between a linear block and a nonlinear 

block affected in each output path by a common or minimum delay.   The important 

part of the algorithm is to know in advance: the common delay of each path and 

identify the free delay nonlinear model of the plant using Neuro-Fuzzy Systems.    

Nowadays, techniques for designing nonlinear controllers shown to have a radical 

improvement in the performance of conventional (linear PID) controllers because they 

are designed for the full operating range of the plant, instead of a specific operating 

point (Pinto, et. al., 2004a).  

The need to provide improved scalar and particularly multivariable control techniques 

has led to the wider use of optimal control design approaches, such as LQ, LQG and 

H∞ (Grimble, 1994).  The controllers were obtained by minimizing a cost function and 

have the advantage that the control signal can be weighted to obtain a more realistic 

design (Çağlayan, 1997). A simple Minimum Variance (MV) controller was 

developed by Åström and Wittermark for linear minimum-phase plants and later 

generalized to non-minimum phase, time varying and nonlinear plants (Åström, 1979; 

1995; Huang, 2002; Grimble, 2003). 

The cost function for the MV controller includes only the error signal (Åström, 1995; 

Karagöz, 2000) and it is defined as follows:  

 

( ){ }2
t tJ E r y= −                                                                                                   (3.42) 
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where {}⋅E  is the expectation operator. The Minimum Variance cost function was 

modified by Clarke and Gawthrop (1975) in order to obtain the Generalised Minimum 

Variance (GMV) controller, where the cost function includes the variances of both the 

error and control signals. Two possible definitions of the cost function are (Karagöz, 

2000): 

 

( ){ }2 2
t k t k tJ E r y uλ+ += − +                                                                                  (3.43)  

and 

( ){ }2 2
t k t k tJ E r y uλ+ += − + ∆                                                                               (3.44) 

 

Grimble (2001) introduced a slightly more general cost function, defined by: 

 

( ) ( )( ){ }2tuFtePEJ cc +=                                                                                     (3.45) 

 

where cP  and cF  are the error and control weightings, respectively.    

 

The control costing term enables the GMV controller to be used for non-minimum 

phase systems, whilst using a k-steps-ahead optimal control law (Pinto, et. al., 2004).  

The MV and GMV controllers have been commonly used to assess the performance 

of controllers by means of benchmarking techniques (Grimble 2002; 2003; 2004; 

Huang2002).   The GMV control law is also applicable for self-tuning control 

systems.   

 

Neuro-fuzzy modelling has proved to be successful for process modelling due to the 

robustness and fault-tolerance required for industrial applications.  This technique is 

appropriate for systems with strong nonlinear behaviour, high degree of uncertainties 

or systems without explicit mathematical model, or time-varying characteristics 

(Pinto, 2001; Pinto and Madrigal, 2001).   In addition, the technique makes it easy to 

develop models by means of a combination of empirical models, heuristics and real 

data.  A neuro-fuzzy model is a type of hybrid fuzzy system which is represented by 

fuzzy if-then rules in a neural network.  Neuro-Fuzzy systems can be interpreted and 
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analyzed as a Fuzzy system and trained as a neural network. Neuro-Fuzzy modelling 

uses local linear model in order to represent operating regime decomposition of the 

nonlinear plant (Verdult, 2002). 

 

In this algorithm the Neuro-Fuzzy Generalized Minimum Variance (NFGMV) 

controller, which is a combination of the GMV polynomial control approach and 

Neuro-Fuzzy based identification was designed and applied.   

 

3.3.1.   NGMV Control Law Dynamically Weighted 

 

The complete theoretical explanation and development about the NGMV controller 

dynamically weighted was developed in the Appendix B.1. and  Section 3.2.   

 

The final expression used in the controller was described in the equation (3.22) as 

follows: 

 

( ) ( ) ( ) ( ) ( )( )teYGPAtutWYFFtu fcdpkfck
1

0
11

0
1 −−−− −=                                               (3.22) 

 

Also, the control structure used was show in Figure B.2 of Appendix B.1. 

 

 

3.3.2.  Design of the Neuro-Fuzzy Generalised Minimum Variance Controller 

 

3.3.2.1.   Neuro-Fuzzy Modelling 

 

The Neuro-Fuzzy Generalized Minimum Variance Controller is considered nonlinear 

due to the contribution of the dynamic nonlinearities of the model used.   The fuzzy 

membership functions were defined by the weighted combination of the local models 

in order to approximate the nonlinear behaviour of the plant. The weighted validation 

describes which model or combination of model is active and appropriate in a certain 

operating regime of the plant. This universal approximator is the most used in 

nonlinear identification. 
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In order to obtain the dynamic model of equation (B.14) of Appendix B.1., the NARX 

input-output model was used: 

 

( ) ( )( )txfty =                                                                                                         (3.46) 

 

where ( )ty  denotes the output predicted at the future time instant and ( )tx  is the 

regressor vector, consisting of a finite number of past inputs and outputs:  

 

( ) ( ) ( ) ( ) ( ) ( )[ ]Tuy ntu1tutunty1tyt −−−−= x                                                                       (3.47) 

 

where the dynamic order of the system was represented by the number of lags un  and 

yn . Neuro-Fuzzy model is defined also as Takagi-Sugeno-Kang (TSK) model (Pinto, 

2001).  This model is defined by expert rules that describe the behaviour of the 

nonlinear system.   The rules have antecedents and consequents parts with a linear 

function of the input variables (Pinto, et. al., 2004): 

 

( ) ( )
N,2,1,i

,btaythenAistIf:R i
T
iiii

=
+= xx                                                                           (3.48)   

 

where iR is the ith fuzzy rule, iA  is the ith fuzzy set, ( )tx  is the regressor vector, iy  is 

the ith linear model, ia  is the ith consequent parameter vector, ib  is the ith scalar offset 

and K  is the numbers of the rules. 

 

The individual rules define the output ( )ty  by means of the weighted average of the 

rules.  It was defined by recalling equation (2.13) of Section 2.5.2.1: 
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xax
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β                                                                            (2.13) 

 

where the ( )xiβ  is the degree of membership of the ith rule. The input space was 

defined using different partly overlapping regions by means of the antecedent fuzzy 

sets.  These are local lineal models or local linear approximations of the nonlinear 
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system defined for the parameters ia  and ib . The (Neuro-Fuzzy model) dynamic 

input-output model was also defined by the first-order TSK model, expressed by 

equations (2.11), (2.12) and (2.17) of the Section 2.5.2.1.: 

 

           ( ) ( )( )∑
=

=
N

i
ii ytty

1
xγ                                                                                     (2.11) 
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and  

 

( ) i
T
ii bty += xa                                                                                                    (2.17) 

 

where ( )( )txiγ  is the ith nonlinear function and iy  is the ith linear function.   

 

Nevertheless, we can take the equations (B.14) and (3.47) and define the free time- 

delay nonlinear model as follows: 

 

( ) ( )( ) ( )( )∑
=

==
N

i
iikkm yttuWWty

1
10 xγ                                                                          (3.49) 

 

This equation justifies the use of the Neuro-Fuzzy systems and it was the best model 

technique to use for this approach (Pinto, et. al., 2004).  Identifying the nonlinear 

model without delay using the Neuro-Fuzzy model in open-loop represented the first 

step of the controller formulation.   It was necessary to obtain expert knowledge and 

register data of the system in order to obtain an acceptable operation surface by means 

of the Neuro-Fuzzy model.   The training method used was offline learning using the 

ANFIS Toolbox of MATLAB® (Matlab, 1999). 
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After training the Dynamic Neuro-Fuzzy model, it was compared with the plant to 

obtain the best model ( ) ( )( )0≅− tyty mp  as shown in the Figure 3.6. 

 

Nonlinear Plant 
without delay

( )typ

Neuro-Fuzzy Model

( )tu

( )tym

+
( ) ( )tyty mp −

kW

+

-

pW

  
 

Figure 3.6 Comparison Between the Nonlinear Plant without Delay and The Neuro-

Fuzzy Model 

 

3.3.3.   Computing of Parameters for the Neuro-Fuzzy GMV Controller 

 

To compute the parameters of the Neuro-Fuzzy GMV controller, the transfer 

functions of the reference and disturbance using equations (B.8) and (B.9) of 

Appendix B.1. are used and the power spectrum for the combined noise signal 

computed using equations (3.2), (3.3), (B.6) and (B.7) in order to obtain the strictly 

Schur polynomial fD . 

 

The control weighting was parameterized as follows: 

 

 
                                                                                                                               (3.50) 

 

where ρ , a and b are constants used to tune the high-pass filter (invertible and stable).   

The error weighting has the following form: 
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( )1
1 1

1
−

− −+
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+== zk
z

kk
P
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P d
I

p
cd

cn
c                                                                       (3.51) 

 

where dIp kkk ,, are the proportional, integral and derivative gains of a PID 

controller. When this PID controller stabilizes the free delay nonlinear plant, it was 

considered a starting point for the weighting selection. 

 

The next step is to define the Diophantine equation in equation (3.1) and solve it. The 

final step was to calculate the values of the blocks shown in Figure 3.7, which 

represents the structure of the Neuro-Fuzzy GMV controller.  
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Figure 3.7 Structure of the Neuro-Fuzzy GMV (NFGMV) controller. 

 

 

3.4.   Simulation Example 

 

The example used was a Continuous Stirred Tank Reactor with Cooling Jacket 

(CSTRCJ) model as shown in Figure 3.8.  

 

An irreversible exothermic reaction occurs in the model of a continuous reactor used 

for testing the performance of the Neuro Fuzzy Generalize Minimum Variance 

(NFGMV). The reaction was expressed as follows: 

 

BA →                                                                                                                   (3.52) 
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with a constant volume reactor cooled by a single coolant stream. The Nonlinear 

model of the Reactor was expressed by: 

                   

                Energy Balance Equation 
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and 

                 Mass Balance Equation 

                             

( ) ( ) ( ) ( )[ ] ( ) ( )








−+−+−=

+
tTR

EktCkktCtC
V

tq
dt

ktdC
dadaa

da exp0
0                (3.54) 

 

Table 3.1 shows the nominal parameter values in the model of the Reactor. For 

manipulating the Coolant flow rate ( )tqc  is controlled the measured concentration of 

the reactive A at the outlet stream ( )tCa . The time delay of the concentration is 

min5.0=dk . 

A B

q c(t)

Ca (t)

Qremoved

TC

TC(t)

q (t)
Caf(t)

 
 

Figure 3.8 Continuous Stirred Tank Reactor with Cooling Jacket 
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Table 3.1 Nominal CSTR Parameters Value 

 

Parameter Nomenclature Value 

Measured concentration aC  0.1 mol L-1 

Reactor temperature T  438.5 K 

Coolant flow rate cq  103.41  L min-1 

Process flow rate q  100  L min-1 

Feed concentration 0aC  1 mol L-1 

Feed temperature 0T  350 K 

Inlet coolant temperature 0cT  350 K 

CSTR volume V 100 L 

Heat-transfer term hA  7.0 x 105 cal min-1 K-1  

Reaction rate constant k0 7.2 x 1010  min-1  

Activation energy E/R 1.0 x 104 K-1 

Heat of reaction H∆  -2.0 x 105 cal mol-1 

Liquid densities cρρ ,  1.0 x 103 g L-1 

Specific heats pcCC,  1.0 x 103 cal K-1 

Sampling Time Ts 0.01s 

   

3.4.1.   Design of the Neuro-Fuzzy Model 

 

 The model of the reactor CSTRCJ was excited in open-loop with the function as 

shown in Figure 3.20. 

 

Figure 3.9 includes the training data of the Neuro-Fuzzy model.  In the process of 

training, it was necessary to select adequate training data choosing an input in open-

loop that covered the operating range to ensure a correct Neuro-Fuzzy modelling.  

 

In addition, the training process required the type membership function to be selected 

for the inputs and output and the number of fuzzy set per inputs, step size of training, 

enough number of pair of data for convergence, number of epoch (iteration), type of 
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optimization algorithm.  The general information of the Neuro-Fuzzy model is shown 

in Table 3.2. 
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Figure 3.9  Input Training Data in Open-Loop 

 

 

Table 3.2  General Information of the Neuro-Fuzzy Model 

 

Parameter Description 

Number of nodes 55 

Number of linear parameters 80 

Number of nonlinear parameters 24 

Total number of parameters 104 

Number of training data pairs 3000 

Number of checking data pairs 0 

Number of fuzzy rules 16 

Type of  input membership 

function 

gbellmf: Generalized bell curve membership 

function. 
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And method Product 

Or method Maximum 

Type of Fuzzy System Takagi-Sugeno-Kang 

Type of output membership 

function  

First order and linear 

Defuzzification method Weigthed average 

 

 

After training the best model was obtained and the responses are shown in Figures 

3.10 and 3.11.  The Reactor Temperature was not taking as output signal of the 

nonlinear plant because for this case the system is not a SISO system.  

 

0 50 100 150 200 250 300 350
0.04

0.05

0.06

0.07

0.08

0.09

0.1

0.11

0.12

0.13

0.14

Time [min]

O
ut

pu
t s

ig
na

ls
: C

a(
t):

 C
on

ce
nt

ra
tio

n 
[m

ol
/lt

]

Output signal of the System(Training Data)
Neuro-Fuzzy Model Output                  

 
Figure 3.10   System Output (training Data) and Neuro-Fuzzy Model Output 

 

In the training process, it is very important to select the appropriate data for 

identifying the best model without the problem of convergence in the optimization 

method.  The error between the plant and the Neuro-Fuzzy model should be a 

minimum or approximately zero.  After the training process, all the parameters of the 

Neuro-fuzzy model were found.  The difference between the correct model of the 

Reactor and the Neuro-Fuzzy model is shown in Figure 3.11. 
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3.4.2.   Membership Functions and Fuzzy Sets of the Inputs 

 

The type of fuzzy sets for the membership functions of the inputs is the “generalized 

bell curve membership function”.  These were defined as follows: 
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1

1,                                                      (3.55) 

where cba and,, are the nonlinear parameters of the antecedent part of the fuzzy 

rules. x is the input signal to be mapped into the fuzzy domain. 

 

The fuzzy sets of the layer 1 (fuzzy interfaz input) are defined as follows 

 

( ) [ ]( )12.83296.12,11 tqgbellmfG c=                                                                  (3.56)                                 

 

( ) [ ]( )9.108296.12,12 tqgbellmfG c=                                                                   (3.57)                     

 

The operating range for the input1 qc (t) (covered by G11 and G12) is the interval 

[83.12    109]. 

 

( ) [ ]( )05071.5206635.0,121 −−= etCgbellmfG a                                                        (3.58)      

 

( ) [ ]( )1326.0206627.0,122 −= tCgbellmfG a                                                          (3.59) 

 

The operating range for the input2 Ca (t-1) (covered by G21 and G22) is the interval [0    

0.1326]. 

 

( ) [ ]( )0577.4206623.0,231 −−−= etCgbellmfG a                                                       (3.60) 

 

( ) [ ]( )1326.0206629.0,232 −= tCgbellmfG a                                                       (3.61) 
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Figure 3.11   Error Signal between the Training Output Data and the Neuro-Fuzzy 

Model 

 

The operating range for the input3 Ca (t-2) (covered by G31 and G32) is the interval [0    

0.1305]. 

 

( ) [ ]( )08794.1245.54,141 −−−= etqgellmfG c                                                         (3.62) 

 

( ) [ ]( )9.108245.54,142 −= tqgbellmfG c                                                          (3.63) 

 

 

The operating range for the input 4 qc (t-1) (covered by G41 and G42) is the interval [0    

108.9]. 

 

The fuzzy sets G11 and G12 are part of input1 qc (t).  The fuzzy sets G21 and G22  are 

part of the input2 Ca (t-1).  The fuzzy sets G31 and G32 are part of the input3 Ca (t-2).   

The fuzzy sets G41 and G42 are part of the input 4 qc (t-1).  
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3.4.3.   Output Local Linear Models 

 

The membership functions of the local outputs were defined by local linear models for 

the Takagi-Sugeno-Kang Model (Pinto, 2001; Pinto, et. al., 2004).   The output local 

linear models were found after the training process and they are described using the 

equation (3.64). The output linear models were used in combination to represent a 

nonlinear sub-operation range of the model output. These models are similar to the 

difference equation (discrete state) and they are activated by means of the fuzzy rules.  

The operating range of the output linear model was the interval [0.05004  0.1326]. 

 

The general structures of the output local linear models are: 

 

( ) ( ) ( ) ( ) ( ) iciaiaiciai ttqstCrtCqtqptC +−+−+−+= 121                                       (3.64) 

i = 1,2, … N. 

 

where ( )tCai  is the n-ith linear output model, np , nq , nr , ns  , nt  are the nth 

parameters of the linear model and N defines the number of the fuzzy rules (i.e. N = 

16 fuzzy rules in this case).  The symbol “t” was chosen as a discrete time to avoid 

confusion with the time delay “k” of the nonlinear system.    

 

The output local linear models are represented by means of the equations (3.64) 

substituting with the following parameter sets:  

 

pi ={-0.636, -0.0006988, -0.1472, -0.00235, 0.07001, -0.00224, -0.0003219, 

0.0002053, 0.004346, 0.0006502, 0.01522, 0.0005565, -0.05639, 0.002772,                

-0.00194, 0.000009219} 

 

qi = {0.05138, 0.9238, -0.1259, -0.6986, 0.1722, 1.077, 0.292, 2.482, 0.09943, 1.004, 

0.04869, 0.5394, -0.02905, -0.5314, 0.09263, 2.371} 

 

ri = {-0.04837, -0.532, 0.1317, 1.51, -0.06777, -0.7305, -0.2191, -1.564, -0.03413,       

-0.4555, 0.1546, 1.683, 0.05032, 0.6653, -0.2292, -1.344} 
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si = {0.0099882, 0.000284, 0.01148, 0.001514, -0.0637, 0.001996, -0.001681,              

-0.01311, -0.002559, 0.001428, -0.008084, 0.0004889, 0.07041, 0.0000616, 

0.0007668, -0.0003219} 

 

ti = {0.03116, -0.2101, -0.02125, 0.1018, -0.0151, 0.05655, -0.04142, 0.1727, 

0.04353, -0.1858, 0.04075, -0.2947, 0.0464, -0.3323,-0.0203, 0.04551} 

 

3.4.4.   Fuzzy Rules of the Neuro-Fuzzy Model 

 

The fuzzy rules are the fuzzy equations for representing the free delay nonlinear 

model of the Reactor (CSTRCJ).  They are the kernel of the Fuzzy systems because 

they define the fuzzy model and the operation surface of the nonlinear system.  The 

fuzzy rules were expressed as follows: 

  

Ri:   If x(t) is Ai    then   ( ) ( ) ( ) ( ) ( ) iciaiaiciai ttqstCrtCqtqptC +−+−+−+= 121                                      

i = 1,2, … N.                                                                                                         (3.65) 

 

where    

( ) ( ) ( ) ( ) ( )[ ]Tcaac tqtCtCtqt 1,2,1, −−−=x : is the regressor vector.   ( )tqc , ( )1−tCa ,  

( )2−tCa , ( )1−tqc  are the inputs  signal of the Neuro-Fuzzy system.  Ai  is the  ith 

membership function and N defines the amount of the fuzzy rules.   

 

The inputs signals are part of the antecedent (membership function) and consequent 

(local linear models) parts of the fuzzy rules. 

 

Finally, the fuzzy model of the Continuous Stirred Tank Reactor with Cooling Jacket 

(CSTRCJ) was defined by the summarized fuzzy model (fuzzy rules) represented in 

Table 3.3. 
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Table 3.3   Summarised Fuzzy Rules 

 

      
      

      
      
      
      

 

 

As an example of Table 3.3 can be observed in the following fuzzy rule: 

 

Rule1: If qc(t) is G11 and Ca(t-1) is G21 and Ca(t-2) is G31 and qc(t-1) is G41 then  

Ca1 (t)= -0.6326qc(t)+0.05138Ca(t-1) -0.04837Ca(t-2)+0.0099882 qc(t-1)+0.03116 

(3.66) 

 

Another way to represent the fuzzy model is by using its fuzzy difference equation as 

follows: 
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With 

( ) ( ) ( ) ( ){ }1,2,1, −−−= tqtCtCtqx caacj : is the set of input signals. 

 

where ijijij cba and,, are the nonlinear parameters.  

 

 

The set of nonlinear parameters are: 
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aij = {12.96, 12.96, 0.06635, 0.06627, 0.06623, 0.06629, 54.45, 54.52} 

 

bij = {2, 2, 2, 2, 2, 2, 2, 2} 

 

cij = {83.12, 108.9, 5.071e-05, 0.1326, -4.77e-05, 0.1326, -1.794e-08, 108.9 } 

 

Finally, repeating the procedure developed in Section 2.6.2. of Chapter 2, the fuzzy 

model (fuzzy difference equation) was represented as follows: 

 

( ) ( ) ( ) ( ) ( ) 
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iia ttqstCrtCqtqptC γγγγγ              (3.68) 

 

 

Figure 3.12 shows the nonlinear operating surface of the Neuro-Fuzzy model.  Figure 

3.13 shows the nonlinear trajectory of the Continuous Stirred Tank Reactor with 

Cooling Jacket in the operation range.   
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Figure 3.12    Nonlinear Operating Surface of the Neuro-Fuzzy Model 
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The nonlinear operating surface of the Neuro-Fuzzy model tries to set the real 

operation data over nonlinear fuzzy surface (smooth nonlinear surface), which 

emulates the real operation surface of the nonlinear plant.    
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Figure 3.13   Operation of the Nonlinear Trajectory of the Continuous Stirred Tank 

Reactor with Cooling Jacket 

 

Figure 3.12 describes a nonlinear surface using the Neuro-Fuzzy Model of the 

Reactor. The nonlinear surface includes the nonlinear trajectory of the Continuous 

Stirred Tank Reactor with Cooling Jacket shown in Figure 3.13.  Certainly, Figures 

3.12 and 3.13 are differents but the fact is that the nonlinear trajectories described by 

the nonlinear system in Figure 3.13 are over the nonlinear surface described by the 

Neuro-Fuzzy system of Figure 3.12.  The previous comment is true when the Neuro-

Fuzzy is able to reproduce the nonlinear plant. 

 

Figure 3.14 shows the final structure of the Neuro-Fuzzy model of the CSTRCJ. 
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Figure 3.14    Neuro-Fuzzy Model of the Continuous Stirred Tank Reactor with 

Cooling Jacket 

 

 

Figure 3.15 shows the final structure of the Neuro-Fuzzy Generalise Minimum 

Variance Controller which is a combination of the stochastic control and neuro-fuzzy 

control. To design, the parameters of the controller: 

 

k =3;  Af =1 -0.8z-1 ;  Cd = 0.005;  E=0;  kp = 9;  

 ki = 20;  kd =  0;  ρ = 5.5; a= 0.785 ;  b =1. 
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Figure 3.15   Final Structure of the Neuro-Fuzzy Generalise Minimum Variance 

Controller 

 

 

The  nominal parameter values in the model of the Reactor are described in Table 3.1  

The time delay of the concentration is min5.0=dk . The digital filter (PI controller) 

was defined by: 10=pk  and ik =10. 

 

3.4.5.   Tracking Reference Test 

 

In this test the reference signal was changed in the extremes of operation range of the 

CSTRCJ. The reference signal Fcref  is  varying  from to 0.1 mol L-1 to 0.055 mol L-1, 

from 0.055 mol L-1 to 0.125 mol L-1 , and from 0.125 mol L-1 to 0.1 mol L-1 in 

intervals of 10 min. The results of this test are shown from Figures 3.16 to 3.18. The 

results shows the responses of the output signal between the GMV with the correct 

model and the NFGMV are almost similar. It means the Neuro-Fuzzy model is a good 

approximation for the nonlinear plant.  Both of them show better performance than 

the PI controller in the tracking reference test. 
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Figure 3.16 Output Signals of the Filter and NFGMV in the Tracking Reference Test 
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Figure 3.17 Error Signals of the Digital Filter and NFGMV in the Tracking Reference 

Test 
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Figure 3.18 Control Signals of the Digital Filter and NFGMV in the Tracking 

Reference Test 

 

The error signal is higher in the PI controller than the error signal than the GMV with 

the correct model and the NFGMV controller (the area covered by the Error signal of 

the PI is bigger than the NFGMV controller). The control signal of the PI controller is 

very slow and limited in several intervals because of the strong nonlinearities of the 

plant. 

 

 

3.4.6.   Disturbance Rejection Test 

 

In this text the reference signal Fcref was maintained constant in 0.1mol L-1.   Here, 

one disturbance was applied to the CSTRCJ. The disturbance was applied to the 130 

seconds of the simulation.  It was also applied in steady state conditions.  

 

The results of this test are shown from Figures 3.19 to 3.21.  The responses of the 

GMV controller with the correct model and the NFGMV are faster to reject a 

disturbance than the PI controller because of the limitations in speed and amount of 

the control signal.  Moreover, this effect is also shown in the error signal. 
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Figure 3.19 Output Signals of the Digital Filter and NFGMV in the Perturbance 

Rejection Test 
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Figure 3.20 Error Signals of the Digital filter and NFGMV in the Perturbance 

Rejection Test 
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Figure 3.21 Control Signals of the Digital Filter and NFGMV in the Perturbance 

Rejection Test 

  

 

3.4.7.   Robustness Test 

 

In this test, the reference signal Fcref was varied from to 0.1 mol L-1 to 0.125 mol L-1, 

from 0.125 mol L-1 to 0.055 mol L-1, and from 0.055 mol L-1to 0.1 mol L-1. The 

results of this test are shown in Figures 3.22 to 3.24. 

 

The variation of the nominal CSTR parameters are the following:  

 

V=95 L, hA=6.95e5 cal min-1 K-1, k0=7.25 x 1010  min-1, E/R=1.0 x 104 K-1, H∆ = -

2.2 x 105 cal mol-1, == cρρ 1.04 x 103 g L-1 and == pcCC 1.0 x 103 cal K-1. 

 

The variations for the nominal CSTR parameters can be observed comparing the 

previous values with the values in Table 3.1.  

 

The results of this test are shown in Figures 3.22 to 3.24.   The GMV controller with 

the correct model and the NFGMV controller have a robustness better dynamical 
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behaviour than the PI controller.  The reaction of the PI controller is very limited in 

amount and speed of reaction. 
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Figure 3.22 Output Signals of the Digital Filter and NFGMV in the Robustness Test 
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Figure 3.23 Error Signals of the Digital Filter and NFGMV in the Robustness Test 
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Figure 3.24 Control Signals of the Digital Filter and NFGMV in the Robustness Test 

 

 

The tests above showed that the Neuro-Fuzzy Generalized Minimum Variance 

controller had the best dynamic behaviour from the point of view of tracking 

reference, disturbance rejection and robustness. On the other hand, the Neuro-Fuzzy 

Generalized Minimum Variance controller shown a faster dynamic response. This 

approach is easy to design, interpret and analyse. This hybrid system (Generalised 

minimum variance and Neuro-Fuzzy system) has been shown to give the same results 

(for practical purposes) as the GMV with the correct model.  In addition, the Fuzzy 

model obtained for the Reactor has shown that this approach has a simple 

interpretation in the manner of data processing different to black box. 

 

 

3.5.   Self-Tuning Neuro-Fuzzy Generalised Minimum Variance Controller 

The Self- Tuning Neuro-Fuzzy GMV control law was also developed by Pinto, 

Grimble and Katebi (2005) inspired by the initial idea developed by Pinto and co-

workers (2004).  The adaptive mechanism was developed using a Mamdani’s Fuzzy 

model. 
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Fuzzy Logic has been applied in many areas with success.  It is a qualitative 

representation of the natural process using fuzzy rules (Pinto, 2001).   Fuzzy 

identification uses also fuzzy rules to identify the objective model.   This model has 

been used to control plants using adaptive Neuro-Fuzzy (NF) controllers and models 

(Pinto, et. al., 2005).  The Tuning of controllers has always represented a challenge 

because it is usually heuristic and trial-error based.  The fuzzy tuning mechanism has 

been reported before in some previous works in order to tune several types of 

controllers (He et all. , 1993; Molengraft, 1995; Wang , 1997; Mudi and Nikhil ,1999; 

Pinto ,2001a; Babuška et. all., 2002). The advantages of these structures are the 

capacity to adapt the parameters of the controller to the changes of the parameters of 

the plant and also save time in the tuning procedure of the controller.  

The main contribution of this development was to design and apply the Self-Tuning 

Neuro-Fuzzy GMV (STNFGMV), which uses the fuzzy expert knowledge of 

dynamical weightings (Error Weighting and Control Weighting) to tune the 

controllers. Also, other important feature of this controller is that we only need input-

ouput data of the plant in order to identify the nonlinear model.  This controller was 

based on a polynomial system approach combined the Neuro-Fuzzy (NF) model and 

the Fuzzy Self-Tuning Mechanism.   The STNFGMV was applied to a model of the 

Continuous Stirred Tank Reactor with Cooling Jacket and it was compared to a PI 

controller, GMV controller with the correct model and the Fuzzy-PI controller 

heuristically designed and used in (Pinto 2001, Pinto and Madrigal, 2001). Also this 

controller gives us the possibility to control nonlinear systems with delay.  Simulation 

results are presented to demonstrate the performance of the proposed method. 

 

3.5.1.   STNFGMV CONTROL LAW 

The STNFGMV controller has a structure formed by the Neuro-Fuzzy GMV 

controller and the Fuzzy Self Tuning Mechanism. The general structure of the 

STNFGMV is shown in Figure 3.25.   This NFGMV is a hybrid controller that 

combines the stochastic control (controller colored by white noise zero-mean) with 

the NF modeling. 
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The hybrid algorithm takes advantage of the individual characteristics of the ANN 

and FL in order to make the physical meaning clear, using the fuzzy rules and the 

acquisition of the expert knowledge by the training as an ANN.  To tune the NFGMV 

controller by trial and error, much time was spent in order to obtain appropriate values 

for the control weighting cP .and error weighting cF . 

Co(z-1)+ W(z-1) +

Wd(z-1)

Wr(z-1)
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Figure 3.25 General Structure of the Self-Tuning Neuro-Fuzzy Generalised  Minimum 

Variance Controller 

The models and signals present in the STNFGMV controller are the same as those of 

the NGMV controller and the NFGMV controller (see Appendix B.1.). The new block 

included in the STNFGMV control law is the block of the Self-tuning Mechanism.  

3.5.2.   Neuro-Fuzzy Models  

The Takagi-Sugeno-Kang (TSK) model uses the principle of “divide and conquer” by 

using overlapping local linear models to approximate the behaviour in the operating 

range of nonlinear plants.   These local linear models are linear models or piece-wise 

linear models that are locally stables, which produce the stability of the TSK model 

(Pinto, et. al., 2004). The TSK model uses an NARX (nonlinear autoregressive with 

exogenous input) input-output model.  The modeling process is the same developed in 

the previous section, which is described by equations (3.52)-(3.54). 
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3.5.3.   The Error and Control Weighting 

The Error Weighting Pc and Control Weighting Fc were defined initially in equations 

(B.18) and (B.19) of Appendix B. The Error Weighting was expressed as follows: 

 

( )( ) ( )
1

1
000

1 −

−

−
+−++

==
z

zkkkkkk
P
P

P PPIIPP

cd

cn
c                                                      (3.69) 

 

where 0Pk and 0Ik , are the proportional and integral gain of the PI controller that can 

initially  stabilize the nonlinear plant, respectively.  The variables Pk and Ik  are the 

gains computed by the Fuzzy Self-Tuning Mechanism and take the initial value of 

zero. 

The Control Weighting was expressed as follows: 

 
                                                                                                                              (3.70) 

where ρ0 b, a and  are constants for tuning the Control Weighting without delay ckF . 

The variable ρ is a gain introduced by the Self-Tuning Mechanism.  The Error 

Weighting cP  and Control Weighting ckF  are nonlinear filters due to their adaptation 

on-line in each sample time. 

 

3.5.4.   Self-Tuning Mechanism 

The Fuzzy Self-Tuning Mechanism of the controller has been built using expert 

knowledge to tune the gains in the PI controller (heuristically designed) for the Error 

Weighting PC and in the dynamic effect over the response of ρ for the Control 

Weighting Fc

( )ke

. The expert knowledge was defined using Fuzzy rules with a structure 

represented by Mamdani Fuzzy System (Pinto, 2001; Pinto, et. al., 2004). The rules 

definition was obtained using the error signal  and increment of the error signal 
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( )ke∆  as indicators of the dynamic behaviour of the output. The fuzzy rules for the 

Fuzzy Self-Tuning Mechanism have the following structure: 

( ) ( ) ZisandZiskandZiskThenZiskeandZiskeIF ip ρ∆                                  (3.71) 

The Fuzzy Rules Base for the variables pk  and ρ are the same and are defined in 

Table 3.4.  The Fuzzy Rules Base for the variable Ik  is defined in Table 3.5. 

Table 3.4. Fuzzy Rule of the Variables e(k), ∆e(k), kP  and ρ 

 

 

 

 

 

 

Table 3.5 Fuzzy Rule of the Variable k

 

I 

 

 

 

 

 

The variables pk , ik  and ρ  are nonlinear functions of the error and the difference of 

the error,  expressed by the next equations: 

( ) ( ) ( )( )kekefkk p ∆= ,                                                                                           (3.71) 

ee∆  MN N Z P MP 

MN MN MN MN N MN 

N MN N N N MP 

Z MN N Z P MP 

P P P P P MP 

MP MP MP MP MP MP 

ee∆  MN N Z P MP 

MN MP MP MP MP MP 

N MP P P P P 

Z P Z Z Z P 

P P P P P MP 

MP MP MP MP MP MP 
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( ) ( ) ( )( )kekegkkI ∆= ,                                                                                           (3.72) 

( ) ( ) ( )( )kekehk ∆= ,ρ                                                                                             (3.73) 

Equations (3.71), (3.72) and (3.73) are nonlinear digital filters.  The membership 

functions for the error signal ( )ke , increment of the error ( )ke∆ , proportional gain 

Pk  and control weighting ρ  are shown in Figure 3.26. The membership function for 

the integral gain Ik  is shown in Figure 3.27. 
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Figure 3.26  Membership Function of the Variables ( )ke , ( )ke∆ , Pk  and ρ  
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Figure 3.27   Membership Function of the Variable Ik  

 

There are 25 fuzzy rules for each variable ( pk , ik  and ρ ).  The expert knowledge of 

the process variable was obtained from the dynamic analysis of the NGMV developed 

in (Pinto, et. al., 2004).   

For the variable ik  positives values were selected because is the variable can only be 

positive.   In Tables 3.4-3.5 the names of the Fuzzy set are More Negative (MN), 

Negative (N), Zero (Z), Positive (P) and More Positive (MP).  The fuzzy sets are 

defined in  Figure 3.26 and 3.27. 
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Figure 3.28 Final Structure of the Self-Tuning Neuro-Fuzzy Generalized Minimum 
Variance Controller 

 

3.5.5.    APPLICATION OF THE STNFGMV CONTROLLER 

The simulation example selected is the same selected in Section 3.4 for the NFGMV 

controller (i.e. irreversible exothermic reaction that occurs in the Continuous Stirred 

Tank Reactor with Cooling Jacket). The Model of the Continuous Stirred Tank 

Reactor with Cooling Jacket was described previously with equations (3.51)-(3.54). 

 

The initial parameters for the STNFGMV controller are as follows: 
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k =3;  Af =1 -0.8z-1 ;  Cd = 0.005;  E=0;  kp = 9;  

 ki 0= 20;  kd0 =  0;  0ρ = 6.5; a= 0.785 ;  b =1. 

 

3.5.5.1.   The Neuro-Fuzzy Model of the Nonlinear Plant   

 

The Neuro-Fuzzy model used was the same model used in the previous Section 3.4. 

described for equations (3.55)-(3.68) and described from Figures (3.15) to (3.21).  

 

3.5.6.   Tests   

 

The tests have been carried on by comparing the dynamical behaviour to tracking 

reference and robustness of the GMV controller with correct model, Self-Tuning 

NFGMV controller, PI controller and PI fuzzy controller (Pinto and Madrigal, 2001). 

 

3.5.6.1.   Tracking Reference Test 
 

In this test the reference signal was changed in the extremes of operation range of the 

CSTRCJ. The reference signal Fcref  varies  from to 0.1 mol L-1 to 0.125 mol L-1, from 

0.125 mol L-1 to 0.1 mol L-1 , and from 0.1 mol L-1 to 0.055 mol L-1 in intervals of 10 

min. The results of this test are shown in Figure 3.29.  
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Figure 3.29 Output Signals of the Digital Filters and Self-Tuning NFGMV in the 

Tracking Reference Test 

 

 

3.5.6.2.   Robustness Test 
 

In this test, the reference signal Fcref was varied from to 0.1 mol L-1 to 0.125 mol L-1, 

from 0.125 mol L-1 to 0.1 mol L-1 , and from 0.1 mol L-1to 0.055 mol L-1 in intervals 

of 10 min. The results of this test are shown in figures 3.30. 

 

The variations of the nominal CSTRCJ parameters are:  

 

V=95 L, hA=6.95e5 cal min-1 K-1, k0=7.25 x 1010  min-1, E/R=1.0 x 104 K-1, H∆ = -

2.2 x 105 cal mol-1, == cρρ 1.04 x 103 g L-1 and == pcCC 1.0 x 103 cal K-1. 
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Figure 3.30  Output Signals of the Digital Filters and NFGMV in the Robustness Test 

 

 

3.5.6.3. Conclusions 

The STNFGMV simplifies the time consuming for the tuning process of the NFGMV 

controller, because it is automatic. The dynamic behaviour of the STNFGMV is better 

than the GMV controller with the correct model and the PI controller and the PI fuzzy 

controller in the complete operation range for the Continuous Stirred Tank Reactor 

with Cooling Jacket (nonlinear process).  The PI shown a poor performance when the 

reference signal was changed between different levels. 
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Chapter 4     Powertrain Neuro-Fuzzy Control Systems 

 

 

4.1. Introduction                 

 

This chapter is concerned with the automotive powertrain engine Neuro-Fuzzy 

control systems and the automotive powertrain system.  It includes an historical 

introduction of the development of the car engine system, state of the art of the car 

engine applications, and basic concepts of the automotive powertrain.  The basic 

concepts include a complete explanation about the dynamical behaviour of the car 

engine, including its characteristics and challenges for the control engineers.   Also, 

this chapter aims are the control objective in the car engines and the current 

developments in the automotive industry using neural networks and the neurofuzzy 

control systems applied to the car engine.   Finally, this chapter has several 

conclusions, which include a discussion about the experiments and future research in 

order to solve the car engine problem (see Chapter 7).  

  

Every country is affected by the automotive technology, with respect to the 

economic, environmental and human conditions (Powers and Nicastri, 2000).   The 

automotive industry has to keep a balance of personal mobility against the 

environment, traffic congestion and energy availability.   The pollution caused by an 

incomplete combustion process exists in the majorities of industries that use oil to 

convert the chemical energy to other forms of energy, such as electrical, mechanical, 

etc.  Most of these processes have emissions regulated but the pollution is still 

present due to the low performance control systems used in the combustion process.    

 

In the USA, the fuel economy and the pollutant emission as carbon monoxide (CO), 

oxides of nitrogen (NOx) and hydrocarbons (HC) are restricted by federal regulations 

(He and Jagannathan, 2005).   The automobile production with catalytic converters 

was introduced in 1975 in order to satisfy the emission control regulation (Brandt, et. 

al., 2000).  Less harmful components are normally produced by passing the CO, NOx 



93 
 

and HC through a three-way catalytic converter.   This complex process is currently 

managed in spark ignition (SI) engines with sophisticated microprocessors and 

control algorithms.   The automotive industry has itself spent much research in 

improving the control systems in the combustion of the fuel during the process of the 

spark ignition engine (Tseng and Cheng, 1999).    

 

The throttle maneuvers in transient conditions is a very complex task which try to 

keep the stoichiometric mixture near to 14.7, in the SI engine using a control system 

(Weeks and Moskwa, 1995).   An accurate estimation or measurement of the airflow 

rate in an engine is key to a good stoichiometric air-fuel ratio control system.   In 

order to satisfy the previous constraints, it is necessary to develop vehicles that 

reduce the negative impact on the environment and maximize fuel resources while 

covering the safe, secure and comfortable cars. 

 

The automotive system is a real application of the mechatronic systems because it 

includes applications of electronics, sensors, actuators and microprocessor-based 

control system to obtain a suitable performance, to decrease the fuel consumption, to 

reduce emission level, and ensure safety and driving comfort (Conatser, et. al., 

2004).   In other words, the integration of electronic sensors, actuators, 

microprocessors, software, information processing for single components, and 

engine, drive-train, suspension and brake systems in a automotive powertrain system 

is a strict example of a mechatronic systems (Isermann, et. al., 2002). 

 

 

4.1.1. Objective 

 

To develop new neurofuzzy control structures in order to increase the performance of 

the automotive powertrain by improving the air to fuel ratio output signal. Direct 

benefits of this control are the reduction of the fuel consumption and the amount of 

pollutant emissions.   Reducing the fuel consumption will be reflected in saving 

money by the owner of the car and ensure the life extension of the natural reserves of 

oil. The reduction of pollutants helps to preserve the environment an adequate way in 
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order to avoid natural disasters (i.e. global warming) because most of the pollutants 

presents in the environment are produced by cars using fossil fuel as an energy 

source.   

 

 

4.1.2. Basic Concepts of Automotive Powertrain Engines 

 

There are three types of engine control algorithms namely: the spark advance (SA) 

control, the air-fuel (A/F) ratio control and the exhaust gas recirculation (EGR) 

control (He and Jagannathan, 2005).   The complete combustion with stoichiometric 

condition is the operating condition for all the engine control systems (ECS).   

Greenhouse gases are one of the most important factors in the current regulations for 

the combustion control.    The design of ECS is strongly related to the study of 

transient phenomena (Arsie, et. al., 2002).   The ECS is a control of mixture which 

needs to be accurately developed to guarantee a proper efficiency of the three way 

catalytic converters with the previous knowledge of the exhaust regulations.   In 

addition, the control targets have to be known with the steady state and transient 

conditions.   The key is the estimation of the air mass flow in the injector in order to 

know the correct proportion of the air-to-fuel ratio ( )7.14=β  and with the 

appropriate time dependency. 

 

The basic configuration for the SI engines can be divided into three subsystems 

(Nyberg and Nielsen, 1997) (see Figure 4.1): 

 

a) Air intake system: air mass flow meter, throttle, manifold pressure sensor and 

engine speed sensor. 

 

b) Fuel/Combustion system: fuel injector, spark plug and misfire. 

 

c) Exhaust after-treatment system: lambda sensors and catalyst. 

 

d) Evaporation system. 
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e) Exhaust gas recirculation system. 

 

Catalytic
ConverterThrottle

 Air 
Mass
Flow

Air
Temperature

Manifold
Pressure

Fuel
Injector

iam oam
am

cfm

Oxygen
Sensorofm

engine 
speed

Spark 
Plug

Piston

Crankshaft

Electronic
Throttle
Control

Throttle
Angle

(Aceleration
Position)

Engine
Control

Unit

( )ratiofueltoair0 −−−λ

λ

 
 

Figure 4.1 Basic Structure for a Spark Ignition Engine 

 

The variables are defined as follows: the mass airflow (MAF) or measured throttle 

flow rate �̇�𝑎𝑖 and throttle position TPS (or throttle angle, TA) in the inlet, manifold 

air mass 𝑚𝑎,  output airflow rate �̇�𝑎𝑜, fuel mass flow rate through the injector �̇�𝑓𝑖 

and the fuel mass flow rate into the cylinder �̇�𝑓𝑐. Manifold air pressure MAP or 

intake manifold pressure imP  and the temperature imT  in the intake manifold, exhaust 

manifold pressure emP and temperature emT .   The measurement of the normalized air-

fuel ratio before and after the exhaust manifold are 0λ  and λ .  The measurement of 

the engine speed is expressed as N .    
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The Electronic Throttle Control (ETC) regulates the servo-motor voltage after 

processing the driver’s command and the throttle position (Conaster, et. al., 2004).  

The real objective is to increase or decrease the engine speed by modifying the 

throttle angle with a servo-controller called ETC, which regulate the throttle angle 

using a Direct Current (DC) servo-motor to adjust the inlet airflow rate.   The fuel is 

spread by a pump and the air is feed to the intake manifold.   The fuel is partially 

distributed as an spray near to the spark plug and also a fuel film in the walls of the 

engine.    

 

The Engine Control Unit (ECU) is the controller to send the signals to the fuel 

injector (pump) and the timing signal for the spark plug.   In other words, based on 

the commanded throttle position, the engine speed and the engine load, the ECU 

regulates the spark and fuel delivery processes.   The ECU has to work in unison 

with the ETC.   After several time delays, the explosion happens by the combustion 

of the air and fuel.   The explosion produces a pressure which pushes the piston to 

move with an unknown air mass.   The piston moves the crankshaft producing a 

torque, which produces the engine speed.  After some delays the burned gases are 

detected by the oxygen sensor and the air-fuel (A/F) ratio sensor.   The A/F ratio 

signal is one of the main control variables which should be near to the value of 14.7.   

A block diagram of automotive powertrain engine is shown in Figure 4.2. 
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Figure 4.2. Block Diagram of Automotive Powertrain Engine 
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The regulation of the A/F ratio is the main objective of the fuel injection controllers 

with specific ratio in accordance to the type of the engine operations as warming up, 

constant high speed operation, and the urban traffic mode with recurrent tip-in and 

tip-out movement of the throttle (Won, et. al., 1998). The main requirements for a car 

are the desired driveability, the economic fuel consumption and the emission levels, 

which are reached by regulation of a desired A/F ratio.  

 

Car engines with spark ignition (SI) system commonly have the three-way catalytic 

(TWC) converters, which oxidize the pollutants in the tail pipe such as CO, HC and 

NOX.  The TWC has a pretty high efficiency in a very small range around the 

complete stoichiometry combustion (A/F ratio equal to 14.7) where the pollutants 

will be reduced.   The TWC have shown to be very sensitive to the variation of the 

A/F ratio which is the main target for control systems of the Spark Ignition (SI) 

engines.    The objective is to keep the A/F ratio near to 14.7 either in steady state or 

transient operation mode to reach the full stoichiometry reaction.   The transients 

control is more complicated than the steady state control because the air-induction 

and fuel dynamics vanish in steady state (Choi and Hedrick, 1998).   In urban traffic 

condition, the SI engine is used in transient condition most of the time and that is 

why the transient control is a very hard task.   The transient conditions are produced 

by the continuous movement of the throttle by the driver and the speed demanded by 

the SI engine.    

 

4.1.3. Problem to Solve 

 

The oxygen sensor of the exhaust used in the A/F ratio regulation has a considerable 

sensing time delay (Canale, et. al., 1978).   The transient A/F ratio values are affected 

by three characteristics delays known as time-delay of the computer control system, a 

transport delay in the intake manifold and a physical delay of the fuel flow as a result 

of the fuel film evaporation on the intake manifold and port walls (Aquino, 1981; 

Baruah, 1990; Chang, et. al., 1993; Won, et. al., 1998; Choi and Hedrick, 1998).   In 

other words, the problem related to the large modeling uncertainties in the fuel-
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injection subsystem and the unavoidable time-delay between the control action and 

measurement cause the chattering problem of the air-to-fuel ratio (Choi and Hedrick, 

1998). 

 

A better way to fuel management in the spark ignition (SI) engines is key for car 

driveability and high reduction of pollutant emissions (Tseng and Cheng, 1998).   

The optimum catalyst performance has a direct dependence on the dynamic 

behaviour of the air/fuel ratio control system.   The dynamic transient influence is 

mainly explained as follows (Choi and Hedrick, 1998; Brandt, et. al., 2000; Arsie, et. 

al., 2002; Arek, 2005): 

 

a) Air induction dynamics is produced by the mass of air inducted into the 

individual cylinder which is the most important variable for the fuel metering 

control.   When the intake valve is closed there is not flow entering but there is a 

flow in the reverse direction during part of the intake processes, making the flow 

into the cylinder not continuous.   The measurement of the induced air is not 

possible to be made directly.   Airflow is feeding to a bank of cylinders through 

the throttle into the manifold plenum, where the airflow is measured with an 

airflow sensor.   Obviously, the filling and emptying dynamics of the plenum 

produce a great difference between the airflow measurement into the manifold 

and each actual flow measurement into the individual cylinders. 

 

b) The fuel used in the combustible mixture for a cycle is not the same amount as 

the fuel injected during transient conditions because of the finite rate of fuel 

evaporation and the dynamic behaviour of the liquid fuel film in the port.   As a 

consequence of this fuel lag there are spikes present in the A/F ratio output 

signal. 

 

c) The A/F ratio control system receives one of the most important information 

from the exhaust oxygen sensor.  Signal compensation is necessary in engine 

transient operations because of the finite response of the sensor (~100 ms), a 

time-delay for the transport produced for the exhaust and the arrival of the gas at 
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the sensor and finally the existence of a mix of the exhaust gas between all the 

cylinders. 

 

d) There are different events which require correction, i.e. the events of the fuel 

injection and intake exhaust.   The air induction of the cycle is made after the fuel 

injection.   Consequently, the A/F ratio signal is delayed as well.    

 

In order to optimize the engine’s performance the following variables are selected 

(Flynn, et. al., 1997; Dutka, 2005): injected fuel, injection angle, variable turbine 

geometry of turbochargers (VTG), exhaust gas recirculation (EGR) and common rail 

injection (CRI) should be controlled.   All these variables have a strong influence on 

the engine torque, the fuel consumption and the pollutant emissions. 

 

In addition, the demands on the behaviour of automotive powertrain and the 

complexity of vehicle systems make the control design complex (Winsel, et. al., 

2004).   The physical SI engine models usually are not good for real-time 

applications, and it is mainly used for the cold start and warm-up dynamics.    

 

Cold start and warm-up represent the challenges in control application but exhaust 

purification in hot engines is well controlled (Pischinger, et. al., 2004).   The 

calibration of the exhaust after treatment and engine control strategies are the 

challenges mentioned before.   After each test of cold start, the vehicle and the 

engine have to be returned to the prescribed start temperature and because of that 

these experiments are really expensive.   The hardware and the downtime ties up are 

the expensive test equipment.   The first three minutes of operation for a SI engine 

have the most significant changes in engine temperature. If the surface temperature is 

treated as a time-varying variable then its influence over intake/exhaust gas 

temperatures and combustion heat losses can be captured. 
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4.1.4. State of the Art of Car Engine Applications 

 

Weeks and Moskwa (1995a), designed a nonlinear observer which was developed 

using the model of the process estimating the flow rates at the throttle and the intake 

ports flow rate of an SI engine using a speed-density type sensor. 

 

A nonlinear mean-torque predictive engine model using MATLAB/SIMULINK was 

developed by Weeks and Moskwa (1995b), which simulates a port-fuel-injected, 

spark ignition engine including air, fuel and EGR dynamics in the intake manifold 

including the process delays present in the four-stroke cycle engine. 

 

Nyberg and Nielsen (1997), designed a model-based diagnosis for the air intake 

system of the spark ignition engine based on the nonlinear semi-physical model and 

used a combination of different residual generation methods. 

 

An observer-based control law was developed by Choi and Hedrick (1998) in order 

to solve the transient operation and chattering of the air-to-fuel ratio in the spark 

ignition engines.    

 

Pefefferl and Färber (1998) developed an intelligent and flexible algorithm applied in 

a vehicle control system with multiple algorithms of different complexities. 

 

Tseng and Cheng (1998), developed an adaptive A/F ratio control algorithm for 

throttle transient operations.   Using modern estimation technique, a single port fuel 

parameter is identified on-line.   This was based on the fact that the time of one 

engine cycle is shorter compared with the time scale for change of the fuel dynamics 

parameter.   However, it was possible to identify the parameter over several cycles.   

The engine aging is compensated by the control algorithm.   The components of the 

control algorithms are: airflow estimator, the A/F ratio observer, the port liquid fuel 

dynamics model/ model parameter identifier, and the control algorithm which take 

all the information in order to compute the adequate injector pulse width. 
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Won and partners (1998), used the Gaussian Neural Network (GNN) to develop a 

direct adaptive control law (for air-to-fuel ratio of a spark ignition engine) for 

compensation of transient fuel dynamics and the measurement bias of mass airflow 

rate into the manifold.   The transient fueling compensator is coupled to a dynamic 

sliding mode controller, which governs fueling rate when the throttle variation is 

slow.   The computations were made on-line because of the simplicity of the control 

law.  

 

Nyberg (1999), designed a model-based diagnosis system founded on structured 

hypothesis tests, which were applied to the air-intake system of an automotive 

engine. 

 

Hafner and partners (2000), applied a fast neural network model for engine control 

design.   The fast neural network has a special local linear radial basis function 

network (LOLIMOT). 

 

The exhaust of cars in 1990 were at least 10 times cleaner and twice as fuel efficient 

than the automobiles of the 1970s (Powers and Nicastri, 2000).   The improvements 

were due to the inclusion of microprocessor, electronic sensors, electronic actuators 

and digital computation.   The notable improvements in the cars due to the current 

technological advances increase the fuel efficiency, notable reduction of pollutants; 

vehicles are safer, more comfortable, and more maneuverable.   The improvements 

of the 21st century have to be in the same proportion.   The control systems and 

design techniques will be implemented in the next generation of vehicles, which will 

be electric and hybrids (SI engine and Electric) designed by total systems approaches 

with new materials, alternative energy sources (aeolic, solar and nuclear) and more 

sophisticated powertrains.  Even with more improvements in the mechanical designs 

of the engines. 

 

An automotive powertrain of direct compression ignition (diesel) equipped with 

exhaust gas recirculation (EGR) and a variable geometry turbocharger (VGT) was 

developed to solve an emission control problem (Stefanopoulou, et. al., 2000). The 
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control objectives were driver’s control demand and the minimization of NOx 

avoiding the visible smoke generation.   The EGR and VGT actuators have 

redundant effect over the emissions in steady state optimization.   With this actuator 

redundancy a multivariable feedback controller was designed coordinating the two 

actuator to fully uses of the joint effect on engine emission performance. 

 

Kolmanovsky and Stefanopoulou (2001), designed an optimal control system and 

showed how the optimal control techniques have to be used against the feasibility 

assessment with novel powertrains, determination of system configuration and 

subsystem requirement and operating strategy.   A turbocharger power assist system 

was used as the case study.   The diesel engine turbo-lag was reduced with the 

optimal control law by a numerical solution of a minimum-time optimal control 

problem. 

 

An adaptive estimator based on the extended Kalman filter for the fuel film dynamics 

in the intake port of a spark ignition engine was designed by Arsie and partners 

(2002).   The states of the observer were the impingement of the injected fuel on the 

manifold and the evaporation process. 

 

The use of adaptive extended Luenberger state estimator for general nonlinear and 

possibly time-varying systems was investigated by Erdogmus and partners (2002).   

An artificial neural network was used as nonlinear mapping in order to approximate 

the nonlinear functions included in the general structure of the nonlinear plant.  The 

extended Luenberger observer was applied to a realistic partial gasoline engine 

model. 

 

Mollov (2002), designed a nonlinear fuzzy predictive controller for a Gasoline Direct 

Injection (GDI) engine determining the optimal setting for the start of injection, the 

amount of injected fuel, the ignition advance angle and the amount of fresh air 

introduced into the cylinders.  A system identification was developed using a 

nonlinear fuzzy models predicting the state and output variables.   Quadratic 

approximation using successive linearization of the prediction model along the 
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current operation trajectory was used as optimization algorithm.   In order to 

minimize the torque oscillation, several mode-dependent constraints and weights 

were introduced in the cost function.   Mollov noted that most of the nonlinearities of 

the GDI engines were related to the engine speed. 

 

Stotsky and Kolmanovsky (2002), developed a nonlinear observer using input 

estimation techniques for charge estimation and control of gasoline and diesel 

engines with the conclusions founded in the real application on a vehicle and from an 

engine dynamometer. 

 

Isermann and partners (2002), reviewed the state of the art for fault tolerant systems 

applied to different subsystems of the automotive powertrain systems. 

 

Kolmanovsky and partners (2002), designed a model-base Lyapunov technique, 

called speed-gradient (SG) approach, which was applied to an advance technology 

gasoline direct injection stratified charge (DISC), solving specifically the air-to-fuel 

ratio and torque control problems.   An scalar performance function was used to 

catch transient and steady state tracking requirements and constrains.   The control 

action was obtained by decreasing the value of the performance function. 

 

Liu and Stefanopoulou (2002), developed a two-input-two-output (TITO) control 

algorithm in order to deal with the nonminimum phase zero producing a minimum 

phase behaviour without transient deviations from the optimal fuel economy 

operation. 

 

Vaes and partners (2002), developed a new control strategy applicable to square 

multiple-input-multiple-output (MIMO) systems with certain degree of symmetry.   

The control law was applied to the tracking problem on an automotive vibration rig.   

The controller was designed using the following steps: response measurement, 

almost decoupling of the MIMO system into multiple single-input-single-output 

(SISO) systems by transformations of the inputs and the outputs, SISO-identification 

of the decoupled systems and multiple SISO-controller design.   A decoupled model 
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of the automotive vibration test rig could accurately approximate the full MIMO 

model. 

 

Pichinger and partners (2004), made an experimental investigation and physical 

modeling of the port fuel injected SI engine using an Artificial Neural Network to 

develop a hybrid model.  

 

A hybrid model using physical and neural network (NN) models was developed by 

Winsel and co-workers (2004) with the real-time capability and enough accuracy.  

They took advance of the NN prediction capability as a response of a real physical 

system after a previous training process.   Because of this, the hybrid model was able 

to describe and simulate the dynamic behaviour of the SI engine in transients and 

steady state nonlinear conditions. 

 

Evans-Pughe (2006), developed a synthesis of the current state of the art for the 

artificial neural networks applied to the automotive powertrain engines by the main 

automotive industry companies. 

 

In general, the evolution of the research using nonlinear techniques was from the 

observer-based controllers and sliding mode control techniques to the use of adaptive 

extended Luenberger state estimator with artificial neural networks and neural 

network based automotive controller in order to solve the transient control problem.   

Also, until now several hybrid models has been developed using the physical laws 

and the neural networks shown a good approximation of the automotive car engine.  

The automotive powertrain control system is an interesting and promising area where 

there is more research work to be done. 

 

 

4.1.5. How to Solve the Automotive Powertrain Problem? 

 

Most of the control techniques applied to the automotive powertrain car engines are 

the observed based and sliding mode controllers or a combination with an artificial 



105 
 

intelligence approaches (artificial neural networks and fuzzy systems).   All these 

techniques (in the step design) do not take into account the time-varying delay 

present in the measurement of the air to fuel ratio.  Nevertheless,  it is well known 

that neurofuzzy systems (on-line training) have the ability to deal with time-varying 

delay and nonlinearities due to their particular nonlinear adaptive structure (Pinto, et. 

al., 2004).  The time-varying delay of the automotive powertrain process and the 

processing speed of the global minimum tracking solution are the boundary and 

weaknesses of the control algorithms currently applied in the car industry. 

 

After developed the literature review of the car engine problem was decided to solve 

the car engine problem using a combination of transient and steady state neurofuzzy 

controllers, assuming that the car engine system can be treated such a multivariable 

nonlinear differential equation which has transient and steady state responses.  

 

 In Chapter 2, it was shown that neurofuzzy systems are a nonlinear differential 

equation (Pinto, et. al., 2011). The transient neurofuzzy controller is the 

homogeneous solution, the steady state is called non-homogeneous solution and the 

addition of both is the general solution for the multivariable nonlinear differential 

equation. 

 

 

4.1.6. Structure of this Chapter 

 

The remainder of this chapter start with a brief introduction section, which concerns 

the objective, the problem to solve, the state of the art, and the solution proposed to 

solve this problem.   The second section summarizes the modelling of the engine 

used in the chapter.  The last section describes the new neurofuzzy control structures 

applied to the car engine model. The optimization algorithms used in the chapter 

were related to the Backpropagation (BP) and to the Gradient Descent (GD). 
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4.2. Modelling of the Engine 

 

The combustion engine model is a complex MIMO nonlinear plant with time-varying 

delays.  It was developed by combining physical models (white-box), parameters 

identification (white-box) and look-up table techniques (black-box) with 

experimental data collected from the driving cycle (Dutka, 2005).  Because of this, 

the model is considered to be a complex nonlinear hybrid (grey-box) model (see the 

Appendix D).    

 

The main components of the automotive powertrain system are the driver dynamic, 

ETC, engine control units (ECU), physical model of the spark ignition, fuel injector 

dynamics, combustion process model, TWC model, variable field alternator, 

dynamic lead acid battery, dry clutch, automated layshaft transmission, brake system, 

complete vehicle longitudinal dynamics with tire-road interface characterization, and 

an ac-induction motor electric drive system. 

 

 

4.3.   Neurofuzzy Control Application to Car Engine 

 

The neurofuzzy systems were used to develop several control structures in order to 

solve the problem for the control of the normalized air-fuel ratio, looking forward to 

improve the dynamical behaviour of the feedforward control system.  The 

neurofuzzy control systems were applied in the car engine based on the principle of 

 the total response of the nonlinear system in two parts, the ״divide and conquer״

transient and the steady state responses.  A single neurofuzzy controller controlled 

each response in order to complement the total response reaching the set point of 

lambda λ (or the normalized air-fuel ratio).  

 

4.3.1. Control Objectives 

 

   Torque and pollutants regulation are the main objectives in the automotive 

powertrain control problem.   The model developed by Dutka (2005) did not 
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considers the spark advance because it was assuming to be a function of the current 

engine state, regulated by a local controller.   The variation of the amount of 

combustible and air in the cylinders is the direct responsible for torque regulation.   

Either the amount of torque generated in the engine or the pollutants produced were 

determined by the composition of the combustible and air.    

 

The most common measurements in the car engine are the ambient pressure ambP  and 

temperature ambT  in the inlet, mass airflow (MAF) or measured throttle flow rate aim  

and throttle position TPS in the inlet, manifold air pressure MAP or intake manifold 

pressure imP  and the temperature imT  in the intake manifold, exhaust manifold 

pressure emP and temperature emT .   Finally, the measurement of the normalized air-

fuel ratio before and after the exhaust manifold are 0λ  and λ .  The measurement of 

the engine speed is expressed as N .   Exhaust manifold contains the Three Ways 

Catalysis Converter (TWCC), which reduce the amount of emission.   All The 

variables are shown in Figure 4.3. 

 

For a multivariable control system, the throttle position command (SP: Set point of 

the throttle position) and fuel pulse width (FPW) are the manipulated variables.   The 

FPW is a time period when the fuel injector is opened by an electric pulse in a 

solenoid valve.   There is a proportional relationship between the pulse width and the 

amount of fuel injected.   The driver defines the SP by making variable the amount of 

air feeds in the intake manifold affecting in the same manner the air injected into the 

cylinders.    
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Figure 4.3 Automotive Powertrain Engine Diagram 

 

Actually, the accelerator pedal driver (or the driver) can be decoupled from the 

dynamics of the engine (or the position of the throttle plate - throttle angle) because 

of the modern mechanism of the electronically actuated throttle.   Also, a faster 

torque response is possible and a compensation of the intake manifold.   Usually, 

when the driver took control of the throttle position (as in conventional control), it 

belongs to a faster movement of the throttle position without an smooth excursion to 

the complete stoichiometry of the air-fuel ratio.   Injecting a bigger amount of fuel 

can help to deal with this effect but at the same time increases the amount of 

pollutants.   

 

In general, the current engine speed was sampled at every 90 degrees of the 

crankshaft by sampling the driving cycle data in a specific frequency.   If the 

previous sampling technique is used then several components of system’s time delay 

can be considered constants.   The nonlinear dynamics of the intake manifold were in 

function of the engine speed with a sampling rate variable, which became the best 

discretization of the model. 
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4.3.2. Control Objectives in the Automotive Spark Ignition Engines 

 

Due to the nature of the automotive powertrain systems, it is necessary to obtain 

accuracy and adaptive behaviour in order to minimize the exhaust emissions and fuel 

consumption.   In addition, for all operating conditions it is necessary to obtain the 

optimal driveability, minimization of evaporative emissions and fault diagnosis-

health-monitoring systems to prevent malfunctions and accidents with an engine 

control system.   The exhaust emissions and fuel consumption are closely related to 

each other with a trade-off between them due to the air-to-fuel ratio and brake torque 

control targets.    

 

Stricter emission regulations, growing customer fuel economy and driveability 

requirements are making the modern powertrain control systems more complex 

(Kolmanovsky, et. al., 2002).   Safety and security are other important targets 

included in the new models of automobiles covers with the addition of functions as 

aid in collision warning and avoidance, lateral control issues for steering assist and 

lane keeping, and personal and vehicle security issues (Powers and Niscatri, 2000).   

To control the combustion process in the car engine is necessary to regulate the set 

point of the torque demand and the A/F ratio with a minimization of fuel 

consumption. Also, it is required the driving comfort in the Engine Management 

System (EMS).    

 

4.3.3. Neurofuzzy Control Techniques Applied in the Car Engine 

As it is well known, the powertrain car engine system is a very complex 

multivariable system with high nonlinearities, coupling loops, time-varying delays 

and many internal uncertainties (i.e. the amount of fuel in the chamber combustion 

and the amount of the air in the cylinders).   The car engine problem is governed 

most of the time by transient operation conditions rather than the steady state 

conditions.   This problem is even more complicated with the additional limitations 

of the optimization techniques finding the global minimum and the delays introduced 

by the computing process.   The technique used in this application was the Gradient 
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Descent (GD) or the Back Propagation (BP) algorithm.   The GD algorithm has a 

poor performance in the optimization because its slow speed of convergence 

(Erdogmus, et. al., 2002).   Moreover, there are several applications of the artificial 

neural networks and fuzzy systems in the car engine systems (Hafner, 2000; Mollov, 

2002; Erdogmus, et. al., 2002).   Mollov developed a nonlinear predictive controller, 

which did not lead to the expected results.   Additionally, the most successful and 

common techniques applied have been the observers-based control system (Weeks 

and Moskwa, 1994; Tseng and Cheng, 1999; Stotsky and Kolmanovsky, 2002), 

sliding mode control (Choi and Hedrick, 1998), a combination of the artificial neural 

network with the sliding mode control (Won, et. al., 1998) and a combination of the 

observer with the neural networks (Erdogmus, et. al., 2002).    

 

The car engine model was developed by Dutka (2005) using a MIMO feedforward 

controller.   The powertrain model was developed using the physical rules, which 

govern the real car engine process.   The MIMO feedforward controller was 

designing using the car engine model.   The car engine model is a multivariable 

model with the following input signals: ambient temperature (Tamb), ambient 

pressure (Pamb), coolant temperature (Tcool), engine speed set point (RPM_sp), 

normalized air to fuel ratio set point (Lambda_sp), the throttle position (TP) or 

throttle angle (TA), fuel pulse width (FPW) and the perturbances.    

 

The outputs signals of the car engine model are: mass airflow (MAF), manifold air 

pressure (MAP), engine speed (RPM) and normalized air to fuel ratio (Lambda), 

intake air temperature (Tman) and brake torque (BT).   The input variable AF_sp is 

defined as the air-to-fuel ratio set point equal to 14.7 (complete combustion point).    

The complete mathematical model of the car engine is a quite complicated model 

because of its degree of complexity, and several model uncertainties.   Because of 

these characteristics, it was chosen to use the neurofuzzy systems in order to develop 

a control system. 
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4.3.4. State of the Art of Neural Network Applied on Car Engines 

 

Most of the automotive firms are looking to use the Artificial Neural Network 

(ANN) to solve problems related with the demanding engine control and fault 

diagnostic requirements produced by tightening emissions regulations and the 

necessity for fuel economy (Evans-Pughe, 2006).   Ford has introduced the second 

production of car model with ANN technology in the Econoline van.   The ANN 

detects misfire first in its V12 engine (2004 Aston Martin DB9) and after that in its 

V10 engine.   From now all Aston Martin engines will have this technology included. 

 

Powertrain applications are the main target of the Chrysler since three years ago. It is 

the reason they developed an ANN approach in order to control the variable valve 

timing in the next-generation-fuel-efficient engines.   Moreover, the UK neural 

network company Axeon developed a sensor replacement application for the General 

Motors in order to increase the speed of measurement using a virtual sensor.   Also, 

the ANNs have been used by Ford in applications such as idle speed control, misfire 

detection and a form of fuel control used in a neural net chip (designed by the Jet 

Propulsion Lab (JPL)). Actually, those three applications have been used together in 

the last model of cars.   Recently, due to the way in dealing with misfire detection in 

DB9, then Aston Martin got stuck and because of that they approved more 

production with the ANN technology. 

 

4.3.4.1.  Controlling Emissions 

 

Higher hydrocarbon emissions are produced when there is an incomplete combustion 

(incomplete chemical reaction between the air and the fuel) as result of misfiring.   

The new legislation requirements in countries such as US and Europe (since 2004 

On-board diagnostics), they have to include in all engine control units (ECU) a 

misfire detector inside of each single cylinder. 

 

In engines with higher cylinder-counts the misfire detection is a very complicated 

task because a great amount of revolutions in small period of time leave to have the 
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possibility to discriminate between a fire and a misfire before the next set of 

information comes in.   For example, Alan Beneth (Aston’s Martin Chief Engineer, 

(Evans-Pughe, 2006)) says: “at the Aston Martine engine with 7500 rpm there is only 

1.33 ms in order to decide about the fire or misfire for each cylinder”.   Also, he 

added that: “ANN has a faster respond because data are not processed so much as 

steered in the manner to produce an specific output”. 

 

Measurements of the crankshaft acceleration detect the misfire because of the 

acceleration “dips” where the cylinder produces a reduced pressure.   The high level 

of vibration noise from the crankshaft makes impossible to detect the acceleration 

dips at high speed.   The ANNs can learn the pattern of the noise and dig on the very 

noisy data collection in order to extract the real information decoding those in pieces. 

 

Ford’s ANN algorithm is running on an standard 16-bit microcontroller into the 

powertrain control module.   The ANN will run on the main engine computer in the 

future.   The inputs used in the ANN are engine speed, the engine acceleration, 

engine load and the cylinder position.   The engine speed is measured from the 

crankshaft sensor and the engine acceleration is computed from the engine speed.   

The engine load is measured similarly to the throttle opening.   The cylinder position 

is measured from the camshaft sensor which shows the cylinder in misfire.   The 

ANN has two outputs: misfire and no misfire.   At Ford’s Powertrain Research and 

Advanced Engineering facility in Dearborn, Michigan the network training was 

carried out which has proved to be robust and easy to use for all Ford´s cars. 

 

4.3.4.2   Fuel Efficiency 

 

Ford is expecting to develop other applications.   Large engines are the adequate 

environment for the ANN misfire application commonly in the family car without 

attempt to improve the fuel efficiency.   ANNs have the possibility to be used in all 

types of vehicles in efficiency-boosting application such as controlling multiple 

displacement systems and variable valve timing (VVT). 
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Some of the cylinders are turning off in the multiple displacement system when there 

exist a small load and turning on when the load increase.   The timing regime 

governs the opening and closing of the valves responsible for the flows at the 

cylinders (in the variable valve actuation). The flow of air, fuel and exhaust in and 

out of the cylinders are varied in order to maximize the efficiency without taken care 

of the operating conditions of the engines.   The optimum performance in terms of 

the torque, fuel consumption and pollutant emissions at all speeds and conditions are 

provided by the previous systems.    

 

To solve a real highly complex multivariable control problem it is necessary to use 

the complete capacity of solution of the control algorithm and the hardware.  The 

usual list of spark-timing and air/fuel ratio plus intake cam-phasing and exhaust cam-

phasing represent the previous multidimensional (or multivariable) control problem.   

This control problem has the following characteristics: multiple inputs-multiple 

outputs (MIMO), internal interaction between loops, high nonlinearities, several 

time-delays, faster dynamic behaviours and uncertainties in the physical modelling. 

 

Denise Kramer (product development engineer at Daimler Chrysler’s technical 

centre in Auburn Hills, Michigan) said (Evans-Pughe, 2006):   “the optimization and 

characterization problems become more complex when you add extra actuators.   

However, in this case is necessary to control additional variables to the position of 

the actuators”.   Kramer and partners with collaboration with the University of 

Michigan optimized the actuator set points for a variable valve technology using 

ANNs which go under the label of continuous dual independent cam-phasing.   They 

were looking for methods with ANNs, including additional sensors, multiple surfaces 

and polynomial fitting, but the ANNs have demonstrated to be the best, the fastest 

working in all the operating points (nonlinear operating surface) with a considerable 

reduction in the effective cost (explained by Kramer).    

 

The ANNs convert global optimization problems into several local optimization 

problems.   The camshaft position and the spark timing are the first optimized in 

order to obtain the best fuel economy, after that were adds NOx emission targets and 
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finally were taken into account the close compromise between the fuel consumption 

and NOx emissions.   In the same manner, the Chrysler team developed a way of 

generating a map of optimised VVT set points and the characterization of the engine 

airflow across all dynamic operating range using a corresponding ANN weighting 

factors.   Finally, they are using a type of neural network control algorithm 

programming and running on the central ECU with the possibility to be used in all 

engine families. 

 

4.3.4.3   Hardware Acceleration 

 

In order to compensate for the time-delays which are implicit on the faster engines, 

the high speeds conditions were a necessary mechanism to obtain the hardware 

acceleration.   Axeon Company (Aberdeen-based) with General Motors showed how 

the mass airflow sensor function could be replaced by the Axeon’s Vindax chip, 

which accelerates the execution of the ANN algorithm with the hardware.     Vindax 

chip has the following secondary data inputs as the engine speed; throttle position, 

intake manifold air temperature and pressure.   The Vindax chip output is a virtual 

version of the mass air function, which corresponds to the amount of air sucked in 

through the manifold.   The cost of the system was reduced and the performance was 

improved because of the function approximation generated by the Axeon’s Vindax 

chip. 

 

The current ANN applications run on hardware, software, on a central ECU or any 

add-on chip. 

 

4.3.5. Multivariable Neurofuzzy Generalised Minimum Variance Controller 

 

The multivariable neurofuzzy generalised minimum variance (NFGMV) Controller 

was designed using the concepts described in the Chapter 3, Section 3.4.6.   Figure 

4.4 shows the block diagram of the car engine model with a multivariable NFGMV 

controller. 

 



115 
 

Car Engine 
Model

MIMO 
Neuro- Fuzzy

GMV+

+

PambTcool Tamb

RPM

BT

AF

Tman

RPM_sp

AF_sp=1.0

BT_sp= 200 

MAP MAF

RPM
RPM

FPW

TA-

-

 

 

Figure 4.4   Block Diagram of the Car Engine Model with a Multivariable 

Neurofuzzy Generalised Minimum Controller 

 

The application was designed assuming that the lower common delay in the entire 

path has to be removed to identify the free delay neurofuzzy car engine model (see 

Figure 4.5). 
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Figure 4.5   Open-Loop Car Engine Model Without the Lower Common Delay  

 

The internal structure of a MIMO neurofuzzy model contains internally multiple-

input-single-output (MISO) neurofuzzy models.   The internal structure of the free 

delay neurofuzzy car engine model has two MISO neurofuzzy models (see  Figure 

4.6). 
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Figure 4.6   Internal Structure of the Free Delay Neurofuzzy Model of the Car 

Engine 

 

 

The input signals were generated in order to cover all the operating range for the TP, 

RPM and FPW.   TP was selected from 10% to 90% and 90% to 10% in order to 

cover the complete operating range.   RPM was selected from 90 rpm (revolutions 

per minutes) to 2000 rpm.   FPW was selected from 4 ms (10-3 seconds or 

milliseconds) to 10 ms.   Additionally, the signals were combined in order to have all 

the possible combinations which can occur in real conditions in order to produce all 

dynamic behaviours.    

 

The training process of the Neurofuzzy System was developed off-line and applied to 

the input signals shown in Figure 4.7 and the output signals expected in Figure 4.8.   

The output signals generated by the car engine model (thick line) and the output 

signals produced by its Free Delay Neurofuzzy Model (thin line) are shown in Figure 

4.8. 
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Figure 4.7   Input Signals Used to Identify of the Free Delay Neurofuzzy Model of 

the Car Engine 

 

 
Figure 4.8   Output Signals Generated by the Car Engine Model (Thick Line) and the 

Output Signals Produced by its Free Delay Neurofuzzy Model (Thin Line)  
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Finally, either the free delay correct model or the free delay car engine neurofuzzy 

model were used in the implementation of the NFGMV controller and applying the 

concepts developed by Pinto, et al (2004b).   Unfortunately, the control algorithm did 

not perform well for the car engine system because it was driving the system to 

instability under normal operation.   This was because of the time delay effects 

combined with the sampling time (see Chapter 3). 

 

4.3.6. Feedforward and Neurofuzzy Feedback Controllers 

 

The feedforward and neurofuzzy controllers were used in this section as a 

complement in order to improve the performance and robustness of the complete 

control system by implementing a multiplicative adaptive nonlinear gain or a 

transient state controller with an addition to the output signal of the feedforward 

(steady state) controller. 

 

In the first case, a multiplicative operation between the output signal of the 

feedforward controller 𝐹𝑃𝑊𝑠𝑠(𝑘) and the output signal (nonlinear adaptive gain) of 

the neurofuzzy controller 𝐺(𝑘) was implemented as the control signal 𝐹𝑃𝑊(𝑘) 

defined as follows: 

 

𝐹𝑃𝑊(𝑘) = 𝐺(𝑘) × 𝐹𝑃𝑊𝑠𝑠(𝑘)   [10-3sec]                                                             (4.1) 

 

Based on the equation (2.56), the nonlinear adaptive neurofuzzy gain 𝐺(𝑘) was 

defined as follows: 

 

𝐺(𝑘) = ∑ 𝛾𝑖�𝒙(𝑘)� 𝑦𝑖�𝒙(𝑘)� 𝑁1
𝑖=1                                                                         (4.2) 

 

where 𝛾𝑖�𝒙(𝑘)� and 𝑦𝑖�𝒙(𝑘)� are the ith normalized degree of fulfilment and the ith 

local lineal model.  𝒙(𝑘) is the input (state or regressor) vector.  N1  are the amount 

of fuzzy rules.   The normalized degree of fulfilment 𝛾𝑖�𝒙(𝑘)� and the local lineal 

model 𝑦𝑖�𝒙(𝑘)� are defined by equation (2.57) and (2.62). 
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On the other hand, if there is an addition operation between the output signal of the 

feedforward controller 𝐹𝑃𝑊𝑠𝑠(𝑘) and the output signal of the neurofuzzy controller 

𝐹𝑃𝑊𝑡𝑠(𝑘)  then the control signal 𝐹𝑃𝑊(𝑘) is defined by the following: 

 

𝐹𝑃𝑊(𝑘) = 𝐹𝑃𝑊𝑡𝑠(𝑘) + 𝐹𝑃𝑊𝑠𝑠(𝑘)           [10-3s]                                              (4.3) 

 

Using equation (2.56), the output signal of the neurofuzzy controller 𝐹𝑃𝑊𝑡𝑠(𝑘) is 

expressed as follows: 

 

𝐹𝑃𝑊𝑡𝑠(𝑘)  = ∑ 𝛾𝑖�𝒙(𝑘)� 𝑦𝑖�𝒙(𝑘)� 𝑁2
𝑖=1             [10-3s]                                         (4.4) 

 

where N2 are the number of fuzzy rules. 

 

Equations (4.2), (4.3) and (4.4) will be used in the experiments developed in the 

following sub-sections.   Due to the characteristic of the car engine problem the 

optimization algorithm selected was the Gradient Descent (or Back propagation) 

algorithm. 

  

4.3.6.1.  Feedforward and Neurofuzzy Controller with 3 Inputs and 2 Fuzzy Sets 

per Input with Product Operation  

 

 

The idea behind the structure of the multivariable feedforward controller and 

feedback neurofuzzy controller with product adaptable operation is to take advantage 

of the adaptation capability of the neurofuzzy systems to increase the performance 

and robustness of the control system.   Figure 4.9 shows the block diagram of the car 

engine model with multivariable feedforward controller and feedback neurofuzzy 

controller with product adaptable operation.  The output of the neurofuzzy controller 

is an adaptive nonlinear gain.   The input signals selected for the feedback 

neurofuzzy controller were MAF, MAP and TP. 
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The fuzzy sets per input signal were equal to 2.    Because of this, the number of the 

fuzzy rules was equal to 8 (with 8 local linear models).   See Chapter 2 for a better 

and further explanation of these concepts.   For the experiment were selected several 

values for the step size k  in order to tune the feedback neurofuzzy controller.   

 

The values selected for the step size k  were lower than the maximum step size CEk

( 01.0=< CEkk ) of the car engine simulation (Dutka, 2002).   The step size k  defines 

the sampling time of the neurofuzzy controller and plays an important role in the 

tuning, stability and convergence of the neurofuzzy system (Pinto, 2001).  
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Figure 4.9   Block Diagram of the Car Engine Model with Multivariable 

Feedforward Controller and Feedback Neurofuzzy Controller No.1 

 



121 
 

As mentioned before, if the step size k was decreased then the convergence speed of 

the optimization algorithm increases.   

 

The previous values of the specific step size are shown in Figures 4.10 and 4.11 

where the input and output signals of the car engine model are shown.   The neuro-

fuzzy controller was designed with 8 fuzzy rules. Figure 4.10 shows TP, RPM and 

FPW have unstable dynamic behaviours which depends on step size k .  In the output 

signals Lambda and BT (in the Figure 4.11) are also shown the unstable dynamic 

behaviours produced by unstable inputs.  In general, there is no improvement in the 

performance of the control system with inclusion of the neurofuzzy controller. 

 

The feedforward control (FFC) response was taken as the reference signal to be 

improved with the application of the neurofuzzy control systems varying the step 

sizes. The following values of step size k  were used: 

 

𝑘1 = 1.25 × 10−4;  𝑘2 = 1.25 × 10−5;  𝑘3 = 1.25 × 10−6;  𝑘4 = 1.25 × 10−7; 

𝑘5 = 1.25 × 10−8;  𝑘6 = 1.25 × 10−9;  𝑘7 = 1.25 × 10−10;  𝑘8 = 2.5 × 10−7; 

𝑘9 = 2.5 × 10−8;  𝑘10 = 2.5 × 10−9;  𝑘11 = 5.0 × 10−7;  𝑘12 = 5.0 × 10−8; 

𝑘13 = 5.0 × 10−9 

 
Figure 4.10   Input Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.1 

0 50 100 150 200 250 300
0

50

100

150

TP
:T

hr
ot

tle
 P

os
iti

on
 (%

)

time[sec]

0 50 100 150 200 250 300
0

1000

2000

3000

4000

R
P

M
:R

ev
ol

ut
io

ns
 p

er
 M

in
ut

e

time[sec]

 

 

0 50 100 150 200 250 300
-20

0

20

40

60

80

FP
W

:F
ue

l P
ul

se
 W

id
th

time[sec]

FFC
k1
k2
k3
k4
k5
k6
k7
k8
k9
k10
k11
k12
k13



122 
 

 

Each step size (from k1 to k13) belongs to a different experiment. 

 

 
Figure 4.11   Output Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.1 

 

     

 
Figure 4.12   Output Signals of the of the Feedforward Controller and Neurofuzzy 

Controller No.1 
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The signals produced by using the step sizes from k1 to k4 was unstable (see Figures 

4.10, 4.11 and 4.12) because the nonlinear surface of the car engine has too many 

local minimum and also the car engine dynamics are too fast compared with the slow 

speed of convergence of the gradient descend algorithm, which prevents the 

optimization algorithm for reaching the global solution.   

 

The unstable behaviours are caused by the optimization (GD or BP) algorithm of the 

neurofuzzy controller.  The output signal of neurofuzzy controller is an adaptive 

gain, which is multiplied by the output signal of the feedforward controller.  As it is 

well known, the Gradient Descent algorithm has a bad reputation when it is 

searching the global minimum also the convergence which prevent to the algorithm 

from converging to the global solution (Mollov, 2002; Erdogmus, et. al., 2002). 

 

For the signals produced by the step sizes between k5 to k13 the responses were 

overlapped with the response of the feedforward control system FFC, shown a stable 

behaviour without improvements. The experiment was also repeated using the 

neurofuzzy controller with the following signals inputs: 

 

a) MAF, MAP and Lambda 

b) MAF MAP and RPM 

c) BT, RPM and Lambda 

 

After concluding this part of the experiment, the results were not better than the 

previous one because in the majorities of the cases the control system became 

unstable with even worst results.    
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4.3.6.2. Feedforward and Neurofuzzy Controller with 3 Inputs and 3 Fuzzy Sets 

per Input with Product Operation 

 

   The previous experiment was repeated with the inclusion of an additional fuzzy set 

per input (in total 3 fuzzy sets per input signal).  In this case, the neurofuzzy system 

has 27 fuzzy rules in order to specify the adaptive gain in the output of the 

neurofuzzy controller.  The decision to increase the number of the fuzzy rules was 

taken based on the fact that the performance of the neurofuzzy system could be 

improved by adding more fuzzy rules which define the dynamical nonlinear 

behaviours (Pinto, 2001; 2004b).     The control structure used was the same as that 

of Figure 4.9. 

 

 
Figure 4.13   Input Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.2  
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Figure 4.14   Output Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.2 

 

The results belonging to this experiment are Figures 4.13, 4.14 and 4.15. The input 

and output signals are shown in Figures 4.13 and 4.14.   The output signals of the 

feedforward controller and neurofuzzy Controller with 8 Fuzzy Rules are shown in 

Figure 4.15.   The values for the step size k  used in Section 2.7.2.1 were again used 

in this experiment with the only variation of the amount of fuzzy rules. 

 

 
Figure 4.15   Output Signals of the of the Feedforward Controller and Neurofuzzy 

Controller No.2 
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The neuro-fuzzy controller was designed with 27 fuzzy rules. Unfortunately, even 

with the increment of fuzzy rules, combining of the feedforward controller with the 

neurofuzzy controller has not improved the performance of the feedforward 

controller because of the weakness of the GD algorithm. 

 

4.3.6.3. Feedforward and Neurofuzzy Controller with 3 Inputs and 2 Fuzzy Sets 

per Input with Addition Operation  

 

The reason for this structure was based on the fact the neurofuzzy controller acts as 

dynamic controller while the feedforward controller acts as a steady state controller.  

In this case, the output of the neurofuzzy controller is the transient fuel pulse width 

in milliseconds (10-3 seconds).   
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Figure 4.16   Block Diagram of the Car Engine Model with Multivariable 

Feedforward Controller and Feedback Neurofuzzy Controller No.3  
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Figure 4.16 shows the block diagram of the car engine model with multivariable 

feedforward controller (FFC) and feedback neurofuzzy controller with addition 

adaptable operation. The neuro-fuzzy controller was designed with 8 fuzzy rules.    

In this experiment, the values of step size k  used were: 

 

𝑘1𝑎 = 1.25 × 10−4; 𝑘2𝑎 = 1.25 × 10−5;  𝑘3𝑎 = 1.25 × 10−6;  𝑘4𝑎 = 1.25 × 10−7  

 

The reason for selecting only these values of k was because these represent the more 

representative results for these experiments. 

 

 
Figure 4.17   Input Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.3 
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Figure 4.18   Output Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.3 

 

The input signals of the car engine model with a neurofuzzy controller including 8 

fuzzy rules and addition adaptive operation are shown in Figure 4.17.   Also the 

output signals are shown in Figure 4.18.   Figure 4.19 shows the control signals of 

the feedforward controller and the neurofuzzy controller.  The lines belonging to the 

step sizes k1a (green line) and k2a (red line) shown an unstable behaviour, which is 

caused by the unstable behaviour in the neurofuzzy controller shown in Figure 4.19.  

The lines with sky blue (step size k3a) and magenta (step size k4a) show an stable 

behaviour, which is also evident in the stable behaviour of the neurofuzzy controller 

which has an output signal approximated to zero compared with the output signal of 

the feedforward controller FFC.  
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Figure 4.19   Output Signals of the of the Feedforward Controller and Neurofuzzy 

Controller No.3 

 

 

One more time, the weaknesses of the GD algorithm is evident using a different 

structure of the neurofuzzy controller.  The magenta and blue lines shown a good 

behaviour but it is not better than the feedforward controller which looks exactly the 

same to the result of the magenta line. 

 

4.3.6.4.  Feedforward and Neurofuzzy Controller with 3 Inputs and 3 Fuzzy Sets 

per Inputs with Addition Operation  

 

In this experiment, the neurofuzzy controller was defined by 27 fuzzy rules with 

addition adaptive operation in order to produce an adaptive fuel pulse width (in 

milliseconds), which modifies the control output signal by addition to the fuel pulse 

width generated by the feedforward controller.  The step sizes used in this 

experiment were the same values used for the experiment described above in the 

Section 4.3.6.1 and they were the following: 

 

𝑘1 = 1.25 × 10−4;  𝑘2 = 1.25 × 10−5;  𝑘3 = 1.25 × 10−6;  𝑘4 = 1.25 × 10−7; 

𝑘5 = 1.25 × 10−8;  𝑘6 = 1.25 × 10−9;  𝑘7 = 1.25 × 10−10;  𝑘8 = 2.5 × 10−7; 
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𝑘9 = 2.5 × 10−8;  𝑘10 = 2.5 × 10−9;  𝑘11 = 5.0 × 10−7;  𝑘12 = 5.0 × 10−8; 

𝑘13 = 5.0 × 10−9 

 

 
Figure 4.20   Input Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.4  

 

The input (TP, RPM and FPW) and output (Lambda and BT) signals are shown in 

Figures 4.20 and 4.21.  Figure 4.22 shows the control signals of the feedforward 

controller and the neurofuzzy controller.   

 
Figure 4.21   Output Signals of the Car Engine Model with Feedforward Controller 

and a Neurofuzzy Controller No.4 
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Figure 4.22   Output Signals of the of the Feedforward Controller and Neurofuzzy 

Controller No.4 

 

The block diagram of the car engine model with multivariable feedforward controller 

and feedback neurofuzzy controller (4 inputs and 1 output) with the adaptive feature 

is shown in Figure 4.16.   The simulation was developed from 0 to 300 [s].  In this 

test was used as a reference signal the response of the FFC system for the normalized 

air-fuel ratio signal.  After the step sizes k1 and k2 were used in the neurofuzzy 

controller, the process became unstable.  The response of the control system (FFC 

and the neurofuzzy controller) with step size k3 was unstable from 0 to 150 [s] and 

after that the system was stabilised.  
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Figure 4.23 Block Diagram of the Car Engine Model with Multivariable 

Feedforward Controller and Feedback Neurofuzzy Controller No.5  

 

The control systems developed using the step sizes from k4 to k13 shows a stable 

dynamic behaviour without any improvement compared with the feedforward 

controller (FFC) system.  The performance of the FFC has not been improved by this 

experiment using a neurofuzzy controller with 27 fuzzy rules and addition adaptive 

operation with the FFC.    

 

 

4.3.6.5. Feedforward Controller and Neurofuzzy Controller with 4 Inputs and 2 

Fuzzy Sets per Input with Product Operation 

 

   The feedforward controller and neurofuzzy controller with 4 inputs and 2 fuzzy 

sets per Inputs with 16 fuzzy rules and product Operation are shown in Figure 4.23.   

The values of step size k  used in the experiment were: 
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𝑘1 = 1.25 × 10−4;  𝑘2 = 1.25 × 10−5;  𝑘3 = 1.25 × 10−6;  𝑘4 = 1.25 × 10−7; 

𝑘5 = 1.25 × 10−8;  𝑘6 = 1.25 × 10−9;  𝑘7 = 1.25 × 10−10 

 

 
Figure 4.24   Input Signals of the Car Engine Model with a Feedforward Controller 

and Neurofuzzy Controller No.5 

 

Input and output signals of the car engine model are shown in Figures 4.24 and 4.25.   

The output signal for the feedforward controller and the neurofuzzy controller with 4 

inputs and 16 fuzzy rules are shown in Figure 4.26.  All the results obtained were 

unstable because of the poor performance obtained with the Gradient Descend 

optimization algorithm.    The black lines in the Figures 4.24, 4.25 and 4.26 are the 

input and output signals belong to the car engine model with the feedforward 

controller. 
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Figure 4.25   Output Signals of the Car Engine Model with a Feedforward Controller 

and Neurofuzzy Controller No.5 

 

 

 
Figure 4.26   Output Signals of the of the Feedforward Controller and Neurofuzzy 

Controller No.5 
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4.3.7. Neurofuzzy Control System 

 

The neurofuzzy control system was ideally designed based on the ideas of the 

general solution for a continuous differential equation, which has its general solution 

defined as the addition between the transient and steady state solutions.   The 

solution was inspired also in the previous solutions for the car engine problem which 

combine a steady state controller with a transient state controller (Won, et. al.,1998).    
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Figure 4.27 Block Diagram of the Car Engine Model with Neurofuzzy Control 

System No.6 

 

 

The neurofuzzy control system has: an engine speed (PI ) controller, a transient state 

and steady state neurofuzzy controllers.   In order to define the transient state and 

steady state in the neurofuzzy controllers were selected the proper input variables for 
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each controller.   Specifically, the variable which are not affected by the delays (TA, 

MAF and MAP) were selected as inputs of the transient state neurofuzzy controller 

and the variables affected by the delays (BT, RPM and Lambda) were selected as the 

input signals of the steady state neurofuzzy controller.   Figure 4.27 shows the block 

diagram of the car engine model with a multivariable neurofuzzy Control System.   

The expression which defines the control signal ( )kFPW  is defined again by 

equation (4.3): 

 

( ) ( ) ( )kFPWkFPWkFPW ssts +=                   [10-3sec]                                      (4.5) 

 

where ( )kFPWts  and ( )kFPWss  are the output signals for the transient state and 

steady state neurofuzzy controllers, respectively.   Using equation (2.56), the output 

signal of the neurofuzzy controllers ( )kFPWts  and ( )kFPWss  are defined as 

follows: 

 

( ) ( )( ) ( )( )∑
=

=
3

1

N

i
iits kzkkFPW xxς                    [10-3sec]                                          (4.6) 

( ) ( )( ) ( )( )∑
=

=
4

1

N

i
iiss kkkFPW xx ωξ                   [10-3sec]                                         (4.7) 

 

where ( )( )ki xς  and ( )( )kzi x  the normalized degree of fulfilment and the local lineal 

model for the transient state neurofuzzy controller. ( )( )ki xξ  and ( )( )ki xω  the 

normalized degree of fulfilment and the local lineal model for the steady state 

neurofuzzy controller.  ( )kx  is the input (state) vector.  N3 and N4 are the amount of 

fuzzy rules for the transient state and steady state neurofuzzy controllers.  

 

A complete definition of the structures of the neurofuzzy controller was explained in 

Section 2.3. 
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Figure 4.28   Input Signals of the Car Engine Model with Neurofuzzy Control 

System No.6 

 

 
Figure 4.29   Output Signals of the Car Engine Model with Neurofuzzy Control 

System No.6 

 

The input and output signals of the car engine model are shown in Figures 4.28 and 

4.29.  Figure 4.30 shows the output signals of the Car Engine Model with 

Neurofuzzy Control System.   The blue line in Figures 4.28 and 4.29 show the car 

engine model applying the feedforward controller FFC alone and the rest of the lines 

belong to different values of the step size k which have the following values: 
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𝑘1𝑏 = 1.0 × 10−3;  𝑘2𝑏 = 5.0 × 10−3;  𝑘3𝑏 = 2.5 × 10−3;𝑘4𝑏 = 1.25 × 10−3; 

𝑘5𝑏 = 1.25 × 10−4;  𝑘6𝑏 = 1.25 × 10−5;  𝑘7𝑏 = 1.25 × 10−6;  𝑘8𝑏 = 1.25 × 10−7 

 

 
Figure 4.30   Output Signals of the Car Engine Model with Neurofuzzy Control 

System No.6 

 

Finally, in the experiment was intended to synchronize both neurofuzzy controllers 

in order to produce an stable output signal but due to the low speed of convergence 

of the Gradient Descent and the delays between all the input variables then the 

neurofuzzy control system always shown a unstable behaviour. 

 

 

4.4.  Conclusions 

 

In this section was used the Gradient Descent (or Backpropagation) optimization 

algorithm.  The car engine is a very fast process with transient and steady state 

nonlinear dynamics with the following characteristics: high nonlinearity, delays 

between the sub-processes, multivariable process with strong interactions, complex 

dynamical nonlinear surface with several local minimum.  The car engine is mainly 

treated as a transient state problem with a steady state component.  The transient 

problem was dealing with the adaptive features of the neurofuzzy controllers 
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proposing several control systems structures as the neurofuzzy GMV, feedforward 

controller and Neurofuzzy Control with product an addition adaptive operation and 

the neurofuzzy control system.   Also, trying to tune the neurofuzzy controllers, 

several step size k were used, several different fuzzy sets per inputs (or fuzzy rules 

per neurofuzzy system) and different sets of inputs were tested to capture more 

dynamic information about the car engine system.   The adaptation of the neurofuzzy 

controllers requires to be on-line and hence the Gradient Descent was selected as a 

possible solution for the optimization problem. 

 

The Gradient Descent (or Back propagation) is too slow to converge to the global 

minimum in order to solve the car engine problem because the nonlinear surface of 

the car engine has too many local minimum and also the car engine dynamics are too 

fast compared with the slow speed of convergence of the gradient descend algorithm.   

The control strategy can be improved by including local expert agents which learn 

previously the nonlinear behaviour of sections of all the operating range of the 

nonlinear car engine dynamic surface.  After the local expert agents learned the 

dynamic behaviour which includes all local minimum then the searching for the  

global solution will be faster.  Another suggestion for future research is to use a 

faster optimization algorithm than the Gradient Descent with the control system used 

in the experiments.  On the other hand, using the neurofuzzy system with a different 

optimization algorithm and/or a different nonlinear control technique such as 

observer-based control or sliding mode control could be useful for the solution of the 

car engine problem. 
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Chapter 5 Power Electronics and Fuzzy Control System Applications 

 
5.1. Introduction                 

 

The present chapter is concerned with the power electronics and fuzzy control systems 

applied to a ballast (with buck converter) and the igniter plus a lamp system.  The 

experiments were developed with formal theoretical foundations followed by 

comparative analysis of simulation and experimental results.    

 

This chapter starts with the Discrete-Sliding Mode Control followed by the Dimming 

Control using Adaptive Fuzzy Sliding Surface for Square-Waveform Ballast. The 

structure of the Dimming Control uses a Mamdani’s Fuzzy model in order to define the 

Adaptive Fuzzy Sliding Surface.  To design and tune the Dimming Control with the 

Adaptive Fuzzy Sliding Surface it is necessary to apply the techniques clearly explained 

in (Pinto, 2001).   This is followed by the Thermal Dynamic Model for High Intensity 

Discharge (HID) Lamps with the Outer-Bulb Effects.  Finally, the chapter includes a 

Simplified-Stability Analysis of Square-waveform Ballast Using a Nonlinear Lamp 

Model. 

 

5.2. Analysis and Design of Discrete-Sliding-Mode Control for a Square-
Waveform-Ballast 
 
 
The acoustic resonance phenomenon in HID lamps is a consequence of pressure waves 

of the filled gas inside the lamp. This phenomenon is caused by the lamp power 

modulation. The arc discharge is deformed by these pressure waves. Heating spots are 

generated when the glass bladder is reached by the arc, and generally these spots break 

the lamp (Groot and Van Vliet, 1986). 

 

One of the most reliable solutions for the elimination of the acoustic resonance 

phenomenon in HID lamps consists of feeding the lamp with square wave forms to 

reach a constant power. Most of the electronic ballasts that feed the lamps with square 

wave forms require a feedback control system to stabilize the lamp current (Deng, 1995; 

Deng and Cuk, 1997).   Generally, the discharge arc in HID lamps is extinguished if the 
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power inferior limit is reached (approximately 50% of the nominal power) (Correa, 

2002). Therefore, to avoid the arc extinction, it is important that the dimming control of 

the electronic ballast has a good reference tracking. Additionally, it is important to have 

a good dynamic response in illuminating systems where voltage variations or load 

changes are likely to occur. Good dynamic response, stability and regulation from 

voltage variations, are sought by the sliding mode control (Utkin, 1974; 1977). The HID 

lamp current is unstable when the lamp is feeding with a voltage source, an example is a 

variable structure dc-dc converter working in continuous conduction mode (CCM). The 

control will drive the system to the balance point. 

 

An igniter is needed when the HID lamps are fed with square waves. A proposed igniter 

was based on a resonant network; this network works only for 40μs-60μs in a high 

resonant frequency. Also, there are semiconductor losses and the amount  of the passive 

elements were reduced. An electronic ballast was introduced in (Ponce, et. al., 2001), 

feeding the HID lamp with low frequency square wave forms. The feedback control was 

designed with a non linear sliding control. The control stage was implemented in analog 

form, and then several electronic elements (1 operational amplifier, 1 high speed 

comparator, 2 logic circuits, 13 resistors, 1 microcontroller) were needed.   The aim of 

this research is to use a Discrete Sliding Mode Control for a non resonant ballast. The 

following advantages were achieved against the Analog Sliding Mode Control (Orozco 

and Vazquez, 2000): 

 

a) Reduction of the number of electronic components. 

b) Possibility of applying adaptive controller to feed different lamps with 

the same electronic ballast. 

c) Flexibility in the development of the sliding surface. 

d) The same control strategy is useful to different converters with 

minimum adjustment. 

e) Possibility for integration of advanced functions in the control 

algorithm, like digital compensators, etc. 

 

The above advantages are in addition to those introduced by the sliding mode 

control.   The simulations of the electronic ballast with the igniter plus the 
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nonlinear dynamic lamp model (Osorio, et. al., 2004a) were made in Simulink 

(SimPowerSystem and DSP libraries). 

 

5.2.1. Power Stage 

 

The block diagram of the selected ballast is shown in Figure 5.1. A buck converter 

was operating in Continuous Conduction Mode (CCM).   This converter stabilizes 

the arc discharge and feeds the inverter.  A dc bus is given by the dc-dc converter 

that integrates a power factor correction. 

 

 

 

Buck Converter

Vin

X1 X2

Inverter + Igniter + HID Lamp

HID Lamp

Frequency 
Limiter

UN = - sign (σ) S1

ILr

IL: Lamp Current
ILr: Lamp Current Setpoint

σ

Digital Sliding Mode Control System Implemented in the PIC16F876 Microcontroller

+

-

eIL

IL

IL LS

Lr

+

-

LB

CB Cr

IL

 
Figure 5.1 Block Diagram of Selected Topology with Nonlinear Control Stage 

 

To avoid the acoustic resonance, the inverter feeds the HID lamp (70W metal Halide) 

with low frequency square waveforms (400Hz, avoiding the effects of parasitic 

elements).    The igniter has the resonant network (LrCr) in series configuration. Lr is 

coupled to Ls (autotransformer configuration). High voltages (4.5kV peak) could be 

reached with this configuration assuring the lamp ignition.  
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   The ignition sequence takes 40μs-60μs (4 or 6 pulses of 100 kHz). The inverter 

operation frequency changes to 400Hz when the lamp ignition is reached. Therefore, at 

this frequency, the inductor impedance is very low (short circuit) and the capacitor 

impedance is very high (open circuit) and both impedances can be ignored. 

 

5.2.2.   Control Stage 

 

5.2.2.1.   System Modeling 

 

The power stage (Figure 5.2(a)) can be simplified as follows: The influence of the 

igniter in the ballast under stable state is worthless, (Figure 5.2(b)). The inverter 

current demanded from the Buck converter is constant and can be eliminated 

(Figure 5.2(c)). Finally, the semiconductors could be substituted by ideal switches 

and the lamp was considered unstable state as a constant resistance only for the 

control parameter estimations (Figure 5.2(d)).   The lamp model proposed in 

(Orozco and Vazquez, 2000; Osorio, et. al., 2004c) was used in the simulations. 

 

 

The resultant system in a matrix form considering the position of the switch u1 (1 

and -1) is expressed as follows: 

��̇�1�̇�2
� = �

0 − 1
𝐿𝐵

1
𝐶𝐵

− 1
𝐶𝐵𝑅

� �
𝑥1
𝑥2� + �

𝑉𝑖𝑛
2𝐿𝐵
0
�𝑢 + �

𝑉𝑖𝑛
2𝐿𝐵
0
�                                                          (5.1) 

 

Defined also as follows: 

 

�̇� = 𝐴𝑋 + 𝐵𝑈 + 𝐵                                                                                                       (5.2) 

 
where 𝑥1 is the  current of the inductor 𝐿𝐵, 𝑥2 is the voltage of the capacitor 𝐶𝐵. 
 

For  𝐿𝐵= 5mH,  𝐶𝐵= 1μF, 𝑅 = 115Ω, 𝑉𝑖𝑛 = 180V: 

 

��̇�1�̇�2
� = 1 × 106 �0 −0.0002

1 −0.0087� �
𝑥1
𝑥2� + �18 × 103

0
� 𝑢 + �18 × 103

0
�                      (5.3) 
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The discrete system using a zero-order hold, with a sampling period of 16μs 
becomes as follows: 
 

�𝑥1
(𝑛 + 1)

𝑥2(𝑛 + 1)� = �0.9757 −0.002962
14.81 0.8469 � �𝑥1

(𝑛)
𝑥2(𝑛)� + �0.5713

2.1915� 𝑢
(𝑛) + �0.5713

2.1915�     (5.4) 

 
The PIC16F876 microcontroller from the Microchip Company was used. 
 
 

Buck Converter Inverter + Igniter +
HID  Lamp

Vin

LB

CB

Lr
Cr

Ls

Buck Converter Inverter + HID  Lamp

Vin

LB

CB

Buck Converter + HID Lamp

(a) Complete Power Stage

(b)Without Igniter

(c)Without Inverter

(c)Using Ideal Switch and Considering the Lamp 
as a Resistance

Vin

LB

CB

Vin

LB

CB

HID lamp

RL(t)

u

 
Figure 5.2 Ballast Simplifications 
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5.2.2.2.   Sliding Surface 
 
The continuous-sliding surface proposed in (Osorio, 2004c) is a linear combination 

of the lamp current 𝐼𝐿 and the current reference 𝐼𝐿𝑟 (see Figure 5.1): 

  
𝜎 = 𝑠1(𝐼𝐿 − 𝐼𝐿𝑟)                                                                                                          (5.5) 
 
where 𝑠1is a parameter control. 
 
Or 

𝜎 = [𝑠2 𝑠3] �
𝑥1 − 𝑥1𝑟
𝑑𝑥2
𝑑𝑡

− 𝑥2𝑟
�                                                                                            (5.6) 

and 

𝑠2 = 𝑠1                                                                                                                                  (5.7) 

𝑠3 = 𝑠1𝐶𝐵                                                                                                                             (5.8) 

 

where  𝑥1𝑟  and  𝑥2𝑟 are the reference current signals. 

 

From the previous equation, the discrete-sliding surface obtained was as follows 

(Utkin, 1977): 

 

𝜎(𝑛) =  𝑠1�𝐼𝐿(𝑛) − 𝐼𝐿𝑟(𝑛)� = [𝑠2 𝑠3] �
𝑥1 − 𝑥1𝑟

𝑥2(𝑛+1)−𝑥2(𝑛)
𝑇

− 𝑥2𝑟
�                                   (5.9) 

 

Due to the operational amplifiers dc Bus limitations, the 𝑠1 experimental value is 

practically chosen in the interval (1, 10), then the maxim value of 𝑠3 was as follows: 

 

𝑠3 = 𝑠1𝐶𝐵 = 10 × 10− 6 ≪ 𝑠2                                                                                  (5.10) 

 

The previous equation implies the following: 

 

𝜎(𝑛) ≅ 𝑠1(𝑥1(𝑛) − 𝑥1𝑟)                                                                                           (5.11) 
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where 𝑠1, 𝑠2 and 𝑠3 are the control parameters.  𝐼𝐿 is current lamp, X are the state 

variables. 𝐼𝐿𝑟 and 𝑋𝑟 are the references signals or set-points. 

 

The control law proposed was expressed as being:  𝑢 = 𝑢𝑒𝑞 + 𝑢𝑁                                                                                                                                   

Here: 𝑢𝑒𝑞 is the equivalent control and uN = −sgn(σ). 

 

5.2.2.3.   The Control Law 
 
 

The discrete-time control law is expressed as follows (Sarpturk, 1987): 

 

𝑢(𝑛) = 𝑢𝑒𝑞(𝑛) + 𝑢𝑁(𝑛)                                                                                           (5.12) 

 

where 𝑢𝑁(𝑛) = −𝑠𝑔𝑛�𝜎(𝑛)� is implemented control and 𝑢𝑒𝑞(𝑛) is the equivalent 

control. 

 

The equivalent control law 𝑢𝑒𝑞(𝑛) is only for analysis purposes and this implies a 

guarantee of the existence condition only locally. The implemented control 

𝑢𝑁(𝑛) does not include the equivalent control. 

 

5.2.2.4. Existence and Convergence Conditions of Discrete Sliding Mode 

Control (DSMC) 

 

Equations (5.13) and (5.14) describe the existence of DSMC (Sarpturk, 1987). The 

analysis starts with the convergence and sliding conditions expressed as follows: 

 

�𝜎(𝑛 + 1) + 𝜎(𝑛)�𝑠𝑖𝑔𝑛�𝜎(𝑛)� ≥ 0, convergence condition                                  (5.13) 

 

�𝜎(𝑛 + 1) − 𝜎(𝑛)�𝑠𝑖𝑔𝑛�𝜎(𝑛)� < 0, sliding condition                                           (5.14) 

 

From experimental results, the lamp always ignites from these values: 𝑥1(𝑛)=3A 

(maximum value), 𝑥2(𝑛) = 20V, 𝑥1𝑟  = 0.777A and 𝜎 > 0 when  𝑢𝑁 = -1: 
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4.31𝑠1 ≥ 0, convergence condition                                                                          (5.15) 

 

−0.78𝑠1 < 0, sliding condition                                                                                (5.16) 

 

𝑥1(𝑛) = 0.35A (minimum value), 𝑥2(𝑛) = 115V, 𝑥1𝑟  = 0.777A and 𝜎 > 0  when 𝑢𝑁 = 

1: 

 

0.06𝑠1 ≥ 0, convergence condition                                                                          (5.17) 

 

−0.13𝑠1 < 0, sliding condition                                                                                 (5.18) 

 

In order to cover the convergence and sliding conditions, 𝑠1 has to be positive in 

order to satisfy equations (5.15) to (5.18). 

 

 

5.2.3.   Simulation and Experimental Results 

 

The electronic ballast was designed with the following parameters: Po = 70W, Vin 

=180Vdc, VC = 90Vdc, IL =0.777A, L = 5mH, C = 1μF, CDM70W830PH lamp, s1 = 

1.  The values of C and L were chosen according to current and voltage ripples.  The 

simulated circuit (Buck converter, DSMC and lamp model) is shown in Figure 5.3. 

Simulation results of the electronic ballast with DSMC control are shown in Figures 5.4 

and 5.5.   The demanded current and the output voltage of the Buck converter are shown 

in Figure 5.4.   Figure 5.5 shows a dimming test (from 100% to 50%), it is made with a 

change in the current reference. The demanded current and the output voltage to the 

Buck converter are shown. As it can be observed, a good dynamic response was 

obtained. The effect of death times are shown in Figures 5.4 and 5.5. 
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Figure 5.3 Simulation Scheme in Simulink 

 

 

The DSMC program flow diagram is shown in Figure 5.6. Experimental results of 

the electronic ballast with DSMC control are shown in Figures 5.7 and 5.8.   Figure 

5.7 shows the experimental results of the electronic ballast with a Sliding Mode 

Control (SMC) under steady state condition. The current reference, lamp current 

and voltage are shown. Figure 8 shows the dimming test (from 100% to 50%); this 

dimming is made with a change in the current reference. The current demanded 

and the output voltage of the Buck Converter are shown, hence revealing a good 

dynamic response. 
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Figure 5.4 Wave Forms for Nominal Power (70W): (a) Typical Topology: Current 

Demanded (Top) and Output Voltage of Buck Converter. (b) Compact Topology: 

Lamp Current (Top) and Lamp Voltage (Bottom). 

 

 
Figure 5.5 Dimming Test (from 100% to 50%), (a) Typical Topology: Current 

Demanded (Top) and Output Voltage of Buck Converter. (b) Compact Topology: 

Lamp Current (Top) and Lamp Voltage (Bottom) 
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Figure 5.6 Program Flow Diagram for the Discrete Sliding Mode Control 

Implemented in PIC16F876 Microcontroller 
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Figure 5.7 Experimental Results, Top to Bottom: Lamp Current and Lamp Voltage 

 

 
Figure 5.8 Experimental Results, Dimming Test (from 100% to 50%), Top to 

Bottom: Lamp Current and Lamp Voltage 
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Ignition Pulses

Lamp Voltage

Lamp Current

 
Figure 5.9 Experimental Results of the Igniter and Lamp: Igniter Pulses (Top), Lamp 

Voltage (Middle) and Lamp Current (Bottom) 

 

The experimental results of the Igniter and Lamp are shown in Figure 5.9.    The lamp 

ignites with two or five pulses due the high ignition capacity.  The period covered by 

these pulses represent the transient state of the lamp. The settling time is approximately 

equal to 80.0 μs and after this started the steady state. 

 

 

5.3. Dimming Control Using Adaptive Fuzzy Sliding Surface for Square-

Waveform Ballast 

  

The acoustic resonance phenomenon in Hight Intensity Discharge (HID) lamps is a 

consequence of pressure waves of the filled gas. This phenomenon is caused for the 

lamp power modulation. The arc discharge is deformed for these pressure waves. 

Heating fits are generated when the glass bladder was reached for the arc, and generally 

these fits are broken (Groot and Van Vliet, 1986). 
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One of the most reliable solutions for the elimination of the acoustic resonance 

phenomenon in HID lamps consists on feeding the lamp with square wave forms, since 

the lamp power is constant. Most of the electronic ballast that feed the lamps with 

square wave forms requires a closed loop control system to stabilize the lamp current 

(Deng, 1995; Deng and Cuk, 1997). 

 

Generally, the discharge arc in HID lamps is extinguished if the power inferior limit 

is reached (approximately 50% of the nominal power) (Correa, et. al., 2002).  Therefore, 

to avoid the arc extinction, it is important that the dimming control of the electronic 

ballast has a good reference pursuit. Because of that, to avoid the lamp turn off, the 

power inferior limit should not be surpassed. Additionally, it is important to have a 

good dynamic response in illuminating systems where existing main voltage variations 

or the load change. 

  

A sliding mode control allows that the feedback system presents the following 

characteristics: robustness, good dynamic response and stability in load and main 

voltage variations and among others (Utkin, 1974; 1977).   The HID lamp current is 

unstable when the lamp is feeding with a voltage source, an example is a dc-dc 

converter working in continuous conduction mode (CCM) with a variable structure. The 

system is stable using SMC although the system structures are unstable (if the system 

structures are unstable then the SMC can apply for stabilize the system). The output 

signal of the controller will be changing in order to drive the system to a balance point. 

 

The lamp parameters have variations during its useful life period. This problem 

mainly affects the lamp impedance.   It commonly decreases 20-30% of initial value of 

the lamp impedance (Groot and Van Vliet, 1986).   This lamp characteristic affects the 

control system dynamic behaviour. Hence, an adaptive control is useful to reduce the 

lamp parameters variations.  

 

 An igniter is needed when the HID lamps are feeding with square waves. A 

proposed igniter is based on resonant network; this network works only 40µs-60µs. The 

resonant network works in high resonant frequency, the semiconductor losses and the 

size of the passive elements are then reduced. 
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 Electronic ballast presented in (Ponce, et. al., 2001) feeds the HID lamp with high 

frequency cuasi-square waves. The feedback control law was designed with classic 

control strategy.   However, a control analysis is valid for region near to operate point. 

Also, a dimming test was not included.   Also, the wave shapes are deformed due to the 

high commutation frequency. 

 

Electronic ballast developed by Ribas and partners (2003) fed the HID lamp with low 

frequency square waves. Also, the feedback control was designed with classic control 

strategy. Again, a control analysis was valid for region near to the operating point. 

Therefore, it does not ensure a good behavior during unitary impulse test of the lamp 

power.  The arch discharge was stabilized with Buck-Boost dc-dc converter operating in 

discontinuous conduction mode (DCM).   Therefore, semiconductor losses were high. 

Also, an extra circuit was needed to avoid the continuous conduction mode (CCM) 

converter operation.  

 

Compact electronic ballast designed in (Shen, et. al., 2002a; 2002b; 2003) fed the 

HID lamp with low frequency square waves. This topology integrates a dc-dc converter 

and the full bridge inverter. Also, the current feedback control was designed using 

classic control strategy with the above mentioned drawbacks.  

 

An analysis of the control system behaviour designed with a Sliding Mode 

(nonlinear) Control was presented in (Osorio, et. al., 2004a).  To reduce the acoustic 

resonance the power stage feeds the HID lamp with low frequency square waves.   A 

good dynamic response in dimming test was obtained because the control strategy was 

efficient. However, this control strategy did not integrate an adaptive process in the 

control law, and then it does not assure a good behaviour during the useful life period of 

the lamp. In this example, a control stage analysis was presented using sliding-mode-

control (SMC) strategy with adaptive-fuzzy-sliding surface for electronic ballast that 

feed HID lamp with low-frequency-square waveforms was introduced.   After that, the 

lamp current stabilized with a good dynamic response under the lamp parameters 

variation with this adaptive intelligent nonlinear control. Therefore, a satisfactory 

unitary impulse test of power lamp was obtained, avoiding the lamp turn off.  
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The simulations of electronic ballast were carried-out using Matlab (Simulink: 

SimPowerSystems) package. The selected lamp model was presented in (Osorio, et. al., 

2004b). This mathematical model for HID lamps was based on electrical and thermal 

physical principles. This model could be used mainly in the design of nonlinear 

controllers.   This model appropriately emulates the behaviour of negative resistance (it 

is deduced from an electric analysis of the HID lamps) and the dynamic response of the 

HID lamp (it was obtained from the thermal circuit of the lamp). The proposed model 

combines the advantages of simplicity and functionality.   The parameters of the model 

could be adjusted precisely by means of electrical measurements of voltage and current 

in the lamp. 

 

The electronic ballast can be implemented in two ways: The first (typical version) 

consist in three main components: a lamp current stabilizer based on Buck converter 

operating in CCM, an inverter and an igniter. The second (compact version) has two 

main elements: A buck converter integrated with full bridge inverter and an igniter 

(Shen, et. al., 2002a; 2002b; 2003).  The CCM operation of Buck converter reduces the 

semiconductor losses more than the DCM operation.  Also, this converter adjusts de CD 

bus to a required value. The example was structured as follow: An analysis of power 

stage of selected ballasts, an analysis of control stage and the introduction of the 

selected lamp model.   Finally, the simulation results were presented with discussions 

and conclusions. 

 

 

5.3.1. Power Stage 

 
   The block diagram of the selected ballast is shown in Figure 5.10.  A buck converter 

is shown in Figure 5.10(a), which is operating in CCM.   This converter stabilized the 

arc discharge and feed the inverter.   A CD bus can be given by CD-CD converter that 

integrates a power factor correction. 
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Figure 5.10  Block Diagram of Selected Topologies.  
 
 

   To avoid the acoustic resonance, the inverter feeds the HID lamp (70W metal Halide) 

with low frequency square waveforms (400Hz, avoiding the effects of parasitic 

elements).  

 

   The igniter was conformed for resonant network (LrCr) in a series configuration.   Lr 

is coupled to Ls

 

 (autotransformer configuration). High voltages (4.5kV peak) could be 

reached with this configuration assuring the lamp ignition.  The ignition sequence took 

60µs (6 pulses of 100 kHz).   The operating frequency of 400Hz (in the inverter 

changes) was reached when there is a lamp ignition.  

Therefore, at this frequency, inductor impedance was very low (short circuit) and the 

impedance capacitor was very high (open circuit) and both impedances could be 

ignored. A compact version of electronic ballast (Ponce, et. al., 2001) was shown in 

Figure 5.10(b).   A Buck converter (operating in CCM) integrated with a full bridged 

inverter conform this ballast.  A CD bus was needed in the input of the ballast. 

 

5.3.2. Control Stage 

 

 Many papers have presented several steps for the sliding mode control design 

(Utkin, 1974; 1977; Decarlo, et. al., 1988; Hung, et. al., 1993; Matavelli, et. al., 1993; 

Vázquez, et. al., 1993; Hernández, et. al., 2001), these steps could be summarized as 

follows: to propose the sliding surface, to verify the existence of a sliding mode, and to 

analyze the stability of the sliding surface. 

 

 Typically, the sliding surface proposed is a linear combination of the state variables 

(Vázquez, et. al., 1993; Hernández, et. al., 2001).   Because of that, the implementation 
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and theoretical analysis are very easy.  The sliding mode controller (SMC) forces the 

system to be under this surface and the system is driven to the equilibrium point which 

must be included in the sliding surface. However, due to the lamp parameter variations 

and the system uncertainties an adaptive-fuzzy-sliding surface was used (Pinto, 2001). 

 

5.3.3.   System Modeling  

 

 Figure 5.11 can be described as follow: (a) Complete Power Stage, (b) Without 

Igniter, (c) Without Inverter, (d) Using Ideal Switch and Considering the Lamp as a 

Resistance. Compact Version: (e) Complete Power Stage, (f) Without Igniter, (g) 

Equivalent Circuit During Negative Wave Part, (h) Equivalent Circuit During Positive 

Wave Part, (i) Using Ideal Switch and Considering the Lamp as a Resistance. In other 

words, the typical version of power stage (Figure 5.11(a)) could be simplified as 

follows: The influence of the igniter on the ballast in stable state was diminished, 

(Figure 5.11(b)). The inverter current demanded to Buck converter is constant and it 

could be eliminated (Figure 5.11(c)).  Finally, the semiconductors could be substituted 

for ideal switches and the lamp was considered in steady state as constant resistance 

only for controller parameters calculations (Figure 5.11(d)). In the simulations of the 

lamp model proposed in (Correa, et. al., 2002), it was considered with some 

modifications.   A similar analysis can be applied to a compact version of the selected 

power stage (Figure 5.11(e)):  The influence of the igniter on the ballast in stable state 

was diminished (Figure 5.11(f)).   The inverter changes the polarity source (Figures 

5.11(g) y (h)), this effect could be emulate with a bipolar source, 

�𝐕𝐢𝐧 = 𝐕𝐝𝐜 𝐬𝐠𝐧(𝐬𝐢𝐧𝟐𝛑𝐟𝐥)�, Figure 5.11(i).  

 

Finally, the semiconductors can be substituted for ideal switches and the lamp was 

considered in steady state as constant resistance only for controller parameters 

calculations (Figure 11(j)). Moreover, in the simulations of the lamp model proposed in 

(Correa, et. al., 2002) some modifications were considered. 
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Figure 5.11 Ballast Simplification, Typical Version 

 

The resultant system in state-matrix representation form considering the position of the 

switch u1

 

 (1 and -1) is as follows: 

��̇�1�̇�2
� = � 0 −𝑤0

𝑤0 −𝑤1
� �
𝑥1
𝑥2� + �𝑏 2⁄

0 � 𝑢                                                                       (5.19) 

 

where: 
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w0 = 1
�LBCB

 , w1 = 1
R CB 

, b = Vin
�LB

                                                                             (5.20) 

 

𝑥1 = √𝐿𝑖𝐿𝐵                                                                                                                 (5.21) 

 

𝑥2 = √𝐶 𝑉𝐶𝐵                                                                                                               (5.22) 

 

or 

 

�̇� = 𝐴 𝑋 + 𝐵𝑈 + 𝐵                                                                                                    (5.23)   

 

where: 

 

 𝑅: the impedance of the lamp reduced to dynamic-nonlinear resistance. 

 

𝐿𝐵: inductance of the Buck inductor. 

 

𝐼𝐿𝐵: current flow of the inductor 𝐿𝐵. 

 

𝐶𝐵:  capacitance of the Buck capacitor. 

 

𝑉𝐶𝐵: voltage across of the capacitor 𝐶𝐵.  

 

𝑥1 and 𝑥2 are the normalized state variables. 

 

 
 

5.3.4. Architecture of the Adaptive Fuzzy Sliding Mode Controller 

 

The current states of the controlled plant were used for adjusting the output scaling 

factors (gains of the controller).  The Adaptive Fuzzy Sliding Mode Control law was 

divided into three blocks: the PI fuzzy, the Adaptive Fuzzy Mechanism and the block to 

compute the Adaptive Sliding Surface (see the Figure 5.12).   The data for the design 
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and the tuning of the Adaptive PI Fuzzy Controller were shown in (Pinto, 2001).  The 

tuning process starts with the tuning of the PI Fuzzy Controller setting the adaptive 

mechanism to 1 ( )1=α .    In other words, it is necessary to eliminate the effect of the 

adaptive mechanism by set α to 1.  The scaling factor eG  has to be selected in order to 

cover the operating range belonging to the interval [ ]1,1− .  When the system has an 

slow response it is necessary to increment the value of eG  and uG .   The manipulation 

of the scaling factor uG  has to be done carefully because it affects the Proportional and 

Integral gains at the same time.   If the system has a big overdamping then it is 

necessary increment the value of eG∆ .   The selection of the input scaling factors 

( )ee GandG ∆  and the output scaling factor ( )uG   has to be done making the transient 

response of the target system acceptable. 

 

5.3.4.1. Signals, Functions and Scaling Factors of the Adaptive PI Fuzzy Controller 

 

    So that to guarantee a convenient design of fuzzy logic controllers is crucial to make 

a good selection of the input and output scaling factors, in accordance with the fuzzy 

rules obtained from the expert and the definition of the fuzzy sets. 

 

There exist many parameters possible to tune in the fuzzy controllers but the most 

important they are the scaling factors. 
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Figure 5.12 Block Diagram of Electronic Ballast with Sliding-Mode Control with 

Adaptive-Fuzzy-Sliding Surface. 

 

The current error signal  𝐞(𝐤) is expressed as follows: 

 

𝐞(𝐤) = 𝐫(𝐤) − 𝐲(𝐤)                                                                                                 (5.24) 

 

where 𝐫(𝐤) and 𝐲(𝐤) are the current reference and plant output. 

 

The current increment of the error signal 𝚫𝐞(𝐤) is described by the following equation: 

 

𝚫𝐞(𝐤) = 𝐞(𝐤) − 𝐞(𝐤 − 𝟏)                                                                                       (5.25) 

 

The normalized amounts for the current error 𝐞𝐍(𝐤) and increment of the error 𝚫𝐞𝐍(𝐤) 

are defined by: 

 

𝐞𝐍(𝐤) = 𝐞(𝐤) ∙ 𝐆𝐞                                                                                                    (5.26) 
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𝚫𝐞𝐍(𝐤) = 𝚫𝐞(𝐤) ∙ 𝐆𝚫𝐞                                                                                             (5.27) 

 

where  𝐆𝐞 and 𝐆𝚫𝐞 are the input scaling factors of the error and increment of the error. 

 

The Adaptive Proportional Integral (PI) Fuzzy Controller used here (Pinto, 2001) has 

different structure of the original control algorithm developed by Mudi and Pal (1999) 

(the proposed control law includes constraints over the inputs 𝐞𝐍(𝐤) and 𝚫𝐞𝐍(𝐤)).  

These constraints were introduced in order to set up a limit in the inputs and guarantee 

faster convergence to the universe of discourse, which is defined by the interval [−𝟏,𝟏].   

 

The constrained values for the current error 𝐞𝐜(𝐤) and increment of the error ∆𝐞𝐜(𝐤) are 

defined as follows: 

 

𝐞𝐜(𝐤) = 𝐟𝟏�𝐞𝐍(𝐤)�                                                                                                    (5.28) 

 

∆𝐞𝐜(𝐤) = 𝐟𝟐�∆𝐞𝐍(𝐤)�                                                                                              (5.29) 

 

with 

𝐟𝟏�𝐞𝐍(𝐤)� = �
−𝟏,    𝐢𝐟 𝐞𝐍(𝐤) < −𝟏

𝐞𝐍(𝐤),     𝐢𝐟 − 𝟏 ≤ 𝐞𝐍(𝐤) ≤ 𝟏
𝟏,    𝐢𝐟 𝐞𝐍(𝐤) > 𝟏

�                                                          (5.30) 

 

𝐟𝟐�∆𝐞𝐍(𝐤)� = �
−𝟏,    𝐢𝐟 ∆𝐞𝐍(𝐤) < −𝟏

∆𝐞𝐍(𝐤),     𝐢𝐟 − 𝟏 ≤ ∆𝐞𝐍(𝐤) ≤ 𝟏
𝟏,    𝐢𝐟 ∆𝐞𝐍(𝐤) > 𝟏

�                                                  (5.31) 

 

where  𝐟𝟏(∙) and 𝐟𝟐(∙) are the constrained (nonlinear) functions. 
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The output of the PI Fuzzy Controller ∆𝐮𝐍(𝐤) and the output of the Adaptive Fuzzy 

Mechanism 𝛂(𝐤) which are defined by the following equations: 

 

∆𝐮𝐍(𝐤) = 𝐟�𝐞𝐜(𝐤),∆𝐞𝐜(𝐤)�                                                                                      (5.32) 

 

𝛂(𝐤) = 𝐠�𝐞𝐜(𝐤),∆𝐞𝐜(𝐤)�                                                                                         (5.33) 

 

where 𝐟(∙) and 𝐠(∙) are nonlinear fuzzy functions belonging to the fuzzy rules (5.37) 

and (5.39), respectively. 

 

Moreover, the increment of the output signal is expressed by the following equation: 

  

∆𝐮(𝐤) = ∆𝐮𝐍(𝐤) ∙ 𝐆𝐮 ∙ 𝛂(𝐤)                                                                                   (5.34) 

 

where 𝐆𝐮 is the output scaling factor. 

  

The current value of the control output 𝐮(𝐤) for the Adaptive PI Fuzzy Controller is 

equal to the addition between the delayed control output 𝐮(𝐤 − 𝟏) and the current 

increment of the control signal 𝚫𝐮(𝐤). The control law is expressed by: 

   

𝐮(𝐤) = 𝐮(𝐤 − 𝟏) + 𝚫𝐮(𝐤)                                                                                       (5.35) 

 

where 𝐤 is the sampling time for the integration of the output signal.  
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Nevertheless, after substituting the expressions for ∆𝐮𝐍(𝐤) and 𝛂(𝐤), the final 

expression for the control law (adaptive fuzzy sliding surface) will be defined as 

follows: 

 

𝐮(𝐤) = [∆𝐮𝐍(𝐤) ∙ 𝐆𝐮 ∙ 𝛂(𝐤)] [𝟏 − 𝐳−𝟏]⁄                                                                (5.36a) 

or 

𝐮(𝐤) = �𝐟�𝐞𝐜(𝐤),∆𝐞𝐜(𝐤)� ∙ 𝐆𝐮 ∙ 𝐠�𝐞𝐜(𝐤),∆𝐞𝐜(𝐤)�� [𝟏 − 𝐳−𝟏]⁄                            (5.36b)  

 

5.3.4.2.   Proportional-Integral Fuzzy Controller                                      

 

The Adaptive Proportional-Integral (PI) Fuzzy Controller may be classified as a 

Mamdani’s Fuzzy Models (with max-min composition) and it was based on the original 

Control algorithm developed by Mudi-Rajani and Pal-Nikhil (1999).  

 

The most important design data of the control law are the: membership functions, the 

rule base (i.e. fuzzy rules, shape of membership functions for the inputs and output) and 

the scaling factors for the inputs and output. The fuzzy rule base was developed using 

the phase plane.   

 

The membership functions used were triangles and trapezoids.  Also, a more efficient 

and simple methodologies for computing the degree of membership (fuzzification) and 

the centroid (defuzzification) were applied based on the rate and proportions of 

rectangular triangles, which is a geometric property of these (Pinto, 2001).   The 

triangles and trapezoids are described by four points.  The rate and proportions are 

obtained computing the distance between the specific input “x” and the four points for 
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each fuzzy set to compute the degree of membership (fuzzification).   The procedure is 

developed taking advance of the triangle and trapezoid shapes.  For the defuzzification 

the rate and proportion are computed using the degree of membership obtained 

(fuzzification) and the four points used in the description of the triangles and trapezoids.  

The fuzzification and defuzzification processes are developed more easily, faster and 

efficiently with this algorithm. 

 

5.3.4.2.1.   Membership Functions 

 

The closed interval [−𝟏,𝟏] represents the Universe of Discourse of the constrained 

inputs 𝒆𝒄(𝒌) and ∆𝒆𝒄(𝒌) and the output ∆𝒖𝑵(𝒌) of the PI fuzzy control law.  Figure 

5.13 shows the membership functions used.   

 

Triangles and trapezoids were the membership functions used having a symmetry 

between the triangles and having the set of supports of the membership functions with 

the same size (including the trapezoids in the extremes).  

 

5.3.4.2.2. Fuzzy Rules Base  

 

The fuzzy rules base are for the increment normalized output signal ∆𝒖𝑵(𝒌) but the PI 

fuzzy controller produces the current output signal 𝒖(𝒌), by means of the integrator 

included in the output of the fuzzy controller.   

 

The type of fuzzy rules (Mamdani’s Model) used in the PI Fuzzy controller are of the 

following form: 
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𝐑𝐏𝐈
𝐢 : 𝐈𝐅 𝐞𝐜(𝐤) 𝐢𝐬 𝐄𝐢 𝐀𝐍𝐃 ∆𝐞𝐜(𝐤) 𝐢𝐬 ∆𝐄𝐢  𝐓𝐇𝐄𝐍 ∆𝐮𝐍(𝐤) 𝐢𝐬 ∆𝐔𝐢 ;𝐢 = 𝟏,𝟐,⋯ ,𝐦      (5.37)                                                                                                              

 

where 𝐑𝐏𝐈
𝐢  is the ith fuzzy rule for the PI fuzzy controller. 𝐄𝐢  and ∆𝐄𝐢 are the ith

 

 

membership functions of the constrained error and increment of the error signals. ∆𝐔𝐢 is 

the i-th membership function of the incremented output signal normalized ∆𝐮𝐍(𝐤).   𝐦 

is the number of fuzzy rules. The fuzzy rules are shown in Table 5.1. 

The fuzzy rules do not depend of the current increment of the control signal 𝚫𝒖(𝒌) 

because this operation is carried out outside the fuzzy controller which has a Mamdani 

type Fuzzy structure. 

 

                            𝜇�𝑒𝑐(𝑘)�, 𝜇�Δ𝑒𝑐(𝑘)� and 𝜇�Δ𝑢𝑁(𝑘)� 

NB: Negative Big
NM: Negative Medium
NS: Negative Small
ZE:  Zero
PS: Positive Small
PM: Positive Medium
PB: Positive Big

NB NM NS ZE PS PM PB

-0.5 0.5-0.25 0.25-0.75-1.0 0.75 1.00.0

1.0

 

                                                                                𝑒𝑐(𝑘), Δ𝑒𝑐(𝑘) 

Figure 5.13  Membership functions 𝜇�𝑒𝑐(𝑘)�, 𝜇�Δ𝑒𝑐(𝑘)� and 𝜇�Δ𝑢𝑁(𝑘)�   

 

5.3.4.3. Adaptive Fuzzy Mechanism 

 

The Adaptive Fuzzy Mechanism (AFM) is a nonlinear model and a function of the 

states  𝑒𝑐(𝑘) and ∆𝑒𝑐(𝑘).   Also, the AFM does not depend on the process to be 

controlled (Mudi and Pal, 1999; Pinto, 2001). The output signal of the AFM is called 

gain updating factor 𝛼(𝑘). 
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The effective gain of the Adaptive PI fuzzy Controller is defined as follows: 

 

𝜶(𝒌) ∙ 𝑮𝒖                                                                                                                  (5.38) 

 

When the Adaptive PI Fuzzy Controller is working, the gain updating factor 𝜶(𝒌) does 

not keep constant because it varies in accordance with the tendency of the process 

output.    

 

The design data of the Adaptive Fuzzy Mechanism are: the membership functions, and 

the fuzzy rules base. 

 

Table 5.1 Fuzzy Rules Base used in the PI Fuzzy Controllers 

∆𝑒𝑐 𝑒𝑐⁄  NB NM NS ZE PS PM PB 

NB NB NB NB NM NS NS ZE 

NM NB NM NM NM NS ZE PS 

NS NB NM NS NS ZE PS PM 

ZE NB NM NS ZE PS PM PB 

PS NM NS ZE PS PS PM PB 

PM NS ZE PS PM PM PM PB 

PB ZE PS PS PM PB PB PB 
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5.3.4.3.1. Membership Functions 

 

The gain updating factor 𝛂(𝐤) is a nonlinear (fuzzy) function depending on the 

constrained inputs 𝐞𝐜(𝐤) and ∆𝐞𝐜(𝐤) which are defined over the closed interval [−𝟏,𝟏]. 

The membership functions used were triangles and trapezoids and they are shown in 

Figure 5.14. 

 

5.3.4.3.2. Fuzzy Rules Base 

 

The fuzzy rules base applied for the gain updating factor are defined as a Mamdani type 

model and is expressed as follows: 

 

𝑹𝜶
𝒋 : 𝑰𝑭 𝒆𝒄(𝒌) 𝒊𝒔 𝑬𝒊 𝑨𝑵𝑫 ∆𝒆𝒄(𝒌) 𝒊𝒔 ∆𝑬𝒊   𝑻𝑯𝑬𝑵 𝜶(𝒌) 𝒊𝒔 𝚨𝒊;    𝒋 = 𝟏,𝟐,⋯ ,𝒏     (5.39) 

 

where 𝑹𝜶
𝒋  is the ith fuzzy rule for Adaptive Fuzzy Mechanism. 𝑬𝒊  and ∆𝑬𝒊 are the ith 

membership functions of the constrained error and increment of the error signals. 𝚨𝒊  is 

the ith

          𝜇�𝛼(𝑘)� 

 membership function of the gain updating factor 𝜶(𝒌). The number of fuzzy rules 

is defined by 𝒏.    

ZE: Zero
VS: Very Small
S :   Small
SB: Small Big
MB: Medium Big
B :    Big
VB :  Very Big

ZE VS S SB MB B VB

1.0

0.125 0.25 0.375 0.5 0.625 0.75 0.875 1.00.0
 

                                                                                𝑒𝑐(𝑘), Δ𝑒𝑐(𝑘) 

Figure 5.14 Membership function 𝜇�𝛼(𝑘)� 
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The fuzzy rules were obtained depending of the output signal of the target plant to be 

controlled.  The fuzzy rules could be different which were developed in accordance with 

the fuzzy rules for the PI fuzzy controller.  Table 5.2 shows the base of fuzzy rules. 

 

5.3.4.4. Tuning the PI Fuzzy Controller 

 

The adequate selection of the input and output scaling factors 𝐆𝐞,𝐆∆𝐞, 𝐚𝐧𝐝 𝐆𝐮 is done 

taking into account the experience and expert knowledge about the dynamic behavior of 

the nonlinear process. This means that the scaling factors were chosen via trial and error 

based on the procedure described in the following paragraphs.    

 

Table 5.2  Fuzzy Rules Base used in the Adaptive Fuzzy Mechanism 

 

∆𝑒𝑐 𝑒𝑐⁄  NB NM NS ZE PS PM PB 

NB VB VB VB B SB S ZE 

NM VB VB B B MB S VS 

NS VB MB B VB VS S VS 

ZE S SB MB ZE MB SB S 

PS VS S VS VB B MB VB 

PM VS S MB B B VB VB 

PB ZE S MB B VB VB VB 
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In order to tune the PI fuzzy controller basic it is necessary to eliminate the adaptive 

mechanism by setting the gain updating factor equal to 1 (𝜶 = 𝟏). 

  

It is convenient that the scaling factor 𝑮𝒆 will be selected such as the error signal will 

cover all the Universe of Discourse [−𝟏,𝟏].   

 

When the system has a slow response it is necessary to increment the value of the 𝑮𝒆 

and 𝑮𝒖 (Driankov, et. al., 1996; Reznik, 1997).   The manipulation of the scaling factor 

𝑮𝒖 is very crucial in the tuning process because it has an effect over the proportional 

and integral gains of the PI Fuzzy control law in a similar manner as it occurs in a 

conventional interacting PI control algorithm (Pinto, 2001).  If the system has a bigger 

overshoot then it is necessary to increment the amount of 𝑮∆𝒆.  

 
 
5.3.4.5.   The Sliding Surface 
 
 

The Sliding Surface (σ) belongs to the output signal of the Adaptive PI Fuzzy 

controller, it is also defined as an Adaptive Fuzzy Sliding Surface based on the idea of 

Pinto (2001) (refer to Figure 5.12). Recalling equation (5.36a) and equaling to the 

Sliding Surface as follow: 

 

𝝈 = 𝒖(𝒌) = [∆𝐮𝐍(𝐤) ∙ 𝐆𝐮 ∙ 𝛂(𝐤)] [𝟏 − 𝐳−𝟏]⁄                                                      (5.40) 

 

where: 

𝑢(𝑘): Output signal of the Adaptive PI Fuzzy Controller. 

∆uN(k): the increment of the normalized deffuzified output signal of the PI Fuzzy 

Controller.  

Gu: the Output Scaling Factor of the PI Fuzzy Controller.   

α(k): the normalized Gain Updating Factor. 
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Finally, the Adaptive Fuzzy Sliding Mode Control (AFSMC) law  𝑢𝑆𝑀 is defined as 

follows: 

 

𝒖𝑺𝑴 = 𝒔𝒊𝒈𝒏(𝝈)                                                                                                    (5.41) 

 

The AFSMC bases its dynamical behavior on the nonlinear dynamics of the Adaptive PI 

Fuzzy controller.  

 

 

5.3.4.6.   Existence and stability of the sliding mode 

 

   The membership functions (Figures 5.13 and 5.14) plus the fuzzy-rule set (Tables 5.1 

and 5.2) guarantee the existence and stability of the sliding mode under the universe of 

discourse (Miers and Sherif, 1985; Tanaka and Wang, 2001;Pinto, 2001; Ponce, et. al., 

2001). 

 
5.3.5.   Lamp Modeling 
  

 

A lamp model for dimming Pspice/Matlab/Simnon simulations was proposed in 

(Osorio, et. al., 2004b), see Figure 5.15. This model emulates two essential HID lamp 

characteristics for control design: (a) a lamp negative resistance and (b) its dynamic 

response using the thermal circuit of the HID lamps. 

 

 
 

Figure 5.15 HID Lamp Model Reported 
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5.3.6.   Simulation Results 

 

The electronic ballast was designed with the following parameters: Po = 70W, 

𝑉𝑖𝑛 = 180𝑉𝑑𝑐, VC = 90Vdc, IL

 

 = 0.777A, L = 5mH, C = 1µF, Lamp Model: 

CDM70W830PH. The C and L values were designed according to current and voltage 

ripples. 

Several simulation results of the electronic ballast are shown in Figures 5.16 and 

5.17. The current reference, lamp current and the lamp voltage when the lamp-

resistance is RL are shown in Figure 5.16. Figure 5.17 shows the same electrical 

variables when the lamp-resistance value is 130%RL

 

.  In these figures the effect of 

death times is shown. A good dynamic response was obtained under lamp parameter 

variation ensuring that the lamp does not turn off. Figure 5.18 shows a voltage-variation 

test, as can be observed the lamp current and the lamp voltage are stable, and the 

proposed control is very efficient. 

Reference signal of 
the Current Lamp

Current Lamp

Voltage Lamp

Time, [s]  
 

Figure 5.16  Dimming Test (100% through 60%), Lamp Resistance equal to RL, 

 

Current 

Reference (Top),  Lamp Current (Middle), Lamp Voltage (Down) 
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Reference signal of 
the Current Lamp

Current Lamp

Voltage Lamp

Time, [s]  
Figure 5.17  Dimming Test (100% through 50%), Lamp Resistance equal to 130%RL

 

, 
Current Reference (Top), Lamp Current (Middle), Lamp Voltage (Down) 

Voltage Input
Variations

Lamp Current

Lamp Voltage

Time, [s]  
Figure 5.18 Voltage-Variation Test 𝐕𝐢𝐧 = 𝟏𝟖𝟎 ± 𝟐𝟓%[V], The Lamp Resistance = 

130%RL

 

: 𝐕𝐢𝐧 (Top), Lamp Current (Middle) and Lamp Voltage (Down) 
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5.4. Thermal Dynamic Model for HID Lamps with the Outer-Bulb Effects   

    

There are several ways to stabilize the HID lamps, and one of them consists in the use 

of a close-loop controller which compares the lamp current with a reference (Deng, 

1995; Deng and Cuk, 1997). This technique of stabilization was used mainly when the 

HID lamp is fed with square waveforms to reduce acoustic resonances in the lamp 

(Ponce, et. all, 2001; Ribas, et. al., 2003; Miaosen, et. al., 2003; Miaosen, et. al., 2002a; 

2002b). 

 

The acoustic resonance phenomenon in HID lamps is a consequence of pressure waves 

of the filling gas (see Figure 5.19). This phenomenon is caused by lamp power 

modulations. The arc discharge is deformed for these pressure waves and heating fits 

were generated when the glass bladder is reached for the arc (Groot and Van Vliet, 

1986). 

 

Pressure
Wave

Heating
Spots

Normal 
Discharge

Arc

Deformed 
Discharge

Arc

Gas

Lamp

Vi (t)

t

 

Figure 5.19 Heating Spots Produced by the Deformed Discharge Arc in a HID Lamp.  

 

However, some specific applications require dimming (i.e. luminosity intensity control) 

for their operation and the ballast system is one of them. To dim and stabilize the lamp 

current simultaneously is necessary to use an efficient control strategy with good 

dynamic response and robustness. To obtain this efficiency with a control system it is 

necessary to use a nonlinear controller because the ballast and HID lamps have a 

nonlinear dynamic behavior.  The sliding modes control strategy has been observed to 

be a very good solution for the ballast and HID lamps  (Utkin, 1974; 1977; DeCarlo, et. 
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al., 1988; Hung, et. al., 1993; Mattavelli, et. al., 1993; Vázquez, et. al., 2000; 

Hernández, et. al., 2001). 

 

 

To design a reliable control it was necessary to derive an accurate model of the target 

process (Skogestad and Postlethwaite, 1996).   The main characteristics of the HID lamp 

models for good a design of nonlinear control system are: a) include the behaviour for 

the negative resistance of the lamp in the nonlinearities, b) modeling of the dynamic 

response. The behavior of the negative impedance determines the stability of the current 

flow in the lamp (Deng, 1995; Deng and Cuk, 1997) and with the dynamic response of 

the lamp was possible to infer the dynamic response of the control strategy.    

Furthermore, it is important that the dynamic response of the lamp was based on the 

physical parameters of the lamp. 

 

Several models of HID lamps have been presented in the literature of power electronics 

for the analysis and design of electronic ballasts. The majority of the models were 

oriented towards the simulation analysis of electronic ballast operating at open loop, 

where the lamp current was stabilized with passive components. The speed of 

simulation for the dynamic behavior of a group ballast-lamp in close loop is slow.  

 

The lamp models that have been presented in (Deng, 1995; Deng and Cuk, 1997) were 

linear models operating in closed loop and they were valid only in a small region near to 

the operation point (Skogestad and Postlethwaite, 1996).  The simplified thermal-

electric lamp model presented in (Osorio, et. al., 2004) emulates very well the lamp 

behaviour.   However, the negative resistance was found by a polynomial approximation 

method, and it does not have any physical meaning.   In (Shvartsas and Ben-Yaakov, 

1999; Osorio, et. al., 2004; Yan, et. al., 2003) were presented physical models, but some 

values of variables were wrong like the power values (Yan, et. al., 2003), because the 

lamp parameter values were taken in an arbitrary way among a very wide value range. 

Also, this model only emulates the fast dynamic (transient) response, because the glass 

temperature was not taking into account. 

 

In this example, a mathematical model for HID lamp based on electrical and thermal 

principles was introduced. This model can be used mainly in the design of nonlinear 
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control approaches. Also, it emulates with enough accuracy the behaviour of negative 

resistance with a physical function (Shvartsas and Ben-Yaakov, 1999; Osorio, et. al., 

2004; Yan, et. al., 2003) and the dynamic response of the HID lamp obtained from the 

thermal circuit of the lamp (Osorio, et. al., 2004). The proposed model combines the 

advantages of good dynamic simulation of the lamp with simplified experimental 

method in order to find the lamp parameters.   It can be used easily for design and 

simulation purposes of nonlinear controllers such as “Simnon” and “Matlab” and in 

software of electronic design such as “PSpice”. The parameters of the model can be 

adjusted precisely by means of electrical measurements of voltage and current in the 

lamp. Experimental and simulation results of the proposed model are shown to verify 

the good performance of the proposed model. 

 

 

5.4.1.    New Proposed Model 

 

5.4.1.1.   Negative Resistance of the HID Lamps 

 

The lamp dynamic resistance was expressed by a physical equation as follows 

(Shvartsas and Ben-Yaakov, 1999; Yan, et. al., 2003): 

  

𝐑𝐋 �𝐓𝐠(𝐭)� = 𝐁𝟏𝐓𝐠(𝐭)−
𝟑
𝟒 𝐞

𝐁𝟐
𝐓𝐠(𝐭)                                                                          (5.42) 

 

where B1 and B2 are the adjustments. Tg

 

(t) is the gas temperature. 

   However the gas temperature varies from the inside to outside of the lamp, and the 

lamp resistance depends of this temperature.  Also, the lamp resistance depends on the 

thermal resistances and capacitances of the filling gas and the glass that enclose the 

plasma (Shvartsas and Ben-Yaakov, 1999; Yan, et. al., 2003; Osorio, et. al., 2004). 

Also, the temperature is a function of lamp power, and then thermal equations have to 

be included in order to develop an accurate lamp model. 
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5.4.1.2.   Modeling of the Thermal Equations 

  

Most of the consumed energy at lamp discharges were transformed into heat; only a 

small percentage is transformed directly in radiated energy. Particularly, at metal halide 

lamps only approximately 10% of the energy delivered to the lamp is transformed into 

radiated energy, and the rest is transformed in heat (see Figure 5.20) (Osorio, et. al., 

2004).   Therefore, the dynamic response of the lamp (equation (5.42)) depends mainly 

on the heat transfer from inside the lamp to the outside (environment). The heat transfer 

from the inside to outside of the lamp depends of the thermal resistances and 

capacitances values of the filling gas (see Figure 5.21-a), arc tube (see Figure 5.21-b), 

the partial vacuum (see Figure 5.21-c) and the outer bulb (see Figure 5.21-d).  

 

The heat transfer in gas and solids can be represented by an equivalent electrical 

circuit; this equivalent circuit is illustrated in Figures 5.22 and 5.23. With the analysis of 

the equivalent circuit is possible to obtain the dynamic response of the lamp in function 

of the thermal capacitances and resistances and the environmental temperature. The 

equations for the heat transfer circuit of Figure 5.23 are the following: 

 
𝐝𝐓𝐠(𝐭)

𝐝𝐭
= 𝐪𝐋(𝐭)

𝐂𝐠
− 𝐓𝐠(𝐭)−𝐓𝐯𝟏(𝐭)

𝐑𝐠 𝐂𝐠
                                                                                   (5.43) 

 
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

= 𝐓𝐠(𝐭)−𝐓𝐯𝟏(𝐭)

𝐑𝐠 𝐂𝐯𝟏
− 𝐓𝐯𝟏(𝐭)−𝐓𝐯𝟐(𝐭)

(𝐑𝐯𝟏+𝐑𝐱) 𝐂𝐯𝟏
                                                                     (5.44) 

 
𝐝𝐓𝐯𝟐(𝐭)
𝐝𝐭

= 𝐓𝐯𝟏(𝐭)−𝐓𝐯𝟐(𝐭)
(𝐑𝐯𝟏+𝐑𝐱) 𝐂𝐯𝟐

− 𝐓𝐯𝟐(𝐭)−𝐓𝐚(𝐭)
(𝐑𝐯+𝐑𝐚) 𝐂𝐯𝟐

                                                                      (5.45) 

 

qg(t) = Tg(t)−Tv1(t)

Rg
                                                                                               (5.46) 

 

qv1(t) = Tv1(t)−Tv2(t)
Rv1+Rx

                                                                                            (5.47) 

 

qv2(t) = Tv2(t)−Ta(t)
Rv+Ra

                                                                                              (5.48) 
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qL(t) = η PL(t)                                                                                                     (5.49) 

 

η = B3 e
− B4
Tg(t)                                                                                                       (5.50) 

 

 

 

where Cg is the thermal capacitance of the filling gas, Rg is the thermal resistance of the 

filling gas, Cv1 is the thermal capacitance of the arc tube, Rv1 is the thermal resistance 

of the arc tube, Rx is the thermal resistance of the partial vacuum, Cv2 is the thermal 

capacitance of the outer bulb, Rv2 is the thermal resistance of the outer bulb, Ra is the 

thermal resistance of the ambient, qL(t) is the heat flow in the plasma, qg(t) is the heat 

flow in the filling gas, qv1(t) is the heat flow in the arc tube, qv1(t) is the heat flow in the 

outer bulb, k is the conversion efficient, Tg(t) is the gas temperature, Tv1(t) is the arc 

tube temperature, Tv2(t) is the outer bulb temperature, Ta(t) is the environment 

temperature, Pr(t) is the radiate power, PL

 

(t) is the lamp power. 

 
Figure 5.20  Energy Flow Diagram for an HID Lamp 

 

The HID lamp has two glass recipients (see Figure 5.24).   The internal glass recipient 

contains the filler gas, and the external-glass recipient that is good to protect the user 

when the internal-glass recipient exploits. 

 

 

ELECTRONIC
BALLAST

HID LAMP

ELECTRICAL
ENERGY

THERMAL
ENERGY

RADIATE
ENERGY
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Figure 5.21. Thermal Parameters of the HID Lamp (Transversal Point of View) 
 
 

 

 
Figure 5.22 Equivalent Electrical Circuit of the Transfer Heat in the HID Lamps 

 
 

 
 

Figure 5.23 Power and Heat Diagram in HID Lamps 
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Figure 5.24  Glass Recipients of a HID Lamp 

 
 

5.4.1.3. Relationships Between the Negative Resistance and the Dynamic Response 

 

The heat flow produced by the plasma inside the lamp (see Figure 5.24), is related to 

lamp power by equation (5.51). 

 

By substituting the equation (5.54) into (5.42) one obtains the following nonlinear 

dynamic of the lamp: 

 

𝐪𝐋(𝐭) = 𝐩𝐋(𝐭) 𝐤 �𝐓𝐠(𝐭)�                                                                                      (5.51) 

 

Without loss generality, the value 𝐤 �𝐓𝐠(𝐭)� in equation (5.51) was considered 

constant (equation (5.52)), because its small value (typical value is 11-14% PL

. 

(t) for the 

HID halogen lamps.   For exact calculations, it can be used the Boltzmann’s formula 

(equation (5.53)), (Yan, et. al., 2003)) where the effects of its variations will be 

diminished. 

 

𝐪𝐋(𝐭) = 𝐩𝐋(𝐭) 𝐤                                                                                                    (5.52) 

𝐤 �𝐓𝐠(𝐭)� = 𝐁𝟑 𝐞
− 𝐁𝟒

 𝐓𝐠(𝐭)                                                                                       (5.53) 

 
where: B3 and B4

 
 are constant. 

Combining equations (5.43), (5.44), (5.45) and (5.51) leads to the following: 
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𝐓𝐠(𝐭) = −�𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐂𝐠  
𝐝𝐓𝐠(𝐭)
𝐝𝐭

− �𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)�𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

 

                  −(𝐑𝐯𝟐 + 𝐑𝐚)𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

+ 𝐓𝐚 �𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)�  𝐤𝛒𝐋(𝐭)                        

                                                                                                                       (5.54) 
 

𝐑𝐋 = 𝐁𝟏 �−�𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐂𝐠
𝐝𝐓𝐠(𝐭)
𝐝𝐭

− �𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)�𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

− (𝐑𝐯𝟐 + 𝐑𝐚)𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

+ 𝐓𝐚 �𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐤 𝐩𝐋(𝐭)�
− 𝟑𝟒

× 𝐞
𝐁𝟐
𝐅(𝐭) 

                                                                                                                             (5.55) 

 

with 

𝑭(𝒕) = −�𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐂𝐠
𝐝𝐓𝐠(𝐭)
𝐝𝐭

− �𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)�𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

− (𝐑𝐯𝟐 + 𝐑𝐚)𝐂𝐯𝟏
𝐝𝐓𝐯𝟏(𝐭)
𝐝𝐭

+ 𝐓𝐚 �𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐤 𝐩𝐋(𝐭) 

                                                                                                                               (5.56) 

 

 

5.4.2.   Experimental Estimation of the Lamp Parameters 
 

The R(Tg

 

(t)) stable state value is as follows: 

𝐑�𝐓𝐠(𝐭)� =

𝐁𝟏 ��𝐑𝐠 + 𝐑𝐯𝟏 + 𝐑𝐱 + (𝐑𝐯𝟐 + 𝐑𝐚)� 𝐤 𝐩𝐋(𝐭) + 𝐓𝐚�
−  𝟑𝟒

× 𝐞
𝐁𝟐

�𝐑𝐠+𝐑𝐯𝟏+𝐑𝐱+�𝐑𝐯𝟐+𝐑𝐚��𝐤 𝐩𝐋(𝐭)+𝐓𝐚  

                                                                                                                          (5.57) 

 

      Equation (5.57) was simulated in Figure 5.25 and it was compared with the 

experimental results for a 70W metal halide HID lamp (CDM-R70W/830, Philips). In 
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this figure, it can be observed how equation (5.57)  was adapted with high precision to 

the experimental results.  The values of the thermal capacitances and resistances are not 

easy to calculate, because of that, it is necessary to know the chemical characteristics of 

the filling gas; also, the pressure inside the lamp and other parameters are not easy to 

obtain.   Because of that, the lamp was considered as a black box, and their parameters 

were obtained by means of electrical measurements of the voltage and current signals of 

the lamp, when a unit step of power was applied to the lamp. 

 

The lamp parameter can be deduced with an electrical analysis of circuit in Figure 

5.23.   A summary of the simplified equations are shown in Table 5.3 (Osorio, et. al., 

2004). 

 

 

 

 

Table 5.3 Equations for the Estimation of the Lamp Parameters 

 

𝑹𝒈 =
𝑻𝒈 − 𝑻𝒗𝟏
𝒒𝒑𝒓𝒐𝒎

 𝑹𝒗𝟏 + 𝑹𝒙 =
𝑻𝒗𝟏 − 𝑻𝒗𝟐
𝒒𝒑𝒓𝒐𝒎

 𝑹𝒗𝟐 + 𝑹𝒙 =
𝑻𝒗𝟐 − 𝑻𝒂
𝒒𝒑𝒓𝒐𝒎

 

𝟏 = 𝟎.𝟔𝟑 𝒆
− 𝟏
𝑪𝒗𝟐�𝑹𝒗𝟐+𝑹𝒂�

𝒕𝒗𝟐  
𝟏

= 𝟎.𝟔𝟑 𝒆− 𝟏
𝑪𝒗𝟐(𝑹𝒗𝟐+𝑹𝒂)𝒕𝒗𝟏 

𝟏 = 𝟎.𝟔𝟑 𝒆
− 𝟏
𝑪𝒈𝑹𝒈

𝒕𝒈 

 

 

 

where:  

tg is the time constant of  the gas, 

   tv1

t

 is the time constant of the arc tube, 

v2

 

 is the time constant of the outer bulb. 
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Figure 5.25 Equivalent Resistance of the Lamp in Function of the Lamp Power 𝑅𝐿�𝑇𝑔�: 

Experimental Results (Dashed Line) and Equation (5.55) (Continuous Line)  

 

The data obtained for 70W metal halide HID lamp (CDM-R70W/830, Philips) are :  

Tg ≅ 4000 oK = 3726 o

T

C, 

v2 = 679  o

T

C, 

v1 = 315  o

T

C, 

a = 25 o

q

C, 

prom =  kPL 

t

= 0.88(70 W) = 62 W, 

g

t

 ≅ 240 µs, 

v1

t

 ≅ 47.5 ms, 

v2

 

 ≅ 47 s. 

Then de thermal parameters of the lamp are: 

Rg =  49.16 o

R

C/W, 

v1+Rx = 5.9  o

R

C/W, 

v2+Ra = 4.7  o

C

C/W, 

g = 4.9µ J/o

C

C, 

v1 = 8.1m J/o

C

C, 

v2 = 21.6 J/o
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Equation (5.55)
Experimental Results

C, 
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The B and C parameters have only one combination, and they are found with a curve 

fitting method: 

B1

B

 = 49772, 

2

 

 = 896.5. 

5.4.3.  Control stage 

 

Many papers have presented several steps for designing purposes of the sliding mode 

controllers (Utkin, 1974; 1977; DeCarlo, et. al., 1988; Hung, et. al., 1993; Mattavelli, et. 

al., 1993) and those steps could be summarized as follows: 1. to propose the sliding 

surface, 2. to verify the existence of a sliding mode, and 3. to analyze the stability in the 

sliding surface.  Typically, the sliding surface proposed is a linear combination of the 

state variables.   This sliding surface made the implementation and theoretical analysis 

very easy. The SMC forces the system to be held in this surface and the system is driven 

to the equilibrium point which must be included in the sliding surface. 

 

 

5.4.3.1.   Control System Design 

 

The complete power stage was previously described in Figure 5.2. In the simulations 

the proposed lamp model was considered. 

 

  

The resultant system in matrix form considering the position of the switch u (1 and -1) 

is as follows: 

 

��̇�𝟏�̇�𝟐
� = � 𝟎 −𝒘𝟎

𝒘𝟎 −𝒘𝟏
� �
𝒙𝟏
𝒙𝟐� + �𝒃 𝟐⁄

𝟎 �𝒖 + �𝒃 𝟐⁄
𝟎 �                                        (5.58) 

 

where: 

𝐰𝟎 = 𝟏
�𝐋𝐁𝐂𝐁

 ,𝐰𝟏 = 𝟏
𝐑 𝐂𝐁 

,𝐛 = 𝐕𝐢𝐧
�𝐋𝐁
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𝒙𝟏 = √𝑳𝒊𝑳𝑩                                                                                                                     

 

𝒙𝟐 = √𝑪 𝑽𝑪𝑩                                                                                                                   

 

 

Or:    �̇� = 𝑨 𝑿 + 𝑩𝑼 + 𝑩                            

 

5.4.3.2. The Sliding Surface 

 

The sliding surface proposed is a linear combination the x1

 

 variable: 

𝝈 = 𝒔(𝒙𝟏 − 𝒙𝒓)                                                                                                    (5.59) 

 

where:  s is a control parameter,  

             𝑥1 is the state space related to LB

             𝑥𝑟 is the current reference signal.   

 inductor current,  

 

The proposed control law is:   𝒖 = 𝒖𝒆𝒒 + 𝒖𝑵      

  

Here: 𝒖𝒆𝒒 = Equivalent control, 𝒖𝑵 = −𝒔𝒈𝒏(𝝈).     

   

The equivalent-control law (𝑢𝑒𝑞) has been used only for analysis and this implies to 

guarantee the existence condition just locally. The actual control does not include the 

equivalent control. 

 

5.4.3.3.   Existence of the Sliding Mode 

 

This implies that the condition 0σσ <  is fulfilled (Miaosen, et. al., 2002a; 2003). It 

can be easily shown that in order to guarantee the existence conditions of sliding mode 

the following inequality must be fulfilled: 

 

−𝒔𝒘𝟎𝒙𝟐 < 0                                                                                                         (5.60) 
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−𝒔𝒘𝟎𝒙𝟐 + 𝒔𝒃 > 0                                                                                                (5.61) 

  

In order to assure the existence conditions, "𝑠" must be positive. 

 

5.4.3.4.   Stability Analysis of the Sliding Surface 

 

The equivalent control was a tool developed in order to describe the movement in the 

sliding surface (Utkin, 1974; Miaosen, et. al., 2002b). The equivalent control is valid 

when the analysis of the system dynamics is made assuming that the system is on the 

sliding surface (σ = 0), hence 0σ = . Therefore, the equivalent control (𝑢𝑒𝑞) is obtained 

from 0σ = , resulting: 

𝒖𝒆𝒒 = −(𝑺𝑩)−𝟏(𝑺𝑨𝑿 + 𝑺𝑩)                                                                              (5.62) 

 

or  

𝒖𝒆𝒒 = 𝟐 𝒘𝟎
𝒃

 𝒙𝟐 − 𝟏                                                                                        (5.63) 

  

     

The equivalent control was substituted in the model of the system, and the stability 

analysis must be made under this conditions. 

 

5.4.4. Simulations and Experimental Results 

 

The electronic ballast was designed with the following specifications: nominal lamp 

power Po = 70W, main input voltage Vin =180Vdc, lamp voltage VC = 90Vdc, RMS 

lamp current IL = 0.777A, filtering inductor of the buck converter L = 5mH, filtering 

capacitor of the buck converter C = 2µF and a CDM70W830PH lamp. The C and L 

values were designed according to current and voltage ripples. The values of the model 

parameters obtained with the experimental characterization are: Rg =  49.16 oC/W, 

Rv1+Rx = 5.9  oC/W, Rv2+Ra = 4.7  oC/W, Cg = 4.9µ J/oC, Cv1 = 8.1m J/oC, Cv2 = 21.6 

J/oC, B1 = 49772, B2

 

 = 896.5. 
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To test the model the following methodology was used: first, the lamp was turned on 

until the lamp receives the nominal powe12r (70 W); after that, the current in the lamp 

was reduced until the 50% of the nominal value. This reduction was made with a current 

reference signal followed with the nonlinear controller of the ballast. The control 

strategy was that the sliding mode control assures a good dynamic response of the lamp 

current. 

 

Figure 5.26 shows the simulation results using the proposed model in “Simnon”. The 

results illustrated the dynamic behavior of the lamp current and voltage signals. These 

waveforms were the result of application of a current step down of 50% to the lamp. 

The simulations (Figure 5.27) and the experimental results (Figure 5.28) were similar. 

Additionally, a good dynamic response and robustness were obtained ensuring that the 

lamp does not turn off, due to the nonlinear (sliding mode) controller used. 

 
Figure 5.26 Test Circuit with Nonlinear Sliding Mode Controller 
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Reference signal of the 
Current Lamp, [A]

Lamp Voltage, [V]

Lamp Current, [A]

Time, [s]  
Figure 5.27 Simulation Results, Dimming Test (100% to 50%), Top to Down: Current 
Reference, Lamp Voltage and Lamp Current Signals 
 

 
 

Figure 5.28 Experimental Results, Dimming Test (100% through 50%), Top to Down: 
Current Reference, Lamp Voltage and Lamp Current Signals 
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5.4.5. Conclusions 

 

    The example concerned an analysis of a HID lamp under the action of a discrete 

sliding mode nonlinear controller. To avoid the appearance of acoustic resonance, 

the power stage feeds the HID lamp with low frequency square waves. A good 

dynamic response in the dimming test was obtained because of the efficiency of 

the control strategy. Also, nonlinearities are considered in the buck model and the 

ignitier plus lamp model. This is the other advantage of the nonlinear control law 

over the classic control algorithm, because when a linearization model was 

obtained the analysis was limited only to a close region near to the operation point. 

Also, a dynamic nonlinear PSpice lamp model implementation in Simulink was 

developed.  The experimental results have shown a good dynamic behaviour of the 

selected electronic ballast with a nonlinear control law (SMC).   Square waves were 

obtained with this topology and hence, the acoustic resonance phenomenon was 

eliminated.  

 

In the next example, an analysis of control stage behavior designed with a nonlinear 

controller (SMC) with adaptive-fuzzy-sliding surface was presented.  To avoid the 

appearance of acoustic resonance the power stage feed the HID lamp with low 

frequency square waves.  

 

Good dynamic responses in dimming test with lamp-parameter variation and in the 

input-voltage-variation test were obtained because the control strategy was efficient. 

Also, nonlinearities were considered in the buck model and the lamp model. This is the 

other advantage of the nonlinear control strategy over the classic control law, because 

when a linearization model is obtained the analysis is limited to the near region of the 

operation point. 

 

 

The last example developed was a Thermal Dynamic Model for HID lamps, which 

was proposed. This new model was based on the thermal behavior of the lamp. With the 

proposed model it was possible to predict the dynamic response and the stability of the 
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lamp. In addition, the new model can be implemented in several simulation programs 

such as: “PSpice”, “Simnon” or “MATLAB”. The parameters of the proposed model are 

the thermal capacitances and resistances of the lamp and they were obtained by means 

of experimental measurements of the dynamic response of the lamp. The model was 

implemented in “Simnon” and the simulation results were compared with the 

experimental results. The results obtained were satisfactory. 

 

The experimental results have shown a good behavior (fast dynamic response and 

robustness) of selected dimmable electronic ballast with a nonlinear controller (SMC). 

Square waves are obtained with this topology, and as a result the acoustic resonance 

phenomenon was eliminated. 
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Chapter 6   Fuzzy Nonlinear Predictive Controllers 

 

6.1. Introduction                 

 

The fuzzy model based predictive controller is discussed in this chapter.   A 

summary of the history of linear and nonlinear model predictive controllers have also 

been described as well as the state of the art for the model based predictive control 

technique. 

 

The main characteristics or advantages of the model based predictive controller 

(MBPC) are the simplicity on its mathematics, richness on information of its 

components, easy controller tuning due to the intuitive definition of the cost function, 

easy extension to MIMO systems, delay intrinsically compensated, practicality in 

inputs/output constraints and demonstrability in real applications (Clarke, 1996; 

Gomez-Ortega and Camacho, 1996).    

 

Complex processes have been successfully controlled by multivariable MBPC 

(Huang, et. al., 2000a).   In advanced applications MBPC systems have become one 

of the promising control techniques.   Altogether, the interacting inputs and output 

variables are used to compute the adjustment of the manipulated variables in the 

MBPC systems.    

 

The main characteristics of the MBPC as a family of optimal controller are (Gomez-

Ortega and Camacho, 1996): a) the future set-points are previously known; b) the 

future system output prediction are obtained using an explicit model; c) the control 

law is obtained from the minimization of a cost function; d) the use of receding-

horizon approach. 

 

MBPC technologies have been successfully applied to systems such as chemical, 

refinery, petrochemical, biotechnological and food products, process units and other 

process industries which are commonly defined as nonlinear, multivariable, cross 

coupling, interactive and time varying behaviours which are affected by unknown 
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disturbances (Gomm, et. al., 1997; Huang, et. al., 2000a; Zhao, et. al., 2001; Grimble 

and Ordys, 2001; Ibarrola, et. al., 2002).   The great acceptance of the MBPC in the 

process industry is due to its ability to manage constraints implicitly with a MIMO 

control system (Onnen, et. al., 1997).   The minimization of a cost function is carried 

out by using the process model computing the optimal sequences of the control 

actions by means of a MBPC.   This accurate process model produces accurate 

process predictions and because of the interest to find a different model alternative 

has increased.    

 

The optimization algorithm is one of the more important aspects of MBPC.   Convex 

optimization problems have been solved by efficient optimization algorithms.   

Dynamic nonlinearities and constraints characteristics in the real processes often 

produce a non-convex optimization problem which is more complex than the convex 

optimization problem.   Frequently, the main problem in the optimization is the 

selection of the optimization algorithm, because some of them are sensible to the 

initial condition in order to find the local minimum solution rather than the global 

minimum solution (i.e. the conventional iterative optimization method).   To find the 

optimal operating point is a non trivial test if the process is affected by high 

disturbance (Zanin, et. al., 2002).    Appendix C shows the basic development of the 

model based predictive controllers (MBPC).   Another way of dealing with the 

nonlinear processes is to split the operating range into several local linear 

approximations to develop the control systems (Zayed, et. al., 2004b; 2004c), 

 

6.1.1.   State of the Art of Model Based Predictive Controllers 

 

Camacho (1993), developed the generalized predictive controller with constraints 

establishing important theoretical background for the control law. 

 

Clarke (1996), reviewed the evolution in the design and use of the model based 

predictive controllers.   Also, he used a parameter estimator in order to design an 

adaptive predictive controller. 
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Fuzzy model-based predictive controller (FMBPC) was designed by Fischer and 

partners (1998) and applied to the temperature control of an industrial-scale cross-

flow water/air heat exchanger.   Measurement disturbances revealed time-variant 

behaviour in the process and because of this, on-line training of the process model 

was needed.   Measurement data were used to train and identify the Takagi-Sugeno 

fuzzy model (1985).   Local recursive least-square algorithm was proposed for the 

on-line adaptation of the fuzzy model. 

 

A neuro-fuzzy model-based predictive controller (NFMBPC) was developed by Zhan 

and Kovacevic (1998) and applied to the welding process.   The top-side and back-

side bead widths of the weld pool specified the control of the weld fusion.   An 

image processing algorithm and a neuro-fuzzy model were incorporated in order to 

made the measurement and estimation of the top-side and back-side bead widths 

founded on an advanced top-side vision sensor because many application only top-

side sensor was allowed, which was attached and moves with the welding torch.   

The control variables selected are the welding current and speed.   The value of 

another input defines the correlation between any input and output. 

 

A modular neural network model of a three-effect, falling–film evaporator was 

developed by Russell and partners (2000).   To train a network for prediction up to N 

steps ahead a data set which spans N time steps was used.  This procedure is called 

long-range prediction.   The modular neural network model is suitable for MBPC 

because it can predict over a horizon of arbitrary length.   The modular neural 

network model uses a time-delay neural network, which captures the dynamics of the 

nonlinear plant.  Mixing the modular neural network with prior knowledge of the 

plant to be modelled, the transparency and interpretability of the trained modular 

neural network model could be increased. 

 

A fuzzy model predictive controller (FMPC) was designed by Huang, and partners 

(2000b), in order to deal with nonlinear processes.   The fuzzy convolution model is 

the representation of the nonlinear process and consists of an amount of quasi-linear 

fuzzy implications.   The FMPC is one type of nonlinear model predictive controller 



194 
 

(NMPC).   The minimization of the prediction error and the control energy were 

made by means of a two-layered iterative optimization process in the control design.   

For each subsystem, the minimization of the prediction errors helps to identify the 

optimal local control policies at the lower layer.   By coordinating the subsystems to 

obtain an overall minimum prediction error at the upper layer, a near optimum is 

identified.   The design of the FMPC was based on linear control theory using the 

two-layered computing scheme to avoid with extensive on-line nonlinear 

optimization process. 

 

A combination between a classical impedance controller with a fuzzy predictive 

algorithm was proposed by Baptista and partners (2001).   The impedance controller 

obtains the optimal virtual trajectory from the calculation made by the fuzzy 

predictive algorithm.   In the control design, the nonlinear model was included in a 

straightforward way, improving the global force control performance.   A fuzzy 

scaling machine was included in the force control strategy reducing the oscillations 

of the optimized reference position.   An experimental two-degree-of-freedom robot 

was the scenario to verify the performance of the force control scheme. 

 

Supervisory predictive control law with fuzzy models were developed by Sáez and 

Cipriano (2001).   The nonlinear process was represented by fuzzy models.   The 

optimization problem at supervisory level was described by two different fuzzy 

predictors.   The benchmarking problem was the application used for the proposed 

fuzzy predictive controller. 

 

Mollov and partner (2002), developed a predictive controller based on Takagi-

Sugeno fuzzy model applied on nonlinear process with a close-loop response.   

Open-loop bounded-input-bounded-output stable processes with an additive l1-norm 

bounded model uncertainty were assumed in order to guarantee close-loop robust 

asymptotic stability with several conditions.   The robust stability constraints 

obtained were less conservative because the previous idea was closely related with l1-

control theory because of the time-varying approach.   The fuzzy model was 

expressed as a linear time-varying system rather than a nonlinear one.   The 
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constraints were obtained in the control signal and the robust stability will be 

guarantee on its increment.    

 

Mahfouf et al (2003), used the on-line administration of anaesthetic drugs during 

surgery evaluation with unconstrained and constrained Generalised Predictive 

Control (GPC).   A patient simulator was designed with a physiological model of the 

patient and also via an extensive simulation studies was validated the required 

control software.   The design engineers were involved in the trials in order to obtain 

a good regulation of the blood pressure with fixed-parameters and adaptative version 

of the algorithm. 

 

Neural network model-based predictive control algorithm applied on a laboratory-

scaled multivariable chemical reactor was developing by Yu and Gomm (2003).   

The reactor has common characteristics of industrial applications including structure, 

nonlinear behaviour, and internal couplings without a mathematical model.   A 

neural network model with multiple-input single-output (MISO) with parallel process 

model for simulation, on-line identification and prediction were used. 

 

Several MBPC with linear and nonlinear models were used by Sáez and Keremer 

(2003) in a laboratory tank in order to test and compare the algorithms.   The 

dynamic nonlinear process was represented by the fuzzy models. 

 

Zen and partners (2003), designed a neural network predictive controller applied to 

the coagulation process of wastewater treatment in a paper mill.   The nonlinear 

relationships between the removal rates of pollutants and chemical dosages were 

expressed by a multi-layer back-propagation neural network to make adaptive the 

control system to the different operating condition with a flexible learning ability.   A 

neural network model of the reaction process, a neural network controller and an 

optimization algorithm (gradient descend method) founded on the cost function were 

the subsystems included in the control system to identify desired control inputs. 
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A revision of the optimization in fuzzy model predictive control was made by 

Mollov and partners (2004).   With no guarantee of finding an optimal solution the 

prediction model as fuzzy model, nonconvex and required time-consuming 

optimization were described.   The linearization of the fuzzy model around the 

current operating point and the linear predictive controller (i.e., quadratic 

programming) were an alternative solution for the previous problem.   The 

performance was reduced because the propagation of the linearization error for a 

long-range predictive control.   The propagation of the linearization error was 

reduced by a linearization of the fuzzy model along the predicted input and output 

trajectories.   Via an iterative application of the optimized control sequence to the 

fuzzy model and linearizing along of the so obtained simulated trajectories, the 

model prediction could be improved.   Making the difference between a single linear 

method (or a set of linear model) were proposed for optimization algorithms.   A 

desired tradeoff between the control performance and computational load, give the 

user the possibility to select the appropriated optimization technique.   The 

applications used for testing the MPC were the pH control in a continuous stirred 

tank reactor and a high-purity distillation column. 

 

Alayón and partners (2004), proposed a novel neural network predictive controller in 

order to reduce the computation effort of the NMPC.   The proposed approach was 

compared with the nonlinear predictive controller and the approximated predictive 

control based on neural networks.   The experiments were carried out in simulations 

and real time applications for a laboratory tank system. 

 

6.2. Nonlinear Predictive Controllers 

 

The definition of nonlinear model based predictive controller (NMBPC) was mainly 

based on using a nonlinear model to design the MBPC controller.   Hence, there is a 

nonlinear predictor, which was used to compute the optimal sequences of future 

inputs using an optimization algorithm in order to regulate future outputs of the 

nonlinear plant.    
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The Block diagram of the NMBPC is shown in Figure 6.1.  It includes several blocks 

as: optimization algorithm, discrete nonlinear model, a linearization block and a 

discrete linear model.  The discrete nonlinear model is obtained using an artificial 

neural network, a neuro-fuzzy system or and Look-Up table.  The linearization block 

is used to obtain the linear matrices to be used for the discrete linear model to be 

used by the optimization algorithm in order the find a local (or global) minimum, 

which will minimize a specific cost function.   The fundamental concepts of the 

MBPC will be included in Section 6.2.1. 
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Figure 6.1 Block Diagram of the Nonlinear Model Based Predictive Controller 

 

The most important problem with this controller is to find the local (or global) 

minimum, which is not easy to guarantee, especially when the internal model of the 

MBPC is nonlinear.   The optimization problem for the NMBPC is a nonconvex 

problem because the model used is a nonlinear one, which increases the complexity 

of the solution (Mollov, 2002).    

 

The difficulty of this nonconvex optimization solution is compounded by the fact 

that the plant is nonlinear and multivariable.   The nonlinear models (predictors) 

more commonly used are the neural network and neuro-fuzzy and fuzzy models.   

Also, there is a possibility to use the on-line modelling and multiple models.    
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The way to solve the nonconvex optimization problem is to linearize the nonlinear 

model around the operating point and then apply the linear model predictive control 

technique.   If a long prediction horizon is used, the MBPC suffers from error 

propagation of the linearization in the performance of the control system.   By using 

neural model, neuro-fuzzy model and fuzzy model along the predicted inputs and 

outputs, the effect of the error propagation can be reduced. 

 

6.2.1.   The Fundamental Concepts of Model Based Predictive Controllers 

 

Predictor, prediction horizon and control horizon.   Figure 6.2 shows the 

fundamental concepts of the MBPC.   A nonlinear model of the plant was used to 

predict the future process output over the prediction horizon pH .   Generally, a 

predictor with an ARX structure (inputs-outputs models are represented by a 

collection of delayed inputs and outputs) was used as model.    

 

Step ahead outputs represent the predicted output values defined as 

( ) pHiiky ,,1forˆ =+ , as a function of the state of the process at current sampling 

time k  and also in function of the future control signals ( ) 1,,0for −=+ cHiiku  , 

where cH  is the control horizon.   The control signal is manipulated with the control 

horizon if the condition pc HH ≤  is selected and after that the input remain constants 

as ( ) ( ) 1,,for1 −=−+=+ pcc HHiHkuiku  . 

 

Cost function.   The optimization of the cost (objective) function is used to compute 

the sequence of the future control signals ( ) 1,,0 −=+ cHiforiku  , in order to 

keep close the output signal to the reference signal.   Several modifications of the 

following cost function are used (Clarke, et. al.,1987b): 

 

( ) ( )( ) ( )∑∑
==

−+∆++−+=
cp H

i
i

H

i
i ikuikyikrJ

1

2

1

2 1ˆ βα                                              (6.1) 
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The first term computes the minimum variance of the output signal by the control 

error signal produced by the difference between the reference signals ( )ikr +  and the 

predicted process outputs ( )iky +ˆ  (Fischer, et. al., 1998). 
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Figure 6.2   Fundamental Concepts of the Model Based Predictive Controller 

 

The second term established the penalization over the increment of the control signal  

( ) ( ) ( )11 −+−+=−+∆ ikuikuiku  produced in the control horizon cH  (Souza, et. 

al., 1997).  In accordance with the control problem, the second term can be expressed 

by the control signal ( )1−+ iku  rather than its increment or any different filter 

structure (Soeterboek, 1992).   The output error weighting α and control effort 

weighting β  vectors with respect to each other and the prediction step.    

 

Only the outputs were considered in the cost function from time dnk +  when the 

system has a dead time of dn samples because the output signal does not have 
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influence on the control signal ( )ku  before this time (Babuška, 1996).   Similarly, a 

delay is introduced in a non-minimum phase system in order to avoid the non-

minimum phase part of the response.   Moreover, constraints over other variables 

such as the manipulated variables and other process variables could be included in 

the cost function as additional terms in accordance to the control problem.   The 

process outputs ( )iky +ˆ  are obtained from the process model for a set of future 

control increments ( )1−+∆ jku  (Fischer, et. al., 1998). 

 

Receding horizon principle.   The first control output signal applied to the nonlinear 

plant is defined by: 

 

( ) ( ) ( )kukuku ∆+−= 1                                                                                            (6.2) 

 

 

At the next sampling-time 1+k , the time-dependent variables included in the cost 

function are shifted one-step ahead and the optimization of the cost function starts 

again.   This strategy is called receding horizon.   In other words, only the control 

signal ( )ku  is available and applied to the process at the beginning and after that in 

the next sampling time the output signal ( )1+ty  is available, computing again the 

optimal values and making possible to obtain the updated prediction values. 

 

 

 

 

6.3.  Nonlinear Model Predictive Controller Based on Takagi-Sugeno Fuzzy 

Structures for Wastewater Application 

 

The fuzzy structure of the nonlinear model based predictive controller (NMBPC) was 

based on the Takagi-Sugeno fuzzy models, which have local linear models in order 

to cover the whole operating region for a nonlinear plant.   The block diagram of the 

NMBPC was founded on a fuzzy structure shown in Figure 6.3 and this structure was 
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inspired in the previous work developed by Pinto, Grimble and Katebi (2004) using 

Takagi-Sugeno fuzzy models (Takagi and Sugeno, 1985).   The control algorithm 

structure was designed by Pinto, producing an example published by O’Brien, Pinto 

and Katebi (2005). 

 

The application of MBPC methods in two systems: the linear control of a wastewater 

treatment plant, and fuzzy-nonlinear control of an integrated wastewater system 

(consisting of a sewer network, a treatment plant, and the receiving waters). There 

has been little work on control of the latter systems; the majority of research has 

concentrated on the treatment plant alone. A similar approach to that described here 

was developed by Marsili-Libelli and Giunti (2002) and by Brdys and Diaz-

Maiquez- (2002) where fuzzy predictive control was applied to the case of treatment 

plant system, without modelling the effect on the receiving waters. 
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Figure 6.3   Block Diagram of the Nonlinear Model Based Predictive Controller 

Founded on Fuzzy Structure 
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6.3.1. Nonlinear Model Based Predictive Control with Takagi-Sugeno Fuzzy 

Structure 

 

The NMBPC of  Figure 6.3 can be represented by the following fuzzy rules: 

 

( ) ( ) ( ) NitutuMFtxi ii ,,2,1;THENisIF:Rule ==                                   (6.2) 

 

where ( )tx , iMF  , ( )tui , ( )tu  and N are the process variable used to define the 

universe of discourse or the complete operating range, the ith membership function or 

fuzzy set (see Chapter 2 of this document for more details), the ith control signal of 

the ith local linear model based predictive controller (LLMBPC), the control signal of 

the NMBPC and the number of LLMBPC (or fuzzy sets or sub-operating region with 

linear behaviour).    

 

The ith membership function 𝜇𝑖(𝑥) previous fuzzy rules have to cover the following 

relationship: 

 

( ) ( ) ( ) ( ) 0.121
1

=+++=∑
=

xxxx N

N

i
i µµµµ                                                              (6.3) 

 

where ( )xiµ  is the ith membership value corresponding to the i-th LLMBPC.   The 

equation guarantees that all the universe of discourse (or nonlinear operating range) 

is covered by the membership functions (see Chapter 2 of the thesis).   Figure 6.4 

show how the universe of discourse (or the complete operating range) of the 

nonlinear plant was divided in N sub-linear regions by N membership functions or 

(or fuzzy sets) (Pinto, 2001). 

 

Also, from Figure 6.3 the NMBPC obeys to the following control law: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tuxtuxtuxtuxtu NN

N

i
ii ⋅++⋅+⋅=⋅=∑

=

µµµµ
1

2211                        (6.4) 
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where ( )tu , ( )xiµ  and ( )tui  are the control signal, ith membership function and the ith 

control signal of the ith LLMBPC. 

 

The previous equation shows how each control signal of the LLMBPC is equalized 

by the weighting of membership value. 
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Figure 6.4   Fuzzy Membership Functions Dividing the Universe of Discourse in N 

Membership Functions 

 

 

The NMBPC was designed using the linearization concept in local regions for the 

nonlinear dynamic system.   The main principle used was “divide and conquer”, 

which is the philosophy of the multiple linear approaches (i.e. Takagi-Sugeno fuzzy 

models).   In essence, the universe of discourse (the whole dynamic operating range) 

of a process variable (i.e. state variable) in a nonlinear plant is divided into pieces in 

order to obtain sub-regions with linear dynamic behaviour.   Each sub-region is 

mapping to the fuzzy space by membership functions (i.e. Triangle, Trapezoid and 

Gaussian membership functions.) and its linear dynamic behaviour is described by a 

local linear model in the same way of the Takagi-Sugeno fuzzy models.    
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Figure 6.5 shows the fuzzy membership function dividing the universe of discourse 

in N linear sub-regions using at each sub-region of a membership function.   The 

previous concept was founded in the overlapping concept of the local linear models 

to reproduce a nonlinear plant.   The local linear subsystems were defined in the 

Table 6.1 with their corresponding sub-operating range and the membership 

functions. 

 

 

Table 6.1   Local linear subsystems, Sub-Operating Range and Membership Function 

 

 

 

 

 

 

 

 

 

 

 

Algorithms of the NMBPC 

 

The NMBPC based on Takagi-Sugeno structure was developed by the following 

algorithm: 

 

Step 1:   Divide the whole nonlinear dynamic operating range in N sub-ranges with 

linear behaviours. 

 

Step2:   Linearize the nonlinear plant for each sub-range in order to guarantee that 

the jth sub region is governed by the dynamic behaviour of the jth local linear model 

based predictive controller.   Selection of the implementation details of the local 

Local Linear  

Subsystem 

Sub-Operating  

Range 

Membership  

Functions 

1 20 xxx ≤≤  MF1 

2 31 xxx ≤≤  MF2 

      

N-1 NN xxx ≤≤−2  MFN-1 

N 11 +− ≤≤ NN xxx  MFN 
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linear model based predictive controller such as: control horizon, prediction horizon, 

inputs/outputs constraints in the waste water system. 

 

Step 3:   Assign the membership functions (i.e triangle shape) and/or fuzzy sets for 

each sub-range in an explicit manner, as Figure 6.5 shows with the intersection 

points between them. 

 

Step 4:   Design the local linear model based predictive controllers with constraints 

using equations (6.3 – 6.4). 

 

Step 5:   Build the final structure for the NMBPC as the Figure 6.4.   The nonlinear 

operating region includes all dynamic behaviours necessary to cover for the 

nonlinear dynamic plant.   Also, the whole operation region (i.e. Universe of 

discourse) defined by a process variable has to be divided in portions called dynamic 

local regions.   Each dynamic local region is represented by a local linear model of 

the plant.   The nonlinear plant was testing in a portion (dynamic local region) of the 

whole operating region, finding the linearization of the plant and after that was 

designed the local linear model based predictive controller (LLMBPC). 

 

 

6.4. Nonlinear Model Based Predictive Control with Takagi-Sugeno Fuzzy 

Structure Applied to Waste Water Treatment 

  

 

The problem of controlling both oxygen and nitrate levels in a wastewater treatment 

system is considered in this application. The initial system to be controlled is that 

presented in the COST 624 benchmark for the Activated Sludge Model (ASM) 1 

model.   This demonstrates that MBPC linear predictive control is possible for a 

treatment system, which consists of only the water treatment plant.   However, it is 

also necessary to demonstrate predictive control on the integrated system, that is, 

including the sewer and the receiving waters, as well as the treatment plant. The 

majority of control research in the area of wastewater treatment has concentrated on 
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the effluent from the plant, and meeting regulatory requirements at this point.   The 

research now has begun to concentrate on the effect this effluent has on the receiving 

waters.   To this end, a simple model of an urban wastewater system (UWS) was 

used for the control implementation, for the latter case study.   The aim therefore of 

first study was to control the nitrate and the oxygen to a specified setpoint.   The 

control of these concentrations was investigated using multivariable predictive 

control.   The control of the integrated wastewater system includes the Takagi-

Sugeno structure implicitly, in controlling the dissolved oxygen. 

 

 

6.4.1. Cost 624 Benchmark Control 

 

The COST 624 research group developed a benchmark model of wastewater 

treatment, using the ASM1 model developed by Mogens, et. al., (2000), in order to 

effectively compare several control strategies.   Unless a general model was used for 

control design purposes, then the effectiveness of different controllers cannot be 

determined.   The COST benchmark system is shown in the Figure 6.5. 

 

 

+

  

 

Influent

T1 T2 T3 T4 T5

 
Figure 6.5   COST Benchmark System: Tanks 1 and 2 Fully Mixed, Tanks 3, 4 and 5 

Aerated, Followed by a Non Reactive Secondary Settler 

 

 

The plant model shown in Figure 6.5 is comprised of: 

 

• five biological tanks in series, each using the ASM1 model, first two tanks 

unaerated, the other three aerated. 
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• one non reactive secondary settler based on the settling function by Takacs et 

al. 

• two internal recycles, nitrate from 5th tank to 1st, and sludge from settler to 

front end of plant. 

 

This system considers only the treatment plant dynamics, that is the influent into the 

plant is that of the average statistics for given rain events, but does not take into 

account any sewer dynamics.   Similarly, the control implemented only considers the 

effluent, and not the affect downriver. 

 

The system presented by Copp (2002) used low level control in the form of PID 

control, on the Dissolved Oxygen (DO) levels of the 5th tank, and nitrate levels in 

the 2nd tank.   The control aim therefore is to improve on this, by implementing 

predictive control around these PID loops, thereby feeding a variable setpoint to 

them (See Figure 6.6).   The variables Sno, So, Kla and Qin are the nitrate and nitrite 

nitrogen, oxygen, oxygen transfer coefficient and the correction flow for the internal 

nitrate recycle, respectively. 

 

+

Internal Nitrate Recycle

Sludge Recycle

Model Based
Predictive

Control

Influent Effluent

DO
Control

+
Qin

Sno SoKla

Nitrate
Control

 
 

Figure 6.6   Model Based Predictive Controller Applied in the COST Benchmark 

System: Dissolved Oxygen and Nitrate/Nitrite Control 

 

For this MBPC format used here a linear state space model is required, which is 

found by implementation of Subspace Identification, developed by Van Overschee 

and De Moor (1996).   For implementing the linear MBPC methods, the system is 
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run to control a DO setpoint of 2gm-3, and the nitrate level is controlled to a setpoint 

of 1gm-3 as is show in Figure 6.7. 

 

 

Dissolved
Oxygen 
Levels

Time, [s]
 

 

Figure 6.7   Dissolved Oxygen Control (dotted line) vs. PID Control 

 

It can be seen that for the Dissolved Oxygen levels, the predictive control (dotted 

line) response was considerably better than that of the original PID control (full line) 

as it is shown in Figure 6.7.   For the Nitrate, the improvement is even more obvious 

(see Figure 6.8).   The reason for this is the fact that the predictive controller is a 

cascaded controller, around the inner PID loop, and therefore can vary the setpoint of 

the inner loop, avoiding the error due to tuning. 
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Nitrate 
Levels

Time, [s]
 

Figure 6.8   Nitrate Control (dotted line) vs. PID Control 

 

 

In constraint handling, the system demonstrates the following response for the output 

constraint of 2.5gm-3, Figure 6.9 shows the unconstrained and constrained case 

respectively for a setpoint step of 0.75gm-3 to 2.5gm-3 for Dissolved Oxygen. It can 

be seen in Figure 6.9 that the constraints are implemented on the output functions, 

though they operate strictly. 
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Dissolved
Oxygen

Time, [s]  
 

Figure 6.9   Dotted line: Unconstrained Case, Full line: Constrained Case 

 

Gain Scheduling for Integrated UWS 

 

The system considered as an integrated urban waste water system consists of a sewer 

network model, a treatment plant model, and the model of the receiving waters 

(which in this case is a river model).   The input to the sewer network is that of the 

influent from the catchment areas, which consists of human urban wastewater, and 

other influents from runoff. 

 

 
Figure 6.10   Integrated Urban Wastewater System 
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It can be seen from Figure 6.10, that the sewer network affects the receiving waters 

in two ways, the first being the effects of the effluent of the sewer network, which is 

in turn the influent to the treatment plant. It also affects the receiving waters through 

overflows.   In storm conditions, overflows occur in the sewer network, causing 

fluctuations of the fractions (such as Dissolved Oxygen) in the river. 

 

The control objective here is to show the possibility of control of the quality of the 

receiving water using the treatment plant effluent dynamics.   Research has been 

done by Cembrano, et al (2004) in the use of MBPC in reducing overflows, so this 

paper does not consider this area. 

 

The NMPC was designed using the Takagi-Sugeno structures. This was implemented 

for the integrated model shown in Figure 6.10. 

 

The subspace identification algorithm used previously in identification of the 

treatment plant model was used again in this case to also obtain a multivariable 

model. This model however is of the form of a measured disturbance, as the model 

input of upstream river dynamics was not controllable here.   There was also the 

difference here that the predictive controller, whilst still applying a variable setpoint 

to a PID, does not cascade around this PID loop, but around the entire system.   

There exists only one controlled input, the set point of the Dissolved Oxygen levels 

in the Treatment Plant.   Due to this fact, that there are three models, for low flow, 

medium flow and high flow, there are three fuzzy rules for the model of the 

Nonlinear Predictive Controller using a Takagi-Sugeno structure.   The structure of 

the Nonlinear Predictive Controller is shown in Figure 6.9. The formula that 

describes the Nonlinear Predictive Controller output u is expressed as follows: 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )tuQtuQtuQtu 332211 ⋅+⋅+⋅= µµµ                                                       (6.5) 

 



212 
 

where ( )Q1µ , ( )Q2µ  and ( )Q3µ  are the membership values (weightings) for the low 

flow, medium flow and the high flow.   Q  is the flow (process variable).   ( )tu1 , 

( )tu2  and ( )tu3  are the local linear model based predictive controllers corresponding 

for the low flow, medium flow and the high flow.   The membership values satisfied 

the following equation: 

 

 

( ) ( ) ( ) 0.1321 =++ QQQ µµµ                                                                                    (6.6) 

 

 

The process variable, that is the variable upon which the ranges are based, is the 

input flow to the treatment plant, Q.   By choosing three models that cover a range 

from 0 to 12,000m3 of flow, then the nonlinear control should take into account both 

the normal flow (in the region of 1000m3) and the storm weather flow (the 

maximum 12,000m3).   The membership functions were therefore defined as shown 

here in equation (6.7), and subject to the constraints defined as follows: 

 

( )
( ) ( )
( )
( ) ( )





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µ                                    (6.7) 
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Figure 6.11 Fuzzy Membership Function for the Flow Q  
 

 
 
The fuzzy sets low flow, middle flow and high flow cover the whole operating range 

to be defined for each LLMBPC in order to satisfy the nonlinear operating range of 

the system.   The internal structure of the NMBPC was exactly the same as that of 

Figure 6.3 with the amount N equal to 3 (i.e. three LLMBPCs).   The operating range 

was divided into the form shown in Figure 6.10, using triangular and trapezoidal 

membership functions, chosen due to their characteristic of having a unity-weighting 

sum.   To demonstrate the improvement resulting from the use of a NMBPC, the 

following tests were run on the system.    

 

Firstly, as in Figure 6.12, the NMBPC was tested at a step flow from 4000m3 to a 

flow of 9000m3, for which the set point to be reached in the river was a value of 

8.2gm-3.   Both systems were tuned in order that their maximum values would reach 

the set point.   The linear controller was tuned for the flow range of 5000m3 to 

7000m3.    
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The NMBPC was tuned to reach a given set point for all flow ranges, and any flow 

change results only in a minor transient dip in Dissolved Oxygen levels. In 

comparison, it can be seen that the response for a single linear predictive controller, 

it is erroneous at both flows and has a considerably larger transient dip during the 

flow change. 

 

There is, therefore, an improvement in the response of an integrated wastewater 

system when a sudden flow change was applied.   This is significant, as the most 

likely significant change in the system would be an increase in flow, due to storm 

weather.   Using a nonlinear controller, such as a gain scheduler, allows for the 

system to react to such a transient.    

 

Dissolved
Oxygen
Levels

Figure 6.12 Nonlinear Model Based Predictive Controller (full line) vs. Linear Model 

Based Predictive Controller (large dotted line), with Respect to Setpoint (small 

dotted line) 
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In summary, the output constraints demonstrated in Figure 6.8 show the significant 

advantage of using MBPC. Lower control methods, such as PID control, do not 

allow for constraint handling.   The responses in Figures 6.6 and 6.7 also show the 

distinct improvement of MBPC over PID in terms of set point tracking.   This is 

because the PID controller does not allow for intuitive tuning of multivariable 

controllers. Figure 6.11 demonstrates the advantage of using a NMBPC controller for 

the more nonlinear integrated system. 

 

To demonstrate the improvement resulting from the use of a Takagi-Sugeno MBPC 

(Nonlinear MBPC), the following tests were run on the system. Firstly, as in Figure 

6.12, the fuzzy controller was tested at a step flow from 4000m
3 

to a flow of 9000m
3
, 

for which the set point to be reached in the river was a value of 8.2gm
-3

. Both 

systems were tuned in order that their maximum values would reach the set point. 

The linear controller was tuned for the flow range of 5000m
3 

to 7000m
3
.  

 
The fuzzy predictive controller was tuned to reach a given set point for all flow 

ranges, and any flow change results only in a minor transient dip in dissolved oxygen 

levels. In comparison, it could be seen that the response for a single linear predictive 

controller, without gain scheduling, was erroneous at both flows and has a 

considerably larger transient dip during the flow change  

 

 

6.5.  Conclusions 

 

The majority of control approaches have been focussed on control of the treatment 

plant. However, the more realistic approach was focussed instead on the effect of the 

effluent on the river, and to use this knowledge to attempt to control the river 

dynamics. Thus, the effect of overflows on Dissolved Oxygen, and nutrients could be 

negated by the control of the WWTP effluent with respect to river dynamics.  The 

Activated Sludge Model (ASM) 1 was the used model and it was developed by 

Mogens, et. al., (2000). 
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The predictive control method used in this application was outlined in (Krauss, et. 

al., 1994; Maciejowski , 2002).   It was seen that it is possible to develop nonlinear 

predictive control using linear methods with Takagi-Sugeno structure.   The NMBPC 

demonstrates the ability to control a waste water treatment plant for dissolved 

oxygen and nitrate levels, and also the control of an integrated urban wastewater 

system by the use of NMBPC.   The latter was implemented for Dissolved Oxygen.   

The research in this application presents the control of wastewater systems with the 

use of MBPC, and demonstrates how even nonlinear wastewater systems are 

controllable with linear techniques, with the use of multiple model predictive 

controller based on Takagi-Sugeno structure which is a NMBPC.   Further work 

could be carried-out to implement this control for nutrients such as Nitrates or 

Phosphates, therefore requiring more complex nonlinear predictive control methods, 

as well as progression to the use of a more complicated integrated system model. 

 

There is, therefore, an improvement in the response of an integrated wastewater 

system when a sudden flow change is applied. This is significant, as the most likely 

significant change in the system would be an increase in flow, due to storm weather. 

Using a nonlinear controller, such as a gain scheduler, allows for the system to react 

to such a transient.  
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Chapter 7   Conclusions and Future Work 

 

7.1. Summary and Conclusions 

 

   This thesis was concerned with the application of the Neuro-Fuzzy control systems 

to industrial and power electronics applications.   The justification and motivation 

were to use adaptive characteristics of the Neuro-Fuzzy systems conjugated with the 

capability of implementation to nonlinear control systems without an exact model 

and possible uncertainties in the target nonlinear model.   In addition, the Neuro-

Fuzzy control systems are a promising multidisciplinary field of the control 

engineering.   

 

The control engineer should have the following expertise to be able to use these 

technologies: a) know the physical laws or expert rules that govern the target process 

in order to understand and analyze the control system, b) be able to develop a 

quantitative (mathematical model) or qualitative model (fuzzy model) of the 

nonlinear process, c) select and design the proper control algorithm in accordance to 

the dynamic behaviour of the target process, d) to have enough knowledge and 

experience of microcomputers (microcontrollers) to implement the algorithms. 

 

The Artificial Neural Networks (ANNs), the Fuzzy Systems and the Neuro-Fuzzy 

Systems were introduced in Chapter 2, from their basic knowledge in order to obtain 

the model and control law applied to the target nonlinear plant.   The Chapter 

introduced the basic concepts of the Multilayer Perceptron, Adaptable Neural 

Networks (i.e. Feedforward Neural Network and Recurrent Neural Network), the 

training methods (i.e. Backpropagation or Gradient Descend) of the ANNs. 

 

In addition, the Chapter included a historical development of Fuzzy Systems 

describing the origin of these.  After that, the Neuro-Fuzzy systems were presented 

as a combination between the ANNs and the Fuzzy Systems. Also, the Neuro-Fuzzy 

models were described as a linguistic model in detail based on the Takagi-Sugeno-

Kang models.  Nevertheless, the OFF-Line and ON-Line training methods were 
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widely explained. The training methods used the Backpropagation or Gradient 

Descent and the Hybrid (i.e. Backpropagation and Least Square) Algorithms. 

 

Finally, a novel Fuzzy Difference Equation (FDE) was introduced as a formal 

mathematical structure of the Neuro-Fuzzy Systems (Artificial Intelligence).   

Initially, the Neuro-Fuzzy models were obtained. After that, a SISO and MIMO 

examples were used in order to develop the examples of the FDE´s.   The FDE was 

developed based on the dynamic information obtained from the Fuzzy rules (model) 

and it represents the formal link between the Artificial Intelligence (AI) and the 

formal mathematics.    

 

In Chapter 3, the basic theory of the novel Neuro-Fuzzy Generalised Minimum 

Variance (NFGMV) Controller and the Self-Tuning Generalised Minimum Variance 

(STNFGMV) Controller were introduced.   The stochastic control system was 

developed using the polynomial approach based on the original idea of Grimble 

(2003) for the Nonlinear Generalised Minimum Variance Controller. 

 

The novel NFGMV control algorithm was presented in Chapter 3 by combining the 

Nonlinear Generalised Minimum Variance (Stochastic) Control law and the Neuro-

Fuzzy Modelling. The Chapter also include state of the art for several structures of 

the Nonlinear GMV controller by using ANNs and Neuro-Fuzzy Systems to find out 

the benefits in the implementation procedure of the novel NFGMV and the 

STNFGMV. The expert knowledge for controller tuning  were also presented for the 

STNFGMV which include a Fuzzy tuning mechanism as an additional sub-structure. 

 

In Chapter 4 a completed analysis of the car engine system was developed including 

the control targets, the most common problem applying the control systems and the 

problems to solve.  The analysis of the car engine system was done by decomposing 

the engine into three subsystems (see Figure 4.1).  After the analysis, the car engine 

problem was classified as a dynamic transient control problem (most of the time 

combined with a steady control problem).   In other words, such a problem was 

defined as a transient control problem due to the delays in the measurements and the 
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propagation from the intake manifold to the combustion chamber.  The Chapter also 

includes the state of the art for the nonlinear controller applied to the powertrain 

control problem of the car engine. The Chapter also includes the revisited 

explanation for the development of the car engine model developed by Dutka (2005), 

motivated by the necessity to know more about nonlinear process.   

 

After that, a free delay Neuro-Fuzzy model was developed for the car engine in order 

to apply a MIMO NFGMV controller which showed great weakness.  Also, several 

Neuro-Fuzzy structures based on the total solution (i.e. transient and steady 

solutions) of the nonlinear differential equation of the system were developed and 

applied to the car engine model.    The Neuro-Fuzzy control algorithms developed 

(varying the selected inputs, the number of inputs, fuzzy rules and the sampling time) 

in Chapter 4 did not stablise the system because of the low speed of convergence for 

the global minimum of the Backpropagation or Gradient Descend optimization 

algorithm. 

 

In Chapter 5,  Analysis, estimation and modeling of the power electronic ballast with 

buck converter plus the igniter and the lamp (Power Electronic System) were studied.  

Also a discrete-time Sliding Mode Control law and a Dimming Control were 

designed using Adaptive Fuzzy Sliding Surface for a Square-Waveform Ballast 

(power electronic process).   In addition, a stability analysis was developed for a 

Square-Waveform Ballast using a nonlinear lamp model with sensing average output 

voltage and current tests. All the developments and examples were simulated and 

compared with the real implementations in order to have well founded conclusions.   

 

Chapter 6 started with the summary of the introduction of linear and nonlinear 

predictive controllers followed by the state of the art of the model based predictive 

controllers.  The nonlinear predictive controllers were described starting with the 

fundamental concepts (i.e. predictor, predictor and control horizon, etc).  Finally, a 

novel nonlinear model predictive controller was designed based on Takagi-Sugeno-

Kang fuzzy structures.    The key to the nonlinear predictive controller is the 

overlapping of local linear predictive controllers.  The dynamic operation range of 
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the nonlinear plant is divided into ”n” sub-operation ranges where “n” local linear 

(model based) predictive controllers were designed to overlap with Takagi-Sugeno-

Kang fuzzy structures.  In order to demonstrate the performance of the nonlinear 

model predictive control algorithm, a SISO and MIMO wastewater system plant 

were studied. 

 

7.2.   Future Work 

 

In this thesis the theoretical and application research results introduced may further 

be developed.  In the analysis and justification of the Neuro-Fuzzy Systems there 

exist a great amount of issues that have to be researched in a deeper manner.   In 

addition, the car engine problem such as a transient control problem represents a 

great challenge for the control engineers and because of that there are significant 

numbers of topics that may be developed.   Moreover, a faster optimisation algorithm 

represents a very promising research topic because most of the weaknesses for the 

control systems caused by the slow speed of searching a global (or local) minimum.   

The future researches to be developed will be: 

 

1. A further analysis of convergence and stability of the Neuro-Fuzzy Systems 

(NFSs) using the Fuzzy Difference Equations (FDEs).   It will be a formal 

mathematical analysis and justification for using NFSs for control and 

modelling purposes. 

 

2. A MIMO Neuro-Fuzzy Generalised Minimum Variance (GMV) controller 

for an industrial application using the polynomial approach.  The application 

could be applied to a nonlinear MIMO process with the same delays in each 

input or output channel.   Also, the nonlinear MIMO system could have 

different delays in each path. The free delay Neuro-Fuzzy model may be 

obtained using on-line or off-line training method.  Another alternative to 

obtain the free delay model is to use Artificial Neural Networks (ANNs). 
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3. A Neuro-Fuzzy GMV control law using the state representation solved using 

the Bernoulli’s equation applied for SISO and MIMO cases of nonlinear 

processes. 

 
4. The parameter estimation of the Lamp system using the methods of the Least-

Square Estimator and the Extended Kalman Filter.  

 
5. A nonlinear control law with power factor correction applied to a Ballast 

(Buck Converter) with the Igniter plus the Lamp.  The main objective will be 

to quantify the performance index in function of the power factor 

improvement (amount of energy and money saved).  

 
6. A faster optimisation algorithm in order to find a global (or local) minimum 

for the Neuro-Fuzzy control systems.  The improvement in the speed of 

searching a cost function solution increases the success in modelling, 

identification, estimation and control applications.  

 

7. A Multiple Model Based Predictive controller with a Takagi-Sugeno-Kang 

structure including an on-line estimation of the nonlinear parameters for the 

membership functions. 
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APPENDIXES 

 
APPENDIX A 

 

A.1. Adaptable Neural Networks 

 

In the Adaptable Neural Network, the outputs of the nodes are function of the 

modifiable parameters (Pinto, 2006). The parameters are updated by means of a 

learning rule. The difference between the network’s current output and a desired 

output is the error measured, which is used to update the parameters in the nodes.  

Choosing the appropriated network architecture, a set of parameters should be found 

such that the ANN outputs fit the real data.  All node functions are assumed to be 

differentiable except at a finite number of points in order to have the possibility to 

apply the learning algorithms.  Each node has its own function different from the 

other nodes with a local parameter set. The weights in each node do not have any 

relation with the links between the nodes.  

 

A.1.1. Decomposition of Adaptable Nodes 

 

The decomposition of adaptable nodes is one of the most important concepts to 

develop an ANN.  The concept of the decomposition of nodes in a ANN is shown in 

Figure A.1. 
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Figure A.1.  Most Common Decomposition of Adaptable Nodes in an ANN 



223 
 

 

Figure A.1-a shows a single adaptive node with one constant (“a”), an input x  and 

an output y  with an activation function ( )⋅f  expressed in equivalent manner as a 

fixed node (constant) with input x  and output y .   

 

Figure A.1-b shows a single node with two constants (“a and b”) and two inputs (“x 

and y”). The node has the activation function ( )⋅g .  The equivalent structure using 

four inputs and two constants (“a and b”), is also shown. 

  

Figure A.1-c shows two nodes sharing one parameter, where the constant parameter 

(“a”) feeds both activation functions ( )⋅h  and ( )⋅j . These nodes have each one 

independent inputs (“x and y”) and the outputs v and w, respectively. 

 

A.1.2.   Training Process of the Artificial Neural Networks 

 

The training data set are the input-output data of the target system. They are used to 

modify the values of the parameters to improve the network’s performance by means 

of the optimization algorithms or learning rules (Pinto, 2006).  The difference 

between the desired output and the network’s output is called error measured, which 

is used to improve the network’s performance.  The Steepest Descendent Method 

(SDM) is the basic learning rule of the Adaptable Artificial Neural Network 

(AANN), which uses the gradient vector with successive use of the chain rule. The 

learning rule computes the gradient vector in the opposite direction of the output 

flow of each node.   The SDM is often called backpropagation algorithm.  

 

The training processes can be either OFF-LINE or ON-LINE. The OFF-LINE 

training process is often applied to stable open-loop plants (linear and nonlinear).  

This training process is developed by applying step inputs plus a random signal 

(White noise zero-mean signal) covering the operation range of each input.  Finally, 

a register of the pair input-output data has to be generated.  All the parameters could 

be expressed by lumped constants obtained after the training process is applied.  The 

OFF-LINE Training Process is the most applied and reported method for modelling 



224 
 

and control processes.  The optimization algorithm for this approach could be 

developed with local minimum or global minimum.  Another option of optimization 

algorithms are the Genetic Algorithms and Fuzzy Cluster Optimization.  

 

The ON-LINE Training Process is usually applied when the plant is linear or 

nonlinear with time-varying dynamics (Pinto, et. al., 2004).  In other words, there is a 

different plant every sample time with a specific dynamic.  This training method was 

used to catch the variation in the dynamics due to the nonlinearities, time-delays and 

uncertainties using local minimum optimizations techniques. 

 

 

A.2. Fundaments of Takagi-Sugeno-Kang (TSK) Models 

 

There are three types of TSK fuzzy models called: 

  

a) TSK Homogeneous Fuzzy Models 

 

b) TSK Zero-Order (Singleton) Fuzzy Models 

 

c) TSK First-Order (Piece Wise or Affine) Fuzzy Models 

 

 

All these models have in common the same normalized degree of fulfilment ( )( )ki xγ , 

which is possible to use several types of membership functions (i.e, triangular, 

trapezoidal, Gaussian membership functions). All of the models represent 

hyperplanes defined in the space ( )RR p ×  with ( )pNuNy =++ 1  linear dimensions 

(Babuška, 1996).  The local models are interpolated in order to obtain the global 

model (Mourot, et. al., 1999).  When a NARX model is used in a TSK fuzzy model, 

it becomes a Dynamic Fuzzy Model because it takes information about the states of 

the systems by means of the delayed inputs and outputs (Pinto, et. al., 2006).  The 

full operating space of the nonlinear plant is covering by the operating regimes, 
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which is described qualitatively by the corresponding local linear model (Angelis, 

2001).  

 

The TSK fuzzy models are easily identifiable from numerical data but they do not 

have an easily linguistic interpretation (Su, 1997). When the fuzzy sets are defined 

by trapezoidal membership functions the approximation capacity of the TSK fuzzy 

models are affected considerably. 

  

A.2.1. TSK Homogeneous Fuzzy Models 

 

The structure of these models is described for homogeneous linear models in the 

consequent part of the fuzzy rules. The linguistic model of the TSK Homogeneous 

Fuzzy Models using IF-THEN rules is defined as follows: 

 

( ) ( ) NikyAiskR T
iiii ,,2,1thenIf: == xax                                      (A.1) 

 

where iR , ( )kx , iA  are the i-th fuzzy rule, the regressor vector and the ith antecedent 

of the ith fuzzy rule.  iy  and ia  are  ith crisp output signal and the ith parameter 

vector. N  is the total amount of the fuzzy rules.  Substituting equations (2.15) in the 

equation (2.11) is obtained the Homogeneous TKS fuzzy models are expressed as 

follows: 

 

( ) ( )( ) ( )( )∑
=

=
N

i

T
ii kkky

1
xaxγ                                                                                 (A.2) 

 

where ( )ky , ( )( )ki xγ , ia  and ( )kx  are the output signal, normalized degree of 

fulfilment, ith parameter vector and the regressor vector.  

 

These models have been considering quasi linear (or sometimes called linear) TSK 

models because they do not have a off-set term. Because of that is possible to apply 
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the majority linear techniques for the stability analysis and control design using its 

quasi-linear structure. The model can be expressed in a quasi-linear form as follows: 

 

( ) ( )( ) ( )ttty
N

i

T
ii xax 







= ∑

=1
γ                                                                                 (A.3) 

and  

( )( ) ( )( ) 







= ∑

=

N

i
i ttx

1
axa γ                                                                                       (A.4) 

 

where ( )( )txa is the matrix convex linear combination of the consequent parameters. 

 

Fantuzzi and Rovatti (1996) shown the Homogeneous TSK fuzzy models have 

limitations on its approximation properties in comparison with Piece-wise TSK fuzzy 

models (with 0≠ib ).  

 

 An study of the stability issues of linear TSK fuzzy models based on Tanaka’s 

Theorem and also developed an iterative algorithm for the choice of the common 

matrix (Joh, et. al., 1998).   Lyapunov’s functions and stability analysis have been 

developed founded in the solution of Riccati’s Equation and Tanaka’s Theorem in 

(Yu and Fei, 2005).   

 

A.2.1.1. TSK Zero-Order Fuzzy Models 

 

The TSK Zero-order fuzzy models are commonly called Singleton fuzzy models 

(Babuška, 1996; Hellerdoorn and Driankov, 1997; Babuška and Verbruggen, 2003).  

Also, the constant or singleton values in the consequent part of the fuzzy rules make 

it similar to a Mamdani Fuzzy Model and because that they are called Singleton 

fuzzy models (Hellerdoorn and Driankov, 1997).  The linguistic model of the TSK 

Zero-Order Fuzzy Models using IF-THEN rules is expressed as follows: 

 

( ) NibyAistR iiii ,,2,1thenIf: ==x                                                (A.5) 
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where iR , ( )tx , iA  are the ith fuzzy rule, the regressor vector and the ith antecedent 

of the ith fuzzy rule.  iy  and ib are ith crisp output signal and the ith singleton 

(weighting). N  is the total amount of the fuzzy rules.   

 

Babuška (1996) developed an algorithm in order to find the invert model of the 

Singleton fuzzy model, which is used in several control techniques (i.e. invert 

controller).  Substituting equation (2.16) in equation (2.11) is obtained the Zero-order 

TSK fuzzy model is defined by the following equation: 

 

( ) ( )( )∑
=

=
N

i
ii btty

1
xγ                                                                                             (A.6) 

 

Where ( )ty , ( )( )ti xγ , ib  and ( )tx  are the output signal, ith normalized degree of 

fulfilment, ith off-set weighting and the regressor vector.  

 

Jang and Sun (1993) shown these fuzzy models have a similar structure to the Radial 

Basis Function Networks (RBFN). They have been classified as part of the basis 

function expansion, which are a general class of function approximators. 

 

 

A.2.1.2. TSK First-Order Fuzzy Models 

 

The TSK First-Order Fuzzy Models were developed initially in (Takagi and Sugeno, 

1985; Sugeno and Kang, 1988). They often are called Affine (or Piece-Wise) Fuzzy 

Model (Babuška, 1996). They have a linear model plus an offset term in the 

consequent part (local models).   In other words, they are the combination between 

the TSK homogeneous and Zero-Order Fuzzy Models. The linguistic model of the 

TSK First-Order Fuzzy Models using IF-THEN rules is defined as follows: 

  

( ) ( ) NibtyAistR i
T
iiii ,,2,1thenIf: =+= xax                                (A.7) 
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where iR , ( )tx , iA  are the ith fuzzy rule, the regressor vector and the ith antecedent 

of the ith fuzzy rule.     iy , ia  and ib   are  ith crisp output signal, the ith parameter 

vector and the ith scalar off-set. N  is the total amount of the fuzzy rules.  

Substituting equations (2.16) in the equation (2.11) is obtained the First-order TKS 

fuzzy models defined as follows: 

 

( ) ( )( ) ( )( )∑
=

+=
N

i
i

T
ii bttty

1
xaxγ                                                                           (A.8) 

 

where ( )ty , ( )( )ti xγ and ( )( )tyi x  are the output signal, ith the normalized degree of 

fulfilment and the ith local lineal model. The parameter vector and the offset constant 

are defined by ia  and ib .  Also the global nonlinear hyperplane (model) can be 

approximated as follows: 

 

 ( ) ( )( ) ( ) ( )( ) ( )( ) ( ) ( )( )tbttbtttty T
N

i
ii

N

i

T
ii xxxaxxax +=+= ∑∑

== 11
γγ                   (A.9) 

 

The TSK First-Order Fuzzy Models is one the most used TSK structure because they 

have the better approximation capacity than the TSK Homogeneous and Zero-Order 

Fuzzy Models as universal approximator (Rovatti, 1996). In other words, these 

models eliminate the individual disadvantages that have the others two models. The 

first-order TKS fuzzy model can be divided in an homogeneous and a zero-order 

TSK fuzzy models.  The affine linear models in the consequent part of the fuzzy 

rules have a validity region determined by the antecedent part of the fuzzy rules 

(Takagi and Sugeno, 1985; Babuška, 1996). The interpolation of the local 

hyperplanes (affine local lineal models) with dimension  ( )RR NuNy ×+++ 1  with is done 

in order to approximate the global nonlinear surface (or model). 
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A.2.2.  Signal Processing and Analysis of the Layers in a NFS (Figure 2.3) 

 

Layer 1 

All the nodes in this layer are adaptive node with a node functions defined by 

Gaussian membership functions (activation functions) and expressed as follows: 

 

( ) ( )







 −
−= 2

1

2
11

1 2
exp

1 σ
µ cxxA             (A.10) 

( ) ( )







 −
−= 2

2

2
21

1 2
exp

2 σ
µ cxxA              (A.11) 

( ) ( )









 −
−= 2

3

2
32

2 2
exp

1 σ
µ

cx
xB              (A.12) 

( ) ( )









 −
−= 2

4

2
42

2 2
exp

2 σ
µ

cxxB             (A.13) 

 

where the 1c , 1σ , 2c , 2σ , 3c , 3σ , 4c  and 4σ  are the nonlinear parameters or premise 

parameters. 1x  and 2x  are inputs.   ( )11
xAµ , ( )12

xAµ , ( )21
xBµ  and ( )22

xBµ  are the 

degree of membership of 1x  and 2x  belongs to the fuzzy sets (linguistic labels) 

1A , 2A , 1B  and 2B . Equations (A.10-A.13) can be replaced by whatever membership 

function (i.e. triangle membership function, trapezoid membership function, etc.).  

 

The outputs of the membership functions represent the degree of membership of the 

inputs 1x  and 2x  to each membership function, which represent a fuzzy set or 

antecedent of the fuzzy rule (Pinto, 2001; Pinto, et. al., 2004).   The outputs of the 

Layer 1 are such as Fuzzy mapping.   

 

Layer 2 

The nodes in this layer are fixed, label with the Π symbol, which represent the 

product of the degree of membership (fulfilment) obtained with equations (A.10-

A.13).   
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The outputs of the layer 2 are expressed as the product between the income signals, 

which are defined as follows: 

 

( ) ( ) ( )
2,1;2,1;4,3,2,1

, 2121

===

=

kji

xxxx
kj BAi µµω

                                                                               (A.14) 

 

The firing strength of each rule is defined by the node output. The fuzzy AND is 

developed by the product and also can be developed by other T-norm operators in the 

node function in this layer (Jang, et. al., 1997). 

 

Layer 3 

The outlet signals are the normalized signals of the income signals (i.e. the output 

signals of the layer 2). All the nodes in this layer are fixed and labelled with the letter 

“N”, which means normalization of the income signals.   

 

The outlet signals are defined as follows: 

( ) ( )
( ) .4,,1;

,
,

,
21

21
21 == i

xx
xx

xx
T

i
i ω

ω
ω                                                                      (A.15) 

( ) ( )∑
=

=

=
4

1
2121 ,,

N

i
iT xxxx ωω                                                                                      (A.16) 

 

where ( )21 , xxiω  is the ith normalized degree of fulfilment (or membership).  

 

Layer 4 

All the nodes in this layer are adaptive node.  The layer 4 has as activation functions, 

the local piece-wise linear models, which are expressed as follows: 

 

( ) 4,,1;, 2121 =++== ibxqxpxxfy iiiii .                                                 (A.17) 
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where ip , iq , and ib  are the ith linear parameters or consequent parameters.  iy   is 

the ith piece-wise local linear models, which are expressed also as ( )21 , xxfi . 

The output signals of the layer 4 are defined by the product between the normalized 

degree of fulfilments (membership) with the piece-wise local linear model.  These 

products are expressed by the following equation: 

 

( ) ( ) ( ) ( )
.4,,1with

,,,ˆ 21212121

=
++==

i
bxqxpxxyxxxx iiiiiii ωωω

                                       (A.18) 

 

where ( )21 ,ˆ xxiω  is the ith output signal of the layer 4, which is in essence nonlinear 

function. 

 

Layer 5 

This layer is formed by a single fixed node with symbol of  Σ, which is an addition 

point of the all income signals and expressed as follows: 

    

( )∑
=

=

=
4

1
21,ˆ

N

i
i xxy ω                                                                                                   (A.19) 

 

Substituting equation (2.39) in equation (2.40) is obtained the final expression of the 

output signal computed using the weighted average, which is expressed as follows: 

  

( ) ( ) ( )∑∑
=

=

=

=

++==
4

1
2121

4

1
21 ,,

N

i
iiii

N

i
ii bxqxpxxyxxy ωω                                    (A.20) 

 

where y  is the final output signal (nonlinear function) of the NFS.    Equation (A.20) 

is equivalent to equations (2.27) or (2.28).    The output of the Layer 5 is the Inverse 

Fuzzy mapping. 
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A.3.   Training Algorithms used in ANNs and Neuro-Fuzzy Systems 

 

The training algorithms represent an important part of the ANNs and the NFSs 

because the expert knowledge obtained need to be acquired in as faster as possible in 

order to reach the global (or local) minimum.  The most common optimization 

algorithms used are the Backpropagations (BP) (either also called the Gradient 

Descent (GD) or Steepest Descent (SD)) and the Least Square Estimator (LSE) 

algorithms.   A combination between the GD and the LSE is commonly called 

Hybrid Learning algorithm.  Another important factor is the learning rate (or 

sampling time) of the optimization algorithm, which could improve of the speed of 

searching for the optimal solution. There exist adaptive learning rates, which can 

possibly improve the speed of the convergence for the optimization algorithm.  

 

A.3.1. Definition of the Input and Output Variables for All the Layer 

 

The BP or GD algorithm is the commonly approach used in on-line training process 

of the ANN and NFS.      

 

In order to illustrate how the BP algorithm work was selected the previous NFS of 

Figure 2.3. The names of the variables in the example have been changing in order to 

apply the GD approach using the formulas exposed in the Section 2.2.  Figure A.2 

shows the new variables of the NFS.  The equivalence between the variables in the 

Figures 2.3 and A.2 are: 

 

Layer 1 

1=l  

( )11,1 1
xx Aµ=            (A.21)               ( )12,1 2

xx Aµ=           (A.22) 

( )23,1 1
xx Bµ=            (A.23)              ( )24,1 2

xx Bµ=          (A.24) 

Layer 2 

2=l  

( ) .4,,1, 21, == ixxx iil ω                                                      (A.25) 
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Layer 3 

3=l  

( ) .4,,1, 21, == ixxx iil ω                                                          (A.26)             

 

Layer 4 

4=l  

( ) .4,,1,ˆ 21, == ixxx iil ω                                                             (A.27)             
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Figure A.2.  Two-inputs one-output Neuro-Fuzzy System used to apply the Gradient 

Descent or Backpropagation Algorithm 

 

Layer 5 

5=l  

yx =1,5                                                                                                         (A.28) 

 

A.3.2. Application of the Gradient Descend (GD) Algorithm 

 

In order to apply the GD algorithm, using equation (2.11), the error signal is defined 

as follows: 
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( )2
1,5xdEp −=                                                                                                (A.29) 

 

This error is propagated from the output layer to the hidden layer of the NFS.  

Applying back-propagation error to the layer 5 gives the BP error from the output to 

the layer 5 and node 1 and expressed as follows: 

 

Layer 5 

5=l   

( )1,5
1,5

1,5 2 xd
x
Ed −−=

∂
∂

=∈                                                                                     (A.30) 

 

The back-propagation error (or gradient descent error) is also applied for the rest of 

the layers 4, 3, 2, and 1. For the layer 4 are obtained the BP error as follows: 

 

Layer 4 

4=l  

il

l
ilil x

f

,1

1,1
,1,

+

+
+ ∂

∂
=∈∈     .4,,1=i                                                                         (A.31) 

 

The activation function of the node 1 of the layer 5 is expressed as follows: 

 

∑
=

=
4

1
,1,5

i
ilxf            4=l                                                                                 (A.32) 

 

The partial derivatives of 1,5f  with respect to 1,4x , 2,4x , 3,4x  and 4,4x  are obtained by 

the following formula: 

 

1
,

1,1 =
∂

∂ +

il

l

x
f

          .4,,1=i     4=l                                                                  (A.33)  
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Substituting equation (A.33) in equation (A.31) is obtained the following equation: 

 

ilil ,1, +=∈∈     .4,,1=i    4=l                                                                         (A.34) 

 

where il ,∈   is the propagating error in the lth layer for the ith node was expressed as a 

function of the propagating error in the (l+1)th layer for the ith node. 

 

The activation functions of the layer 4 are defined as follows: 

 

( )iiiilil bxqxpxf ++= − 21,1,                 .4,,1=i    4=l                             (A.35) 

 

Finally, the backpropagation error without line minimization is applied to the layer 

where there are parameters, computing the parameter increments kρ∆  as follows 

(Jang, et. al., 1997): 

 

k

jl
k

E
ρ

µρ
∂
∂

−=∆ ,                                                                                                    (A.36) 

      k=1, ..., Np 

 

where Np is the total amount of  parameter present in the lth layer and the jth node. 

“µ” is the leaning rate and it is defined as follows: 

 

∑
=









∂
∂

=
Np

k k

jlE

1

2
,

ρ

τµ                                                                                                 (A.37) 

 

The length of each transition in the parameter space along the gradient direction is 

called the step size “τ ”. This parameter has a strong influence over the speed of 

convergence and the stability of the Neural Network. If the step size is too small the 

system becomes unstable.   
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The parameters 1+kρ  are updated using the following formula: 

kkk ρρρ ∆+=+1                                                                                                  (A.38) 

 

Until now, the process of BP algorithm shows if the number of inputs or membership 

functions increase then the computation load will increase.  The process of tuning for 

a NFS training on-line is not an easy or straightforward process because the control 

engineer needs to know very well the dynamic behaviour of the nonlinear plant.   

   

A.3.3. Application of the Hybrid Learning Algorithm 

 

The HL algorithm is used normally in two steps in the NFS.  The HL is applied in 

off-line or on-line training modes.  The off-line training method is frequently called 

Batch learning method. The process of application of the HL algorithm is shown in 

the Figure A.3. The application process of the HL algorithm is defined as follows: 

 

1. In the first step, the linear (consequent) parameters 1c , 1σ , 

2c , 2σ , 3c , 3σ , 4c and 4σ  are fixed and the nonlinear parameters are computed 

by using the GD method (see equations A.28-A.38).  

 

2. In the second step, the nonlinear (antecedent) parameters 1p , 1q , 1b , 2p , 2q , 

2b , 3p , 3q , 3b , 4p , 4q  and 4b  are fixed and the linear parameters are computed 

by using the LSE method (see equations A.40-A.42) . 

 

Taking into account equations (2.22-2.25) the output of the NFS obtained is 

expressed as follows: 
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Figure A.3. Application of the First and Second Steps of the Hybrid Learning 

Algorithm in a Neuro-Fuzzy System 

 

 

Expressing equation (A.39) in the same way as equation (A.38), the constant matrix 

A  and the unknown parameter vector θ  are defined as follows: 

 

( )4,324,314,33,323,313,32,322,312,31,321,311,3 xxxxxxxxxxxxxxxxxxxxA =
 

(A.40) 

 

( )Tbqpbqpbqpbqp 444333222111=θ                          (A.41) 

 

The LSE method is applied using the following equation: 
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( ) yAAA TT 1−∗ =θ                                                                                            (A.42) 

where ( ) TT AAA 1− and TA  are the pseudoinverse and the transpose of the constant 

matrix A  if the matrix product AAT  is a nonsingular matrix. 

 

Another option in order to use the LSE is using the recursive LSE equation described 

in  (Lin and Lee, 1996; Jang et. al., 1997; Nauck, et al., 1997; Pinto, et. al., 2006).   

The HL is often used in off-line training process. The speed of convergence of the 

HL is higher than the speed of convergence of the BP (or GD) algorithm (Jang, et. 

al., 1997).  

 

 

A.4.   TSK fuzzy models as Universal Approximator 

 

The proof of the Theorem 1 is done by mean of the Theorem 2 (Stone-

Weierstrass). 

 

Remembering equations (A.8) and (2.12) of the Affine TSK fuzzy model 
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Substituting equation (A.43) in equation (A.8) is obtained the following equation: 
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                                  (A.44) 

Computing ( )xf1  and ( )xf 2  as follows: 
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with 

( )( ) ( ) 111 i
T
ii btty += xax                                                                                      (A.47) 

( )( ) ( ) 222 i
T
ii btty += xax                                                                                     (A.48) 

 

 

First, proceeding to compute ( ) ( )xfkxfk 2211 +  is obtained as follows: 
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                                                                                                                           (A.49) 

with 
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Simplifying ( ) ( )xfkxfk 2211 +  is obtained as follows: 
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(A.51) 

 

Then ( ) ( ) Yxfkxfk ∈+ 2211  

 

Second, proceeding to compute ( ) ( )xfxf 21 ×  is obtained as follows: 
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                                                                                                                             (A.52) 

 

Simplifying ( ) ( )xfxf 21 ×  was obtained the following equation: 
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                                                                                                                           (A.53) 

 

Then ( ) ( ) Yxfxf ∈× 21  

 

 

Third, proceeding to compute ( )xfk 1  is obtained as follows: 
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                                                                                                                         (A.54) 

Then ( ) Yxfk ∈1  
 

Assuming that Xxx ∈0
2

0
1 , , 0

2
0
1 xx ≠ , 2=N ; pj ,,2,1 = ; 

( )( ) 11 =ty x , ( )( ) 02 =ty x , 1=jiσ ,  0
11 xc j =  and 0

22 xc j = , we can proceed now to 

compute ( )xf , ( )0
1xf and ( )0

2xf  as follows: 



242 
 

 

( )
( )( ) ( )

( )

( )( ) ( ) ( ) ( )[ ]

( )( ) ( ) ( ) ( )[ ]

( )( ) ( )( )

den

xxtyxxty

den

cxcxcxty

den

cxcxcxty

cx

cxty
xf

pp

pp

N

i
jij

p
j

jij
p
j

i
i





 −−+



 −−

=





 −++−+−−

+

+




 −++−+−−

=





 −−∏





 −−∏

=

∑

∑

=
=

=
=

2

2

0
22

2

2

0
11

2
2

2
222

2
1212

2
1

2
212

2
1111

1

2
1

2
1

2

1

2
1exp

2
1exp

2
1exp

2
1exp

2
1exp

2
1exp

xx

x

x

x





                     (A.55) 
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Substituting the values as follows: 
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Therefore: 

 

( ) ( )0
2

0
1 xfxf ≠     and   0

2
0
1 xx ≠                                                                      (A.60) 

 

Using this test of the Stone-Weierstrass Theorem, was proved that TSK fuzzy models 

are Universal Approximators. 

 

A.5.   Proof of Theorem 3 

 

From the linear systems identification (Spooner, et. al., 2002) is well known that the 

output signal for a system is defined by a NARX model expressed as follows: 

 

( ) ( ) ( )jtuBityAty
Nu

j
j
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i
i −+−= ∑∑

== 01
                                                            (A.61) 

 

where  iA  and jB  are the delayed input and output parameters.  Ny  and Nu  are the 

degree of the output and input . 

 

Founded in the previous equation we can express a nonlinear system as follows: 
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j
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i
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xx                                            (A.62) 

 

where ( )tx  is the regressor vector used in the equation (2.34).  The system describes 

a single-input single-output (SISO) nonlinear system as a multiple-input single- 

output (MISO) system.   

 

Computing the previous system with the terms, we obtained the following equation: 
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This system is a nonlinear causal system.   

 

The next step is use the states variables representation as follows: 

 

( ) ( )
( ) ( )

( ) ( )









−=

−=
=

Nytytx

tytx
tytx

Ny



12

1

        (A.64) 

 

( ) ( )
( ) ( )

( ) ( )









−−=

−=
=

+ 1

1

1

2

1

Nututu

tutu
tutu

Nu


     (A.65) 

           

 

Representing the nonlinear system in a matrix form is obtained as follows: 
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             (A.66) 

 

The previous system can be generally represented as follows: 

 

( ) ( )( ) ( ) ( )( ) ( )ttttt uxGxxFx +=+ 11 1                                                        (A.67) 
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Taking into account ( ) NyRt ∈1x , ( ) 1+∈ NuRtu , and ( ) ( ) ( ) 11 , ++∈⊂ NuNyRttt xux  we can 

express the nonlinear system as follows: 

 

( ) ( )( ) ( )( ) ( )tttt uxGxFx +=+11                                                                  (A.68) 

or 

 

( ) ( ) ( )( ) ( )( )tttt xFuxFx 1
1

1
1 ,1 ==+                                                               (A.69) 

with    

 

( ) ( ) ( )[ ]Tttt uxx 1=       (regressor vector)                                                    (A.70) 

 

and 

 

( ) ( ) ( )[ ]Nytytyt −= ,,1 x      (input lagged vector)                                     (A.71) 

 

and 

 

( ) ( ) ( )[ ]1,, −−= Nutytut u        (output lagged vector)                              (A.72) 

 

with  ( ) ( ) ( ) 11 , ++∈⊂ NuNyRttt xux , where  ( )⋅1F represent a nonlinear system.   The 

degree of ( )tx  is defined by ( )1++ NuNy .   The definition 5 has been proved with 

the previous result.  

 

The nonlinear function ( )⋅1F  is a causal system with the degree of ( )1++ NuNy .  

The conditions for the causal systems imply: 

 

NyNu ≤                                                                                                           (A.73) 

 

Substituting the condition of the causal systems in the degree of the system is 

obtained as follows: 
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12 +≤ NuNy                                                                                                   (A.74) 

 

Finally the complete condition for the Causal Nonlinear system with the NARX 

model is expressed as follows: 

 

12 +≤≤ NuNyNu                                                                                          (A.75) 

 

The alone equation proves Theorem 3. 

 

 

A.6.   Proof of the Theorem 4 

 

Remembering the equation (A.8) a Neuro-Fuzzy system for SISO systems could be 

expressed as follows: 
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T
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 and ( ) ( ) ( ) ( ) ( )[ ]TNutukuNytytyt −−−= ,,,,,1 x  

 

By definition the product ( )tT
i xa  can be expressed as follows: 
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Combining the equations (A.76) and (A.77) is obtained as follows: 
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Expanding the previous formula is obtained the following equation: 
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                     (A.79) 

 

Factorizing the lagged inputs and outputs in the formula (A.79) can be obtained in a 

extended form the Fuzzy Difference Equation as follows: 
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(A.80) 

 

Expressing the Fuzzy Difference Equation using a general formula is obtained the 

proof for the Theorem 4 for SISO Systems as follows: 
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For the MIMO Neuro-Fuzzy Systems: 

 

( ) ( )( )∑
=

+=
N

i
Mi

T
MiMiM btty

1
,,, )82.A(xaγ

                         
 

with   
[

]Nu
Mni

Nu
Mi

Nu
MiMniMiMi

MniMiMi
Ny

Mmi
Ny

Mi
Ny

MiMmiMiMi
T

Mi

cccccc

cccaaaaaa

,,,2,,1,
1

,,
1

,2,
1

,1,

0
,,

0
,2,

0
,1,,,,2,,1,

1
,,

1
,2,

1
,1,,

,,,,,,,,

,,,,,,,,,,,,,



=a

 



248 
 

and 
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Developing ( )tT
Mi xa ,  as follows: 
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Developing the product as follows: 
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Rearrange the terms as follows: 
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Representing the terms as series as follows: 
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Developing the equation (A.82) and expressing the Fuzzy Difference Equation using 

a general formula is obtained the proof for the Theorem 4 for MIMO Systems as 

follows: 
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APPENDIX B 

 

B.1.   Nonlinear Generalised Minimum Variance Control Law 

 

Figure B.1 shows the basic structure of the Nonlinear Generalised Minimum 

Variance Controller Dynamically Weighted (Grimble, 2003). The process W is a 

nonlinear process. It is assumed that the reference and disturbance models are linear.   

The input signals ( ){ }tς  and ( ){ }tξ  are considered as zero-mean white noises with 

identity covariance matrices. One of the more important assumptions is there exist a 

PID controller, which stabilize the nonlinear process. 
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Figure B.1 Basic Structure of the Nonlinear Generalised Minimum Variance 

Controller Dynamically Weighted 
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B.1.1.   Signals of the NGMV Controller Dynamically Weighted 

 

Figure B.1 shows the complete set of signals present in the NGMV controller 

dynamically weighted.  There are two “pseudo signals” in the block diagram of the 

Figure B.1, the combined signal ( )tf and the pseudo output signal ( )tφ .   The signals 

are defined as follows:   

 

Error signal:    ( ) ( ) ( )tytrte −=                                                                           (B.1) 

 

Reference:     ( ) ( )tWtr r ς=                                                                                   (B.2) 

 

Nonlinear plant:   ( ) ( )( ) ( )tdtuWty +=                                                               (B.3) 

 

Disturbance model:            ( ) ( )tWtd d ξ=                                                           (B.4) 

 

Combined signal:            ( ) ( ) ( )tdtrtf −=                                                          (B.5) 

 

The power spectrum of the combined signal ffΦ   and the generalised spectral factor 

fY  (assumed to be strictly minimum phase) are defined as: 

 
∗∗ +=Φ+Φ=Φ ddrrddrrff WWWW                                                                       (B.6) 

 

ffff YY Φ=∗                                                                                                          (B.7) 

 

B.1.2.   Subsystem Models of the NGMV  

 

The subsystems model can be represented by left-coprime polynomial matrices.  

They are expressed by the following formulas:  

 

Disturbance model:  ( ) ( ) ( )1111 −−−− = zCzAzW dd                                     (B.8) 
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Reference model:  ( ) ( ) ( )1111 −−−− = zEzAzW rr                                              (B.9) 

 

Linear plant subsystem:  ( ) ( ) ( )1
0

111
0

−−−− = zBzAzW kk                            (B.10) 

 

The common denominator polynomial matrix of the previous models is defined 

as ( )11 −− zA .  In order to make easier the formulas the arguments of the polynomial 

matrices is omitted ( )( )111.. −−− = zAAei .   

 

Nonlinear time-varying plant model: 

 

The nonlinear time-varying plant model is defined as the product between the 

function of the model of nonlinear time-varying plant ( )tW and its input signal ( )tu . 

( )tW is assumed to  be expressed as the product between the delay matrix kD  and the 

free delay nonlinear plant kW . 

 

( ) ( ) ( )( ) ( )( )tuWDtuWtutW kk==                                                                       (B.11) 

 

where the delay matrix kD  is a diagonal matrix, which contains the common delay 

elements with respect to the output signal paths and it is expressed by: 

 

{ }rkkk
k zzzdiagD −−−= ,,, 21                                                                               (B.12) 

 

or 
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The choice of the previous matrix as a diagonal matrix is because the nonlinearities 

and the internal interactions between loops are included in the free delay nonlinear 

plant model ( )tWk .  The linear plant subsystem of the equation (B.10) is 

stable/unstable linear time invariant block, which has all unstable modes of the 

nonlinear plant W .  The free delay nonlinear plant is expressed as follows: 

 

( ) ( ) ( )( ) ( )( )tuWWtuWtutW kkkk 10==                                                                      (B.14) 

 

where ( )tW k0  and ( )tW k1  are the linear time invariant block and the nonlinear 

invariant block.   

 

The complete nonlinear plant model is obtained by substituting the equation (B.14) 

in the equation (B.11) as follows: 

 

( ) ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( )( )tuWWDtutWtWDtuWDtuWtutW kkkkkkkk 1010 ====       (B.15) 

 

B.1.2.1.    Optimization Problem 

 

The optimization problem is based on the minimization of the variance pseudo 

output signal ( )t0φ  as follows: 

 

( ) ( ) ( )tuFtePt cc +=0φ                                                                                           (B.16) 

 

where cP  and cF  are the dynamic error and control weightings. Sometimes, this 

pseudo output signal ( )t0φ  can be a signal which can not be measured in a direct 

manner.    The cost function to be minimized is defined as follows: 

 

( ) ( ){ } ( ) ( ){ }{ }tttraceEttEJ TT
0000 φφφφ ==                                                                (B.17) 

 

where the expectation operator is defined as {}⋅E .   



253 
 

The philosophy for the selection of the dynamic weightings is made selecting the 

dynamic error weighting cP  as a low-pass filter and dynamic control weightings as a 

high-pass filter. In other words, the intention is to build a band-pass filter through the 

individual contributions of the dynamic weightings in the frequency domain.   The 

dynamic error weighting implies a ( )mr ×  matrix defined as follows: 

  

( ) ( ) ( )1111 −−−− = zPzPzP cncdc                                                                                     (B.18) 
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Figure B.2  First Structure of the Nonlinear Generalised Minimum Variance 

Controller 

 

The product between the control weighting cF  and the control signal ( )tu  is well 

known as nonlinear dynamic control signal costing operator term 

( ) ( ) ( )( )tuFtutF cc =   (with dimension m-square). From the equations (B.12) and 

(B.13), { }rkkk ,,, 21   are the smallest of the delays present in each output path, 

respectively.  In other words, the thj output is affected jk  steps later by the control 
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signal at time t .  The nonlinear dynamic control signal costing operator term can be 

defined as follows: 

 

( ) ( ) ( )( ) ( )( )tuFDtuFtutF ckkcc ==                                                                      (B.19a)    

 

where the control weighting operator ckF  is assumed to be invertible with full rank in 

the linear case or a diffeomorphism  in the nonlinear case (Isidori, 1995)  in order to 

cancel the nonlinearities of the plant.  The control weighting can be expressed by the 

following equation: 

 

( ) ( ) ( ) ( )11 1 1 1
c k ck k cd cnF z D F z D F z F z−− − − −= =                                                                      (B.19b) 

 

After substitute the equation (3.2) in the equation (3.27) is obtained the following 

result: 

 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( )tdtrYGPAtutWYDPPAFtu fcdpkffcfcdpck −−= −−−−− 1
0

1111            (B.20) 

 

Dynamically Weighted as a Nonlinear Smith Predictor with Internal Model.   The 

Figure B.2 belongs to the block diagram of the equation B.20. 

 

Appendix C 

 

C.1.   Linear Model Based Predictive Control 

 

Predictive control is one of the most widely used advanced forms of control used in 

industry. The reason for this is due to the fact that predictive control algorithms can 

easily be adjusted to allow constraint handling, that it allows for multivariable 

control without any extra complexity and that it can be intuitively tuned.  Implicitly, 

a linear MBPC with constraint is a NMBPC approach (Maciejowski, 2002). 

Feedforward control was also easily accommodated, by using the model-based aspect 

of the control. 
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The control method used was that presented by Krauss and partners (1994), a 

predictive controller based on a system model as follows, requiring the standard state 

vector ( )kx , found by identification, to be augmented to include ( )ku : 

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )kdDkuDkxCky

kdBkuBkxAkx

d

d

+∆+=
+∆+=+1

                                                               (C.1) 

 

This form allows for the inclusion of measured disturbance ( )kd , allowing the 

controller to take into account system inputs that are uncontrolled. 

 

Further disturbance modelling by the inclusion of a constant disturbance state allows 

the controller to compensate for the plant-model mismatch and reject disturbances in 

the system, for example, changes in influent or river characteristics due to storm 

conditions, as shown in Maciejowski (2002). In Krauss et al (1994), the equation for 

the predicted output was shown to be 

 

( ) ( ) ( )kuHkxFky ∆+= ˆˆ                                                                                         (C.2) 

 

The matrices F and H in the above prediction equation were found by iteration of the 

linear model over the controller prediction horizon, pH , and are of the following 

form, where uH  is the control horizon: 
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The error, upon which the controller must act, was calculated using the estimated 

augmented states, the setpoint ( )kR , and the input and measured disturbance ( )kd  

values: 

 

( ) ( ) ( ) ( )kdkxFkRkE Ξ−−= ˆ                                                                          (C.5) 

 

It can be seen therefore that state estimation was required, and so a simple pole-

placement estimator calculates the states. By optimisation of the process cost 

function is expressed as follows: 

 

( ) ( ) ( ) 22

λ
kukEkuHJ

Q
∆+−∆=                                                                     (C.6) 

 

with respect to ( )kuD  , where Q  and λ  are the error and control change weights 

respectively, the optimal control input ( )kuD  was found. In constraint handling, 

Maciejowski (2002) shows the method of implementing constraints defined by 

inequalities (on the input changes, the input range, and the output range, 

respectively): 
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These constraints were implemented during the cost function minimisation, as 

constraints on the optimisation problem.   The control of parameters in the 

wastewater treatment plant requires only linear predictive control methods.   

However, with the addition of the river dynamics to the control objective, significant 

nonlinearity was introduced, requiring nonlinear control methodology. 
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APPENDIX D 

 

D.1. The Car Engine Model  

 

The car engine model was obtained via system identification using a grey-box  model 

with driving cycle data collected for the Federal Test Procedure (FTP) from the 

Chevrolet Corvette with V8 5.7L engine.   During the driving cycle all the data were 

collected.   The complete model was split into several subsystems and after that, the 

subsystems were identified with the driving cycle data (Dutka, 2005): 

 

1) Using the upstream engine sensor information for the identification of the 

intake manifold model. 

 

2) Using the measured air-fuel ratio to identify the fuel path model 

 

3) Assuming the air-fuel ratio is near to complete stoichiometry combustion 

with a particular engine torque. 

 

Also, in order to validate the air-fuel model several criteria were used such as the 

integral absolute, integral squared error and a correlation between the measured and 

estimated variable.   During the FTP, the transient and steady state error in the air-

fuel ratio were included.   The current air-fuel ratio was measured after a long time 

period when the fuel injection was completed because of the engine operating cycle 

and a considerable transport delay in the exhaust manifold.   An accurate air-fuel 

ratio control can be obtained founded in an accurate modelling of the engine forward 

path.   Conventional control systems have poor performance because of the delayed 

measurement of the air-fuel ratio. 

 

D.1.1. Development of the Car Engine Model 

 

The physical laws and black box were used to develop the car engine model, which 

means the use of it to reproduce several dynamic behaviours.   On the other hand, the 



258 
 

physical model for parameter estimation was developed using physical laws that 

govern the process. 
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Figure D.1.   Block Diagram of the Spark Engine Model 

 

The important measurements and input/output variables of the spark engine model 

are described in the Figure D.1.   The input variables are the throttle position 

command (SP) and the fuel pulse width (FPW).  The output variables are the Lambda 

(normalised air-fuel ratio), net torque and the engine speed (N).  The indicated 

throttle angle (TA), mass airflow rate (MAF), ambient pressure ( )ambP  and ambient 

temperature ( )ambT  are measured in the throttle sub-system.       

  

Intake manifold pressure (MAP) and intake manifold gas temperature (Tman) are 

measured in the intake manifold sub-system. The sub-systems (sub-models) were 

developed by Dutka (2005).   Measurements of Gas pressure (Pem), gas temperature 

(Tem) and the exhaust air-fuel ratio (called as lambda or AFR) are available in the 

exhaust manifold sub-system.  In addition, the measurement of the engine torque is 

straightforward taken from the crankshaft.  Nevertheless, the coolant temperature and 

engine speed (N) measurements are available as well. 
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The blocks belonging to the throttle mass flow characteristic, intake manifold 

dynamics, the injector and the fuel film dynamics have to be identified separately by 

selecting the adequate structure of the model as a black or a grey box.  The throttle 

position indirectly controls the torque by means of the pedal position.  The control 

strategy used in the car engine model was the feedforward control system which is a 

nonlinear function of the throttle position (TA) and several upstream engine 

parameters (i.e. MAF, MAP).   

 

The output of the intake manifold dynamics is the cylinder air charge (CAC) 

identified using measurements.   However, take the measurement of the CAC is not 

possible and because of that, it is necessary to obtain a physical model of the intake 

manifold in order to identify the CAC model through a grey-box approach.   The 

laws of mass and energy balance were applied to the intake manifold to establish the 

physical model and several measured parameters (i.e. MAP, Tman, MAF) were the 

base for the identification.   The fuel delivery model was identified using only the 

lambda measurement.   In order to identity the model of the fuel delivery and lambda 

λ measurement path may be used CAC as identification parameter.  For an effective 

identification it is necessary to consider together the intake manifold and the fuel 

dynamics models. 

 

The multivariable control structure for the automotive powertrain has mainly two 

inputs or manipulated variables (i.e. throttle position and the fuel pulse width) and 

two outputs (i.e. air-fuel ratio and the torque).  The most challenging problems in the 

identification were the time-varying delay and the fast transients added to the high 

nonlinearities included in the car engine system. 

 

D.1.2. Dynamic Model of the Throttle Actuator 

 

The driver or the engine controller (PCM) defines the input signal to the throttle 

actuator (or electronic throttle).  The driving cycle dataset was used to identify the 

actuator model.  The nonlinear model of the throttle was linearised and discretized 
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(using the sampling rate which is inversely proportional to the engine speed) with 

enough accuracy.    

 

Every 90o crank angles, the throttle position set point and the throttle angle were 

sampled.  After that, both signals were re-sampled, keeping constant the sampling 

time using the interpolation of the previous sampled signals. The discrete model was 

obtained using the re-sampled signals.  The least square method was used in the 

identification.  A second order discrete model was selected for identification, which 

is as follows: 

 

     (D.1) 

 

where  and  are the indicated throttle position [V], the throttle setpoint 

(input to the ET) [V] and the engine speed [rpm].  The discrete model parameters 

were defined as    A second order discrete model was selected by 

Dutka (2005) because it produce a more accurate model with all its poles inside of 

the unit circle (stable system). 

 

Each 90 degrees sampling event, the sampling time used was expressed as 

 (using the least square parameters regression for the identification). 

 

The dynamics of the poles and zeros of the models were located between 200 and 

3100 rpm.  The engine speed defines the variation of the discrete time dynamics.   

These are the discrete values of the vector; = [200, 250, …, 1200, 

1300, …,3100] using the nearest values computed by interpolation in order to 

identify the parameters . 

 

 

D.1.2.1. Throttle Flow Rate Model 

 

A relationship between the throttle position and the mass airflow through the throttle 

was described by the throttle flow rate model.   An angle  between the closed 
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throttle plate position and the current position was developed as a linear function of 

.  The expression for  was defined as follows: 

 

                                                                                          (D.2) 

 

where   and  are constant parameters. 

 

As a one-dimensional isentropic compressible flow equation for flow through the 

orifice (without choked flow) was assumed the throttle body model structure is as 

follows (Dutka, 2005): 

 

                               (D.3) 

with      

 

where  ,  , , ,  and  are the throttle mass flow rate, the discharge 

coefficient, the throttle cross-sectional area, downstream pressure (intake manifold), 

the upstream pressure (ambient) and the upstream temperature (ambient).   and  

are the ratio of specific heats and the ideal gas constant for dry air. 

 

On the other hand, for chocked flow (Dutka, 2005): 

                                                                                                        (D.4) 

and 

                                                             (D.5) 

 

and the cross-sectional area  was defined as follows: 

 

                                                                            (D.6) 
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where ,  and  are the radius of the throttle, the throttle offset angle (minimum 

throttle angle) and the throttle angle. 

 

 

 

D.1.2.2.   Model of the airflow sensor  

 

Airflow sensor (MAF) was modelled with a first order system as follows (Dutka, 

2005): 

 

                                                                                             (D.7) 

 

where ,  and  are the throttle mass flow measurement, the MAF sensor 

time constant and the throttle mass flow rate.  

 

The main sampling rate is lower than the internal sampling time of the sensor.  The 

time constant of the MAF sensor was  but in order to be able to 

identify the sensor dynamic model the data were sampled five times than the shorter 

sampled period (i.e. 1 [ms]).  The model in (D.7) was inverted in order to reconstruct 

the current flow rate with the time constant available from another experiment. With 

the assumption that , the parameters of equation (D.3) were identified. 

 

D.1.2.2.1.      Estimation of the airflow parameters  

 

The radius of the throttle and throttle offset angle were known by measurements 

previously to the identification.   The structure of the identified discharge coefficient 

map   is a complex function, and because of that a two dimensional 

resource of look-up table (black-box approach) was used.  Uncertainties in the model 

due to the cross-sectional area  were compensated by the   coefficient. 
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A nonlinear static model of the mass airflow through the throttle (equation (D.3) or 

(D.5)) was described as a function of the  and  (excluding the 

dynamics of  sensor) for the estimation.  All the variables are available in the 

measurements of the car engine.   Originating from in measurements, the flow 

equations (D.3) or (D.5) may be used in order to compute the discharge coefficient in 

an easy manner. 

 

D.2. Intake Manifold Dynamic Model 

  

The dynamic models actually used for the intake manifold were developed based on 

physical laws.  They were described for only the mass conservation law (first model) 

and the combination of the mass and energy conservation laws (second model).  

Nevertheless, the better representation of the intake manifold was the second model 

because of its high nonlinearities and accuracy.  In addition, a function of the number 

of engine variables with an unknown nonlinear structure for the volumetric 

efficiency (parameter of the model) was used.  A look-up table (black-box) was used 

in this model together with the physical laws because of the previous comments. 

 

D.2.1.   Dynamic Model based on Mass Conservation Law 

 

The dynamic model based on mass conservation law has only one state.  The model 

was identified based on the assumption that the temperature was slowly varying and 

using the ideal gas law, defining the differential of intake manifold pressure with 

respect to time as follows (Dutka, 2005): 

 

                                                                 (D.8) 

 

where  , , , ,  and  are the intake manifold pressure 

[KPa or ], intake manifold temperature with perfect mixing , mass 

airflow rate through the throttle , airflow rate into the cylinder , gas 

constant  and the intake manifold volume . 
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Using the speed density approach the cylinder (valve) flow rate was modelled as 

follows: 

 

                                          (D.9) 

 

where , , and  are the engine displacement , volumetric 

efficiency and the engine speed . 

 

Combining equations (D.8) and (D.9) was obtained a continuous time model of the 

intake manifold expressed as follows: 

 

                                   (D.10) 

 

The engine speed   was the main variable which defines strongly the dynamics 

of the model.   The discrete model of equation (D.10) was expressed as follows: 

 

                                           (D.11) 

where  

                                   : cylinder displacement  

 : sampling period 

 

The previous model (D.11) depends indirectly on the engine speed through the 

function of the volumetric efficiency. The sub-index “n” imply a discrete evaluation 

of the model. In the identification of the model parameters for equation (D.11) the 

parameters  and  were typically known and the system input intake manifold 

air charge per event  .  was also measured.   The pressure   (output of the 

system) and temperature  of the intake manifold were also measured.    is a 

constant for the one-state model.  A look-up table was used to model the volumetric 

efficiency, which can be also computed for each discrete event n assuming all 

constant parameters are known in (D.11). 
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Equation (D.11) was also expressed as a function of a new variable  by the 

following equation: 

 

                                                 (D.12) 

where  . 

 

An extended Kalman filter was used to identify the model parameter  and 

.  Additional states (unknown parameters) were expressed as follows: 

 

                                                                                                   (D.13) 

 
 

where the Gaussian noise was defined as  which depends on a singular 

performance of the driving cycle.  Intake manifold pressure  and the speed of the 

engine  are the independent variables and they will define the value of the 

parameter .   From equation (D.12) the expression for the parameter  was 

obtained as follows: 

 

                                                       (D.14a) 

 

or 

 

                                                    (D.14b) 

 

Using the previous expression it was proved that the autocorrelation of the 

volumetric efficiency noise  was periodic with a period of 8 events (8-cylinder 

engine), which meant the intake manifold pressure was not constant in the intake 

manifold.  The physical (nominal) volume of the intake manifold was 

, which was used to compute the volumetric efficiency from 
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equation (D.14).   As a initial value was used the mean value of the volumetric 

efficiency  and the covariance of the noise  used in the 

covariance matrix was . Equations (D.12) and (D.13) were used for 

the computed Extended Kalman Filter.    

 

The sampling period of one cycle engine (8 events per 8-cylinder engine) was used 

because of the periodic behaviour of the autocorrelation function.  This sampling 

period was .   Over 8 events the throttle airflow 

measurements  was averaged and the pressure measurements were taken from 

the data set every 8 events.   The variable measurements procedure covered the mass 

conservation law.   

 

The nominal volumetric efficiency of the intake manifold  was computed using the 

equation (D.14) and the measurements.   With the value of  did not need the value 

of the cylinder displacement volume . The typical value for the volumetric 

efficiency was expressed for the following inequality:      After that a 

look-up table was developed for the volumetric efficiency  using as 

coordinates the intake manifold pressure  and the engine speed .  The model 

was validated obtaining a very good approximation with the data taken from the 

driving cycle.   During the validation, the integrated squared and absolute error 

performance indexes were also computed. 

 

D.2.2.   Dynamic Model based on Mass and Energy Conservation Law 

 

The two-state model was built with a hybrid structure (gray box) due to the nonlinear 

structure based on physical laws (white box) and the look-up table (black box) which 

was used to obtain the model of the volumetric efficiency.  The dynamic model 

based on mass and energy conservation laws has two states (equations (D.15)-

(D.16)).   As a consequence of the temperature change, the heat transfer equation was 

used in the development of the model.    The variations of the intake manifold wall 

temperature (different to the ambient temperature) were included in the model using 

the heat transfer equation as follows: 
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                     (D.15) 

 

                                                                                                              
     (D.16) 

 

and      (the heat transfer equation [J/s]) 

 

where  and  are the pressure [kPa] and the temperature [ ] of the 

intake manifold.     and  are the ambient and coolant temperatures in 

[ ].    and  are the air flow rate [g/s] through the throttle and the 

intake valve (in- cylinder).    and  are the gas constant [J/(g ] and the 

intake manifold volume .    and  are the heat transfer coefficients from 

intake engine temperature and the ambient air temperature both in [J/(s ]. 

 

The heat transfer equation of the two-state model was modified including two heat 

transfer components.   For simplicity, the intake manifold was expressed as the 

weighted average of the ambient and coolant temperatures but the real situation is 

that the intake manifold wall temperature was not measured and uniform.  Avoiding 

to loss simplicity, the intake manifold wall temperature was modelled as a weighted 

average of the ambient and coolant temperatures.  Making the heat transfer equation 

  equals to the following equation: 

 

                                                                                       (D.17) 

 

where  

                           and                            
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Enough degree of freedom for modelling with minimum number of unknown 

parameters was expressed by the wall temperature of equation (D.17).    The intake 

manifold wall temperature would need to be directly measured throughout thermo-

resistive material wrapped to the wall in order to obtain the average temperature.   

The speed-density equation was used to obtain the model of the port (valve) flow rate 

(4.9).  A first-order model with lag was used in the temperature sensor.  The inverse 

of the time constant of the sensor is defined as  . 

 

                                     (D.18) 

 

After that, a 90o event basis  was used to obtain the discrete model 

which was described by the following equation: 

 

           (D.19) 

                          

           (D.20) 

 

    (D.21) 

 

with     and    

where  and  are the cylinder and engine displacements. 

 

The parameters identified in model (D.19) are: , , , , and . 

Combining the engine displacement and the volumetric efficiency was used against 

the model parameter .  For identification parameters a total amount of 

720 degrees of the crankshaft revolution was used as the engine cycle based 

sampling period. 
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An extended Kalman filter was used for parameters estimation.   As a part of this 

technique (D.19) the following additional states were included in the model as 

follows: 

 

 

 

 

 
                                                                                  (D.22) 

where  is the Gaussian noise 

 

The noise analysis was developed after the parameters were identified (totally 

different to the procedure used in the one-state model).  The intake manifold volume 

 was fixed to the value identified with the one-state model .   

 

As a conclusion, was used the engine cycle in the parameter identification as the 

sampling period.  The simultaneous parameter identification for all the parameters 

was not successful.   The identification results are in function of the assumed 

covariance.  For parameter identification purpose, the values for the intake manifold 

volume and the temperature sensor time constant has to be known in advance.  Using 

the one-state model, the identification of the intake manifold volume was more 

reliable.   The intake manifold volume and the temperature sensor time constant may 

be known in advance.   As a physical parameter, the intake manifold volume was 

known for a specific engine type.   Also, the typical value of the manufacture for the 

temperature sensor time constant could be used as the temperature sensor time 

constant.    

 

The validation of model (D.19) was carried out by the look-up table of the 

volumetric efficiency against the pressure and temperature measurements.   The two-

state model was compared against the one-state model by computing performance 

indexes of the integrated squared and absolute errors.  After that, the two-state model 

shown to be more accurate than the one-state model because of its low value of the 
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performance index.  The temperature sensor time constant was very slow in the one-

state model and because of that, the temperature sensor was not capable to take the 

measurements in fast transients.   For control design, the temperature has to be 

estimated in order to obtain better results.   

 

D.3.   Air Mass Estimation in the Cylinder 

 

For the air mass estimation in the cylinder the following steps were applied: 

 

 Step 1: the one-state model with cycle-sampled data was used to identify the 

volume of the intake manifold. 

 Step 2:  the two-state model with the cycle-sampled data was used to identify the 

heat-transfer parameters and the temperature sensor time constant (if it is not 

known). 

 Step 3: the estimation of the volumetric efficiency with the look-up table was 

built (this express the volumetric efficiency in function of the intake manifold 

pressure and engine speed) using the parameters of steps 1 and 2.  

 

The cylinder (or port) airflow rate is computed as follows: 

 
                                                                                                     (D.23) 

 

The look-up table of the volumetric efficiency, the measurement of the intake 

manifold pressure, the engine speed and the estimation of the intake manifold 

temperature were used.  The second equation of the two-state model (D.19) with the 

extended Kalman filter (EKF) could be used to compute the intake manifold 

temperature.  Also, the EKF generated could be used to estimate the volumetric 

efficiency for the port flow of the airflow rate estimation in equation (D.21). 

 

The high level of noise in the direct identification of the flow rate by using the EKF 

of the volumetric efficiency is a great challenge. The noise could have been removed 

by changing the covariances in the EKF but doing that important dynamic 
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information are removed of the high frequencies (transients). Nevertheless, it will 

produce modifications in the fuelling and exhaust of the engine model.  The accurate 

value of the cylinder air charge is a function of the model structure and the 

measurement accuracy of the several states.  An upper limit over the model accuracy 

was produced by a model mismatch between the real intake manifold and the 

identified model.   Models without a good accuracy produce the parameter mismatch 

model, which was exposed by an offset in the estimated cylinder charge air.  

 

D.4.  Air-Fuel Ratio and Fuel Delivery Model 

 

The estimated port flow rate  at every event was used to compute the cylinder 

air charge (CAC) by means of the following equation: 

 

                                                                                                  (D.24) 

 

The amount of air fed in the cylinders over the time of event (i.e. 90o) was provided 

by CAC.  Three cylinders were charged simultaneously in an 8-cylinder engine.   

There is not relationship between one cylinder and the amount of air inducted during 

one engine event (even if one cylinder has most of the estimated air charge).   

However, it was assumed that the estimated air charge was associated with only one 

cylinder for a mean-value model.   In other words, the mass of air fed in all the 

cylinders over one event was equivalent to the mass of air per cylinder for the 8 

cylinders engine.    Two revolutions of the crankshaft (equivalent to 720 degree 

cycle) were divided by the amount of cylinders that were filled with air over one 

cycle.  

 

The FPW delay, the injector parameters and the fuel film dynamics were defined as 

the fuel delivery path.  Also, the lambda path was defined as the exhaust manifold 

transport delay and the lambda sensor dynamics.  Once, the cylinder air charge CAC 

is know, it was possible to identify the fuel delivery and the lambda paths.  The air 

and fuel path represent the in-cylinder air-fuel ratio.  Because of the constant changes 

of the operating point over the range of the driving cycle, the nonlinearity implicit in 
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the division (ratio) could be a cause of problems in the identification process.  To 

avoid the previous problem the intake manifold was identified independently and the 

lambda measurement was used to identify only the fuel delivery parameters. 

 

First at all, the time delays have to be computed (or known) in advance before 

removing them from the in-cylinder air-fuel ratio dynamics (this is an inappropriate 

way to tackle the delays problem) before the identification.   After that, the 

identification of the system without delays could be simplified by data pre-

processing.     

 

FPW without 
delay

Injector and Fuel 
Film Dynamics

Lambda Sensor 
Dynamics  Lambda without 

delay 
Lambda 

delay 
FPW
 delay 

CAC

 
 

Figure D.2. Block Diagram of the Free Delay Model for Identification 

 

 

The simplified model used for identification is shown in Figure D.4.   The free delay 

FPW signal was used as pre-processed input signal and the free delay lambda signal 

was used as pre-processed output signal.  Also, the time-varying parameter was used 

in the cylinder air charge (CAC). 

 

 

D.4.1.   Fuel Injection Time Delay  

 

The pulse width modulation used for the fuel measuring and injection strategy 

produced the fuel injection delay.   The two possible strategies used for the port fuel 

injection were: 

• First method: When the valve is open then injection starts. 

• Second method: Before the intake valve opening the end injection was fixed 

at a few degrees of the crankshaft rotation. 
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In an specific fuel injection strategy, the fuel injection was ended before the intake 

valve opens for the vehicle under study.  From the engine cycle, 90o event were 

taking, which belongs to take 720o of the crankshaft rotation.   The engine cycle 

started with the position of the 60o of the crankshaft before the Top Dead Centre 

(TDC) is compressed.   The rotation of the crankshaft was relative to the beginning 

of the cycle 60o before TDC was defined as the k-th cycle at this position when it 

was assumed .   Figure D.3. shows the explanation of these by the distribution 

of the FPW delay timing. 
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Figure D.3.    Distribution of the Fuel Pulse Width Delay Timing 

 

The valve timing for an engine with one cylinder was considered in Figure 4.30.  The 

period of the intake valve opened defines when the valve opens at  and 

closes at .  Relative to  before the TDC on compression, the angles 

are computed.  The intake valve has discrete events between the opening and closing 

at:  

,  (highest port flow rate assumed) and . Before the 

intake valve opens the fuel injection has to finish  degrees.   was the last 

discrete event before the valves opens.  

 

The fuel injection angle may be computed depending on the amount of the required 

fuel to be injected, which defines the period for the injector opening  .  The 

fuel injection angle could be defined as follows: 

 

6                                                                                    (D.25) 
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where   is the engine speed. 

 

The command available for the controller CAFC could be computed using the 

following formula: 

 

                         (D.26) 

 

The difference  represents the period where the fuel injection should end.  

The time delay was computed using the information of the engine speed  and the 

fuel pulse width . 

 

D.4.2.   Transport Time Delay in the Exhaust Manifold 

 

At each event in the cylinder a certain amount of air and fuel enters, which define the 

air-fuel ratio.  The air and fuel were converted in a homogeneous mix which was 

compressed and combusted in the cylinders and finally released through the exhaust 

valves.  The complete processes took approximately 6 engine events.    The exhaust 

manifold and pipes produced a variable time delay.  Most of the delay transport were 

lumped in the lambda sensor in order to avoid problems to compute the time constant 

of the exhaust manifold gas mixing.   The lambda sensor dynamics take into account 

some of the mixing effects. 

 

The intake manifold and pipes volumes have to be known in advance.   The variable 

time delay could be computed by means of an iterative (adaptive) identification 

approach, taking the time delay as a proportional constant to the integrated exhaust 

gas flow rate into the intake manifold.  

 

The ideal gas law was used to compute the volume gas flow with the know value of 

the air mass flow into the cylinder.   The following assumptions were established: 
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• Any cylinder blow-by during compression and combustion were negligible.  

 

• Stoichiometric reaction for the air-fuel ratio was maintained all the times.  

 

The exhaust manifold pressure and gas temperature measurements were used to 

compute the volume of the gas feeding the exhaust manifold over one engine event, 

using the following equation: 

 

                                                                          (D.27) 

 

where  ,  and  are the ideal gas constant for the exhaust gas, the air 

mass trapped into the cylinder and the stoichiometric air-fuel ratio.   and  

are the exhaust gas pressure and temperature. 

 

The discrete time delay  at time n was computed as follows: 

 

                                                                                           (D.28) 

 

where   is the exhaust manifold volume including the pipe. 

 

The formula (D.28) describes how in the next engine events, the exhaust gases were 

pushed out of the exhaust manifold by gases leaving the combustion chamber.  

 

Lambda Sensor

Vcyl,n

 
Figure D.4.   Exhaust Manifold Delay Modelling 
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The discrete time delays  were expressed as follows: 

                                                                               (D.29) 

 

                                                                                (D.30) 

 

and 

 

                                                                                               (D.31) 

 

From the discrete event  and    of equations (D.29) and (D.30), the 

real (or continuous) time delays were defined by the sampling times:  and  

.  The exact time delay  could be computed using the following 

formula: 

 

                                                                 (D.32) 

 

The sampling period for the lambda sensor was computed by the time delay of 

equation (D.33).  Another option was to use an approximated relationship from the 

samples  and  , defined as follows: 

 

                                    (4.33) 

 

In order to apply the above method on line for computing the time delay shift 

registers were used to store the data there.  The sampling time of the lambda sensor 

will be used from the result of equation (4.32). The lambda sensor was sampled each 

event in the FTP dataset.  The linear interpolation (4.33) was used to obtain the 

lambda value. 
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Simplifying the calculations, the transport time delay may be assumed equal to    

.  Also, to the exhaust manifold transport delay has to be added the six-

event time delay due to gas entrapment in the cylinder.    events after the 

related lambda measurements of the intake event were available.  

 

The time delay is a very complicated mathematical expression.   Because of that, it is 

recommended that it is removed from the data before the off-line identification. 

 

 

D.4.3.    Time Delay Identification in the Exhaust Manifold 

 

The measurements volume , pressure and temperature of the exhaust manifold 

could be used altogether.   could be different to the effective volume.   The 

addition of the two volumes for ˝V˝ engines is a known engine parameter called 

physical volume of the exhaust manifold.   An additional lambda measurement 

 close to the exhaust valve was used in order to compute iteratively the 

effective exhaust manifold volume.  The lambda measurement  at the exhaust 

valve location and the shifted main lambda measurement  were used to 

compute the correlation between them.   

 

The exhaust manifold volume and the estimated exhaust gas flow rate based on the 

cylinder air charge were estimated by the equations (D.32) and (D.33).  After the 

estimation, was found exhaust manifold volume 2.9 L, where the maximum 

correlation was obtained.  The final exhaust manifold transport delay calculation was 

developed with the effective exhaust manifold volume.  The effective exhaust 

manifold volume 2.9 L is very close to the physical measured exhaust manifold 

volume which is 3.0 L. 
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D.4.4.    Lambda Sensor Dynamics 

 

The lambda sensor was used to obtain the air-fuel ratio measurement in the exhaust 

manifold.  It was described as a first order lag model. The lambda measured was 

expressed as follows: 

                                                                                                      (D.34) 

 

where  and  are the time constant of the lambda sensor and the real lambda of 

the exhaust gas. 

 

The discrete version of the model was defined as follows: 

 

                                                                       (D.35) 

 

where  is the sampling period. 

 

The lambda sensor model includes the exhaust manifold mixing.  An approximate 

way to include an approximation of the exhaust manifold mixing is to increase the 

time constant of the lambda sensor.   The effective exhaust manifold volume was 

used in order to compute the exhaust manifold time delay.   The lambda sensor time 

constant was computed by removing the delay from the lambda measurements pre-

processed.  The correlation analysis for the measured and modelled lambda was 

computed after the time delay was removed from the data.   The correlation was also 

used to check the lambda model accuracy with the assumed lambda sensor time 

constant.  The maximum correlation occurred at  . 

 

The previous methodology was used because the extended Kalman filter (EKF) did 

not produce a good result.    The EKF converges to an not real value .  The 

lambda sensor time constant was increasing by the estimation algorithm which 

heavily filters the modelled lambda signal. 
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D.4.5.   Fuel Injection Model 

 

The fuel injection model was expressed as follows: 

 

                                                                           (D.36) 

 

where   ,  ,  , and  are the mass of the fuel injected , the 

injector gain  , the pulse-width command  and the offset . 

 

 

 

D.4.6.   Dynamic Models of the Fuel Film 

 

The dynamic models of the fuel film could be modelled by a first-order  models 

as follows: 

                                                                                  (D.37) 

                                                                          (D.38)      

 

where ,  and  are the mass of the wall fuel, fuel mass flow rate through 

the injector and the fuel mass flow rate into the cylinder.   and  are the model 

parameters. 

 

The discrete dynamic models of the fuel film obtained by Euler method were as 

follows: 

 

                                                                (D.39) 

                                                                 (D.40) 

                                                                                                    (D.41) 

                                                                                                   (D.42) 
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where     is the sampling period at the current engine event.    and   

are the mass of fuel injected and the cylinder fuel charge during one event.   

 

The time period of injector opening is the input signal. The amount of fuel injected 

was controlled by the pulse-width modulation. 

 

D.4.7.   Fuel System Identification 

 

The fuel film dynamics and fuel injector were included in the fuel system model.  In 

the identification process three models were proposed and used with high degree of 

complexity and uncertainties. 

 

D.4.7.1.   Model 1 

 

The first model used for parameter identification was describes as follows: 

 

                                         (D.43) 

 

 
 

where   is the Cylinder Air Charge (CAC) as a parameter. 

 

The EKF was used to identify unknown parameters which were defined as additional 

states: 

                                                                                                 (D.44) 

where  

                                                                             (D.45) 
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An average value of the current wall wetting parameters was identified by equation 

(D.44) taking the values of   and  as variables and functions, which are 

depending of the other states (and several variables as intake manifold pressure, 

engine speed, and the Cylinder Air Charge).  The modelling of the structure 

parameter was developed as time invariant.    The selection of the initial values and 

the initial covariance  represented the main problem in the EKF parameter 

estimation.  The initial values used were , , , 

,  and . 

 

The identification approach used the EKF was iteratively repeated at the end of the 

driving cycle.   The covariance computed at the initial state estimated  

(experimentally derived tuning parameter) was always scaled at 20% of the state 

estimate value.  On the other hand, the covariance may be iteratively reduced.   The 

validation of the model was developed by computing the performance index of the 

sum of the value absolute or square values of the difference between the model and 

the measurement lambda. 

 

The mean values estimated were: X  , ,   and 

. 

 

D.4.7.2.   Model 2 

 

The state-dependent injector gain was included in the model 1 and expressed as a 

linear function of the battery voltage and intake manifold pressure.   The complete 

model includes equation (D.43) and the following injector model expressed as 

follows: 

 

                       (D.46) 

 

where  and  are the battery voltage and the intake manifold pressure.   

,  and  are the linear coefficients. 
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The identification approach used was the extended Kalman filter (EKF), where the 

unknown parameters were included as additional states.   The additional states were 

as follows: 

 

                                                                                                 (D.47) 

 

 

where 

                                                     (D.48) 

 

The mean values identified were: X  , , , 

,   and . 

 

D.4.7.3.    Model 3 

 

Model 3 includes model 2 and the state-dependent  and  parameters as linear 

functions of the intake manifold pressures.  Again the state-dependent injector gain 

was expressed as a linear function of the battery voltage and the intake manifold 

pressure. The injector model and the fuel film dynamics were used with the model 

(D.43) as follows: 

                     

 

                                                                                              

 

                                                                                          

 

                                                                                               (D.49) 

 

where  is the cylinder air charge over one event. 
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One more time, the estimation of the unknown parameter was developed by an 

extended Kalman filter adding the following states: 

  

                                                                                                  (D.50) 

 

where 

                                  (D.51) 

 

After the identification, the estimated parameters were as follows:  

 

, , , , , 

, , . 

The performance indexes of the absolute value of the error and the square error were 

used for the validation of the model. 

 

D.4.7.4.   Corrected Model 3  

 

The cylinder air charge (CAC) was assumed to be computed by the intake manifold 

model in the identification of the fuelling and lambda models.  If there exist 

measurement errors or model structure mismatch due to the CAC and/or fuel models 

then the lambda model would be inaccurate.   The corrected model 3 (includes 

equations (D.43), (D.49) and (D.50)) was used with the identified parameters and an 

application of static correction. 

 

 

 

                                                                                              (D.52) 
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where  is the cylinder air charge.  The parameters ,  and  were 

computed by the equation (D.46). 

  

Applying the extended Kalman filter (stochastic model with white noise ) in order 

to identify the parameters, the variable  was defined as additional state as 

follows: 

 

                                                                                   (D.53) 

 

A time series was generated by the stochastic estimation and after that, it was used to 

build a look-up table.   It used exactly the same method used to build the look-up 

table of the throttle flow discharge and the intake manifold volumetric efficiency.   

 

The corrected model 3 was validated using the performance indexes of the sum of 

the absolute and square values of the difference between the model and measurement 

lambda values. 

 

 

D.4.8.   Analysis and Conclusions for the Air-Fuel Ratio Model 

 

Finally, a comparative analysis of two sensor measurements (one on each bank of V8 

engine) for the air-fuel ratio was related to the model output.  The accuracy (or 

improvements) of the identification process depend on the two sensor measurements 

used.   The performance indexes of the integrated and absolute error measures were 

minimum for the model 3.  Nevertheless, the maximum correlation with the air-fuel 

ratio measurement was for the model 2.    The correction coefficients included in the 

models represented a highly improvements achieved in the models.  There is an 

approximated performance between the models 2 and 3 due to the nature of the 

validation data.    Most of the fuel injected enters in the cylinder in the first event 

when there is a warmed-up engine.  In other words, the fuel injector (static) 

characteristics are more important than the wall-wetting dynamics.  Moreover, the 
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improvements in the inject model is directly reflected in the accuracy of model 1, 

model 2 and model 3.  

 

D.5.    Net Torque Model 

 

A brake torque measurements between the engine and the transmission was produced 

by the Net Torque model in order to identify itself.   The combustion decreased by 

energy dissipation (non conservative forces as the friction, pumping and the load 

torque produced by the accessories attached to the crankshaft) produce the net torque 

or the total torque generated.   The engine dynamics block diagram is shown in 

Figure D.5. 

 

The data collected during the FTP driving cycle was sampled based on the event-

based sampling period corresponding to every  crank angle.  At the nth event the 

engine speed  was differentiated.   At the beginning, the engine speed was 

represented as   and after that the acceleration was computed as follows: 

 

                                                                            (D.54) 

 

Finally, the net torque (after the subtracting of the friction and the accessories 

load) was expressed by: 

 

                                                                                            (D.55) 

 

where   and  are the measured brake torque and the engine inertia (e.g. for 

Corvette ).  
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Figure D.5.   General Engine Dynamics Block Diagram      

 

The net torque was computed from equations (D.54), (D.55) and the FTP driving 

cycle datasets.   The flywheel and accessories define the inertia which was estimated 

in an independent experiment (by clustering technique and least-square fitting).   

Nonlinear torque modelling used the same approaches than the throttle flow 

modelling and the intake manifold volumetric efficiency look-up table construction. 

 

The torque model was developed as a function of MAP and Engine Speed (RPM) 

without taking into account the influence of the variable intake manifold 

temperature.  Another corrected model could be developed including a correction 

function of the intake manifold temperature.  Perhaps, a model which uses the 

cylinder air charge (CAC) as input is implicitly taking into account the intake 

manifold temperature.    The net torque was expressed as a function of CAC and 

RPM: 

 

                                                                       (D.56) 

 

The model (D.56) also included implicitly the spark advance obtained from the 

existing controller of engine load and speed.   Lambda was considered to be 
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regulated close to the unity (complete combustion in air-fuel ratio or reaction with 

stoichiometry balance).   Lambda inaccuracies in the above level mentioned could 

have zero mean value considering these as a disturbance.   

 

Figure D.6. shows the block diagram of the car engine model with multivariable 

feedforward controller.   Finally, the complete car engine model was simulated with 

the more representative process variables shown from Figure D.7 to Figure D.10. 

The process variables simulated were the throttle position TP (TA: Throttle Angle), 

Mass Airflow Rate MAF, Intake Manifold Pressure MAP, Fuel Pulse Width FPW, 

Brake Torque BT and Engine Speed RPM and the Normalized Air-Fuel Ratio  

(Lambda) with the Feed-Forward Control System (Dutka, 2002). 
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Figure D.6.   Block Diagram of the Car Engine Model with Multivariable 

Feedforward Controller 
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Figure D.7.  Dynamic Behaviour of the Throttle Position TP and Mass Airflow Rate 

MAF with the Feed-Forward Control System 
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Figure D.8.   Dynamic Behaviour of the Intake Manifold Pressure MAP and Fuel 

Pulse Width  FPW with the Feed-Forward Control System 
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Figure D.9.   Dynamic Behaviour of the Brake Torque BT and Engine Speed RPM 

with the Feed-Forward Control System 
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Figure D.10.   Dynamic Behaviour of the Normalized Air-Fuel Ratio  (Lambda) 

with the Feed-Forward Control System 

 

The car engine model was satisfactorily controlled by the feed-forward control (FFC) 

system setting the normalized air-fuel ratio to its optimum value of 1 (complete 

combustion).  A reaction of complete combustion is reached by keeping constant the 



290 
 

air-fuel ratio to the value of 14.7.   A normalized air-fuel ratio λ  was defined as 

follows: 

 

stoichFA
FA

/
/

=λ                                                                                                           

massFuel
massAir/ =FA                                                                                                                                

7.14/ == βstoichFA                                                                                             (D.57)  

 

where stoichFA /  is the air-fuel ratio in stoichiometry reaction with complete 

combustion.   
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