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Vil

ABSTRACT

This thesis is concerned with improving the integrity and applicability of building energy

management systems (BEMS) simulation tools.

The present work attempts to overcome certain inadequacies of contemporary simulation
applications with respect to environmental control systems, by developing novel building control
systems modelling schemes. These schemes are then integrated within a state-of-the-art simulation

environment so that they can be employed in practice.

After reviewing the existing techniques and various approaches to control systems design and
appraisal, a taxonomy of building control system entities grouped in terms of logical, temporal and
spatial element, is presented. This taxonomy is subsequently used to identify the models, algorithms,

and features comprising a comprehensive modelling environment.

Schemes for improving system integrity and applicability are presented based upon a simulation
approach which treats the building fabric and associated plant systems as an integrated dynamic
system. These schemes facilitate the modelling of advanced BEMS control structure and strategies,
including:

- hierarchical (systems level and zone-level) control systems;

- single input, single output (SISO) and multiple input, multiple output (MIMO)
systems, |

- advanced BEMS controller algorithms;

- simulated-assisted control strategies based on advanced simulation time-step

control techniques.

The installation of the developed schemes within a whole building simulation environment,

ESP-r, 1s also presented. Issues related to verification of the developed schemes are subsequently
discussed.

Users of control system simulation programs are identified and categorised. Typical

applications of the new control modelling features are demonstrated in terms of these user groups. The

applications are based on both research and consultancy projects.

Finally, the future work required to increase the applicability and accuracy of building control
simulation tools is elaborated in terms of the required integration with other technical subsystems and

related computer-aided design tools.
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Chapter 1
INTRODUCTION.

"Control system modelling is the key ingredient of future simulation systems which will be

applied in the pursuit of the so-called ’Intelligent Building.’" [Clarke 1987].

"The accurate modelling of control systems is important if the simulation of the
environment inside buildings is to be realistic, and essential if simulation is to play a

credible role in the design and comparative assessment of control system behaviour.”

[Dexter 1988].

1.1 CONTROL SYSTEMS SIMULATION: THE NEED.

The need for energy efficiency, both for economic and environmental reasons, has never been
greater. The International Energy Agency [IEA 1994a)] predicts that the global demand for primary
energy will continue to grow at an average annual rate of 2.1 per cent and that, by 2010, the world will
be consuming 48% more energy than it was in 1991. World GDP is also expected to be more than
70% higher in 2010 than in 1991, It is this underlying assumption of economic growth (especially in
the developing world) which, more than any other factor, is the reason for the anticipated increase in
energy demand. Moreover, excessive use of fossil fuels eventually brings about global problems such

as acid rain, the greenhouse effect and thermal pollution as well as a shortage of non-renewable fuels
[Masters 1991)].

Consideration of energy in relation to the built environment throughout the world’s developed
countries, reveals that 20-40% of all delivered energy can be directly associated with buildings [IEA
1994a and 1994b] (Figure 1.1). Consequently, technologies suitable for buildings are going to make a
significant contribution to reducing energy consumption. More specifically, by raising the efficiency of
energy utilisation through improved automatic control techniques, it is possible to reduce the

consumption of buildings in the UK by 10-30%, representing a saving of around 3 Mtce' per year, or

several hundred million pounds [EEO 1987 and DTI 1994].

Technical progress has been made during recent years in the capabilities of heating, ventilation
and air conditioning (HVAC) control equipment and building energy management systems (BEMS).
Developments have been made in sensor technology, information transfer, actuators and the controller
itself. However, optimisation of such complex technology can be elusive and expensive, and users
require information from researchers on the use of BEMS, the performance to be expected and how to
assess performance and compare different BEMS equipment. Evaluation will not be relevant, though,
unless it takes into account the effect of BEMS functionality upon the managed facility as a whole.

Factors as varied as operating cost, comfort, equipment wear, flexibility and behaviour in case of

failure, must be integrated into the evaluation.

T Millions of tonnes of coal equivalent
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Hence, both with respect to environmental impact and economics, the ability to make sensible
and well based decisions regarding the choice and design of building control systems is of the utmost
importance. Simulation offers an means of assessing the performance of alternative building control

system strategies so that a desirable comfort level can be achieved with a minimum consumption of

energy and optimisation of plant systems [Hanby 1989].

QECD = Organisation for Economic Co- operation and Development
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Figure 1.1 Sectoral energy demand 1993 [IEA 1994a].

1.2 SIMULATION: THE GOALS AND BENEFITS.

The terminology "simulation" may be regarded as the art of representing some aspects of the
real world by numbers or symbols which may be easily manipulated to facilitate their study. Over the
past 60 years, the field of simulation has undergone tremendous growth in its scope and capabilities.
When once simulation was employed in the study of relatively simple systems, today hardly an
industry or a discipline does not use simulation techniques extensively [Colella er al 1974]. The
ability to handle complete systems has advanced to the point where global socio-economic systems

are being investigated with such portentous variables as population, national resources and quality of
life.

Tang [1985] described the goals of simulation as:-
- predicting system performance under particular operating conditions;
- testing and evaluating a system or a particular subsystem;

- identifying those portions of the system that require further investigation;
adding,

- the activities of modelling, computer implementation and program utilisation may
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be regarded as the most important subprocesses within the overall process of

simulation.

Hensen [1991) described the main reasons as to why modelling and simulation have become
Indispensable engineering techniques (and in many cases replaced experimentation) as:-

- economy and speed of analysis;

- prediction of systems which do not (at that time) exist;

- educational capabilities facilitate greater understanding of system processes;
whilst also observing that,
- Ssimulation and experimentation are often complementary; experimentation to
discover new unknown phenomena and/or for validation purposes; and simulation

to understand interactions of the known components of a system.

Thus, powerful, computer-based models have evolved over recent decades to assess cost,
performance and visual impact issues in design; from life-cycle cost estimation at the design stage,

through realistic visualisations of the design, to the comprehensive evaluations of building energy and

environmental performance.

1.3 SIMULATION AND THE INTELLIGENT BUILDING.

The terminology "Intelligent Building"” is formally defined by the Intelligent Buildings Institute
(IBI) in Washington DC as:

¢

.. one which integrates various systems (such as lighting, HVAC, voice and data
communications and other building functions), to effectively manage resources in a
coordinated mode to maximise occupant performance, operating cost-savings and
flexibility. Various levels of intelligence are provided through interactive controls and
communications devices driven by either central or distributed micro-chip intelligence

and employing sensing devices and interactive distribution media.* [McLean 1991].

As many commercial and industrial buildings today contain one or more of these various
systems, they can be considered to have some degree of intelligence. The intelligent building can
therefore exist on a broad spectrum of capabilities. Thus, it is not a comparison between ‘intelligent’

buildings on the one hand and ‘moronic* buildings on the other, but rather that all buildings exist on a

continuum of capabilities ranging from the least to the most intelligent.

Although modern BEMS can be effective and offer considerable improvement in controlling

buildings, hyperbolic claims of the capabilities of intelligent buildings based on such technology are

often made. BEMS effectiveness is due principally to their data processing capabilities, not to

characteristics of intelligence [Haves, 1992]. The building cannot be termed "intelligent” because the

control systems are based upon algorithms which do not consider the implications of their actions on

the whole building. Energy management is the lowest form of intelligence which can be given to a
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building and automated building control would, perhaps, be a more accurate definition.

Recent experience [Hartman 1988] has shown that there are impediments to increased
performance of BEMS-based buildings and to them becoming truly intelligent. Traditionally, building
control is based on steady state strategies. However, due to the rapidly changing outdoor and indoor
environmental conditions, steady state control is neither effective nor efficient in the utilisation of
energy for comfort conditioning. With the advent of direct digital control (DDC) techniques, most
present day BEMS application software combines steady state with dynamic control strategies.
Unfortunately these control strategies frequently work counter to one another, resulting in a
conglomeration of routines that are too complicated to understand and monitor effectively. This

provides neither efficiency nor comfort and succeeds only in ‘optimising the irrelevant® [Bordass
1993].

Optimisation of energy conservation and comfort levels can best be achieved if the building’s
thermal performance, HVAC system sizing and control strategy are considered together within the
building design process. However, buildings and their environmental control systems are complex
(multi-dimensional and highly interactive) making this optimisation task non-trivial {Clarke 1983].
The design and layout of practical control systems varies dramatically owing to the diversity of design
conditions which, in turn, are due to variations in climatic conditions, the type of space occupied,
occupant behaviour and the relationship between building and plant. Deciding on the best control
strategy or the optimum arrangement of design features is thus an extremely complex task and one

which does not lend itself to simple paradigms and rules of thumb.

In order to fully exploit and optimise BEMS technology it is vital, as argued by Hensen [1991],
that tools exist to allow the simulation and assessment of building control systems and that these tools
be based on a fully integrated simulation approach in which the dynamic thermal interaction between
building, plant and control system (under the influence of occupant behaviour and outdoor climate) is
assessed. It is desirable that these simulation programs accommodate a large number of accurate,
robust models of control system entities housed within a structure which allows flexibility of
application. The integrity of the real world must be conserved within the computational medium

because, if disregarded, will compromise simulation predictions and the related design decisions.

In addition to optimising BEMS control strategy at the design stage, simulation also has a
crucial role in the on-line optimisation of future generation intelligent buildings. McLean [1991]

redefined the intelligent building as comprising three elements which, when integrated together, make

the building intelligent.
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Introduction.

1. The controls of all the systems in a building, whilst retaining their own integral

intelligence, are linked integrally to all others in the system.

2. The building has the ability to respond to any changes in the interior and/or

external environment, necessitating the use of new building technologies.

3. The most important feature of a truly intelligent building will be the integration of

1 and 2 above by means of a dynamic simulation tool which can supervise the

control system whilst coordinating the use of the building’s 'dynamic’ features to

ensure optimum performance in terms of occupant comfort and energy consumption

(Figure 1.2). The simulation program simulates the building in real time, being

continually updated by sensor information. If some control action is requested, the

. control supervisor in rapid iterative mode predicts the consequences of various

control strategies and selects the most efficient.

INTELLIGENT BUILDING

Figure 1.2 The infrastructure of present and future generation intelligent buildings.
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1.4 OBJECTIVES AND OUTLINE OF THE PRESENT WORK.
1.4.1 Project objectives.

It was against the background outlined in the previous sections that the present research project
commenced in 1992. The following visions of future simulation programs were observed:

- the diversity of real, practical control systems requires a comprehensive library of
accurate, robust models of system entities;

- advances in computer technology will eventually allow a radical new approach to
building controller design in which simulation will play an integral part. On-line,
simulation tools - based on predictive-iterative techniques rather than empirical
techniques - will allow control system optimisation and ‘orchestration®;

- in order to fully utilise an energy simulation model in such applications, a number
of existing barriers and deficiencies in contemporary modelling techniques must be
overcome so that a practical application to the simulation of combined building and

HVAC systems can be attained and the intelligent building can become a reality.

Consequently, this research work has encompassed the following specific objectives:
- to identify and classify the control system entities extant in building control
systems;
- to employ the resulting taxonomy of control system entities in the form of a general
purpose control system simulation environment in order to improve the
applicability and accuracy of the modelling, simulation and appraisal process;

- to implement, validate and verify the above when incorporated within the ESP-r

program.,

1.4.2 Thesis outline.

Chapter 2 of this thesis contains a review of the commonly occurring building control systems
and discusses the theory underlying various approaches to system synthesis and design. Chapter 3
describes the ESP-r simulation environment which was employed as a test bed for assessing control
modelling schema. Chapters 4, 5 and 6 identify the essential features and describes the structure and
development of a control system taxonomy for systems simulation in terms of spatial, temporal and
logical control system elements, respectively, Chapter 7 addresses the issue of validation of building
control system modelling programs. Chapter 8 discusses applicability of the developed control

modelling schema. Finally, Chapter 9 contains the conclusions drawn from the present project and

indicates possible directions for further work.
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Chapter 2
BUILDING ENVIRONMENTAL CONTROL SYSTEMS

The need for environmental control system simulation programs has been
established in Chapter 1. The present Chapter details the main types of automatic
building control system and reviews the modelling methods commonly adopted for
their appraisal. This review highlights some of the disadvantages and shortcomings
inherent in these methods, indicating that alternative approaches are required. It is
concluded that such an approach should focus on expanding applicability of the

system within multi-disciplinary building design environments.

2.1 INTRODUCTION TO ENVIRONMENTAL CONTROL SYSTEMS.
2.1.1 The need.

Environmental control is the control of temperature, moisture content, air quality, air circulation
and lighting levels as required by occupants, processes, or equipment in the building space. Properly
applied automatic controls ensure that correctly designed heating, ventilating and air conditioning
(HVAC) and lighting installations will maintain a comfortable environment and perform economically

under a wide range of indoor and outdoor conditions.

Limit controls ensure safe operation of HVAC equipment and prevent injury to building
occupants and damage to the system. In the event of a fire, controlled air distribution can provide

smoke-free evacuation passages and smoke detection in ducts can close dampers to prevent the spread
of smoke and toxic gases.

It was not until the start of the twentieth century that automatic control was introduced. Since

then, developments have been rapid with detailed analytical design methods evolving to meet the

needs of Increasing complexity in building structures, high construction costs and energy shortages.

2.1.2 Types of system.

2.1.2.1 Control system elements.

The premise of this thesis is that all building control systems - regardless of their exact make-

up, function and operational characteristics - comprise the following elements:

- logical (e.g. controller intent);
- spatial (e.g. sensor location);

- temporal (e.g. time-and-event programs).
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It is assumed that all systems can be assessed and categorised in terms of these three elements
as depicted in Figure 2.1, thereby supporting the notion of a taxonomy of control system entities - a

theme expanded upon in later chapters.

T EM P O R A L

Time-and-event schedules
System lags

Comfort critenion

System actuators

Single mput- single output
(SISQ) systems
Multiple input-multiple output
(MIMO) systems
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Hierarchical control
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Figure 2.1 Building control systems: the main elements.

2.1.2.2 Automatic feedback control.

The most common type of building control system is that based on the principle of automatic
feedback control. Such systems comprise one or more control loops. Basically, a control loop

comprises three components: a sensor, a controller and an actuator (Figure 2.2). These elements serve
the following purposes:

- Sensor: to monitor the output from a given process;

- controller: to determine what action to take to maintain desired condition;

- actuator: the means by which corrective action may be initiated to bring about the

desired condition.

In feedback control, the controller is error driven, i.e. the controller receives a continuous
measurement of the difference between required and actual behaviour, and its output is some function
of this error. The feedback principle works well provided that the available control actions do not

encounter constraints that limit their magnitudes. For example, in the case of temperature control there

will always be some limit on fuel flow rate.
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Process to be controlled

(2one temperature, plant camponent, etc) Measwed vahue

Sensor to measure process output.
(e.g air temperatwre, fan speed)

Actuator
(¢.g. valveldamper)

Control algorithm
(e.g. sequence control)

Desired value.

Figure 2.2 Block diagram of a control loop.

2.1.2.3 Alternatives to feedback control.

(1) Preprogrammed control: Here a recipe, strategy or sequence of control instructions is calculated in

advance and is implemented with no account taken of system output signals.
(2) Feedforward control: Where all disturbances are assumed to be measured independently (not as a

measure of received disturbances) and assumes control actions are accurately calculable with the aim

of eliminating error before it can occur.

(3) Predictive control: Future conditions are predicted (using extrapolation algorithms or past records)
and are used to allow the best possible positioning of the control system. It is often used in large

delay systems where it can take a long time to bring in equipment; e.g, electrical generation systems.
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2.1.3 Building energy management systems (BEMS).

In the nineteen fifties, it became apparent that there was a need to centralise the flow of
information from increasingly large and complex technical systems in buildings. The first generation
of BEMS were characterised by centralisation of information and remote control of technical
installations (Figure 2.3(a)). In the nineteen sixties, with the trend of centralisation of company
services, a flourishing economy and large-scale building programs in and around the cities, facilities
such as air-conditioning, document transport systems, etc. were designed into new buildings. This
increased the complexity of the control systems and led to selective data presentation systems which
used the switching methods employed by telephone switchboards. The digital signals were no longer
wired directly to the control panel but were collected in data gathering panels (DGP’s) connected to
the central panel. This resulted in reduced cabling requirements, whilst allowing flexible control
signalling and selection strategies (Figure 2.3(b)). At the beginning of the nineteen seventies,
developments in electronics led to digital switching techniques, facilitating digitalised analogue
signals. Subsequently, the central control panel was replaced by a computer system. These systems

were characterised by considerably increased processing speed and an increased number of data

points.

The energy crisis of 1973 and the urgent need to reduce energy consumption led to a rapid

1"

increase in the installation of energy saving equipment controlled using so-called "energy
management schemes"” [Scheepers 1991]. These include night set-back, optimum start and event-
sequenced strategies. Systems which previously used dedicated computer systems were altered so that

standard mini-computers could be used as the central system (Figure 2.4(a)).

At this point, microprocessors were introduced into BEMS allowing intelligent substations to
carry out some of the work previously done by the central station. As systems grew larger, they
incorporated distributed intelligence where each zone/floor/building could have its own micro-
computer. Since the early nineteen eighties, there has been many developments involving BEMS.
Data processing is more widely distributed, resulting in increasingly distributed and autonomous
substations. In addition, more functions, such as DDC (direct digital control) and PLC (programmable

logic controllers) were added to the substations. Thus, the control functions previously carried out by

means of analogue hardware, were now usually included in the substations.

The trend towards further distribution of tasks is not limited to substations in BEMS. The
central station is also subject to the same evolution [Honeywell 1989]. The arrival of the personal

computer and communications network systems have resulted in an increase in networked, less
hierarchical BEMS. Such systems do not require a central computer as each operator station is itself a

micro-computer. Combined hierarchical and network systems with the BEMS, included in an

organisation’s total buildings facilities management system, are also commonplace (Figure 2.4(b)).
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2.2 REVIEW OF CONTROL SYSTEMS MODELLING METHODS.

2.2.1 Classical linear feedback control theory.
2.2.1.1 Introduction.

Traditionally the approach to control system modelling is to establish a model of the process

and then to combine this with a controller model to give some overall characteristic for the system
(Figure 2.5). In feedback controller design the task is to establish a controller model D, so that when it
is connected to process model G, a suitable overall characteristic for the system will be obtained. In
this way, the controller artificially enhances the process characteristics in ways chosen by the designer

in order to achieve some desired system performance. The following relationships are obtained:

system output = Gu, (2.1)
controller input = e = v-y, (2.2)
controller output = De. (2.3)

to be chosen
(a) A controller -process cmnhmaﬂm.

comparator

desired ' raeasured
value value

(b) A feedhack loop with the system to be cantrolled G end the controller D,

disturbances

-
' '
- o -ame hcatb?g
fuel flow process
desired com 8 G measured
temperature :sl} Eng counter temperature
thstu:r ances
Feedback signal

(c) An (ideal) feedback cantroller will synthesise en equal end opposite signal to counter the effect a distwhance.

Figure 2.5 Feedback controller modelling.
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If it is possible to synthesise the best possible actions continuously by some algorithm, then
there is fully automatic feedback control. The success of the scheme depends on the disturbances

being measurable and on the existence of an accurate quantitative understanding of the system to be

controlled.

In order to determine whether or not the control action taken at the input will be successful, and
to what extent it should be taken, control engineers must have some mathematical means of modelling
the process under consideration. Typically, this is done by writing energy-balance differential
equations for the components and applying the Laplace transform which converts the differential

equation into an algebraic form so that a transfer function can be extracted [Liptak 1995]. Block

diagram algebra is often deployed to help determine the overall transfer function for two or more

coupled subsystems [Westphal 1995].

The transfer function of a dynamic system with input u(t) and output y(2) is defined to be the

Laplace transform of y(#) under the condition that () is a unit impulse applied at time t = 0; or more

generally applicable in practice,

G(s) = y(s)u(s) (2.4)

where the complex variable s = o + jw.

If G(s) can be expressed as G(s) = P(s)/Q(s) then the zeros are the roots of the equation P(s) =0
while the poles are the roots of the equation Q(s) = 0. Q(s) governs the nature of the system’s response

to 1nitial conditions and hence also its stability; conversely, P(s) affects the manner in which the

system responds to external inputs.

2.2.1.2 Controller algorithm design.

There are two main approaches to controller algorithm design. The first approach is synthesis of

D(s) in order to achieve a specified closed loop transfer function H(s). The second approach is to use a

gain plus compensator scheme.

It is assumed that there exists a desired hypothetical process with overall performance H(s).

From equations (2.1 to 2.4):

y(s) = G(s)D(s)[v(s) = y(s)] (2.9)
and
— G(s)D(s)
y(s)/v(s) = 13 GoDS D) (2.6)
Thus
D(s) A(s) 2.7)

" GGs)(1- H(s)
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will set y(s)A(s) equal to H(s), i.e. the specification of the overall system is converted into a closed

loop transfer function H(s) with D(s) selected to make the synthesised configuration behave like the
chosen hypothetical process H(s).

However, as Leigh [1992] argues, not every D(s) is synthesisable in practice, and even then care

must be taken in defining H(s) so as to avoid instability and over-sensitivity. There are usually
difficulties encountered when specifying H(s), since limits on attainable performance are set by the

constraints in the process (e.g. system lags and plant capacity limits); constraints not all modelled by

the (linear) operator G(s), as elaborated later in this chapter.

An alternative strategy is to design a controller with element D(s) having a pole-zero diagram of

Figure 2.6 which will cancel the poles of G(s) and produce the required pole positions. This technique

is called pole-placement, and 1s elaborated by Towill [1970].

complex plane complex pleng complex plane

SRR - - Poles and zeroes of a synthesised

Presumed inrtial postton of system poles. The required postion of the system poles. system (controller) D thet, when
connected in senes with the
system G, will move the poles to
the required positions.

Figure 2.6 Pole-placement controller design technique.

2.2.1.3 Stability and performance appraisal.

The feedback control loop provides a means of close control; however, the existence of the loop
brings the possibility of the potentially destructive phenomenon of instability. Usually performance is

quoted in terms of the highest frequency that the control system can follow, when required to do so.
All control loops tend to become unstable as higher and higher performance is sought. A system is
stable so long as the output quantity can be controlled by the reference signal, i.e. a change in the

reference signal results in a controlled change in the system output. Most systems become unstable as

gains are increased in order to achieve high performance.

One commonly adopted approach to the determination of system stability is the Routh-Hurwitz
procedure in which the poles are assessed to determine whether or not any lie in the right half plane
thus indicating instability [Healey 1967]. It is possible, however, for a system equation to be on the

borderline between stability and instability, a fact which does not emerge from the Routh-Hurwitz



Building environmental control systems 2.9

analysis. To have a method which indicates how near a system is to instability and which permits
some assessment of the performance of a stable system, requires the observation of the movement of

the characteristic equation roots as some parameter such as controller gain is varied - this is possible

using the Root Locus method.

Imaginary

COMPIex piate

Reasl

A rootlocus diagram showing how
the closed loop poles move wath

increasing values of gain, K.

Figure 2.7 Root Locus plot.

For a polynomial equation with real coefficients, the roots will always be either real or occur in
complex conjugate pairs. The Root Locus plot is the plot in the complex plane of the paths followed
(loci) by the roots as a parameter of the equation varies, usually over the range zero to positive infinity
(Figure 2.7). The parameter varied is usually the controller gain, K. With the aid of the Root Locus
diagram, the value of K can be selected so that the closed loop poles are in desirable positions in the

complex plane. In general, for a negative feedback control system with an overall forward-path

transfer function G(s) and an overall feedback path function H(s), the characteristic equation is:

G(s). H(s)+1=0 (2.8)
hence
G(s). H(s) = -1 (2.9)
giving the two relations:-
Magnitude condition
1G(s). H(s)I =1 (2.10)
and Angle condition
arg[G(S). H(s)] = +/ - 180° (2.11)

if G(s) is regarded as a complex function whose value is determined by the value of the complex
variable, s.

From these two conditions a number of simple construction rules can be derived for sketching
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the loci of roots of a given equation [Westphal 1995].

As an alternative to the Routh-Hurwitz and Root Locus methods of analysis, it is possible to
predict a control system’s stability behaviour by examining its open-loop sinusoidal frequency
response in terms of the relationship between the gain, phase shift and frequency. A number of
sinusoidal changes are applied to the input with a constant amplitude but with an increasing frequency.
The dynamic process gain and the phase shift are measured for each frequency and expressed in a
graph (assuming all transient effects have died away - i.e. steady state response). Three ways of
showing this relationship graphically are: the Nyquist plot, the Bode plot and the Nichols plot [Morris
1983] (Figure 2.8). The Nyquist Criterion is then used to draw conclusions about the significance of a
given type of frequency response. The Nyquist Criterion states: if the magnitude of the frequency
response of the open-loop transfer function is greater than unity when the phase lag is 180° then the
system is unstable. The Nyquist Criterion shares with the Root Locus method the ability to indicate
how near the system is to being unstable. This can be quantified by the use of Phase Margin and Gain
Margin. These are defined as follows for a stable system: Phase Margin is the difference between
-180° and the open-loop transfer function phase lag when the open-loop transfer function magnitude is
unity; Gain Margin is the number of decibels to be added to the log-magnitude when the phase is
-180° to make the log-magnitude equal to zero. As a rough guide for building systems, a 5§ dB Gain

Margin and 40° Phase Margin will generally be acceptable [Letherman 1981].

: o Phase
: Gen V angle
' "
Phase ; '
vJt 'j i equmw

direcgion of increasing
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(b) Bode plot (<) Nichols plot

Figure 2.8 Phase and Gain Margins in Nyquist, Bode and Nichols plots.

Control design in the frequency domain typically consists of choosing a suitable compensator
D(s), and a gain K to obtain a closed loop system having high bandwidth. D(s) (containing frequency

sensitive elements) is usually designed so that G(s) and D(s) taken together have a phase characteristic
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that reaches -180° at a much higher frequency than was the case for G(s) alone. The gain K (which
affects only amplitude - it has no effect on the phase shift) is then chosen so that the necessary
stability margin is obtained whilst allowing for variations in the real system. In this way, D(s) is being

used to modify the phase characteristics of G(s) in such a way that a high gain K can be used without

incurring stability problems.

The Nyquist, Bode and Nichols plots clearly show at which frequencies actions taken can still
be effective. If the frequency of the input value is so great that the process gain becomes small and the

phases shift approaches 180°, the process cannot be controlled by taking corrective actions at the
input. Thus other courses of action will have to be taken in order to stabilise the output. These may be
control methods such as feed-forward control, but usually it will be necessary to change the process
itself in order to obtain a different dynamic process gain. Thus, by using these plots, it can be

determined at which frequency of changes at the input the process will be self-stabilising, can be

stabilised, or cannot be stabilised.

2.2.2 Modern control theory.

2.2.2.1 Optimal control.

So far, the techniques described have used simple optimisation techniques, such as obtaining
maximum phase margin from a system by adjusting compensating network parameters. It is, however,
possible to consider the introduction of a performance index directly involving system error, (i.e. the
difference between system input and system output) which is often what is really required to be kept
small and perhaps even be minimised in a mathematical sense. The concept of a performance index, or
cost function, as the integral of some function of the system error, is then used to determine either
system parameters or control inputs, or both, to minimise this error. Even the simplest optimal control
design of a control system for some (building) process Z requires a scalar-valued cost function J(x,u,..)
that realistically quantifies all the building process factors of importance. (For example, in a building
heating process, J might map variables such as deviation from a set point, a comfort index and energy
loss into a single number which, when minimised, ensures optimal control profitability of the process).
Given the equations (model) of the process, X, and the cost function, J, optimal control theory then

attempts to establish a control policy u(k), k = 0.,.....n which will achieve given control objectives and

simultaneously minimise (and, in some cases, maximise) the cost function J.

The classical mathematical tool for solution of optimisation problems is the calculus of
variations. However, this method cannot deal with discontinuities and thus cannot be applied in many
practical control situations [Sagan 1969]. Pontryagin's Maximum Principle or Bellman's dynamic
programming method then need to be used [Bryson and Ho 1975]. These methods all yield open-loop

optimisation strategies since they all specify Uoptimat fOr all ¢ in the time interval of interest. Since,

pragmatically, it is more usual to implement closed-loop optimisation, these strategies need to be

converted to a closed loop algorithm. Provided that a quadratic cost function (i.e. with J restricted to
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be simply a weighted sum of squares of its arguments) is adopted and the process equations are linear,
the conversion is always possible by solution of the Riccati equation. Since the performance of the
design is judged with respect to J, nothing else matters in the optimisation and so it is important to
formulate the objectives correctly. In practice the choice of J is always an extremely difficult one - a
compromise always has to be reached between relevance and mathematical tractability in the search

for a well-specified cost function. Also, implementation often requires massive real-time computation.

2.2.2.2 Adaptive, learning and self-organising control systems.

Often, control systems must be designed to operate in an environment such that the dynamics of
the system or the inputs to the system are either incompletely known and/or change characteristics in
an unpredictable way. Thus the design of a control system which will perform well in the face of
many uncertainties is an attractive possibility. The primary objective of adaptive, learning or self
organising control is to reduce uncertainties concerning knowledge of the environment and systems

dynamics, and to alter controller performance in an on-line or real time fashion in order to continually

ensure satisfactory system operation and further seek better performance.

Most adaptive systems can be classified as either performance adaptive, in which observations
of the input and output of the controller are made and the parameters of the controller adjusted by
composing the input-output performance of the system with a reference standard; or parameter
adaptive, in which control system parameters are identified by observing control system input-output

relations, and control system compensators modified in an on-line fashion in accordance with these

changes (Figure 2.9). These topics are reviewed by Sage [1978].

ompensation

¢
performance D

erformance
modifier
controller

modifier
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evaluation 1dentification

of of
performance. parameters

(a) Perfromance adaptive control system. (b) Parameter adeptive control system.

Figure 2.9 Approaches to adaptive control.
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2.2.2.3 Non-linear systems.

The mathematical description of a dynamic system can be embodied in a differential equation

such as:
af(t)+ bo(t)+co(t) = f(t) (2.12)

and such a system would be described as linear if the coefficients a, b and ¢ are not affected by the
values of the dependent variable 6(t) or of the independent variable f(t). Most of the control systems

design and analysis tools operate only on linear models: matrix and vector methods, transform

methods, block diagram algebra, frequency response methods, poles and zeros and root loci are

inapplicable [Leigh 1992]. Thus efforts are usually made to replace a non-linear system with a

corresponding linear system model.

. N(e) G(s)

Nonlinear, nondynamic block

linear dynamic block

Figure 2.10 Control loop structure for Describing Function method.

This can be considered as an attempt to extend the concept of the linear transfer function to use
in non-linear systems. For a linear transfer function with a sinusoidal input of unit amplitude sin(w?)

the output will be a sine wave A(w) sin(wt + ¢). The transfer function introduces an amplification
A(w) and phase shift ¢(t) both of which may in general be dependent on frequency @ but not on the
amplitude. The difficulty in extending this concept to the non-linear systems is that the output

waveform for such systems are not in general sinusoidal, and in certain cases may not be of the same

frequency as the input wave.

There 1is an extensive literature on the topic of the control of non-linear systems [Letherman
1981]. Methods commonly adopted in the analysis of such systems include: the Step Response
method, the Describing Function method and Tsypkin’s method. The Describing Function method, for
example, is a linearisation method in which sinusoidal analysis proceeds by the expedient of
neglecting harmonics generated by non-linearities. Thus the approximation consists in working only

with the fundamental of any waveform generated. The method assumes a system in which the linear
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and non-linear components can be separated, as shown in Figure 2.10 where G(s) is the Laplace
transfer function of the linear part of the system, and N represents the non-linear part. For example, N
could be the input/output characteristic of the relay or thermostat. The method consists of deriving
two loci in the complex plane, one for the non-linear element N(a) and one for the dynamic element
G(s). The first locus is a function of amplitude only and the second is a function of frequency only.

The describing function method then indicates whether stable oscillations will occur at the intersection

of loci.

2.2.2.4 State space approach.

The classical transfer function based techniques described earlier can only permit the design and
analysis of the complete input/output description. The advantages of the state space approach over the

classical methods are that greater insight into the internal behaviour of the system is possible, as well

as the ability to analyse individual sections of the overall system.

Legend

A = gystem matx

B = input mamx

C = output mawix

F = feedback mamx
X = State vector

u = gystem input
v = desired value
y = system output

Feedback loop

(b)

Figure 2.11 State-space modelling.

A state space is defined as a N dimensional space with axes of state variables. Therefore, any
state can be represented by a point in the state vector of dimension equal to the order of the system.
The selection of state variables is not unique, i.e. those considered as a minimum set of variables

determining the state of the dynamic systems. For the solution of the state equations, many tools such

as linear algebra, vector matrix and numerical methods can be used to analyse the dynamics of the
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system and optimal control problems. The transfer function may be transformed into an equivalent

state space form by the use of classical programming techniques (e.g. the so-called direct

programming technique [Virk 1991)).

Compensation in state space design.

The system is typically described by a system vector differentiation of the form:
X=Ax+Bu
y =Cx (2.13)

where x(t) (the state vector) is n x 1, u(t) (the input vector) is m x 1, y(t) (the output vector)isrx 1, A

(the system matrix) is n x n, B (the input matrix) is n x m and C (the output matrix) is r X n.

The A matrix gives rise to the eigenvalues (poles) of the system which define the dynamic
behaviour. The classical feedback compensation techniques can be extended to the state-space by the
introduction of control loops that generate the input by a linear combination of the state x (Figure

2.11). If the systems is controllable, a feedback matrix, F can be designed such that the closed-loop
poles are at any desired position. The state-space design methods rely on the complete state vector
being available for feedback purposes, which in practice is not the case. This problem is overcome by
employing a state observer (estimator) that is constructed (assuming the system is observable) using
knowledge of the A, B, C system matrices. A whole armoury of estimation techniques, under the
generic name Kalman filter, are available for this purpose [Kalman et al 1969]. Using the principle of

separation, this state estimate can be used as if it were the real state vector in the design process.

2.2.2.5 Digital control systems.

So far, the discussion has focused on the use of Laplace transforms to solve differential

equations, where the functions are analogue and continuous in time. However, the ubiquity of the
digital computer both as a systems analysis and design tool as well as a component in control systems

has led to the need for alternative mathematical approaches. Many other modern control systems,
including BEMS, use microprocessors which operate on information obtained at discrete time points,

denoted sampling points, sampled data systems or digital control systems (Figure 2.12).

Digital to analogue N/ . Sensor
converter A

Actuator

Analogue to digital
converter

Figure 2,12 Digital control system.
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For these systems difference equations rather than differential equations, and z-transform rather
than the Laplace transform are used [Isermann 1981]. Essentially, all the design practices for
continuous time systems have a discrete time equivalent. For example, frequency response analysis of
discrete-time systems is carried out on the so-called @-plane, which is equivalent to the s-plane for
systems continuous in time [Ogata 1987]. The importance of discrete-time algorithms lies in the fact

that they are directly realisable in a digital computer controller.

2.2.3 Numerical methods.

The classical and modern control design methods described above are based on sophisticated
mathematical procedures resulting from several decades of research and development activity, with
proven track records in many control engineering applications, e.g. food, manufacturing and chemical
process industries [Newell and Lee 1989]. However, these analytical methods have limited
applicability to many building/plant/control processes which have time-dependent thermal properties
and highly non-linear characteristics not all of which are modelled by the (linear) operator G(s) which
assumes time-invariant properties. Factors accepted as contributing to building system non-linearity
include [Kelly 1988, Virk et al 1990]:

- low valve authority and high valve hysteresis;

- HVAC systems operate over loads that can vary from 0% to 100% over a time
peniod of a few hours causing large time delays;

- discontinuities result from on/off cycling;

- plant are sequenced from one controlled device to another (e.g. cooling coil valve,
damper, heating coil valve);

- buildings are multi-variable in nature, since many inputs (climatic conditions,
casual gains, heater/chiller flux, etc.) affect the many outputs (temperature, relative

humidity, air flow rates, etc.);

- buildings are subject to stochastic effects such as fluctuations in occupancy levels,

ventilation rate variations and climatic changes.

Also, as the complexity of the object system increases, as in the case of building and plant
processes, analytical control strategies based on controller-process models often become infeasible:
- the model-building (identification) process becomes increasingly elaborate,
iterative, error-prone and time-consuming;
- the collection of algorithms of system identification (based on methods of statistics,
experiment design and multivariable-function optimisation) often loses a lot of its

strength, power and applicability;

- this complexity can be due, for example, to non-linearities of the type mentioned

previously.

Numerical methods, on the other hand, offer powerful techniques for the solution of many of

the problem types insolvable by analytical techniques [Kup 1972]. With regard to building
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environmental control systems, numerical methods offer the following advantages:
- the modelling of time-dependent, non-linear characteristics of building systems not
accounted for by the classical and modern control modelling approaches outlined

earlier, 1s facilitated;

- it is possible to eliminate the need for separate controller and process models and

elaborate identification procedures [Clarke 1985];

- numerical modelling methods are 1deally suited to digital computing systems.

2.2.4 Computer based simulation programs.

The earliest computer simulations of building control systems were carried out using analogue
computing techniques [Nelson 1965, Magnussen 1970]. Since the early 1970’s, however, digital
computing techniques have predominated [Ayres and Stamper 1995], the digital computer programs
being based on the modelling methods outlined earlier [Winkelmann 1988]. In comparison to those for
the building-side issues, the range of computer based modelling and simulation approaches for

environmental control systems is much greater. Hensen [1993] reviewing current computer based
building environmental systems simulation program types, classified them in terms of abstraction

levels, characteristics and application (Figure 2.13), ranging from a purely conceptual representation

of plant and control systems through to an explicit, subcomponent modelling level.

2.3 AREAS FOR DEVELOPMENT.
2.3.1 Issues to be addressed.

- A recent review of the control options available in building energy simulation programs
[Hitchin 1991], indicates the following typical program inadequacies:-

- control element dynamic response is often neglected;

- no mechanisms exist for the modelling of multiple input, multiple output (MIMO)
systems;

- there 1s an inability to deal with multi-level, hierarchical systems;

- models for many microprocessor based controller strategies are omitted;

- no provision is made for simulation-based controller design, which would facilitate

innovative control design strategies and on-line supervision of BEMS.

Accepting that these inadequacies exist, extending the modelling facilities and applicability of

simulation programs are therefore the two main issues to be addressed in this work.

2.3.2 Accuracy of modelling.

The premise of this project is that the issue of modelling accuracy is of the utmost importance

and, 1if disregarded, will greatly influence simulation predictions and, ultimately, the design and

operation conditions, whilst also severely limiting model applicability.
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Conceprual

C Component wise in terms of duct, fan, pump, pipe, etc.

D Subcomponent level in terms of energy balance, flow balance, etc.

Figure 2.13 Categories of building systems simulation programs [Hensen 1993].

The contention is that the accuracy of building control system modelling in the transient domain
can only be increased and optimised if all relevant aspects, features and characteristics of real systems

are taken into account during the modelling process. This requires tools that adopt a fully integrated

approach, which considers all energy flow paths and the interaction of control systems with fabric,

flow, plant and power systems. Lebrun (et al) [1985] observed that a full dynamic model of the
building is necessary to obtain realistic simulation results, adding that the scattering of real control
laws among the different zones necessitates the use of a multi-zone simulation model (capable of

handling physical processes such as inter-zone convective couplings) if the control engineer is to have

a means of establishing optimal control of the HVAC system.

2.3.3 Extending applicability.

Although building control requirements are not severe by standards in the process control
industries, problems arise when trying to predict the performance of building control systems and
assess the effect of the quality of control on system operation, energy consumption or comfort. Many
of the available design and appraisal simulation tools based on the modelling methods described
earlier are not domain-specific; in those that are, the control theory/models/algorithms are often
contained and presented in a manner which is entirely foreign to many members of the building

design team, such as architects. Such simulation tools are therefore often not adequate or employable

for the building control system appraisal task in hand.

Applications of building control system simulators may be classified into three broad
categories:

- initial building design appraisal, where control specification may be very basic and

simple;
- practical system design necessitating more rigorous specification for purposes of
operating characteristics, commissioning, operator training, etc;

- ambitious and highly conceptualised control schema involved in control systems
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research programs.

It is evident that the potential of simulation in all three areas has hitherto not been fully realised.

This is a key issue facing the energy modelling community.

2.3.4 A control systems modelling and simulation environment.

If the applicability of modelling tools is to be increased and the full potential of control systems

simulation realised and utilised in the pursuit of the intelligent building, there are many additional and

desirable features with which programs must be equipped, including:-

- improved user interfaces and problem definition procedures;

- advanced sensor and actuator modelling capabilities;

- installation of optimal, adaptive and artificial intelligence control algorithms;

- hierarchical control strategy modelling capability;

- time-step controllers which allow simulation-based predictive-iterative control
schema to be modelled both for design purposes and also - hitherto not

implemented - for on-line optimisation of practical BEMS.

An attempt must therefore be made to formally identify and classify all those elements and
characteristics extant in real control systems, which require to be considered during the modelling

process and subsequently included in simulation programs. The resulting taxonomy of building

control system entities can then be used to guide the modelling development process and thus aid the

quest for a comprehensive building controls system modelling facility.

The conceptual development of a taxonomy of control systems entities in terms of system
logical, spatial and temporal elements, together with associated modelling schema is detailed 1n
Chapters 4,5 and 6. Such schema, however, require a simulation environment which satisfies the twin
criteria of modelling accuracy and also provides initially a test bed and subsequently a vehicle for

their widespread application. Such an environment is the subject of Chapter 3.
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Chapter 3
THE ESP-r SIMULATION ENVIRONMENT.

The need for control simulation programs has been established (Chapter 1),
and the traditional approaches have been discussed (Chapter 2). It was found that
the main disadvantages and inadequacies of many of the commonly adopted
approaches focus on the issues of integrity and containment. It was argued that
what is required is a simulation program methodology capable of maintaining
integrity of the modelling process of complex practical system, at any required level
of abstraction, in a fully integrated manner and in the transient domain.

This Chapter describes a system which facilitates such an integrated modelling
approach, namely ESP-r. A brief overall review of the system’s capabilities is given,

followed by a description of the theory encapsulation and numerical solution

methods employed.

3.1 INTRODUCTION.

For the purposes of the present work, it was decided to work with a state-of-the-art simulation
program based on a fully integrated approach - namely ESP-r (Environmental Systems Performance,
research version). ESP-r is an energy simulation program which permits an assessment of the
performance of existing or proposed building designs, incorporating traditional and/or advanced
energy features. ESP-r uses numerical methods to solve the various equation types (algebraic,
ordinary differential and partial differential) which can be used to represent the heat and mass
balances within buildings. The system is not building type specific and can handle any plant system
as long as the necessary component models are installed in the plant components’ database. The

system offers a way to rigorously analyse the energy performance of a building and its environmental

control systems. For each real-world energy flow-path, ESP-r has a corresponding mathematical

structure.,

The numerical engine of ESP-r was researched between 1974 and 1977 when the various
techniques for modelling energy flow in buildings were investigated and compared [Clarke 1977].
This seminal work led to a prototype model which used state-space equations and a numerical
processing scheme to represent all building heat flux exchanges and dynamic interactions. Building
and plant modelling approaches are theoretically compatible. Central to the model is its customised
matrix equation processor which is designed to accommodate variable time-stepping, complex
distributed control and treatment of stiff systems (i.e. systems with a large range of time constants).

The customised matrix processors ensure that all flow-paths evolve simultaneously in order to fully
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preserve the important spatial and temporal relationships. Air flow modelling [Cockroft 1979, Hensen
1991 and Negrao 1995] and plant system modelling [McLean 1982, Tang 1985, Hensen 1991, Aasem
1993, Chow, 1995 and Kelly 1997], capabilities have since been refined and extended. Recent
projects include the introduction of adaptive multi-gridding techniques [Nakhi 1995) enabling explicit

modelling of three dimensional phenomena such as thermal bridging and constructional edge effects.

3.2 PROGRAM METHODOLOGY.

ESP-r operates in graphical, interactive modes by menu driven command selection. The system
has a modular structure comprising several interrelated programs, as depicted in Figure 3.1.

Essentially, it is composed of three main modules, the Project Manager, the Simulator and the Results

Analyser.

Since the quantity and diversity of information required by simulation makes the human-
computer interface especially difficult, a project management tool, prj, exists [Hand 1994] which
manages the description of buildings, occupancy schedules, HVAC plant, control systems and related

technical data.

The problem is specified accessing satellite modules, such as on-line databases (climatic
sequences of differing severity, event profiles, plant components, pressure coefficients, window
properties, etc.) and utility modules (shading and insolation, view factors, etc.). Prj subjects all input
data to a range of legality checks and provides building perspective views. By relieving the user of

much of the burden of managing the potentially large sets of descriptive files, the model creation
process 1s more productive.

The Simulator, bps, performs prediction of building/plant energy and fluid flows according to

the problem defined. Several modules, which are responsible for individual technical aspects of the
simulation, comprise bps, such as control, fluid flow, plant system, power systems, etc. This modular
structure allows each module to evolve independently, as a specialist need work only with those

modules which are related to a specific research field. This preserves the integrity of the system when

a model is modified or when a new model is included, since the modifications can be verified

individually from the whole system.

The third main module, res, is responsible for the analysis of the results stored by the Simulator.

Different forms of results are available: perspective visualisations, results interrogation, statistical
analysis, graphical display, tabulations, etc.
The interaction between the three modules can be continuous in order to help the building

designer with the decision making process. In other words, the user analyses the results, changes some

parameters of the problem and executes simulations in an iterative loop.
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Figure 3.1 The ESP-r simulation environment.
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3.3 RECENT ESP-r DEVELOPMENTS.

Recent ESP-r program developments include the following.

- Combined heat and moisture transfer modelling. To model constructions and/or thermal properties
which change over time or as a function of hygroscopic phenomena, ESP-r offers various features
with respect to nodal placement (including automatic adjustment) and time-dependent (and non-
linear) modification of properties such as conductivity. These facilities form the basis of a combined
heat and moisture transfer modelling capability [Nakhi 1995]. Via this option, the thermal
conductivity of any layer can be defined to be a linear function of temperature and/or moisture

content. An additional option for nonlinear thermophysical properties allows the properties of layers

to be defined as polynomial functions of temperature and moisture content.

- Electrical power flow modelling. ESP-r is endowed with a power modelling module [Kelly 1997]
which facilitates the modelling of photovoltaic facades and combined heat and power systems, and

allows the imposition of an electrical grid incorporating loads (lights etc) and generators on the

thermal/flow networks representing the building and its plant.

- Modelling and simulation of renewable energy systems. Since its inception ESP-r has been equipped

to model solar thermal systems. The above power flow modelling developments imply that it is now

possible to model (renewable energy) electrical components such as PV (Photo-Voltaic) cells, wind
turbines and the like.

- Detailed air flow modelling. ESP-r now incorporates a CFD (computational fluid dynamics) module
which enables prediction of detailed air velocity and temperature distributions within a zone [Negrao

1995]. The module can be operated in isolation and/or in fully integrated mode.

- RADIANCE interface. ESP-r now allows export of problem description data to various other
packages; for example RADIANCE f [Ward 1992]. In addition, ESP-r features a "RADIANCE desk-
top” which is an interface for running RADIANCE [Clarke 1995].

- Plant Component Taxonomy by Primitive Parts. Another project [Chow 1995] has established
mathematical models for each of the physical processes that occur within plant components (boiling
heat transfer, flame radiation, etc) and used these to explore the possibility of automatically

constructing component models from primitive parts. This allows all component models to be

synthesised from a small number of primitive models rather than each component requiring a unique
mathematical model.

t RADIANCE is a research tool developed to predict the distribution of visible radiation in illuminated spaces.
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3.4 NUMERICAL APPROACH ADOPTED IN ESP-r.

3.4.1 System discretisation.

The continuous building, its contents and plant system are translated into a corresponding
discretised nodal network. The building and plant are then composed of a number of interconnected

finite regions possessing uniform thermophysical properties. The following conservation principle 1s

observed within each control volume, CV, with control surface, CS:

[storage rate within CV] = [net flux through CS] + [generation rate within CV] (3.1)

Equation 3.1 for the finite region p can be written in the following mathematical form:

%,
"a'; (vap¢p) =(JopA)cs + S¢pvp (3.2)

where ¢ represents a transport property such as temperature, moisture content, etc, p p is the density of
the region (kg/m3 ), v, 1s the volume of the region p (m3), Jy 18 the flux of the transport property ¢
through the control surface CS per unit of area (kg/m®s), Acs represents the control surface area m?

and S, is any energy or mass injected directly to the finite region (kg/m’s). The transport property
flux through the control surface is the result of the energy exchange mechanisms between the finite
regions 1n energetic contact, through conduction, convection, radiation and fluid flow. As the flux at
the control surface is usually difficult to estimate, it is treated as a function of the transport property

differences. Therefore, the product (J,A)cs is expressed as the sum of all inter-volume interactions

concerning control volume p:

(JoA)cs = Zl K;,(¢j=90,) (3.3)
j=

where j is a finite volume in contact with the volumes p, n is the total number of finite volumes in
contact with p and K; , is the (often non-linear) conductance coefficient (representing conduction,

convection, mass flow rates, etc) between volumes j and p. The flux through the control surface can
now be expressed as the energy interactions between finite regions. The technique necessary to obtain

all coefficients related to the different energy transfer processes (conduction, convection, radiation,
etc) 1s described by Clarke [1985].

3.4.2 System matrix generation.

Integration of Equation 3.2 over a finite time interval, 8¢ gives:
VplPpbp = Ppt,l = 2] KS (95 — ¢5)8t + S¢ g p)v , 61 (3.4)
J=

where the superscript * represents the property at the beginning of some time interval (present time

row values) and the superscript ¢ indicates the values within the time interval. The symbols without

superscript are the values at the end of the time interval (future-row values). Variation of properties at
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¢ may be approximated by present time-row values (explicit scheme), future time-row values (implicit
scheme) or a weighting factor, ¥, may be applied. In ESP-r, the weighting factor is user-specified with

a default value of 0.5 assumed (Crank-Nicolson formulation). (Issues relating to implicitness, such as

stability and error, are discussed by Hensen and Nakhi, 1994).

Equation 3.4 may be rearranged and expressed only in terms of future values (unknown) and

present terms (known values) before it is solved. This gives:

4,0~ 3 a;0; = b, 3.5
J=
where
n v p
a.= K. +__£_P
p VEI ip T T 5
a;=yKj,

and

L * . . Vpot @
bp=7S¢Pvp+(l“7{z Kj_p¢j—¢p)+8¢pvp:|+ id, £,

where ¥y is a weighting factor.

Equation 3.5 is applied to each finite volume to build the overall system matrix equation as

exemplified in Section 3.4.4,

3.4.3 Solution procedure,

At each finite period of time, the interrelated algebraic energy equations derived from Equation
3.1 are established and gathered together according to a linking protocol in the form of a (sparse)

system matrix. The matrix notation of the corresponding equation set can be written as:

AT®D BT 4. C (3.6)

where A and B are the respective future and present time coefficient matrices, T is the temperature

and plant flux vector and C is the boundary conditions vector. Boundary conditions define climate,

ground conditions and known conditions (e.g. another zone not participating in the simulation). Since

the right-hand-side of Equation 3.6 is known at each time-step, it can be written as:

AT™D = 7 (3.7)

where T is the vector.of unknown nodal temperatures and heat injections and A is a non-
homogeneous sparse matrix containing the future time-row coefficients which are state dependent.
The matrix holding the present values and the known boundary excitations at the present and future

time-rows is represented by the column matrix Z. Because of the implicitness of the equations, the set
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of Equations 3.7 must be solved simultaneously at each time-step. However, A is a sparse matrix
holding many non-zero coefficients and its inversion by a direct method is computationally expensive.
Since the matrix A is composed of groups of equations referring to different subsystems, an efficient
solution process consists of partitioning A into a series of subsystem matrices (representing each
building zone and the plant system). Each partitioned matrix is then processed separately by using a
direct reduction method and information is exchanged between each solution stream in order to allow
the global solution to evolve. Each building zone and plant submatrix is processed independently; the

integration of these sub-solutions is explained by Clarke [1985], Hensen [1991] and Aasem [1993].

3.4.4 Single zone exemplar.

In order to exemplify the solution scheme, consider a single cubic zone bounded by six multi-
layered constructions (Figure 3.2), with plant interaction assumed to be at the air point. For the 1-D
heat conduction domain with the enclosed air volume represented by one node, the entire example
problem 1s represented by 23 nodes and so there will be 23 simultaneous equations, each having a
number of cross coupling and self-coupling terms evaluated at the present and future time-rows of the
active time-step within the simulation process. The zone matrix (Figure 3.3.) is then decomposed into
a series of sub-matrices, each one representing a multi-layered construction, and containing the
coefficients relating to the intra-constructional nodal equations addressing material conduction and
storage (Figure 3.4). Surface and air point equations are grouped into another sub-matrix (Figure 3.5).
The matrix coefficients of Figure 3.5 represent the zone inter-surface radiation exchanges, surface
convection, fluid flow and heat storage. The linkages between the construction sub-matrices and the

zone balance sub-matrix are maintained by the coefficients ass, a1, @10.11, Gis.16s G18.19> 92122 Of

Figlll’e 3.4. and Ags,» Qg8 Q1211 a17.16» 420,19 and ann of Flgure 3.5. These coefficients are
connections between the inside surface nodes and the intra-construction, next-to-inside surface nodes.

The derivation and generation of all these coefficients are explained by Clarke [1985].

A forward reduction process is performed on each construction sub-matrix of Figure 3.4,
eliminating all coefficients below the main diagonal. Figure 3.7 shows the reduced matrix. This
process modifies the diagonal coefficients and the coefficients representing present time-row and
source terms. The last row of each reduced matrix of Figure 3.7 (which is the modified energy

balance equation related to the next-to-inside surface node) now holds the coefficients related to the

inside and next-to-inside surface temperatures.

These equations are now employed to eliminate the coefficients related to the next-to-inside
surface nodes of Figure 3.5; coefficients as g, ag, aj1.10, G615 a)918, and as; 2. The zone balance
matrix of Figure 3.8 now holds only surface and air node coefficients and therefore can be solved for

the related variables. A forward reduction is conducted whilst carrying through all control node

t A multi-dimensional heat conduction analysis based on this approach is described by Nakhi [1995].
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coefficients, resulting in the reduced matrix of Figure 3.9. The equation to emerge will include two

unknowns: the sensor temperature and the actuated plant flux:
Bé.+Cq,= D (3.8)

It should be noted that Equation 3.8, may be considered as the ‘building system
control equation set‘ since it embodies ALL the building process dynamics,
expressed in terms of the control point and actuated states. The solution of this
equation requires a control algorithm. For example, the control algorithm may
give the actuated flux, g,, for some deviation of the sensed controlled variable
from the desired set point, subsequently allowing solution of the future time-
row control point temperature, 6., from Equation 3.8. It is important to note
that the g, term represents the building-side requirement to maintain zone
environmental conditions taking full account of sensor and actuator location.

However, the plant system facilitating the required energy input/extract is

assumed ‘ideal‘ in the sense that no account is taken of plant dynamic response,
inefficiencies, etc. As elaborated in the following section (3.4.5), plant
characteristics may be taken into account by specification of a plant
configuration file (which contains a description of the plant) and solving the

plant system matrix simultaneously with the building-side matrix, the plant

matrix replacing the g, terms in the building matrix.

The above exemplar was for the case of both control (sensor) point and actuation point located
at the air point node. Control point and actuator locations at surface points and intra-constructional
points are described by Clarke [1985] and depicted in Figure 3.10. In any case, Equation 3.8 1s solved

according to the active control algorithm. Control discontinuities are avoided by time-step variation to

ensure that an across-discontinuity integration is not attempted. The remaining temperatures are then

determined by backward substitution.

The sparse storage technique which not only partitions the building into zones, but also
partitions the zone matrix into construction matrices and one matrix for internal surface nodes and air

node, is depicted in Figure 3.6. Each node within a construction, except the internal surface node
requires 5 storage locations so that there are two locations for cross-coupling, one for the self-

coupling, one for the plant and one for known (i.e. present and boundary) coefficients.

In conclusion, all energy equations representing the flow paths in a single zone are solved

simultaneously by employing a direct method for one time-step. The complete solution for a certain
simulation period is accomplished by re-establishing the matrix coefficients and solving for each
subsequent time-step. For cases where the time-dependent conductance coefficients are dependent on
the future time-row quantities (i.e. non-linear problems), the future time-row coefficients are derived

from the immediate past information. This procedure is usually acceptable; if otherwise, then accuracy
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can be improved by reducing the time-step or by iteration.

For multi-zone solutions, two options exist: either each zone can be solved independently as
above, with inter-zone processes being imposed one time-step in arrears; or the solution process can

be made to iterate across all zones to achieve an overall simultaneous solution.

(8)

Plant interaction point

kS Heat capacity
Inter-volume interaction.

(b)

Figure 3.2 (a) A single zone system; and (b) the equivalent volume discretisation.
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3.4.5 Plant simulation.

The numerical techniques of Sections 3.1-3.4 may be extended to plant system modelling. The
continuous plant system is translated into a corresponding discretised nodal network by means of a
finite difference discretisation scheme. Energy balance and mass conservation equations are then
derived for each node. The generated matrix of plant component equations (representing the entire
plant system inter-connectivity over space and time dimensions) is then integrated with the building

matrix - the integration facilitated by the common implicit finite difference approach - and solved by

simultaneous solution at each time-step.

In order to demonstrate the procedure, consider the mixing box component of the air handling
unit (AHU) depicted in Figure 3.11(a).” Energy and mass balance equations may be derived for each

system component and allocated to the plant system matrices of Figures 3.11(b) and 3.11(c).

Energy balance.

An energy balance for any arbitrary time, ¢, yields:

(3.9)

: . . d(p;Vihy)
moho+ m,.h, —mhy +q4. = (_'12}']'_1-)
=¢

where 71 is the mass flow rate (kg s~ h the mixture specific enthalpy (J kg™, g, the component heat
exchange with surroundings (W), p the mean density of the component (kg m™) and V the total

volume of the component (m?), o and r relate to ambient and zone air states respectively and I is

component reference number.

The energy simulation equation representing the mixing box component (node) is now obtained

by an equal weighting of the explicit and implicit finite difference forms of Equation 3.9:

aphy(t+6¢)=by h(t)+c, (3.10)

where
an=2p1(t+6)Vy+m(t+ot)ot (3.11)
biy =2p()V) = my(8)dt (3.12)

C1=my(t+31)0th,(t+5t)+m (t+ 6t)dth,(t+61)+
my(t)oth,(t)+ m (t)5th,(t) + dt[g, (t + It) + q.1(8)]. (3.13)

Mass balance.

t In this example, each nodal region represents a complete plant component. It is possible, however, to consider a node
as representing only part of a component (e.g. casing and working fluid), thus facilitating a more rigorous analysis of intra-
component regions. This and other issues relating to the discrete simultaneous modelling of plant systems in the transient
domain are elaborated elsewhere [Clarke 1985, Tang 1985, Hensen 1991, Aasem 1993, Chow 1995 and Kelly 1997].
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A mass balance for the mixing box will yield at any time ¢

mg + mf - m‘f = 0,=; (3.14)
mygo+my g, = mig =0 (3:13)

where m? is the mass flow rate of dry air (kg s™') and g the humidity ratio (kg kg™").

A simulation equation representing the mixing box nodal mass balance is now obtained by an

equal weighting of the explicit and implicit finite difference forms of Equations 3.14 and 3.135:

md(t + &t) = mi(t + 51) + ma(t + 58) + me(0) + me(t) — m{ (1), (3.16)

becoming from Figure 3.11(c):

dymi(t+68t) =eym{() + f, (3.17)

and

mi(t+81)g(t+61) = mi(t+8t)g,(t + 61) +

ma(t + 5t)g,(t + 58) + mA(1)g, (1) + m (1) g, (1) = m{ (£)g, (1) (3.18)

and, therefore,
dy[mi(t + 80)g (8 + 81)] = en[m{(t)g1 (] + fa. (3.19)

In a similar manner, energy and mass balance equations may be derived for the other AHU
system components to generate the complete system matrices depicted in Figure 3.11. The matrix

equations are now solved for any time-step in terms of component and control algorithms which

establish the C and F matrices and on the basis of any specified control objectives.

In a building and plant configuration at a given time-step, the building matrix is first processed
to give zone temperatures. The plant matrix is then processed to determine the heating/cooling inputs
based on the previously calculated zone temperatures. In order to ensure that the correct zone

temperatures are used, iteration continues until the difference between the present and previous zone

temperature values are within an acceptable accuracy level.

Consider the situation where heat, g, (W), is injected to the zone with the plant interaction

point located at the zone air point. This can be expressed by:

qp =mgaCp(6;-6,) (3.20)

where 7n, is the dry air mass flow rate entering the zone (kg/s), C,, is the specific heat capacity of air

at constant pressure (J/’kg K), 8, is the component node temperature (°C) and 6, is the control point

(zone air) temperature (°C). Equation 3.20 can then be solved simultaneously with the building system

control equation set (Equation 3.8), to give the following expression:

, _D
2
dp=——2. (3.21)

,C, B
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Figure 3.11 Plant modelling: practical network and associated system matrices (from Clarke, 198)5).
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3.5 CONTROL SYSTEMS MODELLING IN ESP-r.

3.5.1 Introduction.

In ESP-r, immediately prior to simulation commencement, in addition to the system
configuration file [Clarke 1995] the user may define a system control configuration file (Figure 3.12),
the absence of which means that the simulation will free float under the influence of the defined
boundary conditions. Specification of the various control subsystems (Figure 3.13) follow similar
definition patterns. Any number of control loops can be established, each one acting to influence

energy or mass balances by affecting the matrix equation construction/solution at each time-step

(Figure 3.14). In ESP-r, control loops act to do one of two things:

- (1) Building-side control. as described in Section 3.4.4, control acts to direct the
building matrix solution, where the building matrix solution type is dependent on
the location of the sensor (termed the control point) and the control algorithm
allows solution of the ‘building control system equation set* of Equation 3.8; for

example, solving for zone air point temperature given some fixed actuated plant

flux.

- (2) All other subsystem control: control acts to adjust coefficients in the energy

. balance matrices; for example, adjusting a valve component in a plant network
(Section 3.4.5).

A number of standard controllers are offered and special procedures can be developed and
entered by a user and subsequently assessed in terms of environmental impact and energy saving

potential. These can be imposed during different periods of the day and can be activated on a weekly,

monthly or seasonal basis,

Control loops comprise:

- a sensor to sense the property of interest - for example time, temperature, relative

humidity and illuminance level:

- a controller to generate the actuator signal based on the sensed condition. The

controller 1s defined in terms of some control action (e.g.
proportional+integral+derivative) and the type of variables sensed and actuated
(e.g. sensing relative humidity and actuating valve position);

- an actuator to allow some system state to be changed over time - for example zone

flux input, boiler valve position, fan speed or electric lighting status.

The full list of variables capable of being sensed and actuated, together with the control law

algorithms are listed in Tables 3.1 and 3.2. Sensor-law-actuator combinations from these lists may be

specified and imposed on the various control subsystems described below. For example, controller

type 007-005-081 indicates a weather compensating control loop:

- a sensor sensing outside dry bulb conditions:
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- a proportional controller algorithm;.

- an actuator adjusting fluid flow rate.

Clearly, although all the variables listed in Tables 3.1 are capable of being both sensed and
actuated, the spectrum of possible combinations ranges from the frequently used, practical cases (e.g.
as in the weather compensation loop described above) to more focussed, specialised modelling
applications (e.g. sensing CO2 level [078]), through to the highly conceptualised situations

encountered occasionally in research and development studies (e.g. actuating clothing level [058]).

It should also be noted that a sensed variable does not necessarily mean a control point variable.
For example, in a given control loop, the variable under control may be zone air point temperature;
however, there may be many other variables being sensed simultaneously (e.g. occupancy level,
external relative humidity, etc.) which are to be used in the control logic algorithm. Similarly, an
actuated variable may not necessarily refer to the manipulated variable (e.g. flowrate) signal, but

rather to the controller output signal. For example, in cascade control, a primary controller output
signal (e.g. temperature) may be used to establish the set point of a secondary controller whose output

signal could directly change the manipulated variable value in the system matrix equation.

The influence of control on the building-side and plant-side subsystems of ESP-r has been

described in Sections 34 and 3.5, respectively. Other ESP-r control subsystems are now briefly
discussed.

3.5.2. Fluid flow control

The fluid flow modelling capabilities of ESP-r are discussed at length elsewhere: Cockroft
[1979] and Hensen [1991] (network approach); and Negrao [1995] (CFD approach). It is possible to
impose control on a fluid flow network, the procedure being similar to that outlined above for the

building and plant. This allows pressure and temperature-driven flow control over any component

and/or connection of the network.

Two actuator types are possible with flow control: one acting on a specified flow connection, the

other acting on a specified flow component. In the latter case, it is possible to actuate all the

connections defined by the controlled component or to restrict the action to a sub-set.

In a building and plant and flow configuration, the solution process is that depicted in Figure
3.14. As indicated in the diagram, the plant control solver is by-passed in the case where the fluid
network solver is active and the first phase flow balance is being processed, i.e. the controls acting on
the energy balance or the second phase flow balance are not by-passed. By this mechanism, it is

ensured that any flow control action which is defined and activated in the flow network is preserved in

the plant system mass balance [Hensen 1991].
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_ ~ Number of data items associated with the control law, then data values.
If final bulding control functon ... ...

List of associated building control functions for each zone in system configuration..

Then if plant control functions exist ...
* Plant
[dentfying character string for plant control regime.

Number of plant control funcdons.
Sensor details

Actuator detals
For each day type ...

Start and finish dates of validity (day numbers)
Nuraber of distinct plant control periods.

For each plant control period ...
Controller type, plant control law, period start time.
Number of data iterns associated with the control law, then data values.

en 1If mass flow contxo

* Mass flow

Idenufyimng character string for mass flow control regime.

Nuraber of mass flow control functions.
Sensor details

Actuator details
For each day type ...

Start and finish dates of validity (day numbers)
Number of distinct mass flow control periods.

For eachmass flow control period ...
Controller type, mass flow control law, period start tme.
Nuraber of data items associated with the control law, then data values.

‘hen 1if CHP contro ctuons exst...

*CHP

Identifying character string for CHP control regime.

Number of CHP control functons.
Sensor details

Actuator details
For each day type ...

Start and finish dates of validity (day numbers)

Number of distinct CHP control periods.
For each CHP control period ...

Controller type, CHP control law, period start time.
-Number of data items associated with the control law, then data values.

caons exist...

Figure 3.12 ESP-r system configuration control file.
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SYSTEMS LEVEL CONTROL BEMS global control strategies

BUILDING CONTROL [dealised plant control strategies

HVAC controls modelling in the transient domain

THE ESP-r
CONTROL SYSTEMS
MODELLING DOMAIN

Network and computational fluid dynamics (CFD)
MASS FLOW CONTROL

:
é

Buoyancy and pressure daven flow contzol

Combined Heat & Power (CHP) control
POWER CONTRO

Electrical supply control

Thermophysical properties contro

Optical properties control

EVENT CONTRCL Artufiaal ighting control

quipment and occupancy control

Infiltration & ventiation control

I

Figure 3.13 ESP-r control systems modelling domain.
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For each building side time-stey * Building side and event control functions processed
** Plant control loops processed. -
“** Mass flow control loops processed.

For each zone
w+* CHP control loops processed.

* (IFLW =1 when mass flow network solver active.)

For each plant side time-step

Simulate plant

For each state variable

stpha
mass balance
&IFLWN=

?

Calculate control
loop variables

For each plant component
Establish component
equaton coeffients
Solve plant matrix

Invoke mass flow | wwn
smulation

St

Figure 3.14 Combined building, plant and flow domain in ESP-r.
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Active climate database

= S
N

004 External moisture content
008 External w.b temperature
Sol-air temperature Diffuse hor. solar radiation 011 Direct nor. solar radiation 012 Air density
0 4 | Wind speed 015 | Wind direction 016 | Day lightung levels
Zonal orientation 020 Latitude/longitude

Simulation month number | 024 Simulation day number
Simulation start day 027 | Simulation finish day 028 | Simulation year
029 Simulation time (present) Active time step controller 032 Time-clock re-sets
033 Number of zones Site exposure 036 Number of obstruction blocks
037 No. inter-zonal connections Construction matenal 040 Heat transfer coefficient
053
057 | acoviyiews | 058 | Clomsgioet | 059 | owicswrmewes | 060 | Botiybecvporion 1
061 063 w b. air temperature 064 | d.b air temperature
065 m Resultant temperature 068 Dew point temperature ‘
m 070 | Effective draught temperature 071 Operative temperature 072 | Relative humidity
Surface temperature 075 Intra-constructional temp. 078 Local air velocity/flow rates
081 | Nodaltstph massfow | 082 | Nodai20d ph mass owrste | 083 | Nodalabs. humicity Nodalrl. bumidity

035 e

089 mm CFD parameters 092 Interstitial condensation risk

093 Mould growth types 096 Mould growth rates

057 | o ot pscomponens__| 098 | it comprsmtge | 099 | vl pmctieny__| 100 | Compaen iy
105 | powerewts | 110 | Povertior | 111 | Repover | 112 | resiverowm

03 | mowewge | 119 | Nomerotpier | 115 [ toverbons | 116 | Towlormrone
17 | Weminewies | 118 | emoneboventatwe | 119 | Mommcmorparame | 120 | Reimamylol
21 | Comonmepeonttic | 122 | oowmme [ 123 | ramme | 124 | Nty
 Semorinpw | 130 | Acvmorowpw ] 131 ] Desdime | 132 | Disancehelosiy o

Sen/act cum. uncertaintics Hysteresis

Sen/act interchangeability Resolution
“Ewnaficdss | 150 | Soptoion | 151 | ompuoion | 152 | Smctmain
(153 | Coimetmeion | 154 | Swoontmcion | 155 | Sotmeion | 156 | Toplwtuion ___
160 [ sapoim  [162 | Twouingrmee | 163 | avocnocsgmal | 164 | Reluivecrrsigd

m Rate of change of error m Integral of absolute error signal m Controller gain

Table 3.1 Sensed and actuated variables.

Sun azzmuth angle

nl el ~d]l WO n




l 001 | Ideal |
002 | T |

| 003
004
005
006
007
008
009
010
011
012
013
014
0I5
| 016
| 017
| 018
019
020
021
022

023 |

024
025
| 026
027
028
029
030
031
032
033
034
0335
036
037
038
039
040
041
042
043

045
046
047
048
049
050
051
052
053

| Null control

The ESP-r simulation environment.

WO position
Three-position
Multi-stage
Proportional+Integral+Derivative (PID)
Time-proportioning
Fuzzy logic
Pro-rata a
Hesitation
Seasonal reset
Monthly reset
Weekly reset
Daily reset
Hourly reset
Minutely reset
Second-by-second reset
Time-step reset
Sequencing
Split range
Cascade

Optimum start

Optimum stop

Enthalpy cycle

Zero energy band

Weather ompensation
Economiser cycle

Enthalpy cycle

Night purge

Set back

Duty cycling

Load scheduling

Capacity management
Equalised run time

Current control

Voltage control

Power factor control

Power loss control

Phase control

Maximum demand control
Material properties substitution
Optical properties substitution
Database control
Site/exposure control
Geometry control

Plant network definition control

Mass flow network definition control
Condensation control

Obstruction control |
Casual gain control
Simulation time-step control !
Simulation time-clock control

Predictive-iterative control (for all above)

Table 3.2 Controller modes.
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3.5.3 Power systems control.

Power systems modelling capabilities (including CHP) in ESP-r are fully elaborated by Kelly
[1997]. Briefly, power control systems modelling is harmonised with the other ESP-r subsystems, with
similar definition procedures and control system elements of sensor-controller-actuator combinations
being specified (Tables 3.1 and 3.2) to direct and influence matrix set-up and solution. This facility
offers the possibility of modelling demand-side electrical system control schema such as maximum

demand and load switching within a fully integrated simulation environment. The CHP subsystem’s

numerical processing in relation to the other subsystems is depicted in Figure 3.14.

3.5.4 Event control.

3.5.4.1 Zone blind/shutter control

Modelling blind/shutter control can be imposed on window and transparent constructions in
general. Window solar coverings or insulating devices can be controlled as a function of time, solar

intensity or ambient temperature. The controlled variables are shortwave transmittance and overall

thermal transmittance.

A day period 1s sub-divided into control periods. For each period, a set of window properties are
defined which will only be accepted if:
- the rotal radiation intensity (direct + diffuse) exceeds the user-defined set point, or,

- the ambient temperature exceeds the user-defined set point, or,

- the windows are deemed to operate for the entire period regardless of the solar

Intensity or temperature magnitude.

In the case of radiation control of the blind/shutter, the surface on which the radiation sensor is
situated can be specified and the operation of all external windows in the zone will depend on the
radiation on that one surface. Alternatively, each external surface containing windows can be treated

separately, in which case windows in those surfaces receiving greater than the specified radiation limit

will inherit the replacement properties.

In the default case, no nodes are used to represent the window layers. Essentially, this means

that windows are treated as a resistance only, with an approximate treatment of longwave radiation

and no explicit modelling of shortwave absorption.

Within ESP-r, there is a facility which allows windows to be treated with more precision than is

the case with the standard default case [Clarke 1995]. Here, the window is considered as a
transparent multi-layered construction (TMC) with layers being declared transparent as appropriate.
Thus windows are assigned a nodal scheme so that convective, conductive and longwave radiative

exchanges are handled separately and explicitly, with solar absorption treated in an exacting manner.

With regard to control, each TMC can be given a replacement set of transmission coefficients

and absorptivities in each control period. The TMCs are controlled independently, with similar control
options as for the default case described above.
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Line Description of fields

] Identifier (three integer type numbers) of the casual gains to be controlled during Weekdays,

Saturdays and Sundays. Default identifier for casual gain from artificial lighting 1s "2".

2 Number (an integer type number) of distinct casual gain control periods during a typical day.

Maximum three control periods currently allowed.

3 For each control period in turn give the start hour (0-24) and finish hour (two integer type

numbers) on separate lines.
4 Number (an integer type number) of lighting zones within this thermal zone. Maximum of
four lighting zones allowed.

5 For each individual lighting zone:

5.1  Numbers (four real type numbers) indicating respectively: reference light level (set point)
(Lux), switch-off light level (-), minimum dimming light output (-) and switch-off delay
time (-).

5.2  Percentage (a real type number) of total zone controlled casual gain associated with this.
lighting zone (-), number (an integer type number) of internal illuminance sensors and
calculation type (an integer type number 1-4): 1 ESP-r internal daylight factor preprocessor;

2 user supplied daylight factors; 3 external sensor; 4 coupling with lighting simulation.

5.3  For each defined sensor: x, y & z coordinates (relative to zone origin) defining location of

SCNsSOor, or

for calculation type 3: surface number (external only) that the sensor is placed on, flag
specifying vertical mounting (1.0) or horizontal mounting (0.0), dummy value,

5.4  For calculation type 2 (user supplied daylight factors) additional info:

5.4.1 Number (an integer type number) of windows (transparent multi-layer construction).

5.4.2 For each defined window its TMC surface identification number (an integer type number)

and corresponding daylight factors for each defined sensor (a real type numbers).

5.5  The control law (-1 ON regardless; 0 OFF regardless; 1 ON if sensed condition is below set
point (otherwise OFF); 2 as 1 but with step down/up action (0%, 50%, 100%); 3 as 1 but

with proportional action; 4 as 1 but based on the Hunt probability switching function; 5 as 1
but with a top-up control and fixed ballast).

Table 3.3 ESP-r casual gains control file.
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3.5.4.2 Casual gain and artificial lighting control.

In ESP-1, control schemes which represent casual gain levels are possible. These schemes are
specified by means of a zone operations file, which contains user-specified casual gain profiles for
equipment, occupancy, infiltration and zone-coupled air flow. As the design evolves, it is possible to
override these profiles by more detailed data placed in a casual gains file (Table 3.3) and/or a fluid

flow network definition file, and in the latter case, selecting simultaneous energy and mass flow

simulation.

The switched level of casual gains is normally controlled on the basis of available natural light.
Control of lighting is possible using a variety of control modes - on-off, dimming, probability

switching, etc. In addition, user-specified lighting profiles and schedules are possible. The daylighting
contributions from all the exterior windows in the zone are tracked and any contribution from sunlight

evaluated. The following modelling features are available:
- Single or multiple zonal sensors may be defined;
- Vertical (unobstructed) and horizontal external illuminance sensors are available:

- In the case of multiple sensors, the aggregate casual gain may be obtained from a

variety of functions of the sensed conditions: e.g. arithmetic mean, cumulative total,

(4 (oN

- [lluminance from adjacent zones is included. Effects of blind/shutter operation in
these zones is also accounted for:
- As an alternative to ESP-r’s normal daylight calculations, the user has the option to

input daylight factors from third party software e.g. RADIANCE into the casual
gain control file.

3.6 Applicability of ESP-r to the modelling and simulation of building control systems.

The applicability and suitability of discrete, modular, simultaneous type programs such as ESP-r

to the modelling and simulation of building control systems may be assessed in terms of strategic

approach, solution method and functionality.

The suitability of numerical methods for the modelling of building control systems was

discussed briefly in 2.2.3 where such methods were stated as being appropriate for handling the time-

dependent, non-linear characteristics commonly encountered in the problem domain. Unlike
algorithmic/algebraic type modelling procedures, numerical methods cannot directly yield a solution
representing component/system performance; rather, they generate coefficients which are passed onto
a remote formalised process [Hanby, 1987]. However, numerical methods do facilitate a unified
solution process since all subsystems (building, plant, etc) may be generated in a compatible form.
With ESP-r, the integrated building/plant system matrix accounts for all time-dependent energy
transfers, whilst the building and plant systems are constrained to conform to control action.

Techniques such as variable time-stepping and the ‘one time-step in arrears* principle (1.e. using the
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value of the variable from the preceding time-step), are used to overcome non-linearities. Numerical
type programs are well suited to a whole range of time-step control techniques, which in addition to
handling non-linearities, also enable, for example, the conceptual development of simulation-assisted

control strategies. (Time-step controllers and simulation-assisted control strategies are discussed in

Chapters 5 and 6, respectively).

Most building simulation programs with a control modelling capability fall into the sequential
category. In such programs the components are represented by input-output relationships. These are
connected to comprise the whole system in such a way that the output from one component is fed into
the input of the next. The calculation proceeds from a suitable starting point (e.g. boiler supply
temperature) and continues around the system in the prescribed manner. A sequential approach offers
several advantages such as the incorporation of a mixture of modelling methods (e.g. simple/complex,
analytical/numerical) facilitating piecemeal component development. However, a sequential type
approach may cause problems when the evaluation of one component needs information of a

component further down the calculation stream. Component linking protocols and iterative schemes

have been utilised in order to overcome such problems.

In simultaneous type programs, however, system values are obtained for all unknown variables
irrespective of the order in which the variables are processed through the system. In ESP-r, for
example, the whole-system building/plant matrix is the linking protocol, thus overcoming some of the
problems inherent in sequential type programs. The notion of a system matrix and associated matrix

inversion techniques also facilitates the modelling of system-level supervisory control strategies (a

theme elaborated in Chapter 6).

It is clear from Sections 3.1-3.5 that with the ESP-r system there exists a highly modularised
control modelling facility. From a control system modeller’s viewpoint, a highly modular program

structure 1s attractive since the individual subsystems may be considered in isolation thus simplifying

the following modelling process:
- subsystem model development;
- changes in controller model:
- subsystem model testing and validation;

- program archiving and documentation;

© - program maintenance.

A unified system definition procedure and a diverse range of sensor/actuator variable and
location are extremely useful features in a control modelling environment. In the ESP-r program,

subsystem control structures are fully harmonised with a similar problem definition procedure. The

range and location of variable which may be sensed and/or actuated is extremely wide and includes

fabric, flow, lighting, plant and power parameters (refer Table 3.1).
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So far, the suitability of ESP-r to control system modelling has been elaborated. However, it
should be noted that several other programs (e.g. TRNSYS [SEL, 1983] and HVACSIM+ [Clark
1985]) incorporate sophisticated numerical solvers offering many desirable plant/control modelling
features, together with convenience and flexibility of use. TRNSYS, previously considered as a
sequential type program, now uses multi-variable Newton-Raphson techniques (as opposed to using
single variable Newton-Raphson convergence promoters for key variables, as is done with the old
TRNSYS sequential solver) and can now be considered to be simultaneous. HVACSIM+ [Clark 1985]
was developed specifically for building control simulation and may be considered as a simultaneous

type program. Investigation of such programs was, however, outwith the scope of the present work.

3.7 COMMENT.

As discussed earlier, the issues of containment and applicability are of crucial importance. The

modelling approach adopted in ESP-r - despite its theoretical and mathematical complexity -

facilitates a means by which both specialists and non-specialists can simulate and assess building
control system design and operational strategies (existing or projected, practical or highly idealised) in
a fully integrated manner and at any level of abstraction. Using the system, different professionals
within the building design team - architects, mechanical and electrical engineers and control
specialists - are able to conduct cross-disciplinary, high integrity, first principle performance appraisal,

modelling all aspects of the control subsystem simultaneously and in the transient domain.

There is, however, scope for enhancement and refinement of this control systems modelling

environment. Issues requiring to be addressed include:
- multiple input, multiple output (MIMO) systems modelling;
- installation of BEMS controller algorithms;
- hierarchical (systems and zone level) control modelling;
- time-step control manipulation;
- simulation-based control;

- improved user interface.

The features described in the following chapters are a necessary step in bridging the gap
between modelling future generation control systems complexity and the design and operation of
building energy management systems. A specification for a building control system modelling facility
is presented in the form of a taxonomy of building control system entities. The use of ESP-r as a test
bed for a number of numerical techniques and schema, designed to enhance the modelling

functionality and applicability of system simulation programs, is discussed.

References.

Aasem, E.O., 1993. ’Practical simulation of buildings and air-conditioning systems in the transient



The ESP-r simulation environment. 3.30

domain,’ Ph.D Thesis, University of Strathclyde, Glasgow.
Chow, T.T., 1995. *Atomic Modelling in Air-Conditioning Simulation’, Ph.D Thesis, University of
Strathclyde, Glasgow.

Clark, D.R., 1985. '"HVACSIM+ Building systems and equipment simulation program; reference
manual’, NBS report NBSIR 84-2996, U.S. Dept. of Commerce, Gaithersburg, MD.

Clarke, J. A., 1977, *Environmental Systems Performance’, Ph.D Thesis, University of Strathclyde,
Glasgow.

Clarke, J. A., 1985, Energy Simulation in Building Design, Adam Hilger Ltd, Bristol UK.

Clarke, J. A., 'ESP-r: A Building Energy Simulation Environment’, User Guide Version 8 Series,
November 1995. ESRU Manual U95/1.

Cockroft, J.P., 1979. "Heat transfer and Air Flow in Buildings’, Ph.D. Thesis, University of Glasgow.
Hanby, V.1, ‘Simulation of HVAC components and systems*, Building Serv. Eng. Res. Technology 8
(1987) 5-8.

Hand, J.W.,, 1994. *Enabling Project Management Within Simulation Programmes’, ESRU Pub T94/14
University of Strathclyde, Glasgow.

Hensen, J.L.M. 1991, 'On the thermal simulation of building structure and heating and ventilating
system’, Ph.D. Thesis, Technische Univers{teit, Eindhoven.

Hensen, J.L.M. and Nakhi, A.E., 1994. Fourier and Biot Numbers and the Accuracy of Conduction
Modelling, Proc. of Building Environmental Performance '94, York, U.K.

Kelly, N.J., 1997. "Ph.D Thesis to be submitted’, ESRU, University of Strathclyde, Glasgow.

McLean, D., 1982, *'The Simulation of Solar Energy Systems’, Ph.D Thesis, University of Strathclyde,

Glasgow.

Nakhi, A., 1995. 'Adaptive Construction Modelling Within Whole Building Dynamic Simulation’,
Ph.D Thesis, University of Strathclyde, Glasgow.

Negrao, C,. 1995. "Conflation of Computational Fluid Dynamics and Building Thermal Simulation’,
Ph.D Thesis, University of Strathclyde, Glasgow.

Solar Energy Laboratory (SEL), TRNSYS Documentation, University of Wisconsin, USA (1983).

Tang, D., 1985, 'Modelling of Heating and Air-conditioning System’, Ph.D Thesis, University of
Strathclyde, Glasgow.

Ward, G., 1992, The RADIANCE 2.1 Synthetic Imaging System, Lawrence Berkeley Laboratory.



Chapter 4
BUILDING CONTROL SYSTEMS: THE SPATIAL ELEMENT

It was stated in Chapter 2 that all advanced building control systems, despite their
apparent complexity, can be considered as consisting of essentially three main
elements: spatial, temporal and logical. This Chapter specifies the spatial elements
required in a fully comprehensive control systems modelling facility. Methods and

techniques designed to improve the integrity and flexibility of spatial element

modelling are discussed, and the numerical schemes as developed and subsequently

installed in ESP-r are described.

4.1 INTRODUCTION.

The specification of sensors and actuators is a crucial aspect of practical system design, and can

only be done with correct knowledge of the performance of these elements when integrated and
coupled with the object systems to be controlled [IEA 1991]. Modelling the spatial element of
building control systems requires consideration of the following sensor and actuator features: location,
sensed vanable, actuated variable and operational characteristics (Figure 4.1). Modelling and

simulation of spatial elements can help optimise the objective system by providing answers to the

following questions:

- What temperature gradients will result from a given sensor/actuator location?
- What is the optimum location within a structure - in terms of comfort and energy

requirements - for an underfloor heating element?

- What are the effects of office geometries and radiative exchanges on sensor
locations?

- What are the implications for energy costs, of controlling zones to comfort criteria?

The following general observations can be made regarding present generation simulation
programs [Hitchin 1991]:
- They typically have a capability for sensing a relatively very narrow range of
sensed variables, e.g. temperature (environmental, dry bulb, radiant, globe, dry
resultant, sol-air and external) external climate variables, plant and flow state

variables.

- There 1s a very narrow range of actuated variables available for processing;

typically valve/damper regulation of flow rate, heat flux and shading devices.

- There are usually modelling limitations on the combinations of sensed

variable/control mode/actuated variable.

- Sensor/actuator location is often restricted to zone air point and surface point with

no facility for intra-constructional and mixed (i.e air-surface) sensing/actuation.
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- Operational characteristics such as accuracy, adaptability, frequency response,

reliability and thermal stability are rarely considered in the modelling process.

These limitations and restrictions create a major barrier to the successful modelling and
simulation of advanced BEMS control strategies. Clearly, then, for the integrity of such advanced
systems to be preserved, a modelling facility is required which can handle multi-sensor, multi-
actuator, discriminating, majority voting strategies, split-range schema with the spatial elements

capable of being positioned at locations such as lighting system, shading devices, fluid flow/CEFD

networks, plant and CHP components (Figure 4.1).

Discriminating ~ Non-discammatng
Sequential Cascade

Chrnate
Zone conditions

Control system

Plamt system
Cperanons

CHP system

Condition monitoning
System configmration
Flud flowCED networks
Geometry and construction

Randomnoise  Hysteresis
[nput resolution Thermal stability

Saction Ant-aliasing filters

Lags

Time- dependent offset

Figure 4.1 Building control systems: the spatial element.
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4.2 SENSED/ACTUATED VARIABLES.

An advanced control system modelling facility, as with a practical BEMS, requires an adaptable and
dynamic sensor/actuator positioning capability. The fact that a variable cannot be sensed and/or
actuated in reality should not deter modellers and simulationists from attempting to do so in a
software environment. For example, there is no practical equivalent of a ’simulation time-step
sensor/actuator’. However, it is highly desirable to have such a simulation capability to allow, e.g. the
following time-step control logic to be applied at some junction in the simulation:

IF rate-of-change of sensed value > 1°C per minute THEN reset simulation time-step to 20 seconds.

Clearly, this requires actuation of the simulation time-step variable.

Again, in practice, not all variables capable of being sensed will be capable of being (directly)
actuated, e.g. temperature, etc. However, such sensor/actuator combinations are a desirable simulation

program feature, allowing simulation control restraints to be applied, e.g:

IF zone air temperature > 20°C THEN reset zone air temperature to 20°C;

In practice, the control variable cannot usually be directly manipulated by the automatic
controls. For example, for room temperature control, the controller can often only alter the position of
some valve stem and it is this which indirectly affects the room temperature. The valve stroke or the
flow rate would be considered as the ‘manipulated variable‘. In a software simulation environment,
however, it is possible to ‘actuate* any simulation parameter as deemed necessary and relevant by the
intelligent controller. The reason why programs do not have the capability to sense/actuate all the

variables listed in Table 3.1, is because of limitations and nature of these programs, i.e. time-step

control can only be sensed/actuated if there is a program facility for time-step control; similarly,

sensing/actuation of CFD variables requires a CFD modelling capability.

The following points can be made regarding these variables identified and listed in Table 3.1, all
of which may potentially be required to be sensed/actuated during simulation:
- Many of these variables cannot be sensed/actuated in practical systems, but are

nevertheless essential constructs for control system design and research

investigations.
- All sensed vanables can, in principle, also be actuated;

- Many of the variables listed (e.g. CFD parameters and CHP parameters) are not

capable of being sensed/actuated in most present-day building energy simulation

programs.

Moreover, not only must the identified variables be capable of being sensed/actuated, they must

also be capable of being operated on in single, multiple and composite modes as discussed in the

following sections.
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4.3 SINGLE POINT SENSING/ACTUATION.

Single point sensing and actuation is the most common control system arrangement used in both
conventional and BEMS-based systems. Two exemplar single point sensing/actuation schemes

installed in ESP-r - one practical, the other highly conceptual - are now discussed.

4.3.1 Practical single point control: intra-constructional control point.
A numerical scheme for modelling a control point located at the air point was described in Section

3.4, with single point surface control point schemes detailed by Clarke [1985]. Implementation, In

ESP-r, of a numerical solver for the modelling of an intra-constructional control point (necessary, for

example, for modelling underfloor heating strategies) is now presented:

Stage 1. At each building-side simulation time-step, the partitioned construction sub-

matrix of Section 3.4.4 is processed to the end of the forward reduction stage as

depicted in Figure 4.2(a) and Figure 4.2(b) for the case of a single zone.

Stage 2. As for the case of the control point located at the air node, the surface
equation is then adjusted, but in this case two sets of adjusted coefficients are
extracted, relating to:- the internal constructional control node (future time-row);

right-hand side (present term); surface term (future time-row); next-to-inside

surface term (future time-row); and the intra-constructional plant term (future time-

row) if any.

Stage 3. The terms al, a2, a3, a4, b1, b2, b3 and b4 of Figure 4.2(b) are then used to
eliminate the next-to-surface coefficient and the surface node coefficient from the

corresponding surface equation, as depicted in Figure 4.2(c).

Stage 4. The coefficients of the surface and air point node equations are then reduced

to the end of the forward reduction stage (Figure 4.2(d), and Figure 4.2(e)). The

surface, air and plant (carried through) coefficients thus form the building system

control equation set equation.

Stage 5. This equation, containing two unknowns, is solved by introducing control

law algorithms representing control system performance characteristics and criteria

such as set points, hysteresis, limiting flux values, etc.

Stage 6. The surface node temperatures are established by means of backward

substitution in the reduced construction matrices.
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Figure 4.2 Intra-constructional control point solution process.
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Consider the case of intra-constructional control point location as adopted in the control strategy
used in an attempt to eliminate the so-called "Monday morning blues’ phenomenon occurring in many
buildings unoccupied over the weekend period [Levermore, 1992]. If control is solely enacted on the
basis of air temperature, then, as the air temperature typically rises ahead of the fabric temperature, the
heating may be switched off giving a low dry resultant temperature especially on a Monday morning
when the fabric has lost heat over the weekend period. Many BEMS manufacturers thus recommend
that a temperature sensor be placed within an internal wall to control pre-heating on internal fabric
temperature rather than air temperature. The location of a (secondary) sensor within the construction
itself allows initial control on the intra-construction point until the fabric temperature has risen to

acceptable levels, at which juncture control is transferred to air point temperature.

Figure 4.3 shows the affects of pre-heat based on an intra-constructional control point as
opposed to control on air node for a test zone problem’ - the control system specifications (Table 4.1)
being otherwise identical. In the case of control on air point node (Figure 4.3(a)), the set point (20 °C)
is reached at the ‘desired time of arrival‘ (DTOA) of 09.00 hours; however, the resultant temperature
at this time is only 17.8 °C, For the case of intra-constructional point control (Figure 4.3(b)), the alr

point and resultant temperatures at the DTOA are now 23 °C and 19.7 °C, respectively; together with

a greater energy requirement than for air point control.”

Table 4.1 Control on intra-constructional point: control schedule.

Actuator | Actuated | Day 8 (Allday) Day 9 (0.00-09.00)

property Set point | Throt'g range | Capacity

location variable

= o
——— S Rt a— e R

t The test zone problem file listings used for demonstration purposes in Chapters 4,5, and 6 are available on-line as an
archived ESP-r training exemplar: ../ESP-r/training/basic.

e Note that the set point for the proportional controller is assumed to be in the middle of the proportional band. Also,
the error is defined as set-point - sensed condition where the sensed condition is the future time-row nodal condition prior

to any plant input, i.e. 6, when g, is set to zero in the Building Control Systems Equation Set (Equation 3.8).
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4.3.2 Conceptualisd single point control: function generators.

An example of a conceptualisd sensed/actuated signal is found in the case of the
sensor/actuator function generator facility developed and installed in ESP-r. Aasem [1993] described

the use of such a function generator to test the dynamic characteristics of ESP-r plant component
models. This work has been extended to facilitate ‘pulsing* of all control subsystem elements: fabric,
plant, flow, etc. This facility has applicability in a number of areas such as testing and validation of

controller models installed in the various subsystems with ESP-r.

Consider, for example, a fixed flux input controller supplied by a variety of function generated
sensor inputs as depicted in Figure 4.4. The control schedule for this demonstration (Table 4.2)
specifies free-float control for the first day (00.00-24.00) with fixed flux control active on the second
day (24.00-48.00). The fixed flux controller acts to input 700 W heating flux in the event of the sensed
condition rising above the set point of 20 °C, and to input 700 W cooling flux otherwise. The results
sets (Figure 4.4) indicate that the controller response is correct for all four generated functions, i.e.
heating when the sensed condition rises above the set point, cooling otherwise. This demonstrates the

applicability of a function generator facility in verifying controller response to a variety of input

signals.

Table 4.2 Control on function generated sensor signals: control schedule.

Actuated | 9th April 10th April

Generated function

28‘0 , 0‘0 nc 28.0 , 0-0 nc m 28‘0 l 0.0 nC m 28.0 , 0.0 nC m

4.4 COMPOSITE AND MULTIPLE POINT SENSING/ACTUATION.

4.4.1 Composite air-surface sensing.

Control Sensed Actuator

point variable location

The raison d’etre of a building control system is to provide a high comfort level with a low energy
requirement. As discussed in Chapters 1 and 2, the modelling and simulation of such system can help

to achieve this goal. Such a modelling and simulation facility requires a means of controlling on the
basis of comfort criteria.
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4.4.1.1 Control to comfort criteria: the requirement.

Obtaining a satisfactory comfort level is becoming increasingly important to building owners.
However, as Brager [1992] concluded, many environmental control systems have inherent limitations
in providing comfort, due to lack of flexibility and adaptability. Today, comfort control typically
means using the air temperature to control space conditions. However, in the near future - with the
appearance of sophisticated sensing devices, such as silicon infrared sensors - comfort control will
entail the measurement of air temperature, radiant temperature, humidity and velocity and the
calculation of a comfort index against which control action can be assessed [Culp et al 1993].
Questions which then arise include: on which criteria should control act so as to optimise occupancy

comfort levels?; and what significant effects does comfort control have on energy requirements? Such

issues are most readily addressed by simulation.

4.4.1.2 Factors impacting on comfort.

Comfort conditions within a zone vary for a number of reasons (Figure 4.5). Many attempts have
been made to formally correlate those environmental factors which influence comfort by influencing
bodily thermal equilibrium [Legg, 1991]. One of the major influences is that of radiant transfers
[Bloomfield and Fisk 1981]. Therefore, the ability to model dynamic radiant and mixed air-radiant

temperature profiles, and to incorporate these into simulated comfort control strategies, is essential.

Much of the work on modelling thermal comfort response relates to a model of thermal

response within an environment with temperatures that are constant with time. Based on such models,
many of the professional bodies draw up schedules of *design’ temperatures for different activities and

spaces [CIBSE, 1979 and ASHRAE, 1974]. Comfort control modelling techniques in the transient
domain are now described.

4.4.1.3 Comfort control: numerical modelling approach.

As regards thermostat modelling, Clarke [1985] argues that the sensed temperature which should be
assumed for control purposes is:

N

E ¥si esi

6 = abyip +(1 - a) S (4.1)

E Vsi

=1

where 6, is the sensed temperature, 6,, is the local node air temperature, 8, is the surface
temperature, N 1s the number of surrounding surfaces in visual contact, y,; is the surface solid angle
subtended at the controller; and e is the controller convective weighting factor.” This equation takes

full account of the sensors local air temperature and radiant exchanges with surrounding surfaces.

t Numenical approaches for modelling mixed air-surface temperature control together with mixed air-surface actuation
are described by Clarke [1985].
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Figure 4.5 Parameters impacting on comfort levels.

To account for local velocity effects, control may be on dry resultant temperature. Dry resultant

temperature is formally defined as the temperature recorded by a thermometer located at the centre of

a blackened sphere, 100mm in diameter [Jones, 1985]. It is approximately defined for most practical

purposes by:

6, +3.1760,;,\V

0., = 4.2
o 143.17{v (%:2)

where 6, is the zone mean radiant temperature and v is the air velocity (m/s). Assuming an air

velocity of 0.1 m/s for sedentary occupation, Equation 4.2 reduces to the commonly used form:
eres = 0. 5(9mn + eair) (43)
where the following conditions need to be satisfied [[HVE (now CIBSE) 1970]:

19<6,, <23 (4.4)

res

and

-5 < (8, —0,;,) < 8. (4.5)

A numerical scheme similar to that described by Clarke [1985] for control on the mixed air-
surface temperature of Equation (4.1) is then possible, only in this case iteration being based on the

dry resultant temperature (Equations 4.3-4.5) satisfying desired conditions, subject to user-defined

plant limiting conditions.
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Stage 1. At each building-side simulation time-step, the building system control
equation set (Equation 3.8) relates the control node (sensor location) temperature to
the required plant capacity injected at the actuation point (assumed in this 1nstance
to be the air point);

Stage 2. The control point (air) temperature is guessed and the required flux mput -
subject to any user-defined limiting conditions - determined from Equation 3.8;

Stage 3. The backward substitution process of 3.4.4 is then implemented to allow

determination of zone surface temperatures;

Stage 4. An iteration scheme is then invoked in which the control point temperature

is adjusted until the evaluated dry resultant temperature is within prescribed limits,

subject to any existing plant limiting constraints.

As indicated in Figure 4.5, radiant transfer and local air velocity are not the only significant
parameters impacting on comfort. Fanger [1967] has succeeded in proposing a comfort index -

Predicted Mean Vote (PMV) - which allows the determination of thermal comfort in terms of a range

of factors: activity level, clothing amount, dry-bulb temperature, mean radiant temperature, relative

humidity and air velocity. Fanger’s comfort equation defines comfort for the case where a function of

the relevant variables equals zero, namely:

H
f(A ' Ich Las | [ V)= 0 (4-6)
D

where H is the internal rate of bodily heat production (relative to the activity) (W), Ap is the Du Bois
bodily surface area (m*),I; is the insulating value of the clothing (m* K/W), t, is the zonal dry-bulb

temperature (°C), T, is the zonal mean radiant temperature (°C), ¢, is the zonal relative humidity

(%) and v is the local air velocity (m/s).

This index predicts the mean value of the vote of a large group of persons on a seven-point
thermal sensation scale, ranging from hot (+3) to cold (-3), with zero being a neutral or 'most
comfortable’ state. The aim with PMV control is to hold the PMV as near to zero as possible, thus

indicating a high level of comfort for the majority of occupants within the zone; a PMV value of zero

indicating 95% of people being satisfied. An associated parameter is the Predicted Percentage

Dissatisfied (PPD), which is determined from the PMV for several positions in a room.

Henderson [1992] details how energy can be reduced if, under certain circumstances, control is
related to the predicted mean vote (PMV) levels in a building. Fisk [1981] argues that the mean square

error about the preferred resultant temperature is simple to implement and relates to both the mean

value of the PPD and to the probability of occupants taking unprompted action to change their thermal

environment.

Pernot [Clarke 1995] describes the installation in ESP-r of algorithms for the determination of

PMYV and other comfort performance criteria. Enhancement and extension of this work allows the
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development of a numerical scheme - similar to that described in Section 4.4.1.3 for modelling dry
resultant temperature control - for modelling of control based on the PMV comfort parameter. In this
case, iteration is now on PMV rather than on dry resultant temperature, the acceptable tolerance of
iteration on PMV being user-defined. When comfort is calculated, assumptions are usually made for

the metabolic rate and clothing values, and these parameters, too, are user-defined.

In order to demonstrate controlling on comfort criteria (PMV) for the test zone problem,
consider the control schedules shown in Table 4.3 in which two schemes are specified: one for fixed
set point control on air temperature; the other attempting to hold the PMV value within prescribed
limits. The results for a 1 day simulation using a 30 minute time-step are shown in Figure 4.6 from
which it can be seen that, in this instance, whilst both schemes offer satisfactory comfort levels during
the occupied period (09.00-17.00), control on PMV provides both reduced overall energy demand and

also increased comfort levels during the morning period. Generally, PMV control would be expected

to yield better comfort conditions (assuming the tolerance band is small), but not always with a
reduced energy requirement. Clearly the overall benefits of occupant comfort may be more than any

perceived savings from energy costs alone, e.g. decreased absenteeism and increased productivity.

Table 4.3;: Schedule for control on comfort conditions.

Fixed flux, fixed set point controller

Sensed | Actuator | Actuated | ©0-00-09.00 09.00-17.00 17.00-24.00

PMYV controller.

Sensed Actuator | Actuated | 00.00-09.00 09.00-17.00 17.00-24.00

0.0 +,- 1'0

4.4.2 Multiple point sensing.

Multiple point sensing capabilities are possible in all ESP-r control subsystems. In each subsystem,
a control point sensor requires to be specified as for the case of single point sensing. For building-side
control, this control point sensor then acts to direct the numerical solution type (Section 3.4.
Auxiliary sensors are then specified. These sensors do not influence the solution fype, only the
solution itself. The auxiliary sensed condition(s) may be any nodal property, boundary condition,

control system parameter, etc, as listed in Table 3.1. There is no theoretical limit to the number of

auxiliary sensors although software considerations may impose some practical limit.
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