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Abstract

A wireless sensor network (WSN) consists of spatially distributed autonomous
devices using sensors to cooperatively monitor physical or environmental conditions,
such as pressure, temperature, sound, vibration or motion at different locations. The
development of wireless sensor networks was originally motivated by military
applications such as battlefield surveillance. However, wireless sensor retworks are

now used in many commercial applications, including environment and habitat

monitoring, healthcare applications, home automation, and traffic control.

The physical size of these devices is shrinking due to advances in semiconductor
technology. The main challenge is to produce low cost and miniature sensor nodes.
Energy is the scarcest resource for these nodes as it determines the WSN lifetime.
Since these nodes will be deployed close together to form a dense wireless network

the received signal to noise ratio at any instant of time not only depends on physical

channel (i.e. path loss and fading) but also on various design parameters like

CSMA/CA inhibition threshold, polrization, deployment strategy and node density.

This thesis characterises the propagation channel for miniature wireless nodes. A
characterization of the short range (<10cm), narrowband, wireless channel,
appropriate to a dense network of wireless transceivers operating in the 2.4 GHz ISM
band, is presented. Transmission loss measurements have been made in the
laboratory at 2.45 GHz and a fading model derived. Aggregate interference due to
neighboring carrier-sense-multiple-access (CSMA) nodes has been calculated. The
resulting dependence of signalto-interference ratio (SIR) on node density is
presented to allow density dimensioning. Cumulative distributions of SIR have been

used to establish performance statistics for example modulation and detection

schemes. A simulation model has been developed to characterise the physical ink

experienced by these networks.

Key words: Wireless Sensor Network (WSN), Signal to Interference Ratio (SIR),
Carrier Sense Multiple Access Collision Avoidance (CSMA).
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Chapter One

1. Introduction

This thesis is submitted for the fulfilment of the degree of Doctor of Philosophy,
which has been carried out at the Institute for Communication and Signal Processing

at the University of Strathclyde, Glasgow, United Kingdom. The research has been

performed on short wireless links as envisaged by specknet.

1.1  Specknet Project

Speckled Computing offers a radically new concept in information technology that
has the potential to revolutionise the way we communicate and exchange information

1. a system design that encapsulates sensing, processing and wireless networking in
a single chip. Speckled Computing [1] is a project being undertaken by five
collaborating Scottish universities; Edinburgh, Glasgow, Strathclyde, St. Andrews

and Napier. The consortium has a vision of an ad-hoc network of small
(ImmxImmx1mm) computing transceivers scattered, sprayed or otherwise deployed

over a variety of surfaces (walls, floors, ceilings, furniture, clothing) at a density

depending upon the application. The transceivers are referred to as ‘specks’.

The specks will be capable of both sensing and processing data using state-of-the-art
transducers and digital signal processing (DSP) technology. Each speck will be

autonomous, with its own captive, renewable energy source, and will be capable of

wireless communication with other specks. They will have low power consumption

and therefore limited range. (The tight constraint on speck power budget is primarily

imposed by their small size.) A combination of many specks (nodes) forms a dense

wireless ad-hoc network called ‘specknet’.

Communication between widely spaced nodes in the specknet will be via a chain of
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intermediary nodes. The development of first-generation, narrowband RF, prototype

specks, which fit within a SmmxSmmxSmm cube, is well under way [1], and a

channel model 1s required to inform the design of the physical layer protocols

governing communications between them. This research proposes such a model.

Another project being undertaken by the Specknet consortium is the ‘Energy Neutral

Platform’. The consortium 1is developing indoor wireless sensors that waill
approximately be half the credit card sized and can be used in number of indoor
applications e.g location tracking, surveillance, fire detection These devices are
powered using solar cells and in many cases, deployed over wall surfaces. They are

designed to have low data rate and are expected to communicate on short paths (<1
m). Energy neutral wireless nodes will be deployed on planar surfaces e.g. walls,

roofs with the intentions to receive maximum energy from the light source (i.e.

artificial light or sunlight).

1.2 Motivation

Wireless sensors have the possibility to sense the surrounding world and

communicate wirelessly among each other or with mobile devices over a short range.
Until now the concept of short range was limited to devices operating in an indoor

environment for ranges of the order of few meters e.g. Bluetooth [2] and Zig-bee

standards [3] where the main focus was to design high data rate device operating in

the ISM band. In resent years the wireless sensor community is moving towards

miniaturization and even shorter range devices (< 1 m) [1] [4]. Because of their small
size these devices are constrained by the amount of energy they can transmit. They
generally will be located very close to flat surfaces and thus the communication
between the nodes is not only affected by medium properties (i.e. permittivity and

conductivity) but also on physical design parameters (i.e. physical size of the node,
antenna height and polarisation).

There is little existing literature on wireless channel modeling for such short ranges

(= 10 cm). Most of the work reported being for ranges greater than 1 m. The signal to
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noise interference ratio (SNIR) was reported for a moderately dense network with the

assumption of perfect synchronization between nodes [5]. This models the network

as a noise limited system (ignoring interference from neighbouring nodes). Also the

effect of antenna height and polarisation on radio propagation is ignored for short

wireless links operating at gigahertz frequencies. Polarisation loss (i.e. due to

antenna and/or media) is not considered in existing wireless channel simulators [5]

[6].

The research reported here aims to understand the propagation phenomena relevant

for devices operating over short distances (< 10 cm) as envisaged by specknet. A rich
set of empirical measurements have been carried out. A simulation model is
developed to characterise the physical channel for future networks (like specknet)

which are decentralized and randomly distributed. The resulting channel parameters

have been incorporated in a simulation environment to predict performance.

1.3  Aim and Objectives

The aim of this research is to characterise short wireless links (< 10 ¢m) and to
define a simulation environment that could be used to simulate a wireless links
specific to a speck network. The simulation model should encapsulate various design

and physical channel parameters experienced by these sensing nodes which are

miniature in size and are meant to communicate with small separation distance.

The approach used in this research followed a series of ordered objectives, as follows:

1. Review of the literature on wireless channel models and measurements.

2. Review of existing wireless simulators used for indoor wireless channel
modelling.

3. Empirical measurements have to be carried out to investigate the physical

channel envisaged by Specknet.
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4, Use of empirical measurements in a simulation environment specific to a

dense ad-hoc network as envisaged by specknet. The simulation considers

various design issues e.g. node density, deployment strategy, CSMA/CA

inhibition distance and polarisation

5. Exploration of surface waves effect in relation to antenna heights and

polarisation. Since specks are small and are likely to be located close to

surfaces the transmission loss depends on antenna height (defined as

perpendicular distance from the surface) and polarisation has been

investigated to understand the implication of these parameters on received

power.

6. The aggregate polarisation loss due to antenna and medium has been

investigated through a simulation model developed for specknet.

14  Organisation

The topic organisation in the thesis is summarised by the following diagram.

19



Narrow Band Chapter 2

Channel
Measurement Literature Review
Chapter 5,6,7 8,9
and
Interference Focus of Research

Modelling

Chapter 3 Chapter 4

Literature Review Literature Review

Antenna Heig_ht- and
FPolarisation

Surface Waves | | Polarisation Loss

Fig. 1-1 Research methodology

1.5 Publications and Novelty

The principle contributions of the work in the thesis are:

. Propagation measurements for short wireless link (= 10 c¢cm) and provide

explanation of the physical phenomenon associated with measured data.

. Design and modelling of a simulation environment for the speck network.
With appropriate modification the simulation model can be used to model a

dense wireless network.
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Part of the work have been published and presented in the following international

conferences:

. Darbari, F, Stewart, R W and Glover I A, ‘Channel Measurements for a

Short range Wireless Sensor Network”, URSI UK National Symposium,
Abingdon, UK, July 2006.

° Darbari, F, Stewart, R W and Glover I A,” Channel and Interference analysis
for Wireless Sensor Networks”, Communication, 2007. 1CC’07. IEEE

International Conference, Glasgow 2007.

. Darbari, F, Stewart, R W and Glover I A, ‘Physical Layer Modelling for

Short Range Wireless Sensor Networks”, URSI UK National Symposium,
Portsmouth, UK, July 2007.

. Darbari, F, Stewart, R W and Glover I A, ‘Co-Existence of Specknet with

other Wireless Standards”, URSI UK National Symposium, Portsmouth, UK,
July 2007.

. Darbari, F, Stewart, R W and Glover I A” Multiple Access Interference in

Short Range Wireless Sensors Networks’, IET, International Conference on

Wireless, Mobile and Multimedia Networks, Mumbai, India 2008.

. F. Darbari, K. Sasloglou, R.W. Stewart, I. A. Glover and 1. Andonovic,”
Effect of Antenna Height and Polarisation on Short Wireless links”, Eusipco,

16™ European Signal Processing Conference, Lausanne, Switzerland, 2008

° Darbari, F, Stewart, R W and Glover 1 A.” Narrow Band Short Range
Channel Measurements”, The XXIX General Assembly of International
Union of Radio Sciences (URSI), Santiago, USA, 2008.
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o G. Whyte, Darbari, F, I. McGregor, 1. Glover, 1. Thayne “Different Feeding
Geometries for Planar Elliptical UWB Dipoles, and the Excitation of

Leakage Current”. 38th European Mkrowave Conference, Netherland,
Amsterdam, 2008

1.6 Thesis Structure

Chapter 2 provides a review of wireless channel models. The existing wireless
simulation models are discussed. The effect of noise and interference in simulating

wireless sensors network Ias been considered.

Chapter 3 focuses on the effect of antenna height and polarisation on short wireless

links. The concept of surface waves has been reviewed for short wireless links.

Chapter 4 reviews polarisation loss in wireless channel. Polarisation loss due to

antenna and medium has been discussed in relation to the electrical properties of the

medium

Chapter 5 provides details of the measurement campaign and a theoretical

explanation of the underlying propagation phenomenon

Chapter 6 provides a through analysis of interference and the simulation of a

specknet using empirical information from the previous chapter.

Chapter 7 addresses the effect of antenna height (above the surface on which specks

are located) and polarisation using empirical me asurements.

Chapter 8 deals with antenna and media polarisation loss.

Chapter 9 draws together the conclusions of the work and suggests future work.
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Chapter Two

2. Channel Modelling for Wireless Sensor Networks

2.1 Wireless Channel Model

The wireless channel places fundamental limitation on the performance of wireless

communication system. The electromagnetic waves are diffracted, scattered or

reflected as the wave propagates through the medium resulting in a decrease of signal
strength with distance. The decay in signal strength with respect to distance i.e. the

path loss index broadly depends on the following.

. Frequency of operation

® Environment

Future wireless sensing nodes are miniature in size (i.e. specknet) and are operating

close to the ground suface. The presence of the ground has an effect on radio

propagation and the following have to be considered:

. Antenna polarisation

o Cross Polarisation (due to medium)

o Electrical properties of the ground (i.e. permittivity, permeability and
conductivity)

. Surface wave

. Physical size of the device (affecting. the height of the antenna from
the ground)

Several recent empirical studies /] B] [P] [10] have been conducted in indoor

environments in order to investigate the wireless channel. These studies mostly deal
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with devices separated by few meters and the effect of antenna height from the
ground is mostly ignored may be due to the large physical size of the sensing device.
The effect of placing the sensor near the ground for short wireless links (= 10 cm as

envisaged by specknet) has not previously been considered for devices operating in
ISM band.

2.1.1 Survey of Channel Model

Path loss and coverage prediction for indoor wireless channel could be deterministic
or statistical. In a deterministic approach ray tracing (for example) is used to predict
signal strength at various indoor bcations. In ray tracing the possible propagation
paths are identified and the amplitude and delay of each relevant path 1s considered.
It requires a rich set of information about the environment stored in a three
dimensional data base. The process can be time consuming. In a statistical approach
mean signal strength over a range of distance i1s observed through empirical
measurement. The signal may experience fading due to ground waw effects (i.e.
reflection or absorption). This approach is used for specknet channel modelling

where a rich set of empirical data is gathered for different surface materials and

antenna heights. The statistical data is compared with theoretical channel models (i.e.

free space, two ray model, log normal model etc) in order to infer the underlying

physical phenomenon

Propagation models that estimate mean signal strength are useful in estimating the
decay in signal power for arbitrary transmitter and receiver separations. The
propagation models that are used to characterise rapid fluctuations of the received

signal strength for a given separation between the transmitter and receiver are called
fading models [11].

Free space propagation is used to predict received signal strength when the
transmitter and receiver have a clear, unobstructed line of sight between them. The

free space power predicts that the received power decays as a function of the

transmitter and receiver separation raised to power two (i.e. a power law function)
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[12]. The free space power received by a receiver antenna which is separated from a

radiating transmitting antenna by a distance d, 1s given by Friss free space equation.

_ P.G:G. A’
P,(d)= anV at

(2.1)
where P, is the transmitted power, ? is the wavength P,(d) 1s the received power
which is a function of transmitter and receiver separation distance and G, and G, are

the transmit and receive antenna gains. The free space path loss model shows that the

received power decays with distance at a rate of 20 dB/decade.

Wireless transmission range is defined in terms of transmission loss (Lr) which

represents signal attenuation in decibels. It is the difference (in dB) between the

transmit-and-received powers at the antenna. From Equation (2.1), the transmission
loss is P, /P,(d). Lt in decibels is defined as:

L:(dB) = IOlogl{—P—’] =-10]ogw[ G'G);’lz ] (2.2)

The equation defined for unity gain antenna 1s called path loss Lp:

L#(dB) = -10|0g1{ (4;’; dz] (2.3)

Equation (2.3) can be expressed as:

LP(dB) = 2010g10(fMH:) +20 loglo(d) —28 (24)

where fimn-1s the frequency mega-hertz

The path loss and transmission loss are related by:
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LP(dB) =Lr(dB) -G~ G, (2.5)

The received power 1s given by:

P4/ p0) = P\ B i5.,) - L1(dB) (2.6)

The Friss free space formula calculates the received power for a distance that is in

the far field region of the transmitting antenna. The far field region s:

d,zzfi 2.7)

where D is the largest physical dimension of the antenna [11].

Propagation models typically use a close in reference distance d,. The received

power P,(d) for d> d, is calculated with reference to P,(d,) The reference distance
should always be in the far field of the antenna so that near field effects do not alter

the reference path loss. The reference path loss is normally established through field
measurements [12].

The received power for an arbitrary distance d (where d> d, > dj) can be calculated

using:

p(d)=ra %) @8)

where P, is the received power at a separation distance d, P,(d,) is the reference

power calculated at a reference distance d, such that the reference distance is in the

far field region of antenna.

For radio frequency power level in dBm or dBw Equation (2.8) becomes:
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P, ( d) ( dB%BW) =P ( d“) ( dB%Bw) +20 log u{ Ciﬂ ) (2-9)

In indoor wireless channel radio propagation is affected by specific features such as

building layout and construction material Propagation is normally classified as line-
of- sight (LOS) or non-line-of-sight (NLOS). NLOS or obstructed link depends on
the building’s internal layout which has wide variety of partitions and obstacles.
Partitions in a building structure can be classified as hard or soft partitions [11]. The
partitions that can move and do not span to the ceiling are soft while the partition 1n

the actual building structure are the hard. Houses typically use wooden frame
partitions (especially in UK) while the offices buildings use soft partitions with

metatreinforced concrete between floors. Partitions and building material vary

widely in their physical and electrical properties thus making it difficult to apply
generic models for indoor channel. A combination of empirical measurement and

generic modelling is often used to characterise the channel for a particular

application.

2.2 Interference in Wireless Sensor Networks

Quantification of aggregate interference experienced by a wireless sensing node in a

collaborative network is vital for the performance of upper layer protocols. The

dominant co-channel interference experienced by a wireless sensing node is likely to

be due to the neighbouring nodes or due to other wireless equipment operating in the

same frequency band.

The signalto-interference ratio (SIR) experienced by a wireless sensing node

depends on the design of the wireless network. A network can be modelled either as
a noise limited system or as interference limited system. Which is appropriate

depends on various design issues e.g. network architecture, MAC protocol, choice

between synchronised and unsynchronised media access protocols, node density and
deployment strategy etc.
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Dense wireless sensor networks like Specknet [1] are deployed in the environment to
form a collaborative network communicating through a chain of intermediate nodes.

Specks have a decentralised random access MAC protocol [13]. This allows nodes to

access the channel on demand without any requirement for synchronization. The SIR

experienced by a node depends on the number of concurrent communications which

depends on the application and node density (ignoring interference from other

wireless equipment operating in the same band).

Network architectures for low power wircless sensor networks can be broadly
classified as either centralised or decentralised [13]. Centralised wireless system
requires a synchronising mechanism between nodes thus restricting the nodes to
transmit in allocated spatial slots (1.e. TDMA based system). Co-channel interference

iIs minimal and the network can be classified as noise limited. Decentralised

architectures allow nodes to access the channel on-demand resulting in higher co-
channel interference. Decentralised wireless networks can thus be modelled as

interference limited.

In the following discussion noise limited and interference limited design are

considered in order to inform the simulation approach appropriate to a speck network.

2.2.1

Noise Limited Systems

In centralised network architectures a base station provides collisiorfree operation

A centralised wireless network requires a synchronising mechanism between nodes
e.g. TDMA as used by Bluetooth technology [14] [15]. In a centralised wireless

network the wireless channel is divided in to time slots. Each time slot is allocated to

a user and the user is time synchronised (by the base station) to send data in its

allocated time slot. The base station is responsible for coordination between nodes

and thus requires more resources (i.e. battery power, control channel allocation etc.).
The interference experienced by the receiving node is comparatively less than in a

decentralised network. Since co-channel interference is limited ideally not present, it
is appropriate to model these networks as noise limited.
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In order © simulate a wireless sensor network as a noise limited system following
has to be defined:

. Propagation and fading modelling

. Noise floor

. Transitional regions (for noise limited systems)
2.2.1.1 Propagation and Fading Modelling

An essential aspect of wireless channel modelling is to quantify propagation loss
which depends on various factors 1.e. frequency of operation, operating environment
and antenna polarisation etc. Most radio propagation models use a combination of

analytical and empirical methods [16]. Fig. 2-1 shows received signal strength using

a 1/d" model for different path loss indices, n. The statistical fading variations can be

characterised using empirical measurements by taking repeated measurements for a

given distance and then calculating the standard deviationof the data. As an example

Fig. 2-2 assumes a standard deviation of 2 dB (i.e. P{dBm) + 2 dB) which is

independent of distance. (Note however that measurements often show that fading

standard deviation is positively correlated with distance).
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Fig. 2-1 d-n Propagation model (free space) Fig. 2-2 Illustration of propagation model
with fading

2.2.1.2 The Noise Floor

Noise floor depends on hardware and the environment. The temperature of the

environment influences the thermal noise generated by radio components which

increases the noise floor. Noise floor is further affected by interfering signals. Noise

floor is usually calculated using [17]
P,=(F + 1)k T,B (2.1)

Where F' is the noise figure, k is Boltzmann’s constant, 7, a reference temperature of

290k and B i1s the noise bandwidth. As an example consider the MICA2s mote

which uses a Chipcon CC1000 radio [18] has a noise figure of 13 dB and a system
noise bandwidth of 30 kHz. Considering an ambient temperature of 300°k (27°C,

75°F) and no interfering signal then the noise floor is -115 dBm [19]. This defines

the sensitivity of the wireless system i.e. the minimum possible detectable signal.
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The SNR experienced by a wireless sensing node for a given transmitted power F;

and separation distance d 1s given by

SNR(d)JH - P(’)dﬁ o L?[ = P(”)dﬁ (22)

d)up

where L7/ g8 is transmission loss (in dB) at a distance d. As an example SNR can be

found by considering transmit power to be say 0 dBm. Using the path loss model
(with different path loss index) and the noise floor as describe above would result in

SNR as determined from Fig. 2-3.
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Fig. 2 3 Simple model of SNR as a function of link length

Considering a wireless sensor network deployed in an environment having apath

loss index of 3, the corresponding SNR (using (2.2)) as a function of separation

distance (ignoring fading) is shown in Fig. 2-3. If the transmitted signal is OOK
modulated then the theoretical SNR required for coherent detection is between 10 dB
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and 12 dB respectively (for BER between 102 and 10™) as in Fig 2-4. The SNR of 10
and 12 dB correspond to the separation distance of 35 m and 25 m as in Fig. 2-3.
This suggests that for the environment having a path loss index of 3, the nodes can

communicate with reasonable BER to a maximum distance of 35 m.
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Fig. 2-4 Theoretical BER versus F,/N, curves

Noise limited systems experience low interference from adjacent nodes which results

in large network span. Mbst existing wireless channel simulators are modelled as

noise limited [17] ignoring interference due to neighbouring nodes.

2213 Transitional Regions (for noise limited systems)

Most recent studies of wireless sensor networks defines tree distinct regions in

wireless links i.e. connected, transitional, and disconnected [20] [21] [22].
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The transitional region is generally significant in size and 1s characterised by higher
variance in packet error rate and asymmetric connectivity. Wireless sensor networks
are characterised by dense deployments which could result in a large number of links
being unreliable because of the existence of the transitional region. The effect of path
loss on the transitional region has been explored in detail in [17] which concludes

that any increase in path loss index decreases the externt of the transitional region and

reduces the length of the connected region (for noise limited systems) as illustrated in

Fig. 2-35.
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F1g. 2-5 Impact of path loss on transitiomal region

It is evident from Fig. 2-5 that any increase in path loss shifts the transitional region
towards left.
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2.2.2 Interference Limited Wireless Systems

Wireless sensor network can be designed to be decentralised networks in which

nodes can access the channel randomly. The unsynchronised behaviour of the nodes
adds to the aggregate interference thus increasing the overall noise floor. The

increased level of interference due to co-channel interference results in reduction in

received signalto-noise ratio. Modelling an interference limited wireless system
requires definition of various design and physical parameters i.e. node size, node
density, area of simulation and antenna polarisation, media access MAC protocol (i.e.
CSMA/CA) etc. [23]. The simulation parameters are considered in detail in

subsequent chapters.

Existing simulators used to model wireless sensor network (e.g. SENSE (sensor

network simulator and emulator [24]) or Castlia [19]) assumes noise limited
operation The effect of co-channel interference is ignored and the nodes are assumed

synchronised.

The simulation model for specknet should consider the effect of co-channel

interference due to the demse nature of the network. It is proposed in [13] that specks
use SpeckMac a distributed random-access MAC protocol to access the wireless

channel. This justifies modelling the speck network as an interference limited system

[t has been observed from simulations (of interference limited systems) that

increasing path loss index improves the signal-to-interference ratio. This observation
Is contrary to that for noise limited systems. An increasing value of path loss index
results in improved SIR (Fig. 2-6) due to higher values of propagation loss between

interfering and receiving nodes. Fig. 2-6 shows the likely dependence of path loss

index on the received SIR.
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Improvemnt in SIR with Inhibition Distance
for different Path Loss Index [n]

SIR [dB]
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Fig. 2-6 Improvement in SIR with increasing path loss index

2.2.2.7 Transitional Regions (for interference limited systems)

For a noise limited systems increasing path loss index decreases signal-to-noise ratio

for a given distance. The transitional regions in this case shift to the left thus

decreasing the length of the connected region as in Fig 2-5. For interference limited
systems increasing path loss index increase SNR for a given distance and shifting the

transitional region to the right as in Fig. 2-7.
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Fig. 2-7 Transitional region for interference limited systems

2.3 Summary

The specknet is a decentralised randomly distributed dense network of autonomous

nodes which are meant to communicate at short ranges. The transmission loss is

estimated based on statistical modelling of empirical data. The dense network 1is

modelled as interference limited system in order to arrive at signal to interference

value likely experienced by a sensing node (in a worst possible case).
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Chapter Three

3  Surface Wave in Radio Propagation

3.1 Introduction

This chapter introduces the concept and related work on surface waves in the context
of wireless propagation (primarily for wireless sensing nodes operating close to a
surface e.g specknet). The definition of a surface wave is presented. The existing
literature on surface waves deals predominantly with long wireless links operating at
low frequencies (i.e. LF and VHF band) [25] [26]. The contribution due to surface

waves is mostly ignored for wireless links operating near the surface at higher

frequencies and small separation distances. Here we show how the concept of surface

waves can be used to explain the observed channel characteristic of short wireless

links as envisaged by specknet [1].

3.2 Propagation Mechanism

Radio wave propagation between a transmitter and receiver close to the a plane

surface can be described in terms of the interference between the free-space field, the

field due to re-radiation of energy from the induced surface currents and a surface

wave. This 1s shown schematically in Fig. 3-1.

37



Transmitter

Receiver
P 2 X
r/i D ' \
/ “1 \
(\ .......... *’i‘;
~ ' ',’l ' f
‘."“-._ ;_/ ‘...' ;
.-’f-' -
/ 3‘
( B NG
\ / Ground Currents Surface Vave

Fig. 3-1 Propagation near a surface

3.3 Transmission Loss for Line of Sight Paths

The presence of the surface modifies the transmission and reception of radio waves

[25] [26] [27]. The path loss ratio (L,) between the received and transmitted power

for unity gain antennas [27] is mathematically given by:

= Jd
€

I &
i |2kd

|[Fa+ FIT +0 —1)A)]e” +..0f (3.1)

where k 1s wave number, Fj is the direct (LOS) field strengthand F; is the incident

wave field strength which includes amplitude correction for added distance travelled.

d 1s the path length and T is the (frequency dependent) plane surface reflection
coeflicient magnitude which depends on the incident wave polarisation surface

permittivity and conductivity. ¢ is the additional phase delay for the reflected wave.
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The remaining component represents a surface wave. 4 1s the (complex) surface-

wave factor with a magnitude less than one [27] given by:

iy & -1

grates Gediow snie (3.2)
l+[jkd([‘ +sin6 )]

where 0 is grazing angle at the surface (which depends on the node height and

separation distance).
Surface Wave Factor for Vertical Polarisation
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Fig. 3-2 Surface wave factor for increasing distance (node height is 0.65 cm,
conductivity 1s 0.005 S/m, relative dielectric constant is 7.0)

The surface wave factor 4 introduces an attenuation that is dependent upon distance,

antenna height, frequency and the electrical properties of the surface along which the

wave travels. For distances within few wavelength from the antenna 4 has a value

greater than 0.25 (for a typical specknet scenario (ENP) i.e. antenna height of 0.65

cm from the ground surface, and separation distances of 50 cm) as in Fig. 3-2. As the
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distances approaches zero the value of surface wave factor approaches 1. It has been

observed in Fig. 3-2 that the surface contribution decreases with distances.

For the far-field near grazing angles (i.e. low antenna elevations) the reflection
coefficient approaches -1 (3.1) (over a smooth surface for both vertical and
horizontal polarisation) and the direct and reflected wave component cancel each

other thus the received field strength is due to the surface wave component. The

contribution due to surface wave is dependent on distances, frequency of operation

and the electrical properties of the surface.

34 Surface Waves

Electromagnetic waves may be classified as sky waves, space waves and surface
waves (e.g. [25], [26]). Sky waves are reflected from the ionosphere (at HF
frequencies and below) and can be used for long range communication. Here we are
concerned with very short range communication (such as may be encountered in

sensor networks) at microwave frequencies where only space and surface-waves are

plausible. Surface waves are sometimes referred to as ground waves (although this

term has also been used to describe the combination of direct and surface-reflected

space waves.). For antenna elevations above the surface greater than a wavelength

the surface wave becomes negligible (for separation greater than one wavelength)

and the total field is effectively the space wave as in Fig. 3-3.
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Fig. 3-3 Surface wave factor for increasing antenna height (f = 2.45 GHz)

The concept of a surface wave was proposed in the early 20" century [25] [26].

These waves propagate by interacting with the surface. Since the surface i1s not a
perfect electrical conductor, some of these waves are attenuated rapidly. Attenuation

is proportional to the frequency making surface waves mainly useful for LF (30
kHz300 kHz) and VLF (3 to 30 kHz) frequencies. Surface waves are (at least

loosely) bound to the surface over which they propagate.

Space waves travel via the direct line-of-sight path, retlected paths and (sometimes)

refracted paths. There are various stages of transition between space waves and

surface waves, and 1n practical wireless communication problems a clear division

between the two is often difficult to draw [25].

The surface wave is a wave that i1s guided along the surface, such as electromagnetic

waves 1s guided by a transmission line. Energy is abstracted from the surface waves

to supply the losses in the ground because of this the attenuation of this wave is

41



affected by the constants of the earth along which it travels. When both antennas are
located on the earth surface the direct and reflected terms in (3.1) cancel each other

and the transmission is entirely due to surface waves.

Surface waves are significant for devices operating close to a surface (resulting in

low grazing angles). For small grazing angles the reflection coefficient T is

approximately -1 and the line of sight (LOS) and surface reflected waves
approximately cancel leaving the surface wave to dominate energy transfer. Surface
wave factor 4 decreases with increasing path length and antenna height (the grazing
angle 6 and the reflection coefficient I changes with antenna height), as in Fig. 3-4a.

Fig 3-4a is plotted for typical specknet communication range (for ENP) i.e.

separation distance of 50 cm and the antenna elevation of 0.65 cm from the surface.

o |A| decreases with increasing frequency (Fig. 3-4a).
. 4] is larger for vertical polarisation than for horizontal polarisation (Fig. 3-4a)
. |4| decreases with increasing antenna height for vertical polarisation and is

small and approximately constant for horizontal polarisation (Fig. 3-4b).

. |4| increases with increasing surface permittivity for vertical polarisationand

is small with increasing permittivity for horizontal polarisation (Fig. 3-4c).
o 4| increases with increasing surface conductivity for vertical polarisationand

is small with increasing conductivity for horizontal polarisation (Fig. 3-4d).

42



Vertical Pol I
Honzantal Pol I

| e

0.5
Frequency [MHz] | 44° Antenna Height [cm]
Fig 3-4c Fig 3-4d

| Vertical Pol
— Horizantal Pol
1

0 £ 5 1030615 . & & 0 0.5 1
Surface Dielectric Constant [F/m] Conductivity [S/m]

Fig. 3-4 Variation of surface wave factor magnitude (¢; = 7, s = 0.005 S/m and /=
2.45 GH2)

3.5 Importance of Surface Wave for Specknet

Transceiver nodes in future, densely-packed, wireless sensor networks (e.g. specknet

[1]) will be small and are expected to be deployed close to surface features (e.g.

walls, floors, ceilings etc.). For node elevation above the surface measured In
millimetres it seems is possible that surface-wave propagation will be significant. In
addition to link geometry (antenna heights and link length) and surface character
(permittivity, conductivity, roughness) polarisation might also affect the proportion
of power carried by a surface-wave. Fig. 3-5 and Fig 3-6 shows the relative strength

of space and surface waves for typical specknet scenario for ENP. Fig. 3-7 shows the

relative strength of space and surface wave on a logarithmic scale.
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Fig. 3-5 Relative strength of space and surface wave (vertical polarisation) for
increasing frequency
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3.6 History of Surface Wave

The effect of surface wave has been studied in detail for medium and low frequency

ground waves transmission in 5] [26]. The general solution of radiation from a
vertical antenna above a ground surface having infinite conductivity was originally

solved by Sommerfield [28]. Norton [29] has reduced the complex expression of the
Sommerfield theory to a form suitable mathematical interpretation of the same
problem. It was suggested by baSommerfield that it was possible to segregate the
groundwave field strength into space and surface waves. The space waves

predominate at larger distances above the earth’s surface whereas the surface wave is
larger near the earth’s surface. Norton explanation of an electrical dipole above the

ground surface confirms this separation into space and surface as well.

Bullington [26] analysed the effect of groundwave for both LOS and beyond horizon

transmission. It was suggested by Bullington that the surface wave effect is due to

non perfect reflection from the ground. Since the ground is not a perfect reflector,

some energy in the wave is absorbed by the ground that sets up ground surface

currents, which are distorted relative to what have been the case in a ideal perfectly

reflecting surface. He defined surface waves as “the vertical electrical field for
vertical polarisation, or the horizontal electrical field for horizontal polarisation that

is associated with the extra components of the ground currents caused by lack of

perfect reflection™.

It has been suggested [26] that in most situations surface-wave effects can be

neglected 1f both transmitting and receiving antennas are elevated more than one
wavelength above the surface. Conversely, and again in 26], it has been shown that

surface waves can be significant if VHF antennas are located within one wawelength

from the surface. Much existing work on surface wave propagation (e.g. 23], [26])

relates to long-range and relatively low-frequency communications. It is asserted in

[27], for example, that surface wave effects are negligible for frequencies above 100
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MHz and can be ignored for horizontal and vertical polarisations provided the

accuracies of the order of few decibels are acceptable.

3.7 Summary

The presence of a surface in close proximity to the communicating devices
potentially modifies the propagation mechanisms. The concept of surface wave has
been explored in great details for long range communication (in LF and VHF band)
and 1s 1gnored in existing indoor wireless channel models [30]. Since future wireless
nodes may be small and deployed close to a surface the surface waves may be quite

significant. It has been observed [31] that surface are significant for short links and

significant improvement in received power can be achieved if the antennas are

placed at an appropriate height from the ground.
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Chapter4

4 Polarisation Loss in Wireless Links

4.1 Introduction

In a typical wireless communication (fixed or portable) system a Inearly polarised
antenna is used at the base station and the end user. The antenna at the user’s end

may be oriented such that they are not physical aligned with the base station The

misalignment of antenna polarisation results in polarisation loss.

Multipath reflection i1s a common phenomenon in wireless links, where a multitude

of reflected signals arrives at the receiver after reflection from the ground or
scattering objects. The reflected signal may undergo a polarisation change depending

on the physical orientation of the reflecting obstruction. This suggest that even if a

communication system is equipped with identical transmit and receive antennas
having same polarisation sense and axial ratio, the incident wave on the receiving

antenna have become cross-polarised thus resulting in polarisation mismatch loss.

To transfer maximum power between transmit and receive antenna (ignoring any
cross-polarisation loss due to medium), both antennas must have the same spatial

orientation, polarisation sense and axial ratio [32].

42 Antenna Polarisation

The polarisation of a wave transmitted from an antenna is defined by the motion of

the tip of the instantaneous electric field vector with time at a fixed point in space

[33]. In general electromagnetic waves are elliptically polarised. The electric field

can be decomposed into two orthogonal linear components (with different phase and
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magnitude) horizontal component Ey and vertical component Ey, Fig 4-1. The total

electric field E, is the vector sum of Ep and Ey [32].
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Fig. 4-1 Polarisation state of a wave

Elliptically polarised waves can also be resolved in to two circular polarisations. Ina
circularly polarized wave, the electrical field vector with constant magnitude

complete one revolution during one period of the wave. If the rotation is clockwise
looking in the direction of propagation, the sense 1s said to be hand leading to right-
hand circular polarisation (RHCP). If the rotation is anti-counter clockwise, the sense
is said to be left hand leading to left hand circularly polarisation (LHCP). The two

linearly polarised components of a circular polarised wave have equal amplitude and

are in phase quadrature. A linearly polarised wave from an antenna may be

composed of single electric field component (either vertical or horizontal as in Fig.

4-2) or the combination of two with a phase difference 0°.
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Fig. 4-2 Linearly polarised wave

An antenna is said to be horizontally polarized when its electric field is parallel to the

ground. Vertically polarized antennas nominally have their electric field

perpendicular to the ground (e.g. Fig. 4-2). If the transmitted electric field 1s from a

linear polarised antenna that is vertically polarised and 1s received by an antenna

having horizontal polarisation then the polarisation mismatch loss is maximum. In a
linearly polarized system, a polarisation misalignment of 45" will degrade the signal
by 3 dB and if the antennas are misaligned by 90 the attenuation is infinity in theory

and can be more than 20 dB [32]) in practice. In a wireless sensor network where the

sensing nodes are randomly deployed and could have any arbitrary (random)

orientation, linear polarisation is not the best solution.

The polarisation of an 1deally arcularly polarised antenna radiation is unchanged

with changes in antenna orientation Note, however, that an ideally circularly

polarised antenna (in all@,¢) directions may be difficult to realise in practice. For
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randomly oriented nodes circular polarisation may therefore be advantageous. In
practice cross-polarisation occurring during propagation between transmitter and

receiver may need to be considered.

4.3 Circular Polarised Systems

Dual circularly polarised systems are commonly used for communication and
sensing applications. They are used to increase capacity by a factor of two. This 1s
because orthogonally polarised channels can send information on the same link at the
same frequency and time. Dual polarised systems are also used for link diversity. It

the propagation conditions change with time then fading on the orthogonally

polarised channel is often less than fully correlated. The receiver can choose the

strongest channel i.e. either vertical or horizontal polarised channel. This

phenomenon is called polarisation diversity.

Wireless sensor networks could be designed as dual polarised in order to achieve link
diversity and capacity improvement. Sensing nodes in future are likely to be
deployed randomly (in both location and orientation) over surfaces. This could result

in random orientation of specks with respect to each other. To ensure that the link

between any two nodes is polarisation matched it is proposed that the specks should

use circularly polarised antennas.

!

44 Polarisation Loss in Wireless Channel

The polarisation mismatch in a wireless channel is the result of two effects (i)

polarisation mismatch between transmit and receive antennas and (i) polarisation

change due to the medium (commonly referred as cross polarisation).

The polarisation mismatch loss due to the antennas depends on two factors (i) the

physical design of the antenna (i.e. the axial ratio and tilt angle as a function of 6,¢

and (i) the orientation of the antennas with fespect of each other (i.e. the value of
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0,0 for transmit and receive antenna). In a fixed circularly polarised system (e.g. a

satellite link) the polarisation loss due to the alignment of antenna can be minimized
by judicially aligning both transmit and receive antenna’s bore-sight axes. The

alignment loss can also be minimized by a good antenna design i.e. in a pure circular

polarised antenna the loss due to the miss alignment of antenna major axis 1s

negligible (neglecting any cross-polarisation due to medium).

The polarisation loss due to the medium depends on a number of physical and design
parameters i.c. the size of the sensor, link length (that affects the grazing angle),
frequency of operation and the electrical properties of the medium (i.e. permittivity,

permeability and conductivity). A cross-polarising medium will change incident
circular polarised wave into an elliptical polarised wave, a fraction of the power
being coupled into the cross-polarised component. The polarisation loss then depends

on the axial ratio of the incident wave on the circular polarised receiving antenna.

45 Existing Wireless Channel Models

Polarisation loss in wireless channels has been mostly considered for long links (€.g
satellite systems) [34] [35] [36]. For short wireless links polarisation loss has been

mostly ignored in existing wireless simulators (e.g. Castlia [37] [38]).

It has been proposed in the subsequent study (chapter 8) that the polarisation loss

should be considered if the accuracies of the order few decibels are required in link
budget.

46 Summary

Future wireless sensing nodes will be small and will be deployed randomly and close
to the ground or other surfaces. The polarisation loss experienced by a wireless node
is affected by antenna design (e.g. axial ratio and tile angle) and the alignment of
major axis of the transmit and receive antennas. Also the presence of the ground

cross polarises the reflected wave thus changing the ellipticity of the received wave.
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Chapter 5

5. Channel Modelling for Specknet

5.1 Introduction

A characterization of the short range (<10cm) narrowband wireless channel,

appropriate to a dense network of wireless transceivers operating in the 2.4 GHz ISM

band, is presented. Transmission loss measurements have been made in the

laboratory using rectaxial antennas at 2.45 GHz and a fading model denved.

Since specks are small and will be operating at short wireless ranges (= 10 cm) a

channel model is required to inform the design of the physical layer protocols

governing communications between them. This chapter proposes such a model. The

model is generic in nature and could, with appropriate selection of parameters, be

applied to other, similar, short-range wireless networks operating in the 2.45 GHz
ISM band.

52 Proposed Channel Model

A broadband channel model is required only when the delay spread of the channel is
a significant fraction of the symbol duration. The proposed specknet symbol rate is

200 kbaud [39] corresponding to a symbol period of 5us. Multiple propagation paths

with relative delay greater than approximately 0.5pus might therefore result in

sufficient pulse spreading to cause inter-symbol interference (ISI). An excess delay
of 0.5us corresponds to maximum excess path length of 150 m. The ratio of

transmission loss for a 10 cm path - assumed to be the maximum line-of-sight (LOS)

link length - and a 150 m path (arising from a lossless plane reflection in otherwise

free space) 1s 63.5 dB as in Fig. 5-1. This suggests that paths with delay sufficient to
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cause ISI will result in negligible received power. The channel can therefore be

modelled as narrowband and subject only to flat fading [40 .

RIS TN

- SJVS
0.5us

NLOS 150 m

Loss less Plane Reflection in
Free Space

' > 63.5dB
LOS 10 cm

Fig. 5-1 Specknet data rate with corresponding delay path

Fig. 5-2 is a block diagram representation of such a channel. The dependence of path

loss on distance has been established, empirically, from propagation measurements
made over two different plane surfaces. The fading model adopted is a best-fit

Ricean distribution derived from many independent measurements for several

(constant) path lengths. The noise and interference due to the neighbouring nodes

depends on the deployment of these nodes, i.e. on their spatial distribution, antenna
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patterns and orientation The effect of interference due to neighbouring nodes has

been considered in Chapter 6.

Deployment Strategies
Empirical Measurements Antenna Effects

Fig. 5-2 Channel model summary

Nominal phase centre
(6.5 mm from end of antenna feed)

{: 1"""

Fig. 5-3 Rectaxial antenna
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Fig. 5-4 Simulated and measured antenna return loss

i |

25 =13 mm

t=05 mm
feed =302 mm
W =30 mm
GND = 30 mm
L =50mm
x=58mm

h=0.762

GND

Fig. 5-5 Antenna dimensions

Fig. 5-6 Simulated and measured radiation patterns
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Fig. 5-7 Path loss measurement with antennas fed from below plane surface (h = 6.5
ek mm)

Fig. 5-8 Path loss measurement with antennas fed from above plane surface (h =
. 12.5mm)
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Fig. 5-9 Aluminium plane surface with reduced (155 mm) width

52.1 Transmission Loss

Measurements of transmission loss have been made at 2.45 GHz using a pair of

identical rectaxial antennas [41], Fig. 5-3. The transmitted signal was an
unmodulated carrier. The return loss of the antenna, measured using a network

analyzer, is better than 15 dB between 2.40 and 2.50 GHz, Fig. 5-4.

The physical dimensions and radiation patterns of the antennas are shown in Fig. 5-5

and 5-6. All transmission loss measurements are line-of-sight (LOS) since the

deployment and density of specks will almost always result in this condition being

satisfied.

A test-bench was constructed to make measurements over two plane surfaces. A
good conductor (surface A) was represented by a Imx1mx1mm aluminium sheet. A
poor conductor (surface B) was represented by a Imx1mx10mm medium density
fibre (MDF) sheet. (MDF 1s a building material made from wood fibre and resin.)

Slots (3mmx 40mm) were cut into both surfaces allowing the antennas to be fed
from below, Fig. 5-7. (The slots were necessary in order to locate the antennas phase

centre sufficient close to the surface. This does mean, however, that any longitudinal
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currents surface currents will be interrupted with a consequent change in propagation

fields. It i1s thought but not proven, that this effect will be small.)

The antennas are linearly polarized and were oriented to radiate vertically (x 2°) with
respect to the (horizontal) surface. The 0° is measured from the plane perpendicular
to that of the printed circuit board (PCB) containing the feed of the radiating element.

The largest dimension of the radiating antenna element is 13 mm (Fig. 5-5) and the

height ¢:) of the antenna above the surface i1s defined as that of the element’s
(nominal) phase-centre at the radiating element’s mid-point. The distance between
transmit and receive antennas (i.e. path length) was initially set to 20 mm, i.c. at
(approximately) the radian sphere radius. (The conventional calculation of far-field
distance for this antenna is 2.8 mm but since the antenna is electrically small this
estimate 1s erroncous.) The antenna heights were set to 6.5 mm putting the
conventionally-calculated farthest point of constructive interference at a range of 1.3
mm from the transmitting antenna. (Being inside the radian sphere this calculation is,
like the previous far-field calculation, not really appropriate. It conclusively excludes,
however, the possibility of conventional interference fringes.) Path length was then

increased in steps of 20 mm up to a maximum distance of 300 mm (2.5 wavelengths)

and received power recorded at each step. Path length, antenna heights and power

were measured with accuracies better than £1 mm, £0.5 mm and +1 nW, respectively.

A second series of measurements was made with the antenna height increased to 12.5
mm. (A third series of measurements was made with transmit and receive antennas at

a height of 12.5 mm but fed from above the surface rather than from below it, Fig. S-
8.)

Transmission loss (L) was plotted in decibels against link length (R) on a logarithmic
scale (e.g. Fig. 5-10). The data is well-represented by a three-segment piecewise-
linear curve of the form given in Equation (5.1) where K is a constant, R; is the first
break point (and the path-length for which L = K), R, is the second break point (and
the pathrlength for which L = K+10nlogio(R2/R))) and n; is the path-loss index

determining the slope of the ith curve-segment. Figs. 5-10 - 5-17 show the
experimental data and resulting segmented curves.
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Table 5-1 contains the corresponding values of K, R;, R; and n;. The middle-segment
line (corresponding to »7) is a minimum mean square error (MMSE) fit. The first-
and last-segment lines (corresponding to n; and n3) are determined subjectively since
there are generally too few data points to justify a more objective MMSE calculation
(the validity of establishing a linear curve segment on only two points as is the case
for segment 1 and 2 could be questioned. It is noted, however that (i) each point
represents the mean of five spatially independent measurements and (ii) the relative
gradient of the segments 1 and 2 are similar 1n all Fig. 5-10 through Fig. 5-17. Our

interpretation is that this represents convincing evidence that the fitted curves reflect

genuine physical phenomenon).

The piecewise linear nature of the transmission loss versus distance curves appears to
reflect the underlying data, 1.e. the data points reflect underlying linear segments

rather than asingle smooth curve to which an arbitrary number of straight line

segments have been fit. This is suggestive of three distinct propagation mechanisms,

each of which dominates at different distance ranges.

An objection might be raised, however, to fitting a linear segment to the two data

points representing shortest path length. The generic point here could be expressed

by the question ‘can two points be used to infer a trend?’ It is clear that two points in
isolation on a graph cannot be used to infer the curvature or, strictly, even the

continuity of an underlying function. In this case there are compelling physical
arguments for the continuity of the field strengthdistance relationship. (It is
physically implausible for the relationship to be otherwise.) Furthermore, since the
free-space field due to a dipole is the sum of inverse power laws (1/f° for the quask
static field, 1/r* for the induction field and 1/r for the radiation field) and since the
field due to surface waves also decays as an inverse power law (with decay index
dependent on surface ohmic losses), then we argue that it is likely that the
relationship at all distances is given by a power law, thus justifying the use of

straight lines for each piccewise linear segment. (If this argument is found

unconvincing then, in the absence of any evidence to the contrary, a least complexity
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argument favours the assumption of a straight line fit; if there is no evidence for

either positive or negative curvature then zero curvature is surely the most rational

assumption.)

A residual uncertainty remains, however, in that (accepting either of the above
arguments) a choice must be made as to the breakpoint between the first and second
lincar segments. The breakpoint here has been chosen (perhaps arbitrarily) to
coincide with the second data point. Thi_s has the effect of maximising the gradient of
the first segment. (Choosing the break point somewhere between the first two points
obviously extends the length of the second line segment and reduces the gradient of
the first line segment. Strictly speaking then, it can be argued that the gradient of this

first segment can only be determined as lying between zero and the value that has

been adopted. (The author is grateful to one of his examiners for pointing this out.)
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Table 5-3 Intercept and path loss indices (Surface a and b, dimensions Imx1m)
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1.

The following is inferred from the empirical analysis:

The generally low values of n; are thought to be due to non-radiating near-field

coupling between transmit and receive antennas. (Since the antennas are

identical a spacing of twice the radian sphere radius is required to ensure

negligible coupling between quast-static fields.)

The values of ny, intermediate between those of n; and »3, are close to unity for

the aluminum surface and close to 2.0 for the MDF surface suggesting

significantly different modes or mechanisms of propagation. At least two (not
necessarily independent) mechanisms can be proposed. Firstly, it is possible
that near-field coupling between the electrically small antenna and the surface

results in a composite radiating structure that is no longer electrically small. In

this case we would expect a significant radiating near-field region extending
beyond the radian sphere. In the case of the MDF surface, for example, if a
fraction of the field were coupled to the surface then this fraction (in its
radiating near-field) might be expected to decay with an index close to 2. The

field fraction not coupled to the surface (in its far-field) would decay with a

free-space index close to unity. The overall field strength decay index might

therefore be expected to be between 1 and 2 and the power density decay index

between 2 and 4. Secondly, it is possible that near-field coupling between

antenna and surface launches a surface wave which dominates in the

intermediate region (between R) and R;). Coupling may be especially close,

and the surface wave correspondingly large, when the antenna, or its feed,
intersects the surface slot forming what is effectively a single turn current
transformer. A power density decay index close to unity is consistent with a
dominant surface wave since spreading loss in this case would tend to be
constrained to two dimensions. An increasing value of n, with increasing

antenna height above the surface is also consistent with a surface wave

Interpretation; a decrease in coupling resulting in a decrease in the relative
strength of the surface wave.
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The nodes in future wireless sensor networks may be small. In [1], for example, the

objective is to contain a node within a 1mm cube. If such nodes are deployed on

conducting surfaces and the interpretation relating to surface wave propagation 1is

correct then low path loss indices will be common.

In order to test the surface wave hypothesis the Imx1m aluminum square surface

was reduced to a thin strip (Imx155mm) to form surface C and the measurements
were repeated. The hypothesis predicts a surface wave propagating via the reduced
conducting area would be subject to a further reduction in the value of n due to
constraining spreading to less than two dimensions. The measurement results (Fig. 5-

14 and 5-15) summanzed in Table 5-2, show that path loss index is reduced by 43%

irrespective of & (for antenna heights of 12.5 mm).

To minimize coupling between antennas and surface the measurements for h =
12.5mm were repeated but with the radiating elements inverted and fed from above,

Figure 5-8. The results are shown in Fig. 5-15 and 5-16 for Imx1m aluminum and

MDF surfaces respectively. Table 5-3 shows the resulting model parameters.

The path loss index in the intermediate region for the MDF surface remains almost
unchanged suggesting that coupling between surface and antenna is modest. The

corresponding path loss index for the aluminum surface rises significantly (from 1.17
to 2.55). This 1s consistent with a reduction in surface wawe amplitude which may be

due to the removal of feed leakage fields from the proximity of the surface

5.2.2 Fading

An empirical fading model has been derived by making many independent
measurements for each transmitter-receiver path length as in Fig, 5-8. The test-bench
was displaced by at least one wavelength between measurements. The fading
distribution of the measured data was compared against theoretical distribution (1.e.
Ricean and Rayleigh) using quartiles technique B2]. The data set is divided into

quartiles and if the samples do come from the same distribution, even if one
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distribution is shifted and re-scaled from the other (different location and scale

parameters), the plot will be linear.

Fig. 5-18 shows the measured fading distributions of received signal for a range of
path lengths as compared to a Ricean process with a k-factor of 10. In Ricean fading

a dominant component is present. The dominant component could be a line of sight
component or the combination of line of sight plus the reflected component.

Following observation are made regarding Fig. 5-18.

1. The observation below the upper quartile i.e. q (0.75) follow a linear line

(for the theoretical Ricean distribution) as shown in Fig. 5-19.

2. The observation greater than upper quartile i.e. q (0.75) as in Fig. 5-19,
shows slight increase in amplitude but the data remains almost linear,

which confirms the data to be Ricean distributed.
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Fading Distribution of the Measured Signal
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Fig. 5-18 Fading distribution of measured data
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Fig. 5-19 Quantile-Quantile plots of measured data (blue) with different distributions.

0.3 Summary

Wireless channel parameters (i.e. path loss and fading) for wireless sensing nodes

that are likely to be placed closed to the ground have been estimated. Empirical
measurements are used to define a model which is used in chapter 6 for the
estimation of signal to interference ratio experienced by a node in a dense wireless
network as envisaged by specknet. The study relates path loss index for different

antenna height and separation distance. It 1s concluded that for short wireless links

path loss index 1s affected by antenna height possibly explained by the presence of a

surface wave.
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Chapter6

6. Interference in Wireless Sensor Networks

Wireless sensor networks with distributed randomraccess MAC protocols are prone

to co-channel interference. The SIR at a receiving node depends on the aggregate

interference received by the node. A simulation has been developed in order to
investigate the SIR experienced by a speck in a dense network of nodes. The analysis

in this chapter is based on simulation of a dense wireless network as envisaged by
specknet. The empirical results of the previous chapter are used in the simulation in

order to combine the over all channel model as describe by Fig 5-2 (chapter 5).

6.2 Interference in Wireless Systems

Asynchronous sensor networks typically use carrier-sense-multiple-access/collision-

avoidance (CSMA/CA) as the medium access control (MAC) protocol. The resulting
level of interference experienced by a receiving node depends on three factors. These
are: (i) inhibition distance, (i1) antenna characteristics (including polarization) and (iii)
node deployment strategy (i.e. the process by which the spatial distribution, and

orientation, of transceivers is established). Each of these factors is addressed below.

6.1.1 Inhibition Distance

CSMA/CA is simple to implement (not requiring synchronization between nodes),
power efficient and cost effective. Such networks can be characterized by an
inhibition distance, 1.e. the radius of a nominal circle within which a transmitting
node inhibits the transmission of any contending nodes. (In practice, of course, the
inhibition region is unlikely to be precisely circular (for larger indoor ranges) since
transmission losses will not generally be azimuth independent.) Nodes possess a

received signal level threshold which, if exceeded during medium sensing, results in
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transmission back-off. The larger the inhibition distance (i.e. the lower the threshold),
the greater is the number of neighbouring nodes that will be inhibited and the less is

the aggregate interfering power.

CSMA/CA based networks can be defined by two radii. The communication radius

(R.) is the maximum range between communicating nodes in the absence of

interference. It is dependent on the signal to noise ratio. The inhibition radius (Ryp), is
defined as the range (centred on a transmitting node) within which a second node is

inhibited from transmitting. These radii can be defined at the physical layer as a

received power threshold depending upon the application, network traffic and the

surrounding environment.

CSMA/CA communication is prone to radio irregularity which is a common

phenomenon in wireless sensor networks. It results in irregularity in radio range thus
resulting in packet loss in different directions. The variance in the signal path loss (in

360° azimuth plane) is one of the major reasons of anisotropy or radio irregularity.

The radio irregularity is caused by devices and the propagation medium.

It has been pointed out in several empirical studies [43] [44] [45] conducted using

the Berkeley mote platform that radio range varies significantly with directions. The

variance in signal path loss is the one of the major cause of radio irregularity. During

the course of signal propagation the radio waves are reflected, diffracted and

scattered due to the medium. The medium is normally different in different directions

resulting in anistropic pattern around the node in most environments.

To simulate an interference limited CSMA/CA system it is necessary to take into

account both the anisotropic properties of the propagation model and the
characteristic properties of the sensors used. The value of R; and Ry, depends on
these two properties. It has been pointed out in B6] that the radio irregularity
depends on both the device and the propagation medium. Device properties include

the antenna used 1.e. gain, radiation pattern (directional or omni-directional mdiation
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pattern) and polarisation The medium properties include propagation loss,

interference and noise in the environment.

In order to justify the use of an isotropic assumption (i.e. R. and Ry, circular) in
CSMA/CA the radio irregularity model (RIM) is used as defined by [46]. The RIM

model defines the irregularity of the radio pattern using the parameter DOI (degree of

irregularity). DOI is defined as the “maximum transmission loss percentage variation
per unit degree change in the direction of radio propagation”. Fig. 6-1 illustrate the
DOI parameter if there is no azimuth range variation then DOI = 0. There is no range
variation and the communication range is a sphere. Any increase in DOI value results

in irregular communication range with respect to azimuth.

Increasing DOI

e e ——
—

Fig. 6-1 Degree of irregularity

Detailed set of experiment using different motes were conducted in B6] which
suggest DOI values close to zero for radios equipped with less powerful transmitter

or smaller antennas. Low power would result in fewer multipaths due to weak

reflections from the surrounding objects.
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6.1.2 Antenna Characteristics

Antennas play a significant role in determining interference. Network nodes will,

typically, be randomly distributed. Received power from a specific interfering node
depends on both transmitting and receiving antenna radiation patterns. This includes

polarization characteristics (since any mismatch between transmit and receive

antennas will result in additional transmission loss).

Omni-directional antennas would maximize potential connectivity between nodes
and linear polarization would be attractive if the deployment mechanism could

ensure orientation perpendicular to the deployment surface. (We will refer to this as

vertical polarization irrespective of the orientation of the surface with respect to

gravity.) If deployment of the nodes results in random orientation, circular

polarisation might be attractive. The effect of polarisation on signal to interference
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