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Abstract 

Biocatalysis is increasingly used for the synthesis of pharmaceuticals intermediates. 

However, to expand the applicability of these methods current timelines for biocatalyst 

optimization need to be reduced. Quantum Mechanics/Molecular Mechanics (QM/MM) 

methods allow, in principle, the accurate evaluation of enzymatic activities and thus offer 

an interesting option for the in silico pre-screening of variants. However, standard 

QM/MM methods are a computationally expensive class of methods and thus for practical 

large scale applications, approximations need to be made. In this work, a QM/MM-based 

protocol for hotspot identification has been developed and tested. 

The establishment and validation of an internal protocol for accurate QM/MM 

calculations was achieved through the mechanistic study of aldose reductase. This study 

highlights the importance of parameters, such as size of the QM region or the choice of 

the QM method, on differentiating between competitive mechanisms and consequently on 

accurately determining the role of the environment on the energy profile of the reaction. 

Having a validated QM/MM methodology, an enzymatic amide bond formation was used 

as a case study to elaborate and test a protocol for hotspot identification. In the resulting 

protocol three major approximations were introduced to speed up calculations: starting 

from a single snapshot, neglecting possible reorganizations consecutive to the mutation 

and focusing mainly on electrostatic effects. Two different types of charge modification 

protocols were investigated: charge deletion and charge introduction. From this study one 

specific hotspot was identified.  

In a further study, a homology model strategy was conducted to cope with the absence of 

experimentally determined structure, a frequent issue in enzyme design. Our previously 

established protocol was re-tested starting from the homology model and hotspots were 

identified. Finally, an evaluation of solvent free calculations, as an option to further 

accelerate the calculations, was also carried out. Encouraging results were obtained in the 

solvent free studies as similar hotspots were obtained relative to the water or toluene 
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solvated models. Nonetheless, significant variations do exist between different solvents 

and further studies are necessary to validate the use of this approximation in a wider 

context. 
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1. Introduction 

1.1 Motivation of the Thesis 

1.1.1 The long and costly drug discovery and development process 

The pharmaceutical industry brings life-saving and life-enhancing medicines to patients. 

From a patient’s point of view there seems to be an unending stream of innovative 

products. From 1950 to 2008, the US Food and Drug Administration (FDA) approved 

1,222 new drugs (new molecular entities (NMEs) or new biologics).1 There is, however, 

a high cost that must be borne by the industry as the drug discovery and development 

process is long and expensive. In fact, for every approved new therapeutic drug (NTD) 

there is, on average, a total R&D cost of over $2.5 billion,2 over an average of 14 year 

timescale for the research and development process associated with each NTD.3 As such, 

new approaches that offer the potential to save time and money are actively sought within 

the industry. For example, technologies to reduce the timelines and increase success rates 

include the implementation of combinatorial chemistry, DNA sequencing, high-

throughput-screening (HTS) or computational modelling.4 This work focuses on 

computational technology to speed up the optimization of enzyme catalysts. 

The pharmaceutical industry aims to bringing key medicines to the patient with minimum 

impact on the environment and enzymes are playing an increasing role in achieving a 

sustainable process.5-6 However enzymes usually need to be engineered to suit the target 

process. Current timelines for engineering enzymes are considered not fast enough for a 
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perfect integration before product launch.7 Computational tools could be an important 

driver for increased speed. 

1.1.2 Computational modelling to improve efficiency 

Computational modelling can be defined as the use of computers to simulate and study 

the behaviour of complex systems using mathematics, physics and computer science.8 

Experimentation is still required to help a researcher find solutions to problems, but 

computer modelling can reduce the time and cost by prioritising work. 

Protein-ligand interactions (and more specifically enzyme-ligand interactions) are 

omnipresent along the length of the drug discovery and development pipeline (Figure 1.1) 

and thus accurate modelling of these interactions offers the possibility of accelerating 

several components of the process.  

Figure 1.1. Example of enzyme-ligand systems along the drug discovery and 

development pipeline. 

Computational chemistry is a branch of computational modelling used for the calculation 

of molecular properties or the simulation of molecular behavior.9 Various computational 
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chemistry methods can be used to study protein-ligand interactions, and depending on 

their underlying methodology offer differing levels of predictive potential. The choice of 

the method is always a quest for the optimal accuracy/speed trade-off so that the time-

scale remains competitive or faster than existing experimental approaches. In the 

pharmaceutical industry, the primary effort of a computational chemistry group is to 

support medicinal chemists in small-molecule drug discovery projects. Namely, to predict 

the affinity of a ligand for its protein target as this is directly related to the drug activity.  

Recently, various major pharma companies throughout the world (Janssen, Boehringer 

Ingelheim, Roche, Bayer and Genentech) have described their use of computational 

chemistry during the drug discovery and development process and docking was 

systematically reported as the method of choice for target-ligand interaction estimation.10-

14 The importance of free energy perturbation (FEP),15 a molecular dynamics (MD) based 

method, has also been highlighted. The gain in popularity of molecular dynamics is linked 

to the influence of Moore's Law.16 According to this law the transistor count of CPUs 

approximately doubles every 2 years. The recent progress in software and hardware (e.g., 

GPU clusters) now enable high speed MD simulations. In contrast, the use of quantum 

mechanics (QM) methods in pharma companies is more anecdotical (mainly for torsional 

analysis or pKa predictions) and Quantum mechanics / Molecular mechanics (QM/MM) 

methods in particular are not reported in any of these papers.10-14 The drawbacks of QM-

based methods is neatly summarised in a recent article entitled “Application of Molecular 

Modelling to Speed-up the Lead Discovery Process” where the author writes that QM 

based methods are “too computationally expensive and applicable only to small molecular 
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systems”.17 Nevertheless, this very computationally intensive class of applications based 

on electronic structure calculations could also gain popularity by a correct exploitation of 

GPU acceleration.18 

QM/MM techniques offer multiple advantage over classic molecular mechanical (MM) 

approaches. Firstly, they allow a description of the electronic structure for the active site 

of proteins. For example, a better representation can be made for polarization effects, 

dipole moment or cation–π and π–π interactions. QM/MM formalisms thus provide an 

opportunity to improve the accuracy of a diverse set of calculations such as docking or 

electrostatic calculations. Also, QM/MM approaches allow bond formation and/or 

breakage which is essential for the study of enzyme reactivity. 

However, it is not always straightforward for a computational chemistry group to integrate 

new (academic) methodologies as this process is usually time consuming. In general, this 

will be done in collaboration with academic partners and/or via a student project (summer, 

industrial placement, PhD Case, Post-doc …).10-11 This is why the computational 

chemistry department of GSK wanted to dedicate an “Industrial Ph.D.” project to the 

evaluation of QM/MM methodologies through the GSK/Strathclyde scheme.19 As such, 

the work described in this thesis is directly aligned to GSK business and discovery 

projects. 
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1.2 Layout of the Thesis 

The work presented in this thesis describes the development of QM/MM protocols to 

rationalize experimental strategies in biocatalysis design. Chapter 2 introduces the field 

of biocatalysis for the pharmaceutical industry. It describes the motivation for using 

biocatalysis in the pharmaceutical industry, the approaches that are used to tailor specific 

biocatalysts for a process and new concepts and methods that could help improve this 

process. 

In Chapter 3 the theoretical background needed to understand the work in this thesis is 

introduced. A particular focus is given to the theory underlying quantum 

mechanics/molecular mechanics methods with an emphasis on the methodology used in 

this work. 

Chapter 4 describes the QM/MM mechanistic study of aldose reductase (AR). This key 

enzyme is important as it has been linked to some diabetes mellitus complications. The 

mechanism of the enzyme was investigated by using three different protonation states of 

the active site residue His110. The study of this “classic” system offers a validation of the 

QM/MM methodology used and also presents a modified version of the previously 

contentious mechanism.20  

Chapter 5 reports the QM/MM mechanistic study of amide bond formation catalysed by 

thermophilic carboxylesterase and the hotspot identification for a target reaction. ‘Amide 

bond formation avoiding poor atom economy reagent’ is a top priority on-going challenge 

in the area of sustainable chemistry. Within GlaxoSmithKline an enzymatic option in the 
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synthetic route of a recently disclosed PI3Kδ inhibitor has been investigated. A 

carboxylesterase with an available crystal structure was selected for the project. Starting 

from this structure, QM/MM calculations were carried out by following the validated 

methodology from Chapter 4 and a QM/MM protocol for hotspot identification was then 

established and tested. Two charge modification protocols were investigated and hotspots 

identified from them. 

Chapter 6 investigates the amide bond formation catalysed by a lipase and evaluates the 

effect of the solvent choice on the hotspot identification output. The target reaction in this 

study is part of an enzymatic panel for amide bond formation currently under 

development. Unlike the carboxylesterase from Chapter 5, the selected enzyme for this 

project was a lipase without any experimental structure. This chapter thus first describes 

the homology modelling work. The reaction mechanism is then investigated. Finally, the 

effect of the solvent environment on the reaction mechanism and on charge modification 

protocols results is investigated. 
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2. Enzyme Biocatalysis 

2.1 Enzymes 

Catalysis is the enhancement of the rate of a reaction due to the presence of an additional 

molecule that is not consumed during the reaction, the catalyst.21 In biology, most 

chemical transformations are catalysed by enzymes.22 Enzymes are essential to life by 

reducing the time scale of a variety of reactions from millions of years to fraction of 

seconds and thus allowing organisms to have a functional metabolism.1 The Enzyme 

Commission (EC) of the International Union of Biochemistry classifies enzymes into six 

classes based on the type of chemical reaction they catalyse.23-24 

Table 2.1. Description of the main Enzyme classes. 

Enzyme 

classes 

EC 1 EC 2 EC 3 EC 4 EC 5 EC 6 

Name Oxidoreductase Transferase Hydrolase Lyase Isomerase Ligase 

 

2.1.1 Structure 

Enzymes are macromolecular catalysts and more precisely proteins. As with any other 

protein, enzymes are composed of chain(s) of amino acids. There are twenty gene-encoded 

amino acids abbreviated by a one or three letter code (Figure 2.1). Amino acids are 

chemically diverse building blocks whose mutual interactions determine both the three 

dimensional configuration and function of a protein.25 The specific order of these amino 
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acids within a chain is called the protein sequence and defines the primary structure of the 

enzyme. 

 

Figure 2.1. Amino acids classification. Protonation state shown at pH 7. pKa values of 

polar and charged amino acids side chains shown in black are taken from 25. 
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The secondary structure is determined by the pattern of hydrogen bonding and defines the 

three-dimensional form of local segments of proteins. The most common secondary 

structure elements (SSE) are α-helices26 and β-sheets27 (Figure 2.2), they represent 

approximately 30% and 20%, respectively, of the SSE composition of proteins in the 

Protein Data Bank (PDB)28.29 Turns30 (mostly β-turns31) are the third most common SSE 

which account for around 10% of the PDB secondary structure composition. There are 

various other SSE that are less frequent, for examples 310-helices31 is the fourth most 

frequent SSE and accounts for 3%. The tertiary structure refers to the three-dimensional 

structure of the enzyme, it arises from the spatial arrangement of the SSE and is also 

known as the protein fold. This fold can be stabilised by both non-covalent (hydrogen 

bonds, charge-charge and hydrophobic interactions) and covalent interactions (disulphide 

bridges). Depending on the relative content of α-helices and β-sheets enzyme folds can be 

classified into three major classes — mainly α (e.g., myoglobin), mainly β (e.g., fatty acid 

binding protein) and α–β (e.g., triosephosphate isomerase).32 α–β can be further divided 

depending on whether α–helices and β-sheets are alternated (α/β) or largely-separated 

(α+β). Finally, assembly of multiple folded proteins can be formed and is referred to as 

quaternary structure. 
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Figure 2.2. Examples of secondary structures (a) α-helix and (b) antiparallel β-sheet 

(made of -strands). 

Because enzyme three-dimensional structure is mainly held together by non-covalent 

interactions (e.g., hydrogen bonds), higher temperatures, organics solvents or strong acids 

and bases can break those bonds and lead to the loss of the native structure, a process 

called denaturation. 

In enzymes, catalysis takes place in a defined region of the tertiary structure, called the 

active site. In this region, the enzyme supplies functional groups, via the amino acids 

residues’ side chains, necessary for the reaction.25 The combination of these residues are 
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called ‘catalytic units’ and are usually form of two (dyad) or three (triad) residues.25 One 

well know example is the Ser-His-Asp catalytic triad of α/β hydrolase fold enzymes.33 

The special arrangement of these residues, determined by the enzyme fold, is critical to 

the reaction and thus governs the enzyme function. 

2.1.2 Function 

The active site within an enzyme dictates the type of the reaction that the enzyme can 

catalyse. However, the activity of the enzyme is not uniquely dependent on this and is best 

described by the Michaelis-Menten model (Eq. 2.1).34 From this equation it is evident that 

the activity of the enzyme depends on two main events: first the reversible formation of 

the enzyme-substrate complex (ES) and second a catalytic step where the ES complex is 

converted into an enzyme-product complex (EP) which is followed by the product (P) 

release. The conversion of the substrate into a product occurs with a catalytic rate constant 

kcat, which measures the effectiveness of a reaction for enzymes working under substrate 

saturation. However, because enzyme catalysis can be limited by how well the substrate 

binds to the enzyme, other parameters are needed. KM (Michaelis constant) is the 

dissociation constant of the ES complex defined as (k-1+kcat)/k1. The ratio kcat/KM is 

referred to as the specificity constant and is used to measure the efficiency of an enzyme, 

the higher the ratio, the more efficient is the enzyme. 

𝐸 + 𝑆   𝐸𝑆
𝑘𝑐𝑎𝑡
→   𝐸𝑃 ↔ 𝐸 + 𝑃  (2.1) 

Enzymes discriminate their substrates with great selectivity. An explanation for this was 

suggested by Emil Fischer who proposed, in 1894, the lock and key theory, according to 

k-1 

 

k1 
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which the substrate has to fit into the active site of the enzyme like a key into a lock.35 

This is due to enzymes’ complex three-dimensional structures and the active site 

integrated therein. Additionally, proteins are formed of L‐amino acids and as a result of 

this these systems possess a high degree of chemical chirality.36 Chirality is a property of 

an object which results in the object being non-superimposable with its mirror image.37 

Two mirror images of a chiral molecule are called enantiomers and a mixture that contains 

equal amounts of each enantiomer is termed racemic.37 

Enzymes possess three types of selectivity: chemo-, regio- and enantio- selectivity.38 

Chemoselectivity is the capacity to react specifically with a single type of functional 

group.21 Regioselectivity is when two or more identical functional groups are present in 

the same molecule and the reaction occurs specifically with the functional group that is 

located in a particular region of the molecule.21 And finally, enantioselectivity is the 

capacity to distinguish between different enantiomers of a molecule, either as the reactants 

or in the generation of the products.37 Thus, chiral catalysts have the capacity to produce 

a single enantiomer from a prochiral substrate and to react differently with each 

enantiomer of a racemic mixture. 

The “lock-and-key” model described above considers both ligand and receptors as rigid 

entities and thus fails to properly represent experimental cases where there is a 

conformational rearrangement concurrent with the binding event. In order to address the 

limitations of the “lock-and-key” model, the “induced fit” model was introduced in 1958 

by Koshland. This model proposed that the interaction with a ligand can induce a 

conformational change of the receptor.39 A third model named “conformational selection” 
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takes into account the fact that most proteins are dynamic entities and that a vast ensemble 

of conformational states coexist in equilibrium with different population distributions; a 

ligand will thus bind to a preferred conformational state and, ultimately shift the 

equilibrium towards this state.40-43 

Once the enzymes bind a substrate, the reaction can happen with a catalytic rate constant 

kcat, which can be linked to the activation free energy of the reaction through transition 

state theory (TST).44 Eq. 2.2 shows the transition state theory formula: where 𝑘𝐵 and ℎ 

are the Boltzmann’s and Planck’s constants, 𝜉  the reaction coordinate, 𝑇  the absolute 

temperature, R is the universal gas constant, 𝐾0 accounts for the standard state, ∆𝐺‡ the 

free energy difference between the transition state and reactants, γ the transmission 

coefficient (accounting for the non-separability of the reaction coordinate) and κ the 

tunnelling contributions. 

𝑘𝑐𝑎𝑡 = 𝜅𝛾(𝜉)
𝑘𝐵𝑇

ℎ
𝐾0𝑒−

∆𝐺‡(𝜉)

𝑅𝑇   (2.2) 

From Eq. 2.2, the most influential component of the rate constant is the activation free 

energy (ΔG‡) because of the rate constant’s exponential dependence on this factor. ΔG‡ 

represents the free energy difference between the transition state and the reactant state. 

The transition state (TS) is an intermediate during the conversion of the substrate to the 

product – a first-order saddle point between the two energy minima. 
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When reactions are catalysed by enzymes, the ΔG‡ is significantly decreased, thus 

increasing the rate constant of the reaction. Consequently, the underlying effect of the 

enzyme is to change the free energy profile of the catalysed reaction (Figure 2.3). 

 

Figure 2.3. Relative free energy profiles for a simple enzyme-catalysed reaction (in dark 

line) and the uncatalysed process in solution (light line). 

As the activation energy is a difference between the two states, a barrier can be decreased 

either by elevating the energy of the reactant complex or by lowering the energy of the 

TS.45 The reactant state can be destabilised by the enzyme applying a structural constraint 

on the substrate to make its structure closer to that of the TS.45-46 In addition, the TS can 

be stabilised by additional interactions that will lead to a decrease in the activation 

energy.47-48  
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Theoretical studies using methods and techniques of computational chemistry have helped 

in the understanding of the physical basis of rate enhancement of chemical reactions by 

enzymes.45, 49 Warshel and co-workers have compared the contribution of several catalytic 

factors on a wide range on enzymes and concluded that electrostatics is the key catalytic 

factor.50 Work from other groups have also supported this proposal.51-52 The importance 

of electrostatics is explained by the pre-organized environment that the enzyme active site 

offers to the reaction. Indeed, the active site has been shown to provide an electric field 

prepared to accommodate the charge distribution of the transition state without changing 

the enzyme environment too much.53-55 In contrast, in aqueous solution, water molecules 

have to spontaneously order around the reacting species, which has an energetic cost 

(Figure 2.4). 

 

Figure 2.4. Contribution of the pre-organized environment to the transition state 

stabilisation. 
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More recently experimental studies have confirmed the catalytic role of external electric 

fields in enzymes.56 Boxer's group has provided strong evidence for this concept on the 

basis of the vibrational Stark effect (VSE).57 Vibrational Stark spectroscopy has been used 

to measure local dipole moments in the active site that are influenced by an external field 

in order to quantify their contribution to the observed acceleration of reaction rates over 

the uncatalysed reaction in aqueous solvent. For Ketosteroid isomerase (KSI) Boxer and 

co-workers have shown that the large electric fields exerted on the active site were linearly 

correlated with the activation free energies of the wild type and mutated variants.56 

In recent years, there have been some debates on whether dynamic effects should 

complement our understanding of enzyme catalysis.58-62 There is today a consensus on the 

importance of flexibility and dynamic effects on the catalytic process (i.e., for ligand 

binding and product release). However, the current debate is about whether enzymes 

‘dynamics’ contribute significantly to the rate enhancement achieved by an enzyme. Part 

of the debate has been linked to different definitions of ‘dynamics’ and ‘catalysis’.62 

Enzymes dynamics can refer to wide-ranging timescales (from seconds to femtoseconds) 

and thus to different amplitudes of motion (from large domain motion to bond vibration).63 

Also ‘dynamics’ can refer either to statistical dynamics (from thermal equilibrium 

following the Boltzmann distribution) or nonstatistical dynamics.62 The definition of 

enzyme catalysis refers to the rate enhancement achieved by an enzyme relative to a 

uncatalyzed reaction without enzyme (kcat/kuncat) and is thus only associated with the 

chemical step of the catalysis cascade (which also include substrate binding, structural 

rearrangement or product release).64 
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Part of the debate originated from the experimental observation of an unusual temperature 

dependence of kinetic isotope effects (KIEs).65 A KIE can happen during a hydrogen 

transfer reaction and refers to the significant change in the measured reaction rate constant 

observed when using heavier isotopes of hydrogen (e.g., deuterium). Until recently TST 

was not able to reproduce some temperature dependencies in these KIE.65 These 

observations have motivated the development of new models that explained these 

phenomena as the consequence of protein motions.65 One of these models is ‘promoting 

vibrations’66 and refers to fast (femtosecond to picosecond) dynamics involved in 

transition state barrier crossing.67-68 Another model is ‘promoting motions’ and suggests 

the existence of equilibrium thermal motions on the millisecond timescale that promote 

an active site organisation favourable to catalysis.69-70 However, In 2012 Glowacki et al., 

provided a simple model using TST that could properly explain the previously observed 

unusual temperature dependence of KIEs; the trick was to incorporate conformational 

sampling into the TST by using at least two representatives of the protein conformation 

for the calculations.71 Their result shows that no new theoretical framework needs to be 

invoked. Additionally, the use of TST allows remarkable agreement with experiment 

which is an argument that this framework is sufficient to explain catalysis even if it does 

not refute the dynamic hypothesis.72 However the direct link between enzyme dynamics 

and chemical reaction rate (or energy barrier lowering) has been carefully examined by 

computer simulations and the resulting conclusion is that it is likely that the contribution 

of such effects are small;73-74 the major contribution to the increased rate observed in 

enzymes seem to arise from the electrostatic stabilisation of the transition state.   
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2.2 Biocatalysis for pharmaceutical manufacturing 

Biocatalysis is the use of enzymes in chemical synthesis. Enzymes used for biocatalysis 

can be obtained from natural sources or produced using recombinant DNA, the latter 

method allows for the possibility of more efficient, higher purity and cheaper production. 

They can then be used in whole cells, lysates or in purified forms. Biocatalysts can be 

used as the free enzyme or bound to a solid support (immobilisation). Immobilisation has 

several advantages such as a potential increase in activity and/or stability compared to the 

soluble equivalent.75-76 Also, it allows enzyme reuse which can considerably decrease the 

cost of the process. Examples of commonly used immobilisation techniques are covalent 

attachment, adsorption, crosslinking or encapsulation.75 Biocatalysis reactions can take 

place in water but to expand the set of possible substrates that can be used, organic solvents 

would be preferred. Organic synthesis often deals with organic substrates, which are 

poorly, or not, water soluble. These solubility problems can be overcome by switching 

from water to organic solvents as the reaction media. In 1984, the seminal work of 

Klibanov demonstrates that enzymes could be use in organic solvent with similar activity 

to that obtained in water, which opened the door to a much broader scope of applications.77 

More recently, Ionic liquids (IL) are increasingly being used as greener alternatives to 

organic solvent, which have the inconvenience of being volatile and potentially 

flammable.78 IL are salts in liquid form with negligible vapor pressure which make them 

non-flammable and highly thermostable. Additionally, IL has the advantage of being able 

to dissolve both polar and nonpolar substrates. 
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Biocatalysis has been increasingly used for the synthesis of pharmaceuticals.79 The 

biocatalytic toolbox is continuously expanding and includes representatives from across 

almost all the EC enzyme classes (Table 2.2). Oxidoreductases, transferases, hydrolases 

and lyases have been broadly and successfully used for the biocatalysis of pharmaceutical 

intermediates. Application of isomerases and ligases are still limited but recent 

developments could make them emerge as interesting biocatalysts for new synthetic 

applications.80-81 

Table 2.2. Key enzyme classes applied for the synthesis of pharmaceuticals. 

Enzyme class Biocatalyst Example of application 

Oxidoreductase Ketoreductase (EC 1.1.1.2) 

Monoamine oxidase (EC 1.4.3.4) 

Atorvastatin (Lipitor®)82 

Boceprevir (Victrelis®)83 

Transferase Transaminase (EC 2.6.1) Sitagliptin (Januvia®)84 

Hydrolase Lipase (EC 3.1.1.3) 

Penicillin acylase (EC 3.5.1.11) 

Ibuprofen85 

Amoxicillin86 

Lyase Aldolase (EC 4.1.3.3) Zanamivir (Relenza®)87 

 

2.2.1 Biocatalysis as a means to sustainable chemistry 

In the pharmaceutical industry, the development of biocatalysis has in part been driven by 

the need for more sustainable manufacturing process. In 1992 a metric for assessing the 

environmental impact of manufacturing processes named the E(environmental) factor was 
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introduced by Roger Sheldon.88 It refers to the mass of waste per mass of product and is 

usually expressed as kilograms per kilogram [kg/kg]. The lower the Efactor the better and 

the target must be the ideal value of zero. The E factor of various industries was calculated 

and it was found that the pharmaceutical industry had the highest result.88 The 

quantification of the waste generated has certainly promoted the need for change. In the 

early 1990s the term “green chemistry” also emerged at the U.S. Environmental Protection 

Agency (EPA). The 12 green chemistry principles give a set of rules to follow in order to 

have more sustainable processes.89  

Biocatalysis fulfils most of the 12 principles and has thus become a key technique to 

perform sustainable chemistry.6 First of all biocatalysts come from renewable sources and 

are biodegradable. Also, enzyme-catalysed reactions can often be carried out at ambient 

temperature and atmospheric pressure, thus avoiding the use of more extreme conditions 

which can cause problems with isomerisation, racemisation, epimerization, and 

rearrangement.79 Additionally, their high selectivity make them more economic industrial 

processes as multiple process steps can be circumvented.90-91 The use of biocatalysts can 

reduce or eliminate the requirement for protective group chemistry, thus the number of 

steps is reduced, and each step that is removed reduces the requirement for reagents, 

solvent, energy and time decrease the amount and toxicity of waste products.92  

One example is the production of penicillin-based semi-synthetic antibiotics. Penicillin 

was discovered in 1928 by Alexander Fleming.93-94 In 1957, the discovery of 6-

aminopenicillanic acid (6-APA), the so-called penicillin nucleus, allowed the production 

of many semi-synthetic penicillins.95 The discovery of these semi-synthetic penicillins 
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improved the range of infections that could be treated by penicillins. Originally the 

production of semi-synthetic antibiotics required the use of organic solvents as well as the 

reactive group's protection/deprotection sequence, low temperatures (-30°C), and 

chemical acylation. In the biocatalytic processes, the chemical removal of side chains is 

replaced by an enzymatic reaction step (hydrolysis) using immobilized penicillin acylase 

(EC 3.5.1.11) that is regio- and stereo-specific and the reaction conditions are mild 

(Figure 2.5).86 Interestingly, the same enzyme also catalyzes the reverse reaction so it 

allows for the coupling of different side chains. Amoxicillin (D-(-)-α-amino-p-

hydroxybenzyl penicillin trihydrate) is an example of a semi-synthetic antibiotic currently 

produced by this strategy.86, 96 This drug has a broad spectrum of bactericidal activity 

against gram-positive and gram-negative microorganisms and is one of the major β-lactam 

antibiotics, which, according to IMS Health, was part of the top 15 dispensed prescriptions 

in 2012 in the United States of America.97 The production of semi-synthetic β-lactam 

antibiotics is the highest volume application of biocatalysis within GSK with over 

1,000,000 kg annually.98  
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Figure 2.5. Chemical and enzymatic deacylation of penicillins to 6-APA. 

2.2.2 Biocatalysis for the synthesis of enantiopure compounds 

Another factor that has driven the increased use of biocatalysis in the pharmaceutical 

industry is the increasing demand for single-enantiomer drugs (Figure 2.6).99-100 Indeed 

the ability of different enantiomers to interact selectively with biological receptors is an 

important property, which can result in a profound effect on drug–receptor interactions.101 

That is, two enantiomers of the same drug may not have the same effect and sometimes 

need to be considered as two different drugs.101 
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Figure 2.6. Annual distribution of worldwide-approved drugs according to chirality in the 

period 1983–2010. Data collected from 102-103 *According to the US Food and Drug 

Administration, a New Molecular Entities (NME) is an active ingredient that has never 

been marketed in the US before in any form; it is a term which is generally recognized 

world-wide.104  

An illustration of the importance of drug stereochemistry is provided by the well-known 

example of the thalidomide disaster. Thalidomide was widely prescribed for morning 

sickness from 1957 to 1962.105 However, despite its success with curing morning sickness, 

the drug was subsequently shown to be associated with serious teratogenic effects.106 

Approximately 10,000 children were born with thalidomide-related disabilities 

worldwide.105 The drug was administrated as a racemic mixture but there is some evidence 

that whereas the (R) isomer may be an effective sedative, the opposite (S) isomer would 
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be associated with teratogenic properties and could be responsible for the appearance of 

deformities in the developing foetus.107 The differential effect of both enantiomers 

remains hypothetical, indeed the individual effect of each enantiomer is difficult to 

evaluate mainly because a chiral inversion can occur in vivo.108 

Nevertheless, the thalidomide disaster led to a change in drug testing and approval 

procedures in many countries, such as the Kefauver-Harris Amendment (U.S.) and 

Directive 65/65/EEC1 (E.U.).109-110 The first of these laws required drug manufacturers to 

provide proof of the effectiveness and safety of their drugs before approval and the second 

was the first European pharmaceutical directive and required that a proprietary medicinal 

product could not be marketed within the community without prior authorisation of the 

competent authority of at least one member state. 

Another example of a drug which has differential effects between its enantiomers is 

ibuprofen.111 This well-known anti-inflammatory and analgesic agent has been in use for 

over 40 years, and is also administered as a racemic mixture.111-112 However, it has been 

revealed that only the (S) isomer is a cyclooxygenase inhibitor and the origin of the anti-

inflammatory effect.111  

Enantiopure drugs also have an economic value as pharmaceutical companies can use 

chirality as a tool to increase the span of their patented blockbuster drugs.113 Indeed, 

“chiral switches” are chiral drugs that have already been claimed, approved and marketed 

as racemates or as mixtures of stereoisomers, but have since been redeveloped as single 

enantiomers.99, 113 According to the US Food and Drug Administration (FDA), single 
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enantiomers in chiral switches are not new molecular entities, and are therefore barred 

from five-years exclusivity.113 Such new products are treated as new derivatives of 

existing drugs or new formulations, on a case-by-case basis, and can be eligible for three 

years exclusivity.113  

Given their important properties and economic value, the development of new processes 

for the production of chiral molecules remains an ongoing challenge in organic 

synthesis.114-116 Currently the two main strategies for the synthesis of single-isomer drugs 

are isomer separation and asymmetric synthesis (Figure 2.7).115, 117 The “isomer 

separation” strategy involves starting from a racemic solution and applying a method, such 

as chiral column chromatography, resolution by crystallization, use of chiral resolving 

agents or enzymatic resolution,117 to separate the enantiomers. 

 

Figure 2.7. Approaches to the isolation of enantiopure compounds. Information collected 

from 115, 117 
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When only one enantiomer is needed another strategy is to perform asymmetric synthesis 

using enantioselective catalysis. There are several approaches that can be used to achieve 

this, such as asymmetric hydrogenation,118 chiral auxiliaries,119 (an organic compound 

which couples to the starting material to form new compound, which can then undergo 

enantioselective reactions via intermolecular asymmetric induction), enantioselective 

organocatalysis,120 chiral pool synthesis117 (using chiral natural compounds as starting 

point) and biocatalysis.116 The use of biocatalysts for chiral synthesis is currently preferred 

because it offers several advantages including very high enantiomeric excess (ee, the 

degree to which a sample contains one enantiomer in greater amounts than the other) and 

reagent specificity, as well as mild operating conditions and low environmental impact. 

Lipases (EC 3.1.1.3) are one of the most used enzymes in the synthesis of enantiomerically 

pure intermediates.121 They have the advantage of being stable in organic solvents and are 

cofactor-independent, along with high activity and broad substrate acceptance.122 Lipases 

can catalyse the synthesis of enantiomerically pure intermediates via hydrolysis or 

transesterification.121 One example of lipase application is the separation of the racemic 

solution of ibuprofen and other types of 2-aryl-propionic acids derivatives through 

enzymatic resolution.123 Both esterification and hydrolysis approaches with lipases have 

been successfully applied to the production of (S)-ibuprofen (Figure 2.8).124-126 In these 

systems, the lipase selectively generates one enantiomer – e.g., CRL selectively reacts 

with (R)-ibuprofen to generate the (R)-ibuprofen, n-propyl ester, leaving the (S)-ibuprofen 

unreacted (Figure 2.8a) – and the resulting compounds can be readily separated due to 
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their distinct physiochemical properties. Similar strategies have been for example applied 

to the production of the chiral intermediate of the anti-hypertension drug diltiazem.127-128 

 

Figure 2.8. Lipase-catalysed enantioselective (a) esterification and (b) hydrolysis of 

racemic mixture. CRL: Candida rugose lipase; RML: Rhizomucor miehei lipase 

Enzymatic resolution and other separation techniques have the intrinsic disadvantage of 

producing a maximum theoretical yield of 50 %. To overcome this limitation another 

strategy is to employ enzymes capable of performing asymmetric synthesis on prochiral 

molecules. Ketoreductases (KREDs, EC 1.1.1.2) catalyse the NADPH dependent 

asymmetric reduction of ketones to chiral alcohols. They have for example found 

application in the synthetic route of blockbusters such as the lipid-lowering agent 

atorvastatin (Lipitor®) and the asthma maintenance treatment montelukast (Singulair®, 

Figure 2.9).82, 129 
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Figure 2.9. Ketoreductase-mediated synthesis of a montelukast intermediate. 

Reductive amination methods for production of chiral amines are particularly important 

as it is estimated that 40 % of pharmaceuticals contain a chiral amine moiety.130 Various 

biocatalytic strategies have been developed for that goal. Here again lipases have been 

used via enzymatic resolution of racemic amines.131 During the last decade transaminases 

have matured to a robust method for the preparation of optically pure amines.132 

Transaminases (TAms, EC 2.6.1) are enzymes that catalyse the pyridoxal-5’-phosphate 

(PLP) dependent transfer of an amine group from an amine donor to a ketone or aldehyde. 

One famous example of integration of a transaminase is the development of a new process 

for sitagliptin (Figure 2.10).84 Sitagliptin is the active ingredient in Januvia®, a treatment 

for type 2 diabetes and is the largest product by both volume and sales of Merck.133 The 

original process involved an asymmetric hydrogenation of an enamine at high pressure 
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using a rhodium-based chiral catalyst for which researchers from Codexis and Merck 

developed a biocatalytic alternative.134 The study started with a (R)-selective transaminase 

ATA-117 from Arthrobacter sp. selected for asymmetric amination of pro-sitagliptin. The 

initial enzyme did not show any activity for the substrate due to steric constraints. In silico 

studies were carried out to investigate key residues to mutate to fit the substrate in the 

pocket which combined with directed evolution could produce the enzyme needed for 

commercial level. The protein engineering procedure took 11 rounds of directed evolution 

and 27 random mutations were introduced. The obtained variant is able to convert 200 g/L 

of the pro-sitagliptin ketone into sitagliptin in 50% DMSO with 92% yield (>99.95% ee). 

Relative to the original chemical route, this enzymatic process generates a 10% increase 

in overall yield and 53% increase of productivity (kg/L per day). Importantly this also 

reduce the total waste by 19%. This process has been awarded the prestigious Presidential 

Green Chemistry Challenge Awards. Transaminases have recently been applied on 

different pharmaceutical production in both enzymatic resolution and asymmetric 

synthesis of the ovarian cancer treatment niraparib,135 the anti-insomnia drug candidate 

filorexant (MK-6096),136 and the anti-tumor drug candidate AZD1480.137 
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Figure 2.10. Biocatalytic and chemo catalytic routes for the asymmetric synthesis of 

sitagliptin. 

Lipases and transaminases provide useful tools for the production of chiral primary amines 

but robust biocatalyst platforms for secondary and tertiary amines are still in development. 

Different oxidoreductase enzymes have been explored for these kinds of applications 

which include, among others, Monoamine Oxidases and Imine Reductases.138 The 

advance in available regeneration methods for redox cofactors has allowed the broader 
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application of this class of enzyme to industrial scale.139 Monoamine Oxidases (MAOs, 

EC 1.4.3.4) are flavin-dependent enzymes that catalyse the oxidation of amines to imines 

(Figure 2.11a). The capabilities of MAOs for the production of enantiopure amines on 

various substrates was extensively developed by Turner’s group.140 When coupled with 

nonselective chemical reducing agents MAOs can mediate the deracemization of simple 

chiral primary, secondary, and tertiary amines. Industrial application of this process for 

the production of the Hepatitis C drug boceprevir (Victrelis®) was recently developed.83 

Imine Reductases (IREDs, EC 1.5.1.48) catalyse the NADPH-dependent enantioselective 

reduction of imines to the corresponding amine (Figure 2.11b).141 Two particularly 

interesting strains of IREDs were discovered by Mitsukura and co-workers around 

2010.142-143 The current challenge consists in developing broader substrate scope to allow 

further synthetic applications.144 
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Figure 2.11. Transformation catalysed by (a) monoamine oxidases (MAOs), (b) imine 

reductases (IREDs). (c) Deracemization catalysed by a MAO/IRED cascade. 

The increased availability of enzymes motivates the increased development of multi-

enzyme systems to perform cascade reactions.145 For example IREDs have been applied 

as the reducing agent in MAO-catalysed deracemisation cycles leading to enhanced 

enantioselectivity in the production of piperidine and pyrrolidine substrates (Figure 

2.11c).146 Cascade reactions have the advantage of avoiding elimination and purification 

steps and thus result in reduced cost and waste. These approaches can also be used for by-

product removal. There are numerous reports of biocatalytic cascades particularly 

involving TAms.147 Another on-going development is the engineering of metabolic 

pathways for the production of pharmaceutical intermediates. However, these are still 
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mostly limited to the production of bulk chemicals. One example is the biosynthesis of 

the non-natural amino acid L-homoalanine,148 which is a chiral precursor for the 

tuberculosis medications ethambutol (Myambutol®) and the anti-epileptics drugs 

levetiracetam (Keppra®) and brivaracetam (Briviact®). 

2.2.3 Protein engineering of biocatalysts 

The industrial application of penicillin acylases for the production of 6-APA was greatly 

facilitated by the fact that the wild-type enzyme identified by screening already had 

satisfactory yields and no protein engineering was required.149 However in the majority of 

cases, naturally occurring enzymes are often not suitable for biocatalytic processes 

without further tailoring or redesign of the enzyme, due to limitations regarding 

thermostability, activity, selectivity (narrow range of natural substrates), and tolerance 

towards organic solvents for industrial applications.150 Although process engineering can 

sometimes solve some of these problems, for example through enzyme immobilisation, it 

is usually not sufficient.76, 151 Therefore, protein engineering strategies aimed at 

constructing enzymes with novel or improved activities, specificities, and stabilities have 

been developed.152  

One strategy in protein design is the design of proteins from scratch, known as de novo 

design.153 Last decade has seen the appearance of the first de novo design of enzymatic 

activity that was not reported before, a Kemp-elimination activity.154 De novo design of 

enzymes with Retro-aldolase activity and stereoselective Diels-Alder activities have also 

been reported.155-156 These designs were based on the Baker lab algorithm,157 and follow 
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the “inside-out” strategy.158 This strategy follows two steps : first the design of an optimal 

active site to accommodate the reaction (named a “theozyme” and obtained from quantum 

mechanics calculations), second the identification of a scaffold using the RosettaMatch157 

module and third the mutation and optimization of the amino acid residues surrounding 

the “theozyme”. Activities of these designs are low but it was found that by further 

refinement through directed evolution higher rates could be obtained.159-160 Nevertheless 

these computationally designed enzymes perform quite poorly and have not found 

industrial application so far. 

An alternative to de novo design is the redesign of existing enzymes. Key advances in 

DNA sequencing and gene synthesis are at the base of tremendous progress in tailoring 

biocatalysts by protein engineering and design.161 Strategies for protein engineering can 

be classified as random, rational and combined methods (semi-rational). 

2.2.3.1 Random approaches 

Directed evolution (DE) has proved to be an effective strategy for improving biocatalyst 

properties starting from wild-type enzymes.162 Specific activity, stability, substrate scope, 

and stereoselectivity of enzymes can be optimized using this technique. This technique 

consists of subjecting a gene to iterative rounds of variation (creating a library of variants), 

selection (expressing the variants and isolating members with the desired function), and 

heredity (generating a template for the next round) (Figure 2.12).  
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Figure 2.12. Schematic representation of a directed evolution process. 

Established methods for the library generation in DE are error-prone PCR, DNA shuffling 

and site-saturation mutagenesis (step 1 of Figure 2.12). Error-prone Polymerase Chain 

Reaction (epPCR) was first introduced in 1989 by Leung.163 By using the low-fidelity 

DNA polymerase (i.e., Thermus aquaticus) it allows random introduction of error in the 

sequence. The DNA shuffling method is for in vitro recombination of homologous genes 

and was developed by Stemmer in 1994.164 A set of naturally occurring homologous 

sequences are randomly fragmented using a DNase and are then recombined to form 

chimeric entities. Site-saturation mutagenesis (SSM) is a method that allows the 

systematic substitution to all of the other 19 possible amino acid at a particular position. 

After the variation step these genes are cloned into DNA vectors and transformed into an 

expression host for expression of the corresponding protein variants (step 2 Figure 2.12). 
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It is worth noting that the transformation efficiencies are far from optimal and that a lot of 

the variants that are generated in the first step will not be transformed. Following the 

transformation step the protein variants need to be evaluated using agar plate or microtiter 

plate-based screening. Agar plate-based screening allows better throughput capacity (105 

variants analyses per day) but cases where it can be used are limited.165 Therefore, a 

majority of library analyses continues to be performed via screening in microtiter plates 

instead. Microtiter plate screening is usually limited to no more than 104 variants analyses 

per day.166 

In the last step of a DE a desired variant is selected and amplified to be used as a template 

for the next round of directed evolution (step 3 of Figure 2.12). The amplification is done 

by bacterial growth of cells from microtiter plates’ wells with the highest detected 

activities or of the surviving colonies from agar plates. The cycle in Figure 2.12 will be 

repeated until a variant with the desired property is obtained. 

In the area of DE, new opportunities are arising from the development of ultrahigh-

throughput screening/selection technologies that allow more than 105 analyses per day. 

These technologies allow one to increase the throughput of screening by replacing the 

classic microtiter plates by smaller systems (e.g., droplets). These compartments can be 

analysed by fluorescence-activated cell sorting (FACS).167-168 Flow cytometers enable 

screening of up to 108 variants per day. Desired activities can thus be reached with fewer 

cycles.169-170 These technologies are interesting because they allow escaping from 

microtiter plate-based DE plateaus,170-171 the analysis of metagenomics libraries and 

broadening the applicability of deep mutational scanning.172 Deep mutational scanning is 
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the principle of systematic analysis of the DE outcome to understand it better.173 This 

approach can now be done by combining ultrahigh-throughput with next-generation 

sequencing. The motivation for this kind of study is that a better understanding of the 

structure-sequence relation would allow one to accelerate the enzyme optimisation 

process. These studies typically focus on the consequences of single mutations.174 

However, a more complex analysis can investigate the effect of multiple mutations and 

give insight into epistatic interactions, which are mutation that act additively.175 

Despite the impressive advances made in these fields, the challenge of specifically 

designing biocatalysts for a given function or substrate still remains a significant hurdle.176 

The size of these libraries is often a bottleneck of this method, particularly for the selection 

parts.177 Large libraries are actually needed because, as they are usually built randomly, 

the rate of success is usually low.178  

2.2.3.2 Semi-rational approaches 

Semi-rational design randomizes only specific amino acids within the enzyme’s protein 

sequence that are deemed to be of interest. The advantage of semi-rational methods is 

efficiency, as the same or better results can be obtained with less effort.179-180 Semi-

rational strategies can be done for example to optimize substrate specificity and 

enantioselectivity as these features are often governed by steric factors of the active site. 

Iterative Saturation Mutagenesis (ISM) is a well-established method for semi-rational 

design.181-182 In this method multi-residue sites of interest are first identified. In a second 

step, residues in each multisite are simultaneously subjected to saturation mutagenesis. 

Then the chosen variant from one multisite is used as a template for saturation mutagenesis 
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at other multisite. The ISM method typically used to improve selectivity or activity is the 

Combinatorial Active-Site-Saturation Test (CAST).183 To improve stability another ISM 

method named B-Factor Iterative Test (B-FIT) can be used in which only residues with 

the highest crystallographic B-factor (more flexible) are mutated.184  

Awareness of the benefit of this type of technique was gained by the example of 

Pseudomonas aeruginosa lipase (PAL) for which it was shown that by using an ISM 

method the desired enantioselectivity could be reached faster than by epPCR (10,000 

versus 50,000 transformants).185 epPCR or DNA shuffling should thus be used only if no 

structure based information is available. Different variants of ISM have been recently 

developed such as single code saturation mutagenesis (SCSM)186 or triple code saturation 

mutagenesis (TCSM).187  

2.2.3.3 Computational methods for Hotspot identification 

One option to narrow and improve the quality of variants’ libraries can be the use of 

computational methods.188 Computational methods can be applied to biocatalyst design in 

order to gain rational guidelines, to orient experimental planning and, ultimately, to avoid 

expensive and time-consuming experiments.189 

Knowledge-based approaches rely on experimental and sequence data for guidance. Some 

widely used software are Hot-Spot Wizard190, ProSAR191 and SCHEMA192. Platforms that 

contain information on enzyme superfamilies’ superimposition have been developed 

which can be useful to provide sequence-function relationships with the well-known 

example of the 3DM commercial database.193-194 ZEBRA is a web server for analysing 
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enzyme functional subfamilies in order to identify adaptive mutations.195 A test case was 

run on the Candida antarctica lipase B (CALB) by integrating subfamily specific 

positions calculated for the amidases which resulted in an improved amidase activity of 

CALB.196 

Physics-based approaches utilize principles from computational chemistry to predict 

properties of proteins only from their structure.197 Structural biology techniques such as 

protein crystallography or NMR spectrometry allow the determination of protein 

structures to atomic resolution and these can be employed as starting points for molecular 

modelling studies. Physics-based methods usually focus on the improvement of one 

specific property which can be the protein stability, the protein-ligand binding or the 

catalytic rate constant. 

For stability prediction, different methods that estimate the folding free energy are 

available such as Rosetta198-199 and FoldX200-201. Recently, the melting apparent 

temperature (Tm) value of a transaminase was increased by 4.0°C relative to the Tm of the 

wild-type enzyme by using FoldX.202 A more recent approach developed by the Janssen 

group is named FRESCO (Framework for Rapid Enzyme Stabilization by COmputational 

libraries) and runs a MD-based screening on a library of single point mutations generated 

from Rosetta, FoldX and an in-house code for disulfide discovery.203-204 By employing 

this FRESCO protocol on a limonene epoxide hydrolase (EC 3.3.2.8) from Rhodococcus 

erythropolis the Tm was increased from 50 to 85°C.203 
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To improve selectivity, it is the binding free energy of the protein-ligand complex that is 

estimated by programs such as Rosetta.205 The selectivity improvement protocol usually 

includes the creation of in silico variants, the optimisation of their structure (via sampling) 

and their evaluation by using an energy function. Here again the Janssen group has 

recently developed a MD-based protocol name CASCO (CAtalytic Selectivity by 

COmputational design) which integrates RosettaDesign in a first step for variants 

generation and allows stereoselective enzyme design.206 By employing the CASCO 

protocol, an epoxide hydrolases that produced diols with high enantiomeric excess was 

discovered.206 Another recent advance in that area is the development of programs 

allowing backbone flexibility such as RossetaRemodel or OSPREY.207-208 

The accurate prediction of catalytic rate constants needs the identification of the transition 

state (TS) of the reactions to evaluate the reaction energy barrier. However, the 

identification of transition states is usually a time-consuming task. Two main strategies 

have been used for a fast estimation the catalytic rate constant: (a) simplify the activation 

energy barrier (Ea) calculation procedure; or (b) evaluate the transition state stabilisation 

by estimating the enzyme-transition state binding energy (ΔGbind(E-TS), Table 2.3). 

Another important parameter is whether the hotspots are identified using quantum 

mechanics or molecular mechanics. The first allows the attainment of more accurate 

results while the later allows more sampling. 
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Table 2.3. Selected examples of strategies to estimate catalytic rate constants. 

Study Property estimated Energy Sampling 

Hediger et al.209 Ea PM6 No 

Funke et al.210 Ea BLYP/6-31G*: CHARMM No 

Zheng et al.211 ΔGbind(E-TS) 

Ea 

AMBER 

B3LYP/6-31G*: AMBER 

MD 

Gu et al.212 ΔGbind(E-TS) AMBER MD 

OptZyme213 ΔGbind(E-TS) CHARMM MD 

 

To simplify the energy barrier calculation Jensen and co-workers have investigated the 

use of semi-empirical methods (PM6) rather than the more accurate ab initio methods (e.g. 

B3LYP) to identify beneficial mutations.209 Their protocol, applied to CALB, has allowed 

the identification of improved variants for the amidase activity.214 A different strategy was 

taken by Funke and co-workers,210 in their study they set side chain atomic point charges 

of single residues to zero and re-evaluated the activation energies by simple single point 

calculations on both the reactant and the transition state in the modified electrostatic 

environment. This protocol is motivated by the idea that electrostatics is believed to be 

one of the most important components in determining the catalytic ability of enzymes.50 

The methodology was applied to Bacillus subtilis lipase A and the results identified one 
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hotspot (ΔEa < -1 kcal/mol) in His76 with a ΔEa of -2.1 kcal/mol. Parallel experimental 

work also identified His76 as an important residue for catalytic activity. 

Methods based on enzyme-transition state interaction energy estimation have been 

employed by Zheng et al. to design a cocaine hydrolase (EC 3.1.1.84).211 In their study 

the TS of the rate-determining limiting step was first determined for the wild-type 

structure. Then the enzyme-TS interaction energy of the different mutants was evaluated 

from various molecular dynamics snapshots and only variants with lower energy than the 

wild-type were submitted to DFT-based QM/MM calculations in order to estimate the 

energy barrier. The results from this virtual screening were tested and a variant with 

approximately 2000-fold activity improvement was obtained. In a similar way Gu et al. 

ran a virtual screening to design a mandelate racemase (EC 5.1.2.2) but a faster protocol 

was designed by only keeping the interaction energy evaluation step and by skipping the 

QM/MM energy barrier calculation.212 In their work the binding energy of enzyme-TS 

complex of the mutants were evaluated by combining a molecular dynamics sampling to 

a molecular mechanics/Poisson-Boltzmann surface area (MM/PBSA) calculations. The 

best scoring mutants were experimentally tested and after two rounds of screening a 

positive variant with 5.2-fold improved catalytic efficiency was found. Because TS are 

not always available they can be approximated by transition state analogues (TSA). 

OptZyme213 follows this strategy; mutation effects are evaluated by comparing the 

enzyme-substrate (ES) and the enzyme-TSA interaction energies. If the energy of latter is 

minimized rather than the former, then the mutation is predicted to be beneficial.  
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2.3 Summary and conclusion 

In this chapter, the significance of biocatalysis for the synthesis of pharmaceuticals and 

the recent developments in this area have been introduced. Two main reasons motivate 

the use of biocatalysis in the pharmaceutical industry:  the development of greener process 

and the easy access to chiral building blocks. As a matter of fact, biocatalysis is 

increasingly used for the synthesis of pharmaceuticals intermediates with important 

industrial relevant examples.79, 215 Current protein engineering methods are able to 

successfully modify enzymes for efficient synthesis of pharmaceuticals.216 The 

development of semi-rational methods have allowed more efficient designs than initially 

used random strategies. Nevertheless, the current time-scale is still not ideal for a perfect 

integration into the drug discovery and development pipeline. As stated in a recent review 

there is a “Need for speed”.7 The next challenge is to produce desired enzymes in reduced 

time-scale to align with business needs.7 Ideally the process should be ready at product 

launch in order to avoid a refile with regulatory agencies. The sitagliptin example took 

one year and it has been suggested that doubling the speed should be sufficient.7 The 

development of ultrahigh-throughput screening/selection methods in industrial 

environment and the integration of (new) computational methods to predict the impacts 

of mutations could help reach this goal. Finally, this chapter has mainly focused on chiral 

transformations, but robust biocatalyst platforms for other transformations relevant for the 

pharmaceutical industry are still in development. For example, enzymatic options for 

amide bond formation for industrial applications are still limited.217 
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3. Theory and Methods 

Enzymes are large molecules, for example, hen egg-white lysozyme is 14.3 kDa and is 

considered to be a small enzyme.218 This means that modelling the reactions that enzymes 

catalyse is complex and challenging. This can be complicated further by the need to 

include part of a particular enzyme’s surrounding environment, such as the solvent, 

cofactors, other proteins, a lipid membrane, or DNA. The typical approach for studying 

systems on the scale of enzymes is through all atom molecular mechanics (MM) methods, 

where the electronic degrees of freedom of the molecules are ignored and only motions of 

the nuclei are calculated. MM is typically well parameterised for ground state properties 

such as geometries and interaction energies. However, this method cannot account for 

bond breaking and forming nor for charge transfer, and electronic excitation, that is, for 

any properties that are dependent on changes in the electronic structure. 

Electronic rearrangement in a system can be studied by quantum mechanics as this level 

of theory retains the electronic structure of a system. Unfortunately, QM methods are 

limited to a range of tens to hundreds of atoms. From these limitations came the idea of 

merging the two methods (QM and MM), as suggested in the pioneering work of Warshel 

and Levitt.219 Within a QM/MM framework, the substrate and enzyme atoms needed for 

the reaction, are modelled at a QM level, while the rest of the system is modelled at the 

MM level. 
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This chapter first introduces the basis of quantum mechanics and molecular mechanics 

methods. Subsequently, the quantum mechanics/molecular mechanics methods are 

introduced with an emphasis on the methodology used in this work. 
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3.1 Quantum mechanics methods 

Quantum mechanics models the atom as a nucleus surrounded by electrons. The total 

energy of the system, can be obtained by solving the Schrödinger equation.220 The 

Schrödinger equation of a multinuclear, multielectron system is expressed in Eq. 3.1; 

where Ĥ represents the Hamiltonian, Ψ is the wavefunction for the system and E the 

energy associated with this wavefunction. The absolute square of the wavefunction, when 

integrated over space and time, yields the probability of finding the particle at that position 

at that time.  

Ĥ𝛹 = 𝐸𝛹  (3.1) 

The Hamiltonian expression is detailed in Eq. 3.2, where the first two terms describe the 

kinetic energy of the nuclei, A, and the electrons, i, respectively, and the last three terms 

describe Coulombic interactions between particles. h is the Planck’s constant and e is the 

electron charge. M and m are the nuclear and electron masses, respectively, and RAB, rij 

and rAi are distances separating nuclei A and B, electrons i and j, and electrons i and nuclei 

A, respectively.  

Ĥ =
−ℎ2
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The Schrödinger equation may be solved exactly for a one-electron system. However, 

when the system comprises more than one electron it becomes difficult to solve this 

equation exactly and as such there is a need for an approximate solution to the Schrödinger 

equation for these many-electron systems. In computational chemistry, different methods 

are used to determine an approximate solution to the Schrödinger equation and they can 

be distinguished by the approximations that they use and thus the level of accuracy that 

they can reach.221 

First, ab initio methods make calculations from the first principles of quantum mechanics. 

Hartree-Fock (HF)222 is the most basic ab initio method and is typically the starting point 

of the majority of other wavefunction based methods. HF estimates the wavefunction by 

applying three approximations to the Schrödinger equation. First, the Born–Oppenheimer 

approximation assumes that nuclei do not move and as such is an approximation to the 

full Hamiltonian.223 This first approximation removes the kinetic energy of the nuclei and 

the Coulombic interaction between the nuclei becomes constant, as there is no variation 

in RAB, which results in the “electronic” Schrödinger equation. The second Hartree-Fock 

approximation involves the approximation of the wavefunction as a set of single-electron 

wavefunctions, which constitute the total wavefunction. Each electron is considered 

independently within a field generated by the remaining other electrons. This is an 

important approximation because it simplifies the many-electron Schrodinger equation, 

which cannot be solved exactly, to a product of one-electron equations that can be solved. 

Finally, the linear combination of atomic orbitals (LCAO)224 approximation, introduces 
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the use of predefined linear combinations of basis set to calculate molecular orbitals (Eq. 

3.3). In Eq 3 𝜙𝑖 are the basis functions and 𝑐𝑖 the associated coefficients. 

𝜓 = ∑ 𝑐𝑖
𝑁
𝑖=1 𝜙𝑖  (3.3) 

The HF method is also known as a self-consistent field method (SCF). This is because the 

HF method requires the charge distribution to be "self-consistent" starting from an 

assumed initial field. Therefore, several iterations are performed in order to optimize the 

orbitals with the aim of minimizing the HF energy. This strategy is based on the variational 

principle. The variational principle expression is detailed in Eq. 3.4, where 𝜓 is the 

normalized trial solution and E0 is the energy of the ground state.225 This equation states 

that an approximated wavefunction has an energy that is above or equal to the exact energy 

E0. The method consists in choosing a "trial wavefunction" depending on one or more 

parameters. These parameters are adjusted until the energy of the trial wavefunction is 

minimized. Within the LCAO approximation these parameters are the expansion 

coefficients 𝑐𝑖 in Eq 3.3. 

𝐸0 ≤ ⟨𝜓|𝐻|𝜓⟩  (3.4) 

HF does not account for the correlation between the spatial positions of electrons due to 

their Coulomb repulsion. Thus more sophisticated ab initio calculations, collectively 

termed post-Hartree–Fock methods, will increase the level of correlation that will be 

associated with an increase in the level of accuracy. However, the problem with these 

methods is the exponentially increasing computational effort that results from including 
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successively more electron correlation, which makes it virtually impossible to apply these 

approaches efficiently to larger, more complex systems.226 

In density functional theory (DFT) the energy is expressed as a function of the density of 

electrons over space. In 1964, Hohenberg and Kohn (HK) demonstrated that the ground 

state energy could be predicted from the electronic density.227 The main advantage of DFT 

theory is that it includes correlation and scales as N3; and thus brings in correlation at a 

much cheaper cost than wavefunction methods. For example Møller–Plesset perturbation 

theory (MP2), the first correlated HF method, scales as N4/N5 and CCSD(T)228-230 as N6. 

Thus using the electron density significantly speeds up the calculation. Nevertheless, in 

the HK formulation of the DFT, the largest source of error was in the representation of the 

kinetic energy. This deficiency was largely remedied by the currently use DFT introduced 

by Kohn-Sham in 1965 (KS-DFT);231 by transforming the problem into a non-interacting 

system in an effective potential, the kinetic energy functional of this system was exactly 

known. This non-interacting system is made of single-particle wave functions, the density 

is thus expressed in terms of orbitals (Eq. 3.5). φμ are the so-called Kohn-Sham orbitals. 

𝜌(𝑟) =  ∑ |𝜙𝜇(𝑟)|
2𝑁

𝜇=1  (3.5) 

Within KS-DFT the ground-state electronic energy, E, is written as a sum of the kinetic 

energy of a fictitious system of non-interacting electrons, Tni, the electronuclear 

interaction energy, Vne, the classic electron-electron Coulombic repulsion energy, J, and 

the exchange/correlation energy, EXC  (Eq. 3.6). 

𝐸[𝜌(𝑟)] = 𝑇𝑛𝑖[𝜌(𝑟)] + 𝑉𝑛𝑒[𝜌(𝑟)] + 𝐽[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)] (3.6) 
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However, the problem with KS-DFT is that the exact form of the exchange-correlation 

(XC) functional is not known so that a functional that approximates this contribution to 

the Hamiltonian must be used. There are a multitude of different density functionals that 

have been developed to approximate the exact XC functional and the DFT method is 

therefore often referred to by the name of the XC functional that is employed.232 The 

simplest approach to obtain the XC is the Local-density approximations (LDA). LDA 

assumes that the exchange correlation energy can locally be approximated by the 

exchange correlation energy of a uniform electron gas of same density. To improve the 

results information about the gradient of the charge density can be supplemented, this is 

known as the generalized gradient approximation (GGA). 

While there are many pure density functionals that exist, one common approximation for 

the exchange component of this functional is to include a mixture of exact HF exchange 

with a density-based exchange functional. These types of functionals that include HF 

exchange with density based exchange are known as hybrid functionals. For chemical 

applications, the most popular hybrid functional is B3LYP,233-234 although the Minnesota 

functionals (M05,235 M06,236 etc.) are becoming increasingly popular due to their accuracy 

across a range of applications.68 The full B3LYP expression is given in Eq. 3.7, where 

𝐸𝑋
𝐻𝐹 represents the Hartree-Fock contribution (20%) to exchange, 𝐸𝑋

𝐿𝐷𝐴  the LDA 

contribution (80%) to the exchange and 𝐸𝑋
𝐵88 the gradient correction to the exchange. 

𝐸𝐶
𝑉𝑊𝑁 and 𝐸𝐶

𝐿𝑌𝑃are two correlation functionals. 

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 0.2𝐸𝑋

𝐻𝐹 + 0.8𝐸𝑋
𝐿𝐷𝐴 + 0.72𝐸𝑋

𝐵88 + 0.19𝐸𝐶
𝑉𝑊𝑁 + 0.81𝐸𝐶

𝐿𝑌𝑃  (3.7) 
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One well known limitation of the DFT, if uncorrected, is the inability to describe long-

range correlation, which is required to account for the attractive part of the van der Waals 

forces, the dispersion.237 Dispersion is an important force because it plays an important 

role in many chemical systems; for example, dispersion forces are important for the 

structures of DNA and proteins (mostly through stacking).238 Different methods to correct 

this limitation exist and have been reviewed elsewhere.239 One of the most common 

approaches is dispersion-corrected DFT, termed ‘DFT-D’.240 The principle of DFT-D 

methods is to use conventional functionals and add empirical dispersion terms (explicit 

attractive terms between all atomic pairs). For example, in B3LYP-D3, the usual B3LYP 

functional is combined to the D3 dispersion correction energy term.241 

The effect of dispersion in enzyme-catalysed reactions has for example been studied in 

cytochrome P450 enzymes for which the inclusion of empirical corrections was associated 

with a gained in accuracy in the calculated energies while it had a small effect on the 

optimized geometries.242 As the addition of such correction has very small computational 

cost it is recommended to use it whenever it is possible.242 
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3.2 Molecular mechanics methods 

The classical potential-energy function of molecular mechanics is calculated as a sum of 

bonded and non-bonded terms. These interactions are modelled by a force field (an 

appropriate mathematical function and the associated parameters). These parameters are 

determined as much as possible from experimental data and supplemented with data 

obtained from ab initio calculations. 

A simple, class-I MM energy expression of this type is shown in Eq. 3.8. 

𝐸𝑀𝑀

= ∑ 𝑘𝑑(𝑑 − 𝑑0)
2 +

𝑏𝑜𝑛𝑑𝑠

∑ 𝑘𝜃
𝑎𝑛𝑔𝑙𝑒𝑠

(𝜃 − 𝜃0)
2 + ∑ 𝑘∅

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

[1 + 𝑐𝑜𝑠(𝑛∅ + 𝛿)]

+ ∑ {𝜀𝐴𝐵 [(
𝜎𝐴𝐵
𝑟𝐴𝐵
)
12

− (
𝜎𝐴𝐵
𝑟𝐴𝐵
)
6

] +
1

4𝜋𝜀0

𝑞𝐴𝑞𝐵
𝑟𝐴𝐵

}

𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 𝑝𝑎𝑖𝑟𝑠 𝐴𝐵

 

(3.8) 

The symbols d, θ, and Ø designate the instantaneous bond lengths, angles, and torsions, 

respectively; d0 and θ0 are the corresponding equilibrium values; n and δ are the torsional 

multiplicity and phase, respectively. The bonded force constants are kd, kθ, and kØ; rAB is 

the non-bonded distance between atoms A and B, and εAB and σAB are the Lennard–Jones 

parameters (described in detail below); qA, qB are atomic partial charges; and ε0 is the 

vacuum permittivity (dielectric constant). 

Force fields that utilise the basic potential energy expression described in Eq. 3.8 are 

termed class-I force fields. Class-I force fields have been well-parameterised to represent 
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the majority of the biomolecular space – available examples include OPLS-AA243, 

AMBER244 and CHARMM245. 

The first three summations in Eq. 3.8 are bonded terms. They describe the bonds, angles 

and dihedral rotations (torsions) of atoms that are covalently bonded in a molecule. These 

are illustrated in Figure 3.1. The bonded terms are represented by harmonic potentials for 

bond stretching and angle bending, and a cosinus function describe the energy profile for 

atoms rotating around a given bond. 

 

Figure 3.1. Example of parameters in classic force field. 

The non-bonded terms are modelled using Lennard–Jones-type van der Waals terms and 

Coulomb electrostatic interaction terms, which are calculated for pairs of atoms separated 

by three or more bonds and between atoms in different molecules. 

The van der Waals (vdW) component of the potential is: 

𝐸𝑣𝑑𝑊 = 𝜀𝐴𝐵 [(
𝜎𝐴𝐵
𝑟𝐴𝐵
)
12

− (
𝜎𝐴𝐵
𝑟𝐴𝐵
)
6

] 
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where rAB is the non-bonded distance between atoms A and B, and εAB and σAB are the 

Lennard–Jones parameters. ε is a parameter determining the depth of the potential well 

and σ is a length scale parameter that determines the position of the potential minimum. 

The van der Waals component of the potential contains an attractive and a repulsive term 

(Figure 3.2). The physical origin of the r−6 attractive term lies in the dispersion forces 

generated between instantaneous dipoles, which arise from fluctuations in electronic 

charge distributions in all molecules. The quantum mechanical origin of dispersion forces 

was first explained by London.246 The repulsive r−12 term has a quantum origin in the 

interaction of the electron clouds with each other (Pauli exclusion) in addition to the 

internuclear repulsions. The 6-12 Lennard-Jones (LJ) potential for the van der Waals 

interactions is a compromise between accuracy and computational efficiency. 
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Figure 3.2. A graphic representing the different components of the Lennard-Jones 

potential. 

The Coulomb potential is used to model the electrostatic interaction (Eel) between the 

partial charges assigned to each atom: 

𝐸𝑒𝑙 =
1

4𝜋𝜀0

𝑞𝐴𝑞𝐵
𝑟𝐴𝐵

 

𝑟𝐴𝐵 is the non-bonded distance between atoms A and B; qA, qB are atomic partial charges; 

and ε0 is the vacuum permittivity (dielectric constant). 

In the MM force field, electrostatic interactions are calculated between atom-centered 

point charges. Therefore, a lot of effort has been put into developing methods to determine 

partial charges that reproduce electrostatic properties of molecules, and in particular the 
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electrostatic potential obtained from quantum mechanical calculations.246 Relative to the 

Lennard Jones potential, the Coulomb potential is long range and decays slowly. 

More complex force fields include additional, higher-order terms. Class-II force field have 

anharmonic terms (e.g., through the use of Morse potentials or quadratic terms) and 

explicit cross terms to account for the coupling between coordinates. The presence of these 

cross terms tend to improve the ability of the force field to predict properties of more 

unusual systems. Class-III force fields take account of chemical effects and other features 

such as electronegativity and hyperconjugation. In general, by adding extra terms to a 

potential energy expression one obtains a more accurate force field. However, 

parameterization of the additional parameters is more complicated, time consuming, and 

generally implies a lower transferability of the force field. 
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3.3 QM/MM methodology 

Since the seminal contribution of Warshel and Levitt more than forty years ago,219 

QM/MM methods have mature to a robust methodology for biomolecular applications. 

More particularly, one milestone was reached in 2006 when Claeyssens and co-workers 

demonstrated that by using high level quantum method (i.e., LCCSD(T0)) the predicted 

barriers for enzyme-catalysed reactions could reach near chemical accuracy (i.e., within 1 

kcal/mol).72, 247 Today, QM/MM methods are a popular class of methods that find various 

biochemical applications such as enzymatic reactions studies, protein-ligand binding 

predictions or photochemistry studies.248-251 This section introduces the QM/MM method 

with emphasis on the methodology used in this thesis. The software used for the QM/MM 

calculations in this work is Qsite.252-253  

3.3.1 QM/MM partitioning 

QM/MM methods divide the full system (FS) into two regions, the inner region (IS) that 

comprises the reactive site and the outer region (OS), which comprises the rest of the 

protein and the environment (e.g., water, ions, etc., Figure 3.3). The atoms that comprise 

the inner region are treated by QM methods, while the outer region is treated with an 

empirical MM potential. 
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Figure 3.3. Representation of a QM/MM system. 

Between the inner and outer subsystem there is a boundary region that needs to be 

carefully defined and needs some additional treatment when the boundary is between two 

covalently bonded atoms. In this thesis QM and MM atoms directly implicated in a 

QM/MM frontier bond are called Q1 and M1 respectively (Figure 3.4). QM atoms 

directly linked to Q1 are called Q2, those linked to Q2, are called Q3, etc. The same 

scheme is also used for MM atoms (i.e.,M1, M2, M3…). 

 

Figure 3.4. QM/MM frontier atoms annotation. 
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When it comes to cutting bonds during the QM/MM partitioning, there are a couple of 

“best practice” recommendations to limit artefacts that could be associated with this kind 

of partitioning.251, 254 The QM zone should be as big as possible, although this is limited 

by the computational efficiency, which places a practical restriction of around 100 atoms; 

the boundary region should not cut through polarized bonds where possible; and finally, 

QM atoms participating in bond making or breaking should not be involved in any bonded 

coupling term, since dihedral angles are defined by three bond vectors, those QM atoms 

should be at least three bonds away from the boundary.251 

3.3.2 QM/MM Energy Expressions 

In the following, the notation, EY(X) stands for the energy of X, computed at the Y level 

of theory. There are two main schemes for computing the total QM/MM energy: the 

additive and the subtractive approach. The additive scheme has been employed for the 

calculations presented in this thesis. This scheme adds the MM energy of the outer region, 

to the QM energy of the inner region and a coupling term (𝐸𝑄𝑀−𝑀𝑀(𝐼𝑆, 𝑂𝑆)) that represent 

the interactions between the two systems, as shown in Eq. 3.9. 

𝐸𝑄𝑀/𝑀𝑀
𝑎𝑑𝑑 (𝐹𝑆) =  𝐸𝑀𝑀(𝑂𝑆) + 𝐸𝑄𝑀(𝐼𝑆) + 𝐸𝑄𝑀−𝑀𝑀(𝐼𝑆, 𝑂𝑆) (3.9) 

The majority of QM/MM models presently in use employ the additive scheme.254 Indeed 

the explicit expression of the coupling term is an interesting tool as it allows the user to 

control the way the inner and outer regions interact and therefore the level of accuracy of 

the model. Additive QM/MM models will thus differ primarily in how the coupling term 

is calculated and how the boundary region is treated. A correct expression of the coupling 
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term is needed to determine the QM/MM Energy. As shown in Eq. 3.10, the coupling 

term represents the sum of the energies from the boundary regions, the van der Waals and 

electrostatics interactions. 

𝐸𝑄𝑀−𝑀𝑀(𝐼𝑆, 𝑂𝑆) = 𝐸𝑄𝑀−𝑀𝑀
𝑏 + 𝐸𝑄𝑀−𝑀𝑀

𝑣𝑑𝑊 + 𝐸𝑄𝑀−𝑀𝑀
𝑒𝑙  (3.10) 

3.3.2.1 The Electrostatic QM-MM Interaction 

Electrostatic QM-MM interactions are defined as occurring between the QM charge 

density and the single point charge model used in MM model. Due to their long-range 

action, electrostatic interactions energies are typically the most significant component of 

the coupling term. There are different ways of calculating them depending on the level of 

mutual polarization of QM and MM charge model: mechanical, electrostatic or polarizable 

embedding.251 In the work described in this thesis, electrostatic embedding was used for 

all calculations. In this approach the electrostatic effect of the environment on the QM 

wave function is included by adding the MM point charges as one-electron terms into the 

QM Hamiltonian. Karplus and co-workers255 were among the first researchers to 

implement this scheme. The electrostatic embedding Hamiltonian is expressed in Eq. 

3.11, 𝑟𝑖 and 𝑅𝑗  represent the position of electron i and MM atom J, ℎ𝑖
𝑄𝑀 is the original one-

electron operator energy of electron i and M is the number of MM point charges and Qj is 

the MM partial charge at the position 𝑅𝑗. 

ℎ𝑖
𝑄𝑀−𝑀𝑀 = ℎ𝑖

𝑄𝑀 − ∑
𝑒2𝑄𝑗

4𝜋𝜀0|𝑟𝑖−𝑅𝑗|
𝑀
𝐽  (3.11) 
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Electrostatic embedding is relatively efficient and easy to implement, which has led to its 

widespread use. Nevertheless, while this approach allows the MM region to polarise the 

QM region, it does not allow the MM region to respond to the QM region (i.e., mutual 

polarisation). 

The process of mutual polarisation is the next level of sophistication in electrostatic 

coupling and requires a polarisable force field. In the polarization embedding scheme both 

regions can mutually polarize each other, which leads to a computationally demanding 

approach whereby the MM and QM polarization needs to be computed in a self-

consistent-field iteration. In addition to the computational demands, the largest restriction 

to this approach is the lack of a readily available general purpose polarisable force field 

for bimolecular simulation.256 

3.3.2.2 QM-MM van der Waals Interactions 

With respect to the QM-MM van der Waals coupling interactions term, the additive 

schemes account only for the van der Waals interactions between one atom from the inner 

part and one atom from the outer part. The QM-MM van der Waals is added explicitly 

and are typically described by a Lennard–Jones potential.254 The only difficulty is that ε 

and σ parameters need to be found for the inner region atoms. These are usually taken 

from force field parameter for the same atoms but it may not always be a correct 

approximation as the character of an atom may change during the reaction.254 

Nevertheless, while every atom of the QM region is involved in van der Waals interactions 
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with all the atoms of the MM region, only those closest to the boundary contribute 

significantly. 

3.3.2.3 QM/MM Boundary Treatment 

For a reaction involving relatively small molecules in solution, the partitioning of the 

atoms in a system between different regions is simple – the molecules implicated in the 

reaction are put in the QM region and the solvent molecules constitute the MM region. 

The situation is more complicated when the region of interest is part of a large molecule, 

e.g., the active site of an enzyme. In that case, parts of the same molecule may be in 

different regions and there may be covalent bonds between the QM and MM atoms. It is 

not possible to simply truncate these bonds as this would leave half-filled orbitals and give 

an inaccurate description of the electronic state of the QM region. Therefore, an 

appropriate technique to treat these “dangling bonds” is required.100  

The link atom approach has been used in this thesis. It was introduced by Singh and 

Kollman.257 Within this approach a “link atom” is employed to cap the QM region to avoid 

leaving dangling bonds. This is done by the introduction of a monovalent link atom (LA, 

typically hydrogen) along each QM/MM bond (Figure 3.5). The LA replaces the MM 

atoms of the broken bonds in the QM calculation. The link atom is only present in the QM 

calculations and is not seen by the MM atoms. The bond Q1–M1 is described at the MM 

level. QM calculations are then performed on an electronically saturated system consisting 

of the inner subsystem and the link atom(s), IS+LA. 
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Figure 3.5. Link atom method. 

Apart from the fact that the link atom is chemically and electronically different from the 

group that they replace, they also create additional degrees of freedom in conformation 

and molecular orbitals. To remove the additional conformational degrees of freedom, most 

of the current link-atom schemes scale the position of the link atom to the positions of Q1 

and M1, such that that the additional 3 degrees of freedom are removed.258-260 LA is 

therefore transparent during the geometry optimization as this process only handles 

independent variables. A link atom also introduces a risk of over-polarization as the LA 

results in an extension of the QM density closer to the boundary MM atoms (i.e., M1).260 

To avoid over-polarization, a solution comprising deletion or redistributing of the point 

charges in the boundary region is typically employed.260 Within the QSite QM/MM 

approach, the redistribution of charges at the boundary region is handled by using 

Gaussian charge distributions represented on a grid to represent the potential of the M1 

atoms and MM point charges are employed for the rest of the MM region. Another way 

to treat boundary bonds is the use of hybrid orbitals. Currently, there are two methods of 
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this kind: localized SCF method (LSCF)261 and the generalized hybrid orbital approach 

(GHO).262 

3.3.3 Optimization techniques for QM/MM systems 

Optimization of large systems is not a straightforward task due to the large number of 

structural degrees of freedom. For instance the full MM optimization of a protein will 

typically require more than 1,000 steps.263 This is a big issue for QM/MM optimizations 

as routinely running 1,000 QM SCF cycles is prohibitive. Thus, particular strategies must 

be adopted to make optimization affordable. One strategy can be to take advantage of the 

QM/MM partitioning and run the optimization of the separate regions sequentially, rather 

than simultaneously. This approach, termed a microiterative scheme, divides the system 

into a core containing (at the minimum) the QM atoms and an environment, containing 

the rest of the system.264 After each optimisation step of the core (the ‘macroiterative’ 

cycle), the environment is fully optimised (the ‘microiterative’ cycle). By optimising in 

this way, the number of QM evaluations is reduced significantly at the cost of increasing 

the number of MM evaluations of the environment. As MM evaluations are usually much 

cheaper, this reduces the overall computational time. 

Another, complementary approach, to improve QM/MM optimization is to employ 

different type of coordinates and optimization algorithms in the two regions. Thus, while 

the minimisation of the core is done at a high level (in this work with quasi-Newton) using 

internal coordinates, the environment will be minimised by techniques that avoid a full 
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Hessian manipulation (in this work with the truncated Newton method265) and uses 

Cartesian coordinates. 

Finally, when microiterative optimizations are associated with electrostatic embedding 

schemes, the difficulty that arises is that the electrostatic QM-MM interaction is evaluated 

at the QM level. Therefore, a QM calculation should be done at each MM step to let the 

density adapt to the new MM configuration and to obtain the forces on the MM due to the 

QM density. However, the relaxation during the MM optimization is neglected and the 

QM charge distributions are approximated by point charges.251 

3.3.4 Model preparation 

The starting point for any QM/MM calculation is to find and prepare a starting structure 

for the simulations. This starting structure usually comes from a X-ray crystal structure 

but examples of QM/MM calculations that start with homology models and giving 

accurate results exist.266 To prepare the system for a QM/MM simulation several steps are 

needed (Figure 3.6). It is necessary to ensure that if there are any missing residues in the 

crystal structure that these are replaced or, if they are terminal residues, they can be 

capped. Usually hydrogens are not resolved in X-ray structures, because of their low 

electron density, so they should be added and their orientation optimized. Titratables 

residues (e.g., charged residues) can adopt alternative ionization states so the right 

protonation state should be assigned. Some residues can adopt alternative or “flipped” 

conformation (e.g., Asn, Gln and His), the best conformation should also be assigned. In 
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this work all this preparations steps have been done by the “Structure preparation”267-268 

module of the MOE268 (Molecular Operating Environment) software.  

 

Figure 3.6. Classical procedure for X-ray crystallographic structure preparation for 

QM/MM calculations. 

The crystal structure chosen will preferably have the substrate bound or a transition state 

analogue.269 If the crystal structure contains another ligand it will need to be transformed 

to the desired substrate. Finally if no ligand is present the substrate will need to be docked 

into the active site. 

As water constitutes the environment in which proteins interact, protein crystallographic 

structures needs to be solvated, usually in explicit water. In this work a orthorhombic box 

of water with a 10Å buffer between the solute and the box boundary in each direction was 

set up using the Desmond270-271 integrated panel for solvation. To solvate a protein in a 

box of water under periodic conditions, the solvent is placed by replicating “boxes” of 

solvent molecules and deleting molecules whose center of mass lies outside the periodic 
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box boundary, and molecules that are inside or have significant overlap with the solute. 

Several iterations of relaxation and rehydration are carried out to obtain a more 

equilibrated solvent structure. The TIP4P272 water was chosen as the water model in all 

work described in this thesis because it was found to be the most compatible of MM water 

models with all QM methods, in terms of both structural and energetic considerations, 

showing particularly good compatibility with the BLYP method.273 

Following the addition of water, the system is relaxed in order to relax the added 

hydrogens and water molecules through several cycles of molecular dynamics; this is done 

gradually by first running simulations only on the water and protein hydrogens with the 

rest of the protein kept fixed. In this work we used the default relaxation protocol 

implemented in Desmond;270-271 within 6 steps a series of short (12 and 24 ps) molecular 

dynamics simulations are performed to relax the model system. 

A short molecular dynamics (MD) simulation of the complete system, unconstrained, can 

then be run to relax further the system but also to generate different snapshots that can be 

used as starting points for the energy barriers calculations; this ensures that the protein 

and solvent conformational changes are taken into account.269 Snapshots for QM/MM 

calculations where selected on the basis of geometrical parameters, more specifically by 

measuring distances between reacting atoms.  

In the work described in this thesis all the MD simulations were ran using the NPT 

ensemble if not defined differently in the text. The pressure is maintained at 1.01325 bar 

by using the Martyna-Tobias-Klein (MTK)274 method coupled to the Nose−Hoover 
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thermostat.275 The temperature are kept fixed at 300 K. A cut-off radius for the non-

bonded interactions (Coulombic and van der Waals) are fixed to 9.0 Å. A tapering to zero 

is done for the van der Waals interactions at the cut-off. The long range Coulombic 

interactions in the simulation are treated by a smooth particle mesh Ewald (PME) method 

with a tolerance value of 1 nm.276 At the end of the MD simulation the average value, the 

standard deviation, and the slope of different properties (potential energy, pressure, 

temperature and volume) are calculated and analyzed to confirm that the MD simulation 

was at equilibrium. 

3.3.5 QM/MM Hamiltonian 

In this thesis an hybrid QM/MM Hamiltonian was employed using Qsite.252-254 For the 

classical region (MM), the OPLS2005243 force field was always used to describe the 

protein. The QM region was typically modeled at the B3277LYP234, 278/6-31G*279 level of 

theory, variations to this level theory are described explicitly in the text. Dispersion-

corrected B3LYP are not yet available in Qsite and could not be used for this work.280 

3.3.6 Exploration of the potential energy surface 

3.3.6.1 The potential energy surface 

The potential energy surface (PES) refers to the relationship between the energy of a 

molecule and its geometry. This geometry can be characterized by different geometric 

parameters (e.g., bond lengths, angles, differences in bond lengths, etc.) and one of these 

parameters is the reaction coordinate. The representation of the energy along the reaction 
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coordinates is called the energy profile. As discussed in Section 2.1.2, the underlying 

effect of the enzyme is to change the free energy profile of the reaction being catalysed. 

Obtaining the appropriate energy profile is thus the first requirement to understanding the 

reaction process. 

QM/MM methods can obtain the energy profile of a reaction by accurately describing the 

chemical changes through the redistribution of electrons within the active site. From this 

energy profile it is possible to identify structural and energetic information concerning the 

reactant, the TS, the product and any intermediates along the reaction path. Each of these 

structures is a stationary point within the PES. More precisely, TSs are a first-order saddle 

point (maximum along one direction – the reaction coordinate) while the other species are 

minima with respect to all coordinates. 

3.3.6.2 PES exploration QM/MM methodology 

In this work the PES was explored via QM/MM geometry optimisation.281 Calculations 

start with equilibrated and QM/MM optimized ES complex. Alternatively, if a crystal 

structure with a transition state analogue bounded to the active site is available it can also 

be used as starting point to the study of the catalytic mechanism of the enzyme. TS search 

calculations are then done in Qsite252-253 using the Standard method. This takes an initial 

guess of the TS as input and tries to find the closest saddle point to it by maximizing the 

energy along the lowest-frequency mode of the Hessian and minimizing the energy along 

all other modes. Initial guesses are built by small modifications of the optimized structure 

of the reactant, the goal being to make it resemble as much as possible the believed 
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transition state. The nature of structures can be confirmed by quantum chemical 

vibrational analyses;282-283 a set of vibrational normal modes and frequencies are obtained 

by first calculating and then diagonalizing the full Hessian matrix. The Hessian matrix 

contains the second derivatives of the potential energy with respect to the coordinates. TS 

structures have a single imaginary frequency because they are true saddle points on the 

PES. Reactant and products have only positives frequencies. 

After identification of the TS, this is minimised to verify that is truly connected to the 

reactant and to identify the next saddle point in the path (either an intermediate or the 

product). This step can usually be done by an intrinsic reaction coordinate (IRC) 

calculation. However, although IRC is implemented in Qsite252-253 it is not operational and 

could not be used for this work. 

This procedure is repeated for all transitions steps until the full reaction path is identified. 

3.3.6.3 Analysis of the results 

Once all the stationary points along the energy profile have been characterised it is 

possible to determine the relative energies (ER) between them. Importantly, this results in 

the determination of the activation energy (Ea) (the relative energy between the reactant 

and the highest energy transition state) of the reaction. The activation energy is an 

important parameter because it can be used both as a qualitative and a quantitative tool to 

understand reaction mechanisms. 
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First as a qualitative tool the activation energy allows the identification of the best answer 

between different hypothetical mechanisms of the same reaction. Indeed, the one with the 

lowest activation energy will be the most probable mechanism. In the same way it can 

allow the in silico evaluation of the impact of a mutation – highlighting mutations that are 

predicted to decrease the activation energy could potentially increase the rate constant and 

thus the activity of an enzyme. 

Second, the activation energy can be used as a quantitative parameter. In principle, the 

barrier obtained from computation (Ea) and experiment activation free energy (ΔG‡), 

calculated from the rate constant of the reaction through transition state theory (Eq. 2.2), 

should be the same.284 However, this is not always the case because the accuracy of the 

prediction will strongly depend on the level of QM theory used for the QM/MM 

calculation. An activation energy is near chemical accuracy when the error compared to 

experiment results (obtained from kinetic studies) is less than 1 kcal/mol and there are 

reported QM/MM studies that satisfy this criteria.72 The activation energy can thus be a 

tool to access the quality of a QM/MM calculation. 

3.3.7 Charge modification procedures 

To evaluate the electrostatic impact of each residue of the protein on the reaction barrier 

a sequential procedure, henceforth referred to as ‘ElectroScan’, was applied on the 

selected reaction step (Figure 3.7). The partial charges of the side chain of a single residue 

were set to zero in both enzyme-reactant complex and transition state of the step. Then the 

relative energies were re-evaluated, based on the modified partial charges by single point 
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calculations so that the activation energy can be re-calculated. Similar charge nullification 

procedures have been applied in the past and have proven to be useful to identify important 

residues for enzymatic reactions.46, 210, 285 Two other approaches, that we will call 

‘PosiScan’ and ‘NegaScan’, were also tested where the partial charges of the side chain 

atoms of a single residue were set to zero except for the Cβ partial charge, which was set 

to a value of +1 or -1, respectively. Both ‘PosiScan’ and ‘NegaScan’ protocols were 

investigated as tool to introduce new favorable electrostatic interactions. 
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Figure 3.7. Schematic explanation of the different charge modification procedures: 

‘ElectroScan’, ‘PosiScan’ and ‘NegaScan’. 
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4. Computational investigation of Aldose Reductase 

catalytic mechanism  

4.1 Introduction 

Aldose reductase (AR, EC 1.1.1.21) is a cytosolic NADPH-dependent oxidoreductase 

enzyme that belongs to the superfamily of aldo-keto reductases (AKR).286-287 Aldose 

reductase has been identified as the first enzyme involved in the polyol pathway of glucose 

metabolism which converts glucose to fructose via sorbitol.288 This is of particular interest 

for the pharmaceutical industry as glucose over-utilization through the polyol pathway has 

been linked to tissue-based pathologies associated with diabetes mellitus 

complications.288-289 AR has thus been widely studied in order to develop potent AR 

inhibitors to prevent or delay the onset and progression of these complications.290 As a 

result, the Protein Data Bank (PDB) accounts to date (April, 2018) for an impressive 

number of X-ray crystallographic structures (136) of human aldose reductase.28 

The human AR enzyme comprises 315 amino acid residues and has a β/α barrel structure 

(Figure 4.1a-b).291 The barrel is composed of eight parallel β-strands and eight adjacent 

peripheral α-helical segments that are running anti-parallel to the β-sheet. The catalytic 

active site is located in the barrel core. The nicotinamide-adenine-dinucleotide phosphate 

(NADP) cofactor is situated at the top of the C-terminal end of the β/α barrel, with the 

nicotinamide ring projecting into the centre of the barrel and the pyrophosphate part on 

the border of the barrel. 
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Figure 4.1. (a-b) View of the α-carbon backbone trace (schematic diagram) of the aldose 

reductase structure with bound NADPH. (a) View perpendicular to the β/α barrel with 

NADPH shown in green space-filling model (b) The structure viewed down the C-

terminal end of the β/α barrel. (c) Aldose reductase active site (PDB ID: 1ADS) with 

crystallographic waters shown. 

The reaction mechanism of aldose reductase in the direction of aldehyde reduction 

comprises two steps.292 The first step is the transfer of the pro-(R) hydride of NADPH to 

the re face of the substrate's carbonyl carbon. The second step is donation of a proton to 

reduce the carbonyl to an alcohol (Scheme 4.1). 
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Scheme 4.1. Schematic representation of aldehyde reduction by aldose reductase. 

Despite the acceptance of this general mechanism, several key features remain unclear. 

On the one hand, it is not known whether the reaction occurs in a concerted or step-wise 

manner. On the other hand, it is not clear which of the proximal residues, Tyr48 or His110, 

acts as the proton donor. Indeed, both of these residues could potentially occupy this 

function, as crystal structures indicate that they are well positioned to be potential proton 

donors during catalysis; in crystal structure 1ADS a water molecule in close proximity to 

the nicotinamide is hydrogen bonding to both Tyr48 and His110 and thus indicates a 

possible position for the substrate (Figure 4.1c). A comparison of the relative pKas of the 

residues suggests that the lower value of histidine (pKa=6) relative to tyrosine (pKa=11), 

would make it a more likely candidate to donate a proton.293-294 However, the proximity 

of the Lys77-Asp43 pair in the binding site, has been proposed to lower the pKa of Tyr48 

to 8.25 through hydrogen bonding.294 

In the literature, there are several computational studies that investigate which of the two 

potential residues is the proton donor.295-297 These include two quantum 

mechanics/molecular mechanics (QM/MM) studies, one by Lee and co-workers295 and a 

second by Várnai and co-workers296 and one empirical valence bond (EVB) study by 

Várnai and Warshel.297 From the results of the two QM/MM studies, which are 
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summarized in Table 4.1, it is evident that they differ in both their proposed mechanisms 

and calculated energetics. The Lee and co-workers295 results show a concerted mechanism 

while Várnai and co-workers report a step-wise mechanism.296 The difference in the 

calculated energetics of the reactions is also significant, with a difference for the 

calculated relative energies of around 10 kcal/mol. The experimental activation free 

energy, determined from reaction rate studies, is 14.8 kcal/mol.298 Thus, both 

computational studies overestimate the activation energy with a relative energy of 21.3 

kcal/mol for Lee and co-workers295 and 31.8 kcal for Várnai and co-workers.296 

Nevertheless, both studies agree that the reaction mechanism is more favorable with the 

His110 model than with the Tyr48 model, as the relative activation energies in both studies 

are smaller when employing His110 as the proton donor.  

Table 4.1. Summary of previous QM/MM results for the reduction of D-glyceraldehyde 

by aldose reductase.a,,b, c 

Study Level of theory TS1 I TS2 P 

  proton donor His110 

Lee et al.295  HF/4-31G 21.2 / / -12.4 

Várnai et al.296  AM1 31.8 25.4 35.4 -5.9 

  proton donor Tyr48 

Lee et al.295 HF/4-31G 24.3 / / -3.7 

Várnai et al.296 AM1 41.2 33.6 34.7 10.3 

a TS: transition state, I: intermediate and P: product 

b Electronic energies (∆E) in kcal/mol are given relative to the reactant state for each system studied. 



 78 

c In Lee et al. study the electronic energies were obtained using a QM region with a total of 54 atoms as 

represented in Figure 4.2a. In the Várnai et al. study a larger QM region than in the Lee et al. study was 

used (the same residues are included in the QM region but the link atom positioning is different). 

 

In the EVB study from Várnai and Warshel,297 the energy profile was only evaluated for 

the tyrosine proton donor hypothesis as their detailed pKa studies on both Tyr48 and 

His110 suggested that the Tyr48 proton donor hypothesis would be the most probable 

mechanism. More specifically, the free energy of protonation of His110 in the protein 

environment was evaluated and a high value of 9 kcal/mol was obtained which makes this 

residue very difficult to protonate in a first place. In their work the activation free energy 

was calculated to be 17 kcal/mol and thus in good agreement with experimental results. 

The better agreement of the EVB results is not a surprise as the method comprises 

significant sampling and is thus able to evaluate free energies that can be directly 

compared to experiment results. On the contrary in the two QM/MM methods described 

above no sampling is included and thus only potential energies are calculated. Entropic 

contributions are thus not included in these original calculations. While entropic and 

thermal contributions can play a significant role in determining transition state energies, 

previous work has shown that the entropic contributions to the activation energies for 

some enzyme reactions can be minimal,72 and as such the underlying difference in the 

quality of the results between the EVB and QM/MM calculations is not necessarily due 

entirely to the exclusion of entropic effects.  
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Overall, the opposing nature of the conclusions from these two QM/MM studies, 

combined with the low accuracy of the calculated activation energies, indicate that a more 

detailed study into this important mechanism is warranted. In the present work we have 

examined the catalytic mechanism of aldose reductase with a QM/MM approach 

employing density functional theory (DFT) as the QM methodology. The structures of 

transition states and intermediates involved in the reaction, the energy profiles and the 

roles of keys residues are presented herein. The detailed interpretation of the catalytic 

mechanism that results from this work is helpful for the design of mechanism based 

inhibitors like transition-state analogue or covalent inhibitors.299 Finally, one of the main 

objectives of this work is to determine how the methodological choices in a QM/MM 

calculation can have significant effects on both the calculated energetics and the resulting 

interpretation of the preferred mechanism.  Therefore, the extent to which using a modern 

density functional and a larger QM region can affect previous results, both quantitatively 

and qualitatively, is also discussed. 
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4.2 Computational methods 

4.2.1 Model systems 

Theoretical studies were performed starting with an X-ray crystal structure (PDB ID: 

1ADS) of the aldose reductase enzyme that has a resolution of 1.65Å.291 Although there 

are many other available crystal structures, this provided a convenient point of reference, 

as the structure was used in the previous QM/MM studies from Lee and co-workers.295 

The structure includes the cofactor NADP, so this was transformed into the reacting form 

NADPH. The “Structure preparation” module of MOE268 was used to prepare the structure 

as explained in Section 3.3.4. 

Particular attention was paid to His110, as at physiological pH, histidine can exhibit three 

different protonation states, that is to say HIP (protonated Nε and Nδ), HIE (protonated 

Nε) and HID (protonated Nδ) (Scheme 4.2).300-301 Within a protein, standard pKa values 

of residues can be more or less influenced by the environment and that makes the 

prediction of the residues’ protonation state less straightforward. Different methods exist 

to predict the pKa of residues but results from these predictions are not always reliable.302 

In this case we have not attempted to do a QM/MM pKa prediction, rather the initial 

calculation of the protonation states was carried out with the empirical modeling program 

PROPKA303. However, the calculated protonation states from this program were found to 

be unreliable for the system under study with at the same time His110 predicted to be 

unprotonated (with a very low pKa) and Tyr48 a very bad proton donor (because of a high 
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pKa). As such, all possible protonation states for the histidine residue involved in the 

mechanism were evaluated. 

 

Scheme 4.2. Different Protonation States of Histidine. 

D-glyceraldehyde (GLD) was chosen as the ligand, to be consistent with the reference 

studies.295-296 The accuracy of the MM force field parameters associated to GLD were 

tested by performing various conformational searches and minimizations with 

MacroModel.304 The consistency of the bonds and angles of the resulting structures were 

checked using Mogul.305 As the crystal structure did not contain any ligand, GLD was 

added manually. To ensure that the re face of the carbonyl of GLD would be able to 

receive the hydride from the NADPH, the carbonyl oxygen of GLD was positioned within 

the range of hydrogen bonding interactions with the Nε hydrogen of His110 and the 

hydroxyl of Tyr48. In order to get an adequate pose, an optimization with constraints on 

the distances of these hydrogens bonds was run to reproduce the distances from the 

Michaelis complex (MC) described by Lee and co-workers.295 After having deleted all 

crystal waters the system was solvated as described in Section 3.3.4 of the method chapter. 

Finally, to neutralize the system, 3 sodium atoms were added randomly for the HIP model 

and 4 for both HIE and HID models. 
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The three model systems were gradually relaxed using a standard protocol implemented 

in Desmond.270-271 A molecular dynamics (MD) simulation was performed for 1 ns using 

Desmond270-271 in order to relax further the system and to obtain a variety of snapshots for 

the QM/MM calculations. The quality of these simulations was checked by plotting the 

different RMSD which results can be found in Appendix Figure A.1.1. 

To obtain an averaged energy barrier a minimum of two snapshots per model, with 

suitable hydrogen bonding between GLD and both His110 and Tyr48 were extracted from 

the MD output and prepared for QM/MM calculations. The selected snapshots were then 

MM minimized to return the system to 0 K by using the truncated Newton method265 

implemented in Impact306. A second MM minimization using the Polak-Ribiere Conjugate 

Gradient307 (PRCG) method implemented in MacroModel304 was used in order to 

reproduce the distances from the Michaelis complex described by Lee and co-workers.295 

All the minimizations were done with waters’ oxygen atoms kept constrained. These post-

equilibration, minimized structures, which represent the enzyme-substrate (ES) complex, 

were used as starting structures for the QM/MM calculations. 

4.2.2 QM/MM Methodology 

In previous QM/MM studies from Lee and co-workers295 and Várnai and co-workers,296 

the choice of the QM region for both studies include all hypothetical reacting species (D-

glyceraldehyde, NADPH, His110 and Tyr48) and influential residues (Asp43 and 

Lys77).308 An increase in accuracy can be expected if the size of the QM region is 

extended;309-310 currently QM/MM calculations can readily account for up to 100 atoms 
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in the QM region,311 so performing calculations on the upper side of this range could thus 

be considered. The QM treatment was done at an ab initio level (HF/4-31G) by Lee and 

co-workers295 and at a semi-empirical level (AM1)312 by Várnai and co-workers.296 While 

issues such as boundary effects, the classical potential and optimization strategies may all 

affect calculated results, in this comparison the difference between the QM treatment of 

the system could be the main reason of lack of accuracy in the previous results. As such, 

this hypothesis will be tested in the current work. Ideally, one would perform all QM 

calculations with the most accurate ab initio method, together with the largest available 

basis set.269 The most generally reliable and routinely used QM treatment in current 

QM/MM studies is DFT, particularly with the B3LYP functional.277, 311 In this work the 

QM region was modeled at the B3277LYP234, 278/6-31G*279 level of theory. 

The effect of the size of the QM region was examined using two different QM regions on 

the HIP model. The first QM region was defined as in the study by Lee and co-workers.295 

This QM region with a total of 54 atoms is represented in Figure 4.2a. A larger QM/MM 

partitioning, as defined in Figure 4.2b, was also used in the three models (HIP, HIE and 

HID). In this second partitioning the same residues are included, but the QM/MM frontier 

is positioned differently. First, the entire side chains of residues were included by cutting 

between Cα and Cβ. Second, the frontier within NADPH was extended by adding the 

ribose part of NADPH, allowing a cut between two carbons rather than between a carbon 

and a nitrogen atom, consistent with best practice for the positioning of link atoms.260 The 

QM/MM partitioning 2 thus had a total of 90 atoms included for the HIP model and 89 

atoms for both HIE and HID models. 
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Figure 4.2. QM/MM partitioning (a) 1 and (b) 2. The QM region is defined in green. 

Yellow dots represent link atom positions. 

To be consistent with the reference study, the link atom approach was used to saturate the 

valence of the QM/MM frontiers.257, 295 

All atoms beyond 10 Å from the reactant were consistently kept constrained during the 

QM/MM simulations in order to speed up the calculations. The equilibrated ES complex 

was optimized with QM/MM calculations. The potential energy surface (PES) for the 

reaction was explored starting from this optimized structure of the reactant using the 

approach described in the methods chapter Section 3.3.6. The initial guess for the TS was 

built by small modifications of the optimized structure of the reactant, the goal being to 

make it resemble as much as possible the believed transition state. To do so the reacting 

bond C1-H2 (the carbon/hydride bond of the NADPH) was elongated manually in order 

to position the hydride half-way between the C1 carbon where the hydride is initially 

attached and the GLD carbonyl carbon C3. The carboxyl double bond of the GLD was 
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also elongated to mimic the transition from a carbonyl double bond to an alcohol single 

bond. Also, in order to help the TS search process, Qsite allows one to indicate as an input 

what bonds are supposed to be made or broken. This was done by adding a connect section 

to the input file were C1-H2 hydride bond was defined as the reaction coordinate. In order 

to find the reactant and product associated with this saddle point, the TS was minimized 

at the same level of theory. The nature of the structures was confirmed from analysis of 

the Hessian.  
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4.3 Proposed reaction mechanism 

The proposed mechanism for the different protonation states are represented in Scheme 

4.3 and the associated relative energies in Figure 4.3. In the following sections a detailed 

description of the three different reaction mechanisms is given. 
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Scheme 4.3. Proposed mechanisms for the different protonated states of His110 (a) HIP, 

(b) HIE and (c) HID. 
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Figure 4.3. Comparison of relative energies for the three protonation model: HIP (red), 

HIE (green) and HID (blue). Electronic energies (∆E) in kcal/mol, calculated at the 

B3LYP/6-31G* level, are given relative to the reactant state for each system studied. 

4.3.1 Mechanism with HIP110 

The results for the mechanism of GLD reduction by AR in the case of a protonated 

histidine show a single step mechanism with associated activation energy of 8.1 kcal/mol 

(Scheme 4.3a and Figure 4.3). A schematic representation of the starting enzyme-

substrate complex 4.1, the transition state TS(4.1-4.2) and the final enzyme-product 

complex 4.2, including only the closest atoms around substrate, is given in Figure 4.4a-

c. 
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Figure 4.4. (a-c) Reaction intermediates of the GLD reduction by AR with HIP110 as 

studied by the QM/MM model (a) Enzyme-substrate complex (b) Transition state (c) 

Enzyme-product complex (Distances shown in green, atoms numbers in brown and 

residues names in red). (d) Superposition of the three intermediates of the reaction (4.1 in 

pink, TS(4.1-4.2) in green, 4.2 in cyan and hydride in yellow).  

Significant interactions help to maintain atoms in the ES complex, 4.1, in a suitable 

position for reactions. Namely, H-bonds between both His110 and Tyr48 hydroxyl group 
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and the carbonyl group of GLD (H5(His110)···O4(GLD) = 1.83 Å and 

H6(Tyr48)···O4(GLD) = 2.02 Å), the H-bond between the NADPH amide group and the 

2-hydroxy of GLD (O8(NADPH)···H9(GLD) = 1.80 Å ), and finally the H-bond between 

the 3-hydroxy of GLD with a water molecule (H(H2O)···O13(GLD) = 2.15 Å). In the 

transition state (characterized by an imaginary frequency of -667 cm–1) the NADPH 

hydride is approximately halfway between C1 and C3, the C1···H2 and C3···H2 distances 

being 1.45 and 1.26 Å, respectively (Figure 4.4b). In addition, the comparison of the 

enzyme-substrate complex (Figure 4.4.a) and TS (Figure 4.4b) geometries shows the 

beginning of transition from a planar sp2 to a tetrahedral sp3 for the GLD carboxyl. In the 

same way, the donation of the hydride by NADPH makes the nicotinamide ring become 

more planar. The TS structure TS(4.1-4.2) does not clearly show whether His110 or Tyr48 

is the proton donor: both H5 from His110 and H6 from Tyr48 are now closer to O4 (GLD) 

(H5(His110)···O4(GLD) distance is 1.61 Å and H6(Tyr48)···O4(GLD) distance is 1.83 

Å) and these may contribute to the stabilization of the TS. However, from the product 

complex (Figure 4.4c) it is clear that the proton donor is His110, thus the role of Tyr48 is 

stabilizing the incipient negative charge on the aldehyde group of GLD. From these results 

it can be concluded that the mechanism for the protonated histidine system is concerted 

and asynchronous, where the approach of the NADPH hydride to the carbonyl carbon of 

GLD triggers the proton transfer. In the final product complex (EP), the hydride is 

definitively bonded to the D-glycerol carbon C3, and the proton H4 from His110 has been 

completely transferred to D-glycerol oxygen O4. A strong hydrogen bond involving H6 

of Tyr48 persists, the O4···H6 distance being 1.72 Å. 
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We examined the possibility of an alternative mechanism where the proton transfer (from 

H5(His110) to O4(GLD)) and the attack of the hydride on the C3 group occur in two 

separate steps. In spite of an extensive search it was not possible to locate any intermediate 

corresponding to the alkoxide, and thus the possibility of a two-step non-concerted 

mechanism was discounted. Finally, the mechanism with a proton transfer from Tyr48 

was also intensively investigated, but no transition state that could lead to a proton transfer 

from Tyr48 could be identified. 

It is also informative to superpose the three stationary points along the potential energy 

surface (Figure 4.4d). The aldehyde hydrogen of the reactant maintains its location in the 

TS, but is replaced by the NADPH hydride hydrogen at the product stage. This suggests 

that the active site is set up to stabilize a hydrogen at this point and is ideally arranged for 

this transformation. 

4.3.2 Mechanism with HIE110 

For HIE, the mechanism is constituted of two steps with an activation energy of 16.0 

kcal/mol (Scheme 4.3b and Figure 4.3). A schematic representation of the starting 

enzyme-substrate complex 4.3, the two transition states (TS(4.3-4.4) and TS(4.4-4.5)), 

the intermediate 4.4 and the final enzyme-product complex 4.5, including only the closest 

atoms around substrate, is given in Figure 4.5a-e. 
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Figure 4.5. Reaction intermediates of the GLD reduction by AR with HIE110 as studied 

by the QM/MM model. (a) Enzyme-substrate complex (b) Transition state 1 (c) Enzyme-

intermediate complex (d) Transition state 2 (e) Enzyme-product complex (Distances 

shown in green, atoms numbers in brown and residues names in red). 

The same interactions that help to maintain atoms in the ES complex 4.1 can be found in 

4.3. These are hydrogen bond interactions between both His110 and Tyr48 residues and 

the carbonyl oxygen of GLD (H5(His110)···O4(GLD) = 1.86 Å and 

H6(Tyr48)···O4(GLD)  = 1.89 Å) and the interaction between the amide group of NADPH 

and the middle hydroxyl group of  GLD (O8(NADPH)···H9 = 1.72 Å ) (Figure 4.5a). A 

water molecule also stabilizes the 3-hydroxy of GLD (O13(GLD)···H2O = 2.23 Å ). 

Compared to 4.1, 4.3 is further stabilized by a supplementary interaction with Trp111 

(H11(Trp111)···O10(GLD) = 2.06 Å) that is not always present in the HIP simulation. 

In the transition state TS(4.3-4.4), (characterized by an imaginary frequency of -562 cm–

1) the NADPH hydride transfer from C1 to C3 is nearly completed, the C1···H2 and 

C3···H2 distances being 1.54 Å and 1.24 Å, respectively (Figure 4.5b). Hydrogens from 

Tyr48 and His110 are both almost at the same distance to the carboxyl oxygen of GLD 

O4 and closer compared to 4.3 – the H5(His110)···O4(GLD) distance was 1.86 Å in 4.3, 

but is 1.69 Å in TS(4.3-4.4) and H6(Tyr48)···O4(GLD) distance was 1.89 Å in 4.3 and is 

1.66 Å in TS(4.3-4.4). The H11(Trp111) to O10(GLD) distance is nearly unchanged from 

the 4.3 (2.06 Å) to TS(4.3-4.4) (2.02 Å). The interaction between the amide group of 

NADPH and the 2-hydroxy of GLD (O8(NADPH)···H9(GLD) = 1.74 Å ) is relatively 

unchanged at TS(4.3-4.4) compared to 4.3, suggesting that the function of this interaction 
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is to maintain the position of the substrate through a consistently strong stabilizing 

interaction. 

In the intermediate 4.4, the NADPH hydride is now completely transferred from C1 to C3 

as C3···H2 is 1.13 Å, the distance of a C-H bond. The difference between His110 and 

Tyr48 is clear in the intermediate structure as Tyr48 H6 is closer to the GLD O4 (1.48 Å) 

than His110 H5 is to O4 (1.62 Å). The transition from 4.4 to TS(4.4-4.5) is almost barrier 

less with a difference of 0.4 kcal/mol. 

In the second transition state TS(4.4-4.5), (characterized by an imaginary frequency of -

305 cm–1) the hydrogen bonding from Tyr48 and His110 to the GLD carbonyl oxygen O4 

is further differentiated. This proton is partially transferred from Tyr48 

(H6(Tyr48)···O4(GLD)  =1.36 Å) compared to His110 in which the hydrogen bonding 

remains consistent relative to 4.4 (1.62 Å). 

In the final EP complex 4.5, the proton H6 from Tyr48 is bonded to O4 from GLD. At 

this stage a strong interaction is formed between the formed Tyr48 phenolate and Lys77, 

going from 1.86 Å in TS(4.4-4.5) to 1.65 Å in 4.5. 

4.3.3 Mechanism with HID110 

During the HID110 1 ns MD simulation a displacement of NADPH occurred (Figure 

4.6a), giving an unproductive complex (with the NADPH hydride too far from the 

carbonyl carbon of the ligand) and perhaps suggesting that this electronic state is quite 
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unreactive. To address this issue, the energy profile for HID was determined with a new 

1 ns MD, but with restraints on the co-factor position.  

For HID the eventually identified mechanism is a concerted one, using Tyr48 as proton 

donor with an activation energy of 26 kcal/mol (Scheme 4.3c and Figure 4.3). A 

schematic representation of the starting enzyme-substrate complex 4.6, the transition state 

TS(4.6-4.7) and the final enzyme–product complex 4.7, including only the closest atoms 

around substrate, is given in Figure 4.6b-d. 
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Figure 4.6. (a) Comparison of NADPH position between HID (green) and HIE (orange) 

after a 1ns MD simulation. (b-d) Reaction intermediates of the D-glyceraldehyde reduction 

by AR with HID110 as studied by the QM/MM model (b) Enzyme-substrate complex (c) 

Transition state (d) Enzyme-product complex (Distances shown in green, atoms numbers 

in brown and residues names in red). 

In the case of HID there are fewer interactions that help to maintain atoms in the ES 

complex 4.6, in a suitable position for reactions. As Nε of His110 is deprotonated, no 

stabilization is possible. In contrast to the other simulations, no water was observed 

interacting with the 3-hydroxy of GLD. As a consequence the interaction between the 

Tyr48 hydroxyl group and O4 of GLD carbonyl group is strong (H6(Tyr48)···O4(GLD) 

= 1.69 Å) whereas in 4.1 and 4.3 the hydrogen bond was longer, 2.02 Å and 1.89 Å, 

respectively (cf. Figure 4.4a, Figure 4.5a and Figure 4.6b). The NADPH hydride is 

almost at the same distance from the GLD carboxyl carbon (H2(NADPH)···O4(GLD) = 

2.28 Å) compared to 4.3 (2.25 Å) but slightly further compared to 4.1 (2.00 Å). The 

hydrogen bond between the GLD 2-hydroxy and Trp111 is fairly consistent between both 

4.6 (2.19 Å) and 4.3 (2.20 Å). 

In the transition state TS(4.6-4.7) (characterized by an imaginary frequency of -875 cm–

1), the NADPH hydride is moving from C1(NADPH) to C3(GLD). The hydride is very 

close to completely transferred as the distance to C3 is only 1.20 Å. The proton from 

Tyr48 is approximately halfway between O7(Tyr48) and O4(GLD)  (H6···O7(Tyr48) 

distance is 1.18 Å and H6(Tyr48)···O4(GLD) distance is 1.26 Å.) Thus, the mechanism 
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is concerted, indeed almost simultaneous, between the hydride transfer and the proton 

transfer. 

In the final EP complex 4.7, the hydride is definitively bonded to D-glycerol carbon C3, 

and the proton H6 from Tyr48 has been completely transferred to GLD O4. At this stage 

a strong H-bonding interaction is formed between the phenolate of Tyr48 and Lys77 (1.44 

Å). 
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4.4 Comparison between the three reaction models 

The calculated activation barriers for HIP and HIE are of 8.1 kcal/mol and 16.0 kcal/mol, 

respectively. Thus from an energetic point of view both mechanisms are different. This is 

all the more true when we average the results obtained from QM/MM studies on other 

frames (one additional for HIP and two for HIE) that we also studied (Appendix Figures 

A.1.2, A.1.3 and A.1.4). These gave an average of 6.5 +/-2.2 kcal/mol for HIP and 16.7 

+/-1.0 kcal/mol for HIE. Also, it should be pointed out that we are comparing ∆E with 

∆G, nevertheless in these types of reactions the contribution from thermal and entropic 

effects is expected to be small.72 It could be concluded from these results that the 

mechanism with the lower activation energy is the more probable one. Nevertheless, the 

experimental activation free energy calculated from kinetics constants is 14.8 kcal/mol.298 

Thus, although the activation energy with the HIP model is lower, the results from the 

HIE model are closer to the experimental value. Given the significant difference (~ 10 

kcal/mol) between the calculated activation energies that arises from considering the 

protonation state of the histidine – the clear agreement of the HIE model with the 

experimental data indicates that the experimental system involves an unprotonated 

histidine in the binding site with Tyr48 acting as the proton donor. These conclusions 

based on the difference in the calculated activation barriers are agreement with the 

calculation of the pKa of the residues, which has been done by Várnai and Warshel,296 that 

yielded an estimated pKa of 8.5 for Tyr48 and a remarkably low value of 0.9 for His110. 

The study of the HID model gave a much higher energy barrier of 26.5 kcal/mol. The 
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difference in the results of HIE and HID models demonstrate that the presence of a proton 

on Nε of His110 is required for the correct positioning of GLD. 
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4.5 Effect of basis set size and QM region size 

The goal of this work was to obtain an updated QM/MM model of the reduction of GLD 

by AR to determine both the mechanism of reaction and the effect that a different QM/MM 

methodology can have on the outcome of results. To reach that goal we have used a more 

accurate QM treatment and a larger QM zone. Thus, in the following, the current results 

are compared with those from previous studies. 

Our HIP model can be compared to the results obtained by Lee and co-workers295 and our 

HIE model to the results obtained by Várnai and co-workers.296 To help the comparison, 

energies from both studies and this work have been summarized in Table 4.2. The 

structural characteristics were very similar to previous studies and are thus described in 

the appendix Table A1.1. 
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Table 4.2. Comparison of previous QM/MM results from Lee and co-workers295 model 

(Lee) and Várnai and co-workers296 model (Var.) to HIP and HIE models.a,b,c 

Study Level of theory TS1 I TS2 P 

  proton donor His110 

  TS(4.1-4.2)   4.2 

This work  

(HIP model) 

B3LYP/6-31G* 8.1 / / -17.7 

  Lee-TS1   Lee-P 

Lee et al.295  HF/4-31G 21.2 / / -12.4 

  proton donor Tyr48 

  TS(4.3-4.4) 4.4 TS(4.4-4.5) 4.5 

This work  

(HIE model) 

 

B3LYP/6-31G* 16.0 12.4 12.8 3.9 

  Var.-TS1 Var.-I Var.-TS2 Var.-P 

Várnai et al.296 AM1 41.2 33.6 34.7 10.3 

a TS: transition state, I: intermediate and P: product 

b Electronic energies (∆E) in kcal/mol are given relative to the reactant state for each system studied 

c The QM/MM partitioning employed in Lee et al. study and in this work are described in Figure 4.2a and 

4.2b, respectively. In Várnai et al. study the QM region is larger than in the Lee et al. study but smaller than 

in this work (the same residues are included in the QM region but the link atom positioning is different). 

 

From an energetic point of view the results differ significantly. For the HIE model there 

is notable difference in the activation energy between the work of Várnai and co-
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workers296 [41.2 kcal/mol] and this work [16.0 kcal/mol], a difference of 25.2 kcal/mol. 

From the experimental activation free energy calculated from kinetics constants of 14.8 

kcal/mol we know that our model is in better agreement.298  

For the HIP model, the individual influence of the QM treatment and the QM size is 

summarized in Table 4.3. 

Table 4.3. Analysis of the effect of the QM treatment and QM size on the activation 

energy by comparing results from this work (HIP model) and previous work from Lee and 

co-workers295.a 

Study Lee et al.295 This work 

(HIP model) 

QM treatment HF/4-31G  B3LYP/6-31G* B3LYP/6-31G* 

QM/MM partitioningb 1 1 2  

Ea 21.2c 7.5 8.1 

∆E -12.4c -6.0 -17.7 

a Electronic activation energies (Ea) and reaction energies (∆E) in kcal/mol are given relative to the 

reactant state for each system studied. 

b as defined in Figure 4.2 

c reference 295 

 

In the Lee and co-workers study the relative energy to the reactant of the TS for the His110 

proton donor model, obtained using 4-31G, was 21.2 kcal/mol.295 From our results we can 

see that the use of the more accurate B3LYP/6-31G* method has significantly changed 

the calculated relative energies as we obtained an activation energy of 7.5 kcal/mol, 13.7 
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kcal/mol smaller than the HF/4-31G method. The combination of B3LYP/6-31G* and a 

larger QM region did not significantly alter the activation energy (7.5 kcal/mol for the 

smaller region and 8.1 kcal/mol for the larger).  However, the effect on the relative energy 

of the product to the reactant (-6.0 kcal/mol for the smaller region and -17.7 for the larger) 

was more substantial. Overall, the results show a meaningful gain in accuracy for the 

comparison of the two potential reaction mechanisms is due mostly to the developments 

in accuracy and efficiency of QM methods.  
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4.6 Conclusion 

Since 1992 and the first suggestion of His110 and Tyr48 as potential proton donors, 

there has been a long history of debate on the catalytic mechanism of AR.291, 308 

Nevertheless the common opinion seemed to favor the Tyr48 proton donor mainly because 

of crystallographic and mutagenesis data.294, 313-316 

Nevertheless two previous QM/MM methodologies (using HF 4-31G/CHARMM22245 

and AM1312/CHARMM22245) have failed to validate the Tyr48 hypothesis. Furthermore 

they have also given different results between them for the proposed mechanism; one 

predicted a concerted mechanism while the other predicted a step-wise mechanism. By 

using a different force field and QM method (OPLS2005243 and B3277LYP234, 278/6-

31G*279) and a bigger QM region, the mechanism was re-evaluated. A different 

mechanism is suggested depending on the protonation state of His110. With HIP as 

protonation state for His110, the results show an average activation energy of 6.5 ± 2.2 

kcal/mol and evidence for a highly asynchronous concerted mechanism with His110 as 

proton donor. With HIE, the mechanism is different, as results show an average activation 

energy of 16.7 ± 1.0 kcal/mol and evidence for a step-wise mechanism using Tyr48 as 

proton donor. Preliminary MD simulation on HID indicates that this protonation state is 

unreactive and shows the importance of a proton on Nε of His110 for the reaction to occur 

as this residue is implicated in the positioning of the substrate prior to the reaction. Our 

results demonstrate that the HIP and HIE model mechanisms are significantly different in 

energy and that only the HIE model is in good agreement with experimental data – 

confirming that Tyr48 the most probable proton donor. Finally the effect of using modern 
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DFT methods for the QM/MM calculation was evaluated by comparing our results to 

previous studies. We found that the changes in energetics can be substantially affected by 

the choice of methods and, importantly, the size of the QM site (particularly for the relative 

energy of the reactants and products). 

The work described in this chapter has addressed our first aim – establish a validated 

internal QM/MM methodology. This validated methodology has been used as starting 

point for the elaboration of a QM/MM-based hotspot identification protocol which is 

described in the next chapter. 
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5. Computational investigation of a carboxylesterase 

catalyzed amide bond formation reaction 

5.1 Introduction 

5.1.1 Amide bond formation 

“Amide bond formation avoiding poor atom economy regents” was voted the highest 

priority area of research in 2006 by the American Chemical Society’s (ACS) Green 

Chemistry Institute (GCI) Pharmaceutical Roundtables (PR).5 While a lot of research has 

been done since then to overcome this problem it remains a challenge today.317 Amide 

bond formation is one of the most used reactions for the pursuit and preparation of drug 

candidate in the pharmaceutical industry.318-319 These reactions are usually synthesized by 

the condensation of a carboxylic acid with an amine; ideally this would happen through 

direct condensation giving water as the only by-product (Scheme 5.1a).320 In reality this 

is mostly done in several steps as the carboxylic acid needs to be activated prior to the 

reaction (Scheme 5.1b).321 This activation usually requires a stoichiometric amount of 

coupling reagent generating a lot of waste. Thus, there is a necessity to develop alternative 

and more environmentally friendly processes. One alternative is the use of biocatalysts, 

which eliminates the need for a coupling reagent and gives good atom economy (Scheme 

5.1c). 
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Scheme 5.1. Amide bond formation (a) Direct (b) Via an activation process (c) 

Enzymatic (Protease/Lipase/Esterase). LG = leaving group; Enz = enzyme. 

5.1.2 Esterases 

Carboxylester hydrolases (EC 3.1.1), commonly named esterases, consist of a large 

spectrum of enzymes defined by their ability to catalyze the hydrolysis of carboxylic ester 

bonds and are widely distributed among animals, plants, and microorganisms.322 

Historically, members of carboxylester hydrolases group have been classified into two 

major subclasses on the basis of their known substrate specificity: ‘true’ esterases 

(carboxylesterases; EC 3.1.1.1) and lipases (triacylglycerol hydrolases; EC 3.1.1.3). 

However, lipases and esterases consensus motifs described by the ProSite323 database are 

very close and are thus usually very difficult to differentiate from the structure.322 

Therefore, a classification was made depending on the substrate preference; indeed 
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esterases usually hydrolyse carboxyl esters of short-chain acylglycerol (≤10 carbon 

atoms), while lipases prefer carboxyl esters of long-chain acylglycerol (≥10 carbon 

atoms).324  

Among enzymes, carboxylester hydrolases are particularly interesting biocatalysts for 

industrial application as several of them have proven to be stable under a variety of 

conditions, while working without organic cofactors.325-326 In nature, esterases’ primary 

function is to cleave carboxyesters (RCOOR′) into the corresponding carboxylic acid 

(RCOOH) and alcohol (R′OH) via a proton transfer hydrolysis mechanism using a 

catalytic serine present within a Ser-His-Asp catalytic triad and through an acyl-enzyme 

intermediate (Scheme 5.2). Amide bond formation can also happen from the results of the 

interception of the formed acyl-enzyme intermediate by N-nucleophiles such as ammonia 

or amines.325, 327 To favor this amidation reaction particular reaction conditions are 

needed, such as water removal and use of organic solvents, which pushes the reaction 

equilibrium to the side of the product and avoids the reverse hydrolysis reaction.327  
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Scheme 5.2. Mechanism for an esterase.325 

5.1.3 Target reaction 

Within GlaxoSmithKline an enzymatic option in the synthetic route of a recently disclosed 

Phosphoinositide 3-Kinase δ inhibitor for the treatment of respiratory disease has been 

investigated (Scheme 5.3).328-329 From the patent it can be seen that this reaction 

represents the first two steps of the synthesis. From the initial screen an esterase was 

retained for further evolution of the process. This was a thermophilic carboxylesterase 

(E.C 3.1.1.1) from Alicyclobacillus acidocaldarius (K. Brown, GSK, personal 

communication). There are four X-ray crystallographic structures available in the Protein 

Data Bank (PDB) for this enzyme, one wild type (PDB ID: 1EVQ) and three mutant 
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structures (PDB ID: 2HM7, 1QZ3, 1U4N). The enzyme has a classic hydrolase family 

fold with 8 highly twisted central β-strands surrounded by nine α-helices (Figure 5.1a). 

The active site is composed of the classic catalytic triad with residues Ser155, His282 and 

Asp252 and an oxyanion hole formed by the backbone of residues Gly83, Gly84 and 

Ala156 (Figure 5.1b). 

 

Scheme 5.3. Target reaction for enzymatic transformation. 

 

Figure 5.1. (a) Crystal structure of carboxylesterase from Alicyclobacillus acidocaldarius 

(PDB ID: 1EVQ) (b) Active site view with Hepes covalently bounded. 
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In the present work, we have first examined the catalytic mechanism of this enzymatic 

amide bond formation using the QM/MM methodology established in Chapter 4. This 

information has then been used as a starting point for the charge modification procedure 

‘ElectroScan’, as introduced in Section 3.3.7, with the objective of identifying hotspot 

residues. Possible limitations of the ‘ElectroScan’ are listed and possible ways to 

overcome them are discussed through the use of ‘PosiScan’, another procedure introduce 

in Section 3.3.7. 
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5.2 Computational methods 

5.2.1 Model systems 

Theoretical studies were performed starting with an X-ray crystal structure (PDB ID : 

1EVQ) of the carboxylesterase enzyme that has a resolution of 2.6 Å.330 The structure 

comprises a Hepes molecule ((4-hydroxyethyl)-1-piperazine ethane sulphonic acid) 

covalently bound to Ser155, so this was transformed into a reactant configuration by 

deleting this Hepes molecule to obtain a free Ser155. The first ligand of the reaction, ethyl 

oxazole-5-carboxylate (EOC), was then build in place of the Hepes molecule. The 

carbonyl carbon of EOC was positioned in a configuration that would enable a 

nucleophilic attack of Ser155. In order to get an adequate pose, a conformational search 

with constraints on the distances between the carbonyl carbon of EOC and the oxygen of 

Ser155 was run. The parameters for EOC were taken from the OPLS3331 force field. The 

system was prepared and solved as described in Section 3.3.4. Finally, to neutralize the 

system, 15 sodium atoms were added to the system in random positions. 

The model system was gradually relaxed using a standard protocol implemented in 

Desmond.270-271 A molecular dynamics (MD) simulation was performed for 1.2 ns using 

Desmond270-271 in order to relax further the system. Details of the MD simulations are 

described in Section 3.3.4 of the method chapter. The quality of the simulation was 

checked by plotting the different RMSD which results can be found in Appendix Figure 

A.2.1. 
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One snapshot was extracted from the MD output and prepared for QM/MM calculations. 

The selected snapshot was chosen on the basis of geometric parameters, more specifically 

the shorter distance between the carbonyl carbon of EOC and the oxygen of Ser155 to 

enable a nucleophilic attack. While the more rigorous approach is to calculate the reaction 

energetics from multiple snapshots, in the case of screening for residues to mutate a single 

snapshot is sufficient to determine the relative effect of the each residue in the shortest 

possible time.332 The selected snapshot was MM minimized by using the truncated 

Newton method265 implemented in Impact306. This post-equilibration, minimized 

structure, which represents the enzyme-substrate (ES) complex, was used as the starting 

structure for the QM/MM calculations. 

5.2.2 QM/MM Methodology 

The QM region for the study includes all hypothetical reacting species (Ligand, Ser115 

and His282) and stabilizing residues (Gly83, Gly84, Ala156 and Asp252). This QM 

region is represented in Figure 5.2, it contains 66 atoms in the acylation step and 82 in 

the amidation step due to the difference of ligand present in the active site. 
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Figure 5.2. QM/MM partitioning used for the calculations (acylation step). 

All atoms beyond 15 Å from the reactant were kept constrained during the QM/MM 

simulations in order to speed up the calculations. The equilibrated ES complex was 

optimized with QM/MM calculations using B3277LYP234, 278/6-31G*279 level of theory for 

the QM region and the OPLS2005243 force field for the classical region (MM). The 

potential energy surface (PES) for the reaction was explored starting from this optimized 

structure of the reactant as described in the method chapter Section 3.3.6.  

To evaluate the electrostatic impact of each residue of the protein on the reaction barrier 

the ‘ElectroScan’ and ‘PosiScan’ procedures, as described in Section 3.3.7, were applied. 
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5.3 Proposed reaction mechanism for the carboxylesterase 

amide bond formation 

In this work, the catalytic mechanism of an amide bond formation catalyzed by a 

carboxylesterase is unravelled. The reaction follows a two-step mechanism: first acylation 

and then amidation through a tetrahedral intermediate. In the following section these two 

steps will be described in two separate sections. 

5.3.1 Formation of the Acyl–Enzyme Complex 

The results for the formation of the acyl–enzyme complex requires a two-step mechanism: 

first the nucleophilic attack of Ser155 to the substrate and second the concomitant 

formation of the first product of the reaction, an alcohol molecule (Figure 5.3a). A 

schematic representation of the two transition states of the reaction (TS(5.1-5.2) and 

TS(5.2-5.3)) including only the closest atoms around the substrate, is given in Figure 

5.3b-c. Table 5.1 shows the relatives energies and key distances involved in the formation 

of the acyl–enzyme complex. 

 

http://pubs.acs.org/doi/full/10.1021/bi500934j#tbl1
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Figure 5.3. Schematic representation of the acylation pathway and the corresponding 

transition states structures. 
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Table 5.1. Relative energies and key distances during the formation of the acyl–enzyme 

complex.a, b 

 ∆E (kcal/mol) distances (Å) 

  O1···H2 H2–N2 N3···H4 H4–O4 H4···O6 O4···C5 C5–O6 

5.1 0 1.64 1.05 1.62 1.01 2.66 2.46 1.33 

TS(5.1-5.2) 5.2 1.57 1.06 1.21 1.25 2.51 1.93 1.36 

5.2 -2.3 1.56 1.08 1.04 2.09 1.75 1.47 1.49 

TS(5.2-5.3) 8.5 1.66 1.05 1.38 2.24 1.13 1.38 1.80 

5.3 1.8 1.69 1.05 1.71 2.56 1.00 1.33 2.52 

a Electronic energies (∆E) in kcal/mol are given relative to the energy of 5.1. 

b Results obtained using B3LYP/6-31G*/OPLS2005 as level of theory 

The first step of the acylation involves the nucleophilic attack of the oxygen of Ser155 on 

the first ligand of the reaction, ethyl oxazole-5-carboxylate (EOC). In the starting enzyme-

substrate complex 5.1, the carbonyl group of EOC establishes three hydrogen bond 

interactions: two of them with the backbone nitrogen atoms of Gly83 and Gly84 in the 

oxyanion hole region (1.83 and 1.98 Å respectively) and one with the backbone nitrogen 

atom of Ala156 (2.25 Å). Ser155 is very close to carbon C5 of the substrate 

(O4(Ser155)···C5(EOC) distance of 2.46 Å, atom numbering given in Figure 5.3b) and 

establishes a hydrogen bond with His282 (N3(His282)···H4(Ser155) distance of 1.62 Å). 

His282 also establishes another hydrogen bond with Asp252 (O1(Asp252)···H2(His282) 

distance of 1.64 Å). In the first transition state TS(5.1-5.2) (characterized by an imaginary 

frequency of -647 cm–1) the proton that was bonded to Ser155 is now shared with His282 
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(H4(Ser155)···O4(Ser155) = 1.25 Å and N3(His282)···H4(Ser155) = 1.21 Å). All of this 

gives a stronger nucleophilic character to Ser155 that is closer to the C5 carbon of EOC 

(O4(Ser155)···C5(EOC) = 1.93 Å versus 2.46 Å in the reactants). In the first intermediate 

5.2, the proton that was previously bonded to Ser155 is now attached to His282, and 

Ser155 becomes covalently bound to the substrate at carbon C5 (O4(Ser155)–C5(EOC) 

bond length of 1.47 Å). This first intermediate of the reaction corresponds to a tetrahedral 

intermediate which is negatively charged but stabilized in the active site by the hydrogen 

bonds that are provided by the oxyanion pocket formed by residues Gly83, Gly84, and the 

Ala156 backbone. This first step requires an activation energy of 5.2 kcal/mol, and is 

mildly exothermic with a reaction energy of -2.3 kcal/mol (Table 5.1). 

To obtain the acyl–enzyme complex a second step is required. In the second transition 

state TS(5.2-5.3) (characterized by an imaginary frequency of -398 cm–1) the oxygen atom 

O6 is starting to dissociate from the tetrahedral intermediate (C5(EOC)···O6(EOC) 

distance of 1.80 versus 1.49 Å in the bound state) and the  proton of His282 is being 

transferred to O6 (H4(His282)···O6(EOC) distance of 1.13 Å). In the product of this 

reaction 5.3 the acyl–enzyme is formed and an alcohol molecule is released. In the acyl-

enzyme complex the distance between C5 and the oxygen atom of Ser155 is shorter (O4–

C5 bond length of 1.33 Å) and the hydrogen bonds between the other oxygen atom of the 

substrate and the three backbone nitrogen atoms of the residues that form the oxyanion 

hole (Gly83, Gly84, and Ala156) remains present. This step requires an activation energy 

of 10.8 kcal/mol, and a change of the overall energy of reaction of 4.1 kcal/mol, relative 

the intermediate 5.2 (Table 5.1). 
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5.3.2 Amidation reaction 

The investigation of the amidation reaction reveals that the amidation step requires a three-

step mechanism: the nucleophilic attack of a second ligand amine nitrogen to the acyl-

enzyme complex, the deprotonation of the nitrogen and finally the formation of an amide 

product and the regeneration of the active site (Figure 5.4a). A schematic representation 

of the three transition states of the reaction (TS(5.4-5.5), TS(5.5-5.6) and TS(5.6-5.7)) 

including only the closest atoms around substrate, is given in Figure 5.4b-d. 

Table 5.2 shows relatives energies and key distances during the amidation reaction. 

http://pubs.acs.org/doi/full/10.1021/bi500934j#tbl1
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Figure 5.4. Schematic representation of the amidation pathway and the corresponding 

transition states structures. 
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Table 5.2. Relative energies and key distances during the amidation reaction.a, b 

 ∆E (kcal/mol) distances (Å) 

  O1···H2 H2–N2 N3···H7 H7···O4 H7–N7 O4–C5 C5···N7 

5.4 0 1.92 1.04 2.15 3.06 1.03 1.34 3.61 

TS(5.4-5.5) 17.3 1.86 1.04 1.74 2.51 1.04 1.39 2.72 

5.5 17.1 1.87 1.04 1.70 2.40 1.06 1.43 1.76 

TS(5.5-5.6) 23.7 1.85 1.05 1.17 2.38 1.45 1.50 1.59 

5.6 23.5 1.80 1.05 1.12 2.36 1.53 1.51 1.56 

TS(5.6-5.7) 28.3 1.66 1.05 1.22 1.23 2.42 1.84 1.46 

5.7 12.7 1.78 1.04 1.69 1.00 3.07 2.75 1.38 

a Electronic energies (∆E) in kcal/mol are given relative to the energy of 5.4. 

b Results obtained using B3LYP/6-31G*/OPLS2005 as level of theory 

Once the formation of the acyl–enzyme complex is completed and an amine molecule is 

available in the active site region, the amidation reaction can take place. In this reaction 

the alcohol group of the ester formed within the acyl–enzyme complex is exchanged to an 

amine group. 

The first step of the amidation involves the attack of the nitrogen of the second ligand, 1-

isopropylpiperazine (IPP), on the acyl-enzyme complex. In the optimized enzyme-

substrate complex 5.4, IPP is stabilized between the acyl complex and His282. One of the 

hydrogens of the amine group of IPP is pointing toward the Nε atom of His282 

establishing a hydrogen bond (N3(IPP)···H7(IPP) distance of 2.15 Å). Such an interaction 
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allows the approach of the nitrogen atom near carbon C5 of the acyl–enzyme complex 

(C5(EOC)···N7(IPP) distance of 3.61 Å), promoting the amidation process. In the first 

transition state TS(5.4-5.5) (characterized by an imaginary frequency of -104 cm–1) the 

amine group of IPP is closer to carbon C5 of the acyl–enzyme complex 

(C5(EOC)···N7(IPP) distance of 2.72 Å), and the hydrogen atom pointing toward His282 

is starting to contract (N3···H7 distance of 1.74 Å versus 2.15 Å in the reactants). In the 

first intermediate 5.5, the amine molecule becomes covalently bound to the acyl–enzyme 

complex forming a tetrahedral intermediate that is negatively charged. The hydrogen from 

the amine group of IPP still bonds to the nitrogen; this nitrogen atom is thus positively 

charged. This first step requires an activation energy of 17.3 kcal/mol, and a change of the 

overall energy of reaction of 17.1 kcal/mol (Table 5.2). 

The second step of the amidation involves the hydrogen transfer from the nitrogen of IPP 

toward His282. In the second transition state TS(5.5-5.6) (characterized by an imaginary 

frequency of -387 cm–1) the interaction between the amine group of IPP and the C5 carbon 

of the acyl–enzyme complex has increased (C5(EOC)···N7(IPP) distance is 1.59 Å 

compared to 1.76 Å in the previous step), and the hydrogen atom is shared with one of the 

nitrogen atoms of His282 (N3(His282)···H7(IPP) distance of 1.17 Å versus 1.70 Å in 5.5).  

The distant from the Nδ atom of His282 to Asp252 is unchanged and thus does not seem 

to compensate for the acceptance of the additional hydrogen on His282. Following 

TS(5.5-5.6), the second tetrahedral intermediate is formed (5.6, Figure 5.4a). In this 

second intermediate 5.6, there is a small rotation of the acyl substrate that favors the 

proximity of the oxygen from Ser155 to the NH group of His282, while it is firmly 
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attached to the tetrahedral acyl complex (O4(Ser155)–C5(EOC) bond length of 1.51 Å). 

This final intermediate remains negatively charged, and it is stabilized by two hydrogen 

bonds provided by the two glycines and the alanine that form the oxyanion hole. This 

second step requires an activation energy of 6.6 kcal/mol, and a reaction energy of 6.4 

kcal/mol, relative to 5.5 (Table 5.2). 

The third and final step of the amidation mechanism involves the release of the amide 

product and turnover of the active site. In the third transition state TS(5.6-5.7) 

(characterized by an imaginary frequency of -625 cm–1) Ser155 is partially dissociated 

from the substrate (O4(Ser155)–C5(EOC) distance of 1.84 Å versus 1.51 Å in 5.6). The 

proton that was previously attached to His282 is now shared with Ser155 (H7···O4 

distance of 1.23 Å and N3(His282)···H7(His282) distance of 1.22 Å). In the product of 

the reaction (5.7), Ser155 is finally reprotonated and unbound from the substrate. The 

substrate is now free to dissociate from the active site, although the carbonyl group 

remains stabilized by hydrogen bond interactions with the oxyanion hole. This final 

reaction requires an activation energy of 4.8 kcal/mol and is exergonic by 10.8 kcal/mol, 

relative to 5.6 (Table 5.2). 

The complete energy path is presented in Figure 5.5. The rate limiting steps of the reaction 

are TS(5.2-5.3) for the acylation step and TS(5.6-5.7) for the amidation step; the rate-

determining step in the acylation pathway was therefore further investigated via charge 

modification procedures in order to identify potential residues (hotspots) that could lower 

this barrier. 
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Figure 5.5. Potential energy profile involved in the formation of the acyl–enzyme 

complex (blue) and the amidation (green). QM/MM electronic energies (∆E) in kcal/mol 

are given relative to the reactant state for each step. 
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5.4 Charge modification procedures results 

5.4.1 ElectroScan results on the rate limiting step for the acylation 

pathway 

The impact of a given mutation in the enzyme on the rate limiting barrier between 5.2 and 

TS(5.2-5.3) was estimated by setting to zero the MM charges on the corresponding side 

chain and recalculation of the energy of the rate limiting barrier corresponding to 

stationary points. This procedure was repeated for all residues of the enzyme. The results 

of this ‘ElectroScan’ for TS(5.2-5.3) are presented in Figure 5.6. The calculations 

identified six amino acid position that have a pronounced effect (≥ |1| kcal/mol) on the 

reaction barrier. These residues are Asp154 (-3.4 kcal/mol), Arg255 (+1.5 kcal/mol), 

Lys259 (+1.2 kcal/mol), Asp256 (-1.5 kcal/mol), Glu278 (-1.0 kcal/mol) and Glu199 (-

1.1 kcal/mol). In these results there is a clear preference for the identification of acidic 

and basic residues at hotspots, given the 20 potential gene-encoded amino acids. This 

preference was already observed in previous charge modification studies.46, 210 These type 

residues are likely to be ionized at physiological pH, with basic residues positively 

charged and acidic amino acids negatively charged, it is thus not that surprising that they 

have the largest impact in term of electrostatics. Furthermore, TS(5.2-5.3) is associated 

with a proton transfer and thus particularly sensitive to a modification of the charge 

environment. In Figure 5.6 residues are ordered by their distance to the active site, it is 

observed that the hotspot residues are not found at a specific distance from the active site, 

more precisely the hotspot residues can be arranged into three different groups: a first 

group formed of Asp154 that is located in the active site, a second group formed of 
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Arg255, Lys259 and Asp256 is located 10-12 Å from the active site and finally a last 

group (Glu278 and Glu199) is located ~17 Å from the active site. 

 

Figure 5.6. ‘ElectroScan’ results for TS(5.2-5.3). 

To have a better understanding of why the charge nullification of these residues have a 

significant impact on the reaction barrier and why for some the barrier is increased and 

for other it decreases, we can analyze a 3D representation of the hotspot residues positions 

compared to the TS(5.2-5.3) reaction vector from Figure 5.7. 
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Figure 5.7. Location of the hotspot residues for the TS(5.2-5.3) ‘ElectroScan’. The proton 

that is transferred during this step is indicated by a plus sign in cyan, the vector of this 

transfer is indicated by a cyan dotted arrow. Residues for which charge nullification 

reduces the energy barrier between 5.2 and TS(5.2-5.3) are represented in pink and those 

for which it increases this barrier are represented in orange. 

From Figure 5.7 we can see that residues for which charge nullification has a significant 

impact on the reaction barrier are located mostly at one side of the reaction vector with 

the exception of Asp154. More precisely residues for which the charge nullification 

reduces the energy barrier for this step are located in the opposite direction of the proton 

transfer vector when they are acidic. The reverse situation can be seen for residues that 

increase the barrier. The reduction of the energy barrier from the charge nullification 
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works by reducing the electrostatics energies unfavorable for the proton transfer by 

suppressing negative charges in the opposite direction of the vector of the proton transfer. 

5.4.2 ElectroScan results on other steps 

In the present work, TS(5.2-5.3) was first chosen for the ‘ElectroScan’ procedure because 

it is the rate limiting step of the acylation step of the reaction. However, it should be kept 

in mind that this is a multistep reaction and that modification that may be favorable for 

one step may not be for another. To investigate this the ‘ElectroScan’ procedure was 

applied on other steps and the results were analyzed. As summarized in Figure 5.8a, most 

of the other steps are also associated with a proton transfer the only exception being 

TS(5.4-5.5). Interestingly some proton transfers like TS(5.2-5.3)/TS(5.5-5.6) and TS(5.1-

5.2)/TS(5.6-5.7) share the same line but are in opposite directions as indicated by the 

arrows in Figure 5.8a-b. As a result of this observation the effect of the ‘ElectroScan’ 

procedure on TS(5.5-5.6) compared to TS(5.2-5.3) was investigated (Figure 5.9a). The 

effect of ‘ElectroScan’ on a step that is not associated with a proton transfer, TS(5.4-5.5), 

was also investigated (Figure 5.9b). 
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Figure 5.8. Proton transfers during the enzymatic amide bond formation (a) Schematic 

representation of transition state associated with proton transfer. Proton transfer vectors 

sharing the same line are represented by the same color and the direction is indicated by 

an arrow. (b) Superposition of TS(5.2-5.3) (orange) and TS(5.5-5.6) (cyan). The arrows 

indicate the proton transfer vector associated with each step. 
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Figure 5.9. ‘ElectroScan’ results for (a) TS(5.5-5.6) and for (b) TS(5.4-5.5). Hotspot 

residues identified in both TS(5.2-5.3) and TS(5.5-5.6) steps are represented in green. 

The opposite nature of the proton transfer direction of TS(5.2-5.3) and TS(5.5-5.6) is also 

found in the ‘ElectroScan’ results as some hotspot residues are shared between TS(5.2-

5.3) and TS(5.5-5.6) but with the opposite effect; these are Asp256 (-1.5 for TS(5.2-5.3) 
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and 1.3 for TS(5.5-5.6)) and Arg255 (1.5 for TS(5.2-5.3) and -1.5 for TS(5.5-5.6)) for 

example. But interestingly for Asp154 the charge nullification does not have a particular 

effect on TS(5.5-5.6) (+0.2 kcal/mol) barrier whereas it had a significate effect on TS(5.2-

5.3) (-3.4 kcal/mol). 

The results of the ‘ElectroScan’ procedure applied to TS(5.4-5.5) is presented in Figures 

5.9b, the calculations identified only one amino acid position that has a pronounced effect 

(≥ |1| kcal/mol) on the reaction barrier. This residue is once again Asp154. The charge 

nullification of the partial charges of the side chain of Asp154 reduces the energy barrier 

between 5.4 and TS(5.4-5.5) by 1.8 kcal/mol. Thus, there are less residues for which 

charge nullification has a significant influence on the barrier than was the case for proton 

transfer steps TS(5.2-5.3) and TS(5.5-5.6). 

The opposite nature of the effect of the ‘ElectroScan’ procedure of the different steps 

highlights the need for a multistep parameterization strategy for our system. Therefore, 

rather than identifying hotspots for one specific step another option would be to rank 

residues according to the sum of their effect on different steps. This approach was taken 

for steps associated with TS(5.2-5.3), TS(5.4-5.5) and TS(5.5-5.6) and results for the five 

residues with the larger magnitude sum are summarized in Table 5.3. 
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Table 5.3. ‘ElectroScan’ results for TS(5.2-5.3), TS(5.4-5.5) and TS(5.5-5.6) for residues 

with the larger absolute magnitude sums.a 

 ΔEa  

Residue TS(5.2-5.3) TS(5.4-5.5) TS(5.5-5.6) Sum 

Asp154 -3.4 -1.8 0.2 -4.9 

Thr186 -0.2 -0.2 -0.3 -0.7 

Tyr183 0.2 0.2 0.3 0.6 

Arg215 -1.0 1.0 0.6 0.6 

Glu202 -0.9 0.9 0.6 0.5 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  

In most cases the effect of TS(5.2-5.3) and TS(5.5-5.6) cancel each other such that the 

cumulative effect on the barrier is almost always moderate (< |1| kcal/mol) with the 

exception of Asp154. For Asp154 the cumulative effect of the ‘ElectroScan’ over TS(5.2-

5.3), TS(5.4-5.5) and TS(5.5-5.6) yields a total effect of -4.9 kcal/mol. This reflects the 

fact that for this particular residue the charge nullification has a significant stabilizing 

effect on TS(5.2-5.3) (-3.4 kcal/mol) and TS(5.4-5.5) (-1.8 kcal/mol) but does not 

destabilize the proton transfer in the opposite direction (TS(5.4-5.5), 0.2 kcal/mol). The 

fact that Asp154 is the only residue for which the cumulative effect over three steps has a 

significant impact on the reaction can be explained by the fact that this residue is located 

in the active site (Figure 5.7). 
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5.4.3 Asp154 study 

Our calculations have thus systematically identified Asp154 as a hotspot. However, it is 

also informative to study the conservation of this residue in the expression of this enzyme 

in nature. Thus a BLAST333 search of the sequence of the carboxylesterase from 

Alicyclobacillus acidocaldarius was performed against Uniprot334 and the 100 closest 

sequences were used to perform a Multiple Sequence Alignment (MSA) using the Clustal 

Omega program.335 Finally a sequence logo representation for all these MSA were 

generated using WebLogo 3,336 the results of which are presented in Figure 5.10. From 

this analysis it can be seen that residue Asp154 is strongly conserved through evolution. 

It may be conserved because it helps to give the serine the right pKa properties. If this 

residue is confirmed to be a good mutant experimentally it will demonstrate the 

importance of our approach as strongly conserved residues are usually not picked for 

screening libraries. 

 

Figure 5.10. WebLogo336 representation of a MSA of the 100 closest sequences to the 

sequence of the carboxylesterase from Alicyclobacillus acidocaldarius on Uniprot334 

(Asp154 is indicated by an arrow). 

Overall the application of the ‘ElectroScan’ procedure on this enzymatic amide bond 

formation has allowed us to gain a better understanding of the mechanism by 
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demonstrating that the arrangement of the amino acids around the binding site helps to 

support favorable electrostatics for the proton transfer step in the acylation mechanism. 

However, this study also identified possible limitations of the ‘ElectroScan’ procedure. 

This procedure allows for optimizing the electrostatic contributions of the protein only by 

suppressing unfavorable electrostatics but in the process of optimizing an electrostatic 

field it should also be possible to introduce new favorable electrostatics interactions. From 

this finding came the idea of introducing a new procedure: the ‘PosiScan’. 

5.4.4 PosiScan results 

The idea of the ‘PosiScan’ procedure is to have a modified version of the original 

‘ElectroScan’ procedure where not only is there a charge nullification of the partial 

charges of the side chains but also an electrostatic ‘perturbation’ is introduced by 

assigning a +1 charge at the C that has the property of being a common side chain atom 

for almost all the amino acids (with the exception of Glycine). The results of this 

‘PosiScan’ procedure applied to the step associated to TS(5.2-5.3) is shown in Figure 

5.11 and residues with the larger magnitude |Ea| results are given in Table 5.4. 
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Figure 5.11. ‘PosiScan’ results for TS(5.2-5.3). 
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Table 5.4. ‘PosiScan’ results for TS(5.2-5.3) for residues with the larger absolute 

magnitudes |ΔEa|.
a 

Residue ΔEa 

Asp154 -5.8 

Leu206 -5.5 

Tyr183 -4.7 

Ala249 -4.7 

Leu254 -4.7 

Ile281 -3.7 

Trp85 3.4 

Thr248 -3.0 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  

These results demonstrate that the ‘PosiScan’ approach is able to explore new regions of 

the protein compared to the ‘ElectroScan’ by identifying not only acidic/basic residues 

but also neutral residues, such as Leu206 (-5.5 kcal/mol) and Tyr183 (-4.7 kcal/mol). It 

appears that there is a stronger distance dependence effect on the intensity of the peaks 

(Figure 5.11) than there is in the ‘ElectroScan’ results (Figure 5.6). It could be 

hypothesized that as there are more peaks of strong intensity, the Coulombic type distance 

dependence of the electrostatic interaction becomes more evident. However this distance 

dependence observation results from one enzyme and can thus not be generalized until 

tested on other systems. 
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The highest hotspot is once again Asp154 (-5.8 kcal/mol). Strongly negative Ea results 

suggest that the introduction of a positive charge at this location (by mutating to lysine or 

arginine for example) could potentially lead to a gain of activity. We also expect that 

having strongly positive Ea is a sign that the introduction of a negative charge at this 

location (by mutating to aspartate or glutamate for example) could also lead to a gain of 

activity. We have tested this hypothesis on Trp85 for which the ‘PosiScan’ approach gives 

a Ea of 3.4 kcal/mol (Table 5.4). The in silico mutation of Trp85 to an aspartate gives a 

Ea of -3.3 kcal/mol and thus lends support to this hypothesis. 

The ‘PosiScan’ approach is meant to be a fast screening method that could then be 

followed up with a real computational mutation. This would be the next step in evaluating 

the feasibility of such a mutation. It should be checked that the identified hotpot residue 

is not implicated in stabilizing interactions that could be disrupted by a mutation. Also, 

there is a considerable variation in the sizes of amino acids and thus some mutations can 

be easier than others. It should thus be aimed to replace residues of similar sizes, one good 

example being the aspartate to asparagine or the glutamate to glutamine mutation as these 

occupy almost the same space. The molecular weight (MW) of an amino acid is roughly 

proportional to its size and can thus be used to compare them (Figure 5.12). 
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Figure 5.12. Molecular weight (MW) of amino acids. Basic residues are colored in blue 

and acidic in orange. 

From Figure 5.12 we can see that basic and acidic residues are part of the right hand half 

of residues having the highest molecular weight; a mutation to one of these residues will 

probably not always be possible. It can also be observed that lysine has a lower MW than 

arginine (146 DA and 174 DA, respectively), a mutation to lysine should thus be generally 

privileged over arginine. The same can be observed between aspartate (133 DA) and 

glutamate (147 DA). Histidine is also a basic residue but with a side chain pKa of 

approximately 6.0 it is not certain that it will be charged under physiologically relevant 

pH values. Among the basic/acidic residues aspartate has the lower MW and could thus 

be the easiest to accommodate. This could suggest that a ‘NegaScan’ approach (with a -1 

charge on C) could be prioritized over a ‘PosiScan’.  
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5.5 Conclusion 

The goal of the study was to elaborate and test a protocol for the identification of mutations 

that could enhance an enzyme activity. For this, an amide bond formation reaction 

catalyzed by a carboxylesterase was used as case study. The underlying mechanism of the 

reaction was first investigated using QM/MM. A catalytic mechanism was suggested with 

a two-step acylation followed by a three step amidation. 

The so-called ElectroScan technique was then applied to the rate-limiting step of the 

acylation step. Partial charges of single residues side chains were set to zero and the 

activation energy re-evaluated in the new environments. The results gave 6 hotspots (with 

Ea ≥ |1| kcal/mol) in Asp154, Arg255, Lys259, Asp256, Glu278 and Glu199. The 

subsequent application of the ‘ElectroScan’ technique to other steps of the reaction (first 

and second transition states of the amidation step) revealed that the applicability of this 

methodology for this system was found to be limited by the reaction mechanism. More 

precisely, TS(5.2-5.3) and TS(5.5-5.6) are associated with proton transfer reactions that 

share the same line but in opposite direction, thus depending on the direction of the proton 

transfer different amino acids are identified and side chains charge nullification effects are 

mutually cancelled. However, because of it position in the active site a hotspot residue 

was identified in Asp154. 

Finally, the ‘PosiScan’ approach was also tested on the same reaction. It was found that 

this approach could be a possible strategy to introduce new favorable electrostatic 



 140 

interactions in a protein but that a ‘NegaScan’ approach could be prioritized over the 

‘PosiScan’ due to steric reasons. 

Overall, the second initial aim of creating and testing a QM/MM protocol for hotspot 

identification was achieved in this chapter. The next chapter explores how this protocol 

could be further speed-up. 
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6. Computational investigation of a lipase catalyzed 

amide bond formation reaction 

6.1 Introduction 

An Enzyme Panel is a set of diverse enzymes (e.g., phylogenetically diverse imine 

reductases) that can perform a specific transformation (e.g., synthesis of amines) on a 

pharmaceutically relevant molecular space.98 Enzyme panels are created to be ready to 

use toolkits for organic synthesis. They are typically prepared as plates that can then be 

used for screening on a desired transformation – in a similar manner to how a traditional 

chemical catalyst screening is carried out. GlaxoSmithKline (GSK) has been working on 

the in-house creation of enzyme panels for high priority transformations, examples 

currently addressed are shown in Figure 6.1.98 The in-house creation of these panels 

allows freedom-to operate status and avoids potentially complex and expensive IP 

agreements.98 
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Figure 6.1. Examples of enzymatic transformations currently addressed by customised 

panels at GSK. Figure taken with permission from 98. 

Among those high priority transformations there is the amide bond formation (ester 

aminolysis) by a lipase enzyme panel. To address this top priority transformation, GSK 

and Pfizer have decided to join forces through the collaborative creation of an enzymatic 

amidation platform. A panel of 12 reactions described in Scheme 6.1 was chosen as the 

target for this project. The activity of different lipases was screened on this panel and it 

was a lipase (EC 3.1.1.3) from Pseudomonas batumici (PBL) that gave the most 

interesting results (K. Brown, GSK, personal communication). The initial activities of 

PBL on the reaction panel described in Scheme 6.1 were communicated by our 

experimental collaborators and are summarized in Table 6.1. The results show some 

initial activity for reaction 1 to 6 and very little for reaction 7 to 12. To improve the activity 

of PBL on the panel reaction a directed evolution strategy was conducted.337 



 143 

 

Scheme 6.1. Reaction panel 

Table 6.1. Ester aminolysis with wild type PBL.a, b 

Reaction Ester Amine %conversion 

1 methyl benzoate benzylamine 38.09 

2 methyl benzoate (rac)-1-phenylethanamine 6.03 

3 methyl benzoate aniline 8.12 

4 methyl benzoate cyclohexylamine 29.07 

5 methyl benzoate pyrrolidine 21.68 

6 methyl benzoate (rac)-2-methylpyrrolidine 2.64 

7 methyl 2-phenylpropanoate benzylamine 0.07 

8 methyl 2-phenylpropanoate (rac)-1-phenylethanamine 0.00 

9 methyl 2-phenylpropanoate aniline 0.75 

10 methyl 2-phenylpropanoate cyclohexylamine 0.07 

11 methyl 2-phenylpropanoate pyrrolidine 0.02 

12 methyl 2-phenylpropanoate (rac)-2-methylpyrrolidine 0.00 

a Data obtained from K. Brown, GSK, personal communication 

b %conversion means percentage of substrate transformed after 24h  
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The initial step of a directed evolution process is the creation of a library of variants. In 

this chapter, the hotspot identification QM/MM protocol established in Chapter 5 is 

applied to reaction 1 (Scheme 6.1) catalyzed by PBL to aid the creation of such library. 

As PBL does not have a crystal structure a homology model strategy is first conducted. 

This chapter also describes the effect of deleting the solvent from the QM/MM model on 

both PBL mechanistic studies and hotspot investigation output; this is done by comparing 

to the results obtained in water and toluene. 

  



 145 

6.2 Computational methods 

6.2.1 Homology model 

As no crystal structure was available for the enzyme a model was created. To identify a 

template structure, the PBL sequence was used to run a BLAST333 search against the 

Protein Data Bank (PDB), the top five results are presented in Table 6.2.  

Table 6.2. PDB BLAST results using sequence from lipase of Pseudomonas batumici 

(accessed on 01/12/2017). 

PDB code Organism Score  E-value 

3W9U Proteus mirabilis 603 2.20983E-62 

4GW3 Proteus mirabilis 603 2.42225E-62 

4GXN Proteus mirabilis 603  2.42225E-62 

4HS9 Proteus mirabilis 588  1.07889E-60 

1EX9 Pseudomonas 

aeruginosa 

541  3.77706E-55 

 

The first four PDB structures with the higher score were associated with the same lipase 

from Proteus mirabilis (PDB ID : 3W9U338, 4GW3339, 4GXN339 and 4HS9340) and the 

fifth hit with a lipase from Pseudomonas aeruginosa (PDB ID : 1EX9341) (Table 6.2); all 

structures are part of the I.1 bacterial lipase family. The scores and E-values for PDB 

structures of lipase from Proteus mirabilis were 2.20E-62/603 (3W9U), 2.42E-62/603 
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(4GW3), 2.42E-62/603 (4GXN) and 1.07E-60/588 (4HS9), respectively. The Expect 

value (E) is a parameter that describes the chance to obtain one match with a similar score 

simply by chance. The top three PDB structures (3W9U, 4GW3 and 4GXN) have thus the 

same score and a slightly smaller E-value for 3W9U which is due to a slightly smaller 

sequence (a polyhistidine-tag is absent in this protein and present in the others). The last 

PDB structure (4HS9) corresponds to a methanol tolerant mutant (13 mutations were 

introduced) of the Proteus mirabilis lipase which explains it lower score.340 The E-value 

and score for PDB structure of lipase from Pseudomonas aeruginosa were of 3.77E-

55/541 (1EX9) which gives a 62 point score difference with the higher scoring Proteus 

mirabilis PDB structures. 

The lipase from Proteus mirabilis is in a closed conformation (two typical  helices of the 

I.1 bacterial lipase family are interacting together and close the entrance to the active site) 

in the four PDB structures (3W9U, 4GW3, 4GXN and 4HS9) whereas the lipase from 

Pseudomonas aeruginosa in an open conformation (1EX9) (Figure 6.2). It is believed 

that lipases have a closed conformation and open up when they are at the interface between 

the aqueous and the oil phase – “interfacial activation”.342 However, in Proteus miribalis 

lipase the ligand was found bonded in the “closed” conformation typical of this family but 

in this structure there is a wide active site that is solvent accessible (Figure 6.2b).339 The 

lipase from Proteus miribalis thus seems to represent a particular case of lipase without 

interfacial activation, we thus decided to focus the rest of our study on the homology 

model from Pseudomonas aeruginosa lipase. Homology modelling of PBL was conducted 

in MOE268 (Molecular Operating Environment) using the crystal structure of  
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Pseudomonas aeruginosa lipase (PAL, PDB ID: 1EX9; Resolution: 2.54 Å) which has a 

44.6% sequence identity with PBL. The PAL structure has a calcium ion that stabilizes 

the loop containing the catalytic residue His251. This calcium ion is coordinated by two 

aspartic acid residues (Asp209 and Asp253). A calcium ion was thus placed at equivalent 

position in the homology model which corresponds to residues Asp220 and Asp265. 

 

 

Figure 6.2. View of the α-carbon backbone trace (schematic diagram) of the inhibited 

structures of lipase from (a) Pseudomonas aeruginosa (PDB ID: 1EX9) and from (b) 

Proteus mirabilis (PDB ID: 4GXN). The “close” or “open” conformation of members of 

the I.1 bacterial lipase family is usually defined by the positioning of two  helices : when 

they interact together they typically close the entrance of the active site which does not 

allow any ligand to enter the active site and is thus called a”close” conformation. In 

Proteus mirabilis lipase, even though there is a typical “close” conformation arrangement 

there is also a 9 Å hole which can allow a ligand to enter the active site even in this 

conformation. 
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6.2.2 Systems preparation 

The first ligand of the reaction, methyl benzoate (MBZ), was manually added to the model. 

The carbonyl of MBZ was positioned in a configuration that would enable a nucleophilic 

attack of Ser83. The parameters for MBZ were taken from the OPLS3331 force field. In 

order to obtain a good starting point for the transition state search, a conformational search 

with constraints on the distances between the carbonyl carbon of MBZ and the oxygen of 

Ser83 was run. From this search two conformations were obtained but only one was a 

good starting point for the acylation reaction and was thus used for the rest of the 

calculations. 

The system was solvated as described in Section 3.3.4 and neutralized by random addition 

of 8 chloride atoms. The system was then gradually relaxed using a standard protocol 

implemented in Desmond.270-271 A molecular dynamics (MD) simulation was performed 

for 25 ns using Desmond270-271 in order to further relax the system and to assess the 

stability of the homology model. 

Because the reaction takes place in toluene the stability of the homology model in this 

solvent was also evaluated. However, as toluene solvation was not available in the system 

builder of Desmond270-271 a custom solvent model was created. A single molecule of 

toluene was first parametrized in Ligprep343 using the OPLS3331 force field. Atom-

centered partial charges were then derived by fitting the electrostatic potential using ab 

initio HF/6-31+G* level with Jaguar344 in the gas phase. This molecule was then 

duplicated several times in order to build a periodic box unit with 125 molecules and a 
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cubic shape. The box was equilibrated for 5 ns by a molecular dynamics simulation within 

the NPT ensemble, with the same ensemble method and cut-off treatment as described in 

Section 3.3.4. No specific rules were used to compute interactions with and between 

solvent molecules. The final system had a density of 0.87 g/mL in good agreement with 

experimental value of 0.87 g/mL.345 

Another system was built by solvating the homology model in a orthorhombic box of 

toluene with a 10Å buffer between the solute and the box boundary in each direction, 

using the parametrization described above. This system was also neutralized by random 

addition of 8 chloride atoms. It should be noted that chloride atoms are insoluble in toluene 

but that molecular dynamics simulations, particularly when the PME method is employed, 

need a neutral system and this is why they were added to the system. The relaxation of the 

“toluene” system required a more careful protocol than for water – when a toluene 

molecule is removed during the system set up it can leave a larger vacuum that can 

ultimately cause the failure of a simulation due to system collapse. To avoid this 

happening, a short (400 ps) NVT simulation with a standard Desmond pre-relaxation 

protocol was run to homogenize the system. Toluene molecules come closer to the protein 

and leave some empty spaces in the box (Figure 6.3). The following step needed is a 400 

ps NPT simulation. During this step the volume of the box decreases and a homogeneous 

system is obtained. It is worth noting that the protein is frozen during this procedure. The 

system is then ready for a production run; in this study a 25 ns NPT simulation was ran. 

At the end of each of these three MD simulations different properties (potential energy, 
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pressure, temperature and volume) were calculated and analyzed to confirm that the MD 

simulation was at equilibrium (Appendix Figure A.3.1). 

 

Figure 6.3. Equilibration protocol for toluene model. 

6.2.3 QM/MM Methodology 

For each model (water and toluene) one snapshot was extracted from the MD output and 

prepared for QM/MM calculations. A third model (the “vacuum model”) was prepared by 

starting with the water model snapshot and deleting all the water molecules. This model 

was investigated as an option to accelerate the hotspot identification. The selected 

snapshot was then MM minimized by using the truncated Newton method265 implemented 

in Impact306. This post-equilibration, minimized structure, which represents the enzyme-

substrate (ES) complex, was used as the starting structure for the QM/MM calculations. 

The QM region for the study includes all hypothetical reacting species (Ligand, Ser83 and 

His263) and stabilizing residues (Met17, Gln84 and Asp241). This QM region is 
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represented in Figure 6.4; it contains 77 atoms in the acylation step and 88 in the 

amidation step due to the difference of ligand present in the active site. 

 

Figure 6.4. QM/MM partitioning use for the calculations (acylation step). 

All atoms beyond 15 Å from the reactant were kept constrained during the QM/MM 

simulations in order to speed up the calculations. The equilibrated ES complex was 

optimized with QM/MM calculations. The potential energy surface (PES) for the reaction 

was explored starting from this optimized structure of the reactant as described in the 

method chapter Section 3.3.6. 

To evaluate the electrostatic impact of each residue of the protein on the reaction barrier 

the ‘ElectroScan’ procedure as described in Section 3.3.7 of the method chapter was 

applied. For the first time the ‘NegaScan’ procedure was also applied.   
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6.3 Homology model selection 

A homology model of PBL was constructed based on the crystal structures of 

Pseudomonas aeruginosa lipase (PAL, PDB ID: 1EX9). The stability of this model was 

evaluated through a 25 ns molecular dynamics simulation in water. The structure of the 

model before and after the MD can be found in Figure 6.5a and the secondary structure 

analysis through the simulation in Figure 6.6a.  

 

Figure 6.5. Results of the molecular dynamics stability experiment for (a) homology 

model 1 in water, (b) homology model 2 in water, (c) homology model 2 in toluene. 

Orange 0ns, green 25 ns. 
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Figure 6.6. Secondary structure analysis for (a) homology model 1 in water, (b) homology 

model 2 in water, (c) homology model 2 in toluene. Helix 5 is indicated by a blue arrow. 

β-stands are represented in blue and α-helices in orange. 
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It can be observed from these results that one of the α-helices (5) is distorted during the 

25 ns simulation. This secondary structure is located between residue 128 and 149 and 

from Figure 6.6a we can see that the α-helix shape is lost after 4 ns. Without knowing the 

native structure of PBL it is difficult to know if this α-helix unfolding is the consequence 

of a good refinement by the MD or a poor starting homology model structure. 

Considering these results, a different strategy to build the homology model was explored. 

First a BLAST333 search of the sequence of PBL was performed against Uniprot334 and 

the 250 closest sequences were used to perform a Multiple Sequence Alignment (MSA) 

using the MUSCLE algorithm.346 This gave a different alignment between PBL and PAL 

which was used to build a new homology model (HM2). The stability of HM2 was also 

evaluated through molecular dynamics simulation and results are presented in Figure 6.5b 

and Figure 6.6b. These results show that HM2 retains all its secondary structures during 

the entire length of the simulation. Because of this stability of HM2 in water more 

confidence was given to this model than to the first homology model and thus it was 

selected for the rest of the studies. However, as the reaction takes place in toluene the 

stability of HM2 was also evaluated in this solvent and results are presented in Figure 

6.5c and 6.6c. HM2 also retains all its secondary structures during the 25 ns molecular 

dynamics simulation in toluene solvent. The stability of these models is further confirmed 

by backbone RMSD traces shown in Figure 6.7. 
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Figure 6.7. Coordinates RMSD of MD-simulated for homology model 1 in water, 

homology model 2 in water and homology model 2 in toluene. The RMSD is calculated 

on the protein backbone. 
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6.4 Proposed catalytic mechanism for the acylation step of the 

lipase catalyzed amide bond formation reaction  

In this work, we unravel the catalytic mechanism of an amide bond formation catalyzed 

by a lipase. The reaction follows a two-step mechanism: first acylation and then amidation 

through a tetrahedral intermediate. 

In order to clearly differentiate the intermediates from the different models, a labeling 

scheme is introduced where the abbreviated name of the model (t for toluene, w for water 

and v for vacuum) precedes the number of the intermediate. Thus, we have for example 

t6.1 that stands for intermediate 6.1 of the toluene model. If no letter precedes the 

intermediate number it references to the intermediate in three cases. 

6.4.1 Formation of the Acyl–Enzyme Complex in toluene 

The results for the formation of the acyl–enzyme complex requires a two-step mechanism: 

first the nucleophilic attack of Ser83 to the substrate and second the concomitant 

formation of the first product of the reaction, an alcohol molecule (Figure 6.8a). A 

schematic representation of the two transition states of the reaction (tTS(6.1-6.2) and 

tTS(6.2-6.3)) including only the closest atoms around substrate, is given in Figure 6.8b-

c. Table 6.3 shows the relatives energies and the most important distances involved in the 

formation of the acyl–enzyme complex. 

 

http://pubs.acs.org/doi/full/10.1021/bi500934j#tbl1
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Figure 6.8. Schematic representation of the acylation pathway in toluene and the 

corresponding transition states structures. 
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Table 6.3. Relative energies and key distances during the formation of the acyl–enzyme 

complex in toluene.a, b 

 ∆E (kcal/mol) distances (Å) 

  O1···H2 H2–N2 N3···H4 H4–O4 H4···O6 O4···C5 C5–O6 

t6.1 0 1.66 1.05 1.8 1 3.7 3.02 1.34 

tTS(6.1-6.2) 39.1 1.51 1.1 1.12 1.71 2.77 1.84 1.38 

t6.2 27.7 1.51 1.1 1.03 1.8 2.82 1.59 1.44 

tTS(6.2-6.3) 41.0 1.68 1.07 1.18 2.54 1.38 1.43 1.77 

t6.3 12.7 1.74 1.05 1.93 2.7 0.98 1.35 2.67 

a Electronic energies (∆E) in kcal/mol are given relative to the energy of t6.1. 

b Results obtained using B3LYP/6-31G*/OPLS2005 as level of theory 

In the starting enzyme-substrate complex (t6.1), the carbonyl group establishes two 

hydrogen bond interactions with the backbone nitrogen atoms of Met17 and Gln84 of the 

oxyanion hole region (2.47 and 2.04 Å respectively). Ser83 is close to carbon C5 of the 

substrate (O4(Ser83)···C5(MBZ) distance of 3.02 Å, atom numbering given in Figure 

6.8b) and establishes a hydrogen bond with His263 (H4(Ser83)···N3(His263) H-bond 

length of 1.8 Å). His263 also establishes another hydrogen bond with Asp241 

(O1(Asp241)···H2(His263) H-bond length 1.66 Å). In the first transition state tTS(6.1-

6.2) (characterized by an imaginary frequency of -149 cm–1) the proton that was bonded 

to Ser83 is almost completely transferred to His263 (O4(Ser83)···H4(Ser83) = 1.71 Å and 

N3(His263)–H4(Ser83) = 1.12 Å). His263 is thus protonated and positively charged 

which is compensated by a shorter distance between Asp241 and His263 
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(O1(Asp241)···H2(His263) is 1.51 Å in the tTS(6.1-6.2), compared to 1.66 Å in the 

reactant complex t6.1). All of this gives a stronger nucleophilic character to Ser83, which 

is closer to the C5 carbon of MBZ (O4(Ser83)···C5(MBZ) = 1.84 Å versus 3.02 Å in the 

reactant complex). In the first intermediate (t6.2), the proton that was previously bonded 

to Ser83 is now attached to His263, and Ser83 becomes covalently attached to the 

substrate at carbon C5 (O4(Ser83)–C5(MBZ) bond length of 1.59 Å). This first 

intermediate of the reaction corresponds to a tetrahedral intermediate which is negatively 

charged but stabilized in the active site by the hydrogen bonds that are provided by the 

oxyanion pocket formed by residues Met17 and Gln84 backbone. This first step requires 

an activation energy of 39.1 kcal/mol, and is endothermic with a reaction energy of 27.7 

kcal/mol (Table 6.3). 

To obtain the acyl–enzyme complex a second step is required. In the second transition 

state tTS(6.2-6.3) (characterized by an imaginary frequency of -525 cm–1) the oxygen 

atom O6 begins to dissociate from the tetrahedral intermediate (O6(MBZ)–C5(MBZ) 

bond length of 1.77 versus 1.34 Å in the reactant t6.1) and the proton of His263 is being 

transferred to O6 (N3(His263)–H4(His263) = 1.18 Å and O6(MBZ)···H4(His263) = 1.38 

Å). This proton transfer is associated with a weaker interaction between His263 and 

Asp241 (O1(Asp241)···H2(His263) 1.68 Å versus 1.51 Å in the intermediate). In the 

product of this reaction t6.3 the acyl–enzyme is formed and the first product of the 

reaction, an alcohol molecule is released. In the acyl complex the distance between C5 

and the oxygen atom of Ser83 is shorter (O4(Ser83)–C5(MBZ) bond length of 1.35 Å) 

and the hydrogen bond between the other oxygen atom of the substrate and the two 
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backbone nitrogen atoms of the residues that form the oxyanion hole (Met17 and Gln84) 

remains present. This step requires an activation energy of 13.3 kcal/mol relative to the 

previous intermediate t6.2, and a change of the overall energy of reaction of -15.0 

kcal/mol. 

Given the endothermicity of the first step in this reaction, the overall barrier for the 

acylation reaction is 41.0 kcal/mol. Furthermore, the product of this reaction is formed in 

an overall endothermic reaction of 12.7 kcal/mol, indicating that the acyl product is very 

short-lived (Figure 6.9). 

 

 

Figure 6.9. Potential energy profile involved in the formation of the acyl–enzyme 

complex in toluene (green), in water (blue) and in vacuum (grey). QM/MM electronic 

energies (∆E) in kcal/mol are given relative to the reactant state for each step. 
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6.4.2 Formation of the Acyl–Enzyme Complex in water and in vacuum 

The results for the formation of the acyl–enzyme complex obtained from water and 

vacuum  models also follows the same reaction mechanism as that presented for toluene, 

Figure 6.8a. Tables 6.4 and 6.5 show the variation, relative to the toluene model (Table 

6.3), in the most important distances involved in the formation of the acyl–enzyme 

complex for the water and vacuum models, respectively. The largest differences observed 

in Tables 6.4 and 6.5 are associated with distances O4(Ser83)···C5(MBZ) and 

H4(Ser83)···O6(MBZ), this is because in the starting enzyme-substrate complex 6.1 the 

ligand MBZ is in closer proximity to Ser83 in both water and vacuum models than in the 

toluene model. An explanation for this is that the two backbone hydrogen from the 

oxyanion hole region (Met17 and Gln84) that hold the reactant in place are further apart 

in the toluene model (3.80Å) than in water and vacuum models (3.38 Å and 3.29 Å). 

During the 25 ns MD simulation the average value of this distance is of 3.98 +/-0.33 Å in 

toluene and 3.48 +/-0.23 Å in water.    
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Table 6.4. Comparison of key distances during the formation of the acyl–enzyme from 

toluene model to water model. Δ is the difference between the two results (water-toluene). 

A threshold of 0.1 Å has established in order to differentiate between small changes 

(black) and bigger ones (blue). 

 distances (Å) 

 O1···H2 H2–N2 N3···H4 H4–O4 H4···O6 O4···C5 C5–O6 

w6.1 - t6.1 0.02 0.00 -0.06 0.00 -0.61 -0.26 0.00 

wTS(6.1-6.2) - tTS(6.1-6.2) 0.05 -0.01 -0.03 -0.14 -0.14 -0.02 0.02 

w6.2 - t6.2 0.05 -0.01 0.04 -0.16 -0.24 0.08 -0.02 

wTS(6.2-6.3) - tTS(6.2-6.3) 0.13 -0.02 0.13 -0.16 -0.19 0.00 -0.02 

w6.3 - t6.3 0.03 0.00 -0.04 -0.03 0.00 -0.01 0.00 
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Table 6.5. Comparison of key distances during the formation of the acyl–enzyme from 

toluene model to vacuum model. Δ is the difference between the two results (vacuum-

toluene). A threshold of 0.1 Å has established in order to differentiate between small 

changes (black) and bigger ones (blue). 

 distances (Å) 

 O1···H2 H2–N2 N3···H4 H4–O4 H4···O6 O4···C5 C5–O6 

v6.1 - t6.1 0.07 0.00 -0.13 0.02 -0.69 -0.34 0.00 

vTS(6.1-6.2) - tTS(6.1-6.2) 0.08 -0.02 0.02 -0.30 0.09 0.44 -0.03 

v6.2 - t6.2 0.00 0.01 0.01 -0.07 -0.31 0.00 0.00 

vTS(6.2-6.3) - tTS(6.2-6.3) 0.09 -0.01 0.17 -0.14 -0.23 -0.02 0.09 

v6.3 - t6.3 0.05 0.00 -0.22 -0.07 0.02 -0.01 -0.14 

 

The associated relative energies for the three models are presented in Figure 6.9. From 

Figure 6.9 it can be seen that the relative energies are lower for the water and vacuum 

models than for the toluene model. Nevertheless, in the three cases the rate limiting step 

of the reaction for the acylation step is TS(6.2-6.3). This step was therefore further 

investigated via an ‘ElectroScan’ and ‘NegaScan’ procedures in order to identify potential 

residues (hotspots) that could lower this barrier. 
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6.5 Charge modification procedures results on the acylation 

step 

6.5.1 ElectroScan results on the rate limiting step for the acylation 

pathway (toluene model) 

The impact of a given mutation in the enzyme on the rate limiting barrier between t6.2 

and tTS(6.2-6.3) was estimated by setting to zero the MM charges on the corresponding 

side chain and recalculation of the energy of the rate limiting barrier corresponding to 

stationary points. This procedure was repeated for all residues of the enzyme. The results 

of this ‘ElectroScan’ for tTS(6.2-6.3) of the toluene model are presented in Figure 6.10. 

 

Figure 6.10. ‘ElectroScan’ results for tTS(6.2-6.3) from the toluene model.  
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The calculations in the toluene model identified five amino acid positions for which a 

charge nullification induces a significant reduction of the reaction barrier (∆E < -1 

kcal/mol). These residues are Arg57 (-2.1 kcal/mol), Asp262 (-1.7 kcal/mol), Asp265 (-

1.3 kcal/mol), Asp213 (-1.1 kcal/mol) and Asp220 (-1.0 kcal/mol). In these results, there 

is a clear preference for the identification of acidic and basic residues at hotspots, given 

the 20 potential gene-encoded amino acids. The same observation was also made in 

Chapter 5 ‘ElectroScan’ results. Similarly to the transition states studied in Chapter 5,  

tTS(6.2-6.3) is associated with a proton transfer and thus particularly sensitive to a 

modification of the charge environment. In Figure 6.10 residues are ordered by their 

distance to the active site, it is observed that the hotspot residues are not found at a specific 

distance from the active site. 

To have a better understanding of why the charge nullification of these residues have a 

significant impact on the reaction barrier and why for some the barrier is increased and 

for other it decreases, a 3D representation of the toluene hotspot residue positions is 

compared to the tTS(6.2-6.3) reaction vector (Figure 6.11). Residues for which charge 

nullification reduces the energy barrier for this step are located in the same direction as of 

the proton transfer vector when they are basic and in the opposite direction when they are 

acidic. The reverse situation can be seen for residues that increase the barrier (orange 

colored residues, Figure 6.11). The reduction of the energy barrier due to a charge 

nullification results from modifying the unfavorable electrostatic potential for the proton 

transfer by suppressing positive charges in the same direction as the vector of the proton 

transfer or negative charges in the opposite direction. 
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Figure 6.11. Location of the hotspot residues for the tTS(6.2-6.3) toluene ‘ElectroScan’. 

The proton that is transferred during this step is indicated by a plus sign in cyan, the vector 

of this transfer is indicated by a cyan dotted arrow. Residues for which charge nullification 

reduces the energy barrier between t6.2 and tTS(6.2-6.3) are represented in pink and those 

for which it increases this barrier are represented in orange. 

6.5.2 Using ElectroScan results to suggest experimental mutations 

Because it is experimentally impossible to knock out the electrostatic contribution of an 

amino acid the ‘ElectroScan’ procedure is only a preliminary study. To reproduce the 

effect of the ‘ElectroScan’ one option would be to mutate a charge residue into an 

uncharged residue. In order to narrow the choice, the residue conservation of the hotspot 

positions was examined. To do so the MSA of PBL with its 500 closest sequences within 

Uniprot334 was used. To facilitate the interpretation a sequence logo representation for this 
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MSA was generated using WebLogo 3336 which is presented in Figure 6.12a. The residue 

conservation between PBL and PAL (the homology model template) at these positions 

(Figure 6.12b) was also examined. 

 

Figure 6.12. Conservation analysis of the ‘ElectroScan’ and ‘NegaScan’ hotspots (a) 

WebLogo representation of a MSA of the 500 closest sequences to the sequence of the 

PBL on Uniprot (b) Pairwise sequence alignment between PBL and PAL. Hotspots are 

indicated by an arrow. 

Arg57 is the largest hotspot as the charge nullification of the partial charges of the side 

chain of this residue reduces the energy barrier between t6.2 and tTS(6.2-6.3) by 2.1 

kcal/mol. The MSA shows that at this position is clearly conserved as an arginine (Figure 

6.12a). Also after inspection of the model structure it seems to be associated with a 

structural function with hydrogen bonds to three backbone carbonyl (Ser49, Gly16 and 

Pro15) and to the hydroxyl group of Thr88. Overall Arg57 does not seem an appealing 

residue for mutation. 
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The second highest hotspot is Asp262, with a predicted reduction of the reaction barrier 

of 1.7 kcal/mol consecutive to the charge nullification. The MSA shows that at this 

position an asparagine residue can also be found and in the PAL sequence this position is 

indeed occupied by an asparagine (Figure 6.12). Asparagine is structurally close to the 

aspartic acid and thus a D262N mutation could potentially be tolerated and should 

reproduce the effect of the ‘ElectroScan’ procedure. To explore this hypothesis, the impact 

of a D262N mutation was tested by in silico mutation; in this protocol the activation 

energies were re-evaluated just by performing single point calculations on a mutated 

intermediate-reactant complex and on a mutated transition state. The in silico mutation of 

Asp262 to an asparagine gives a Ea of -1.7 kcal/mol and thus lends support to this 

hypothesis.  

The next on the list are Asp265, Asp213 and Asp220. Asp265 and Asp220 can be ruled 

out because they are both strictly conserved which is not surprising as they are part of the 

calcium binding site. The WebLogo representation of residue Asp213 shows less 

conservation at this position than for other residues in the sequence, however we can 

observe a small conservation for aspartic acid and serine. In the PAL sequence this residue 

is a serine. The in silico mutation of Asp213 to a serine gives a Ea of -1.0 kcal/mol. 

Nevertheless, as Asp213 forms a salt bridge to an arginine residue it could potentially 

have a structural role. 
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In order to investigate whether the ‘ElectroScan’ results can be combined we have 

calculated the in silico double mutant D262N/D213S which gave a Ea of -2.8 kcal/mol. 

From this results we can see that in this case the results are complementary. 

6.5.3 ElectroScan results on the rate limiting step for the acylation 

pathway (other models) 

Table 6.6 shows the top ten residues for which the ‘ElectroScan’ procedure induces the 

larger change on the activation energy for TS(6.2-6.3) in toluene, water and in vacuum 

models. The ‘ElectroScan’ for TS(6.2-6.3) in water and in vacuum identified similar 

hotspots than in toluene. The intensities however seem to be larger in water and vacuum 

models. For example, the ΔEa of Asp213 is -1.1 in toluene kcal/mol, -1.6 kcal/mol in water 

and -2.0 kcal/mol in vacuum. Calculations could thus be done with a vacuum model to 

gain an initial indication of the favorability of potential mutations. 
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Table 6.6. Residues for which the ‘ElectroScan’ for TS(6.2-6.3) induces the larger change 

of the activation energy (ΔEa). Hotspots identified in the three models are represented in 

blue.a 

tTS(6.2-6.3) wTS(6.2-6.3) vTS(6.2-6.3) 

Residue ΔEa Residue ΔEa Residue ΔEa 

Arg57 -2.1 Arg57 -3.5 Asp262 -5.8 

Asp262 -1.7 Asp262 -2.7 Arg57 -4.7 

His82 1.5 Asp265 -2.2 Asp265 -2.5 

Asp265 -1.3 Asp220 -2.0 Arg216 2.2 

Glu55 1.1 His82 1.7 Asp213 -2.0 

Asp213 -1.1 Asp213 -1.6 His82 2.0 

Asp220 -1.0 Arg216 1.6 Arg235 1.9 

Arg214 1.0 Arg246 1.3 Arg246 1.6 

Arg216 1.0 Asp257 -1.2 Asp220 -1.5 

Asp117 0.9 Asp258 -1.1 Glu114 -1.5 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  

 

  



 171 

6.5.4 NegaScan results on the rate limiting step for the acylation pathway 

(toluene model) 

The idea of the ‘NegaScan’ procedure is to have a modified version of the original 

‘ElectroScan’ procedure where not only is there a charge nullification of the partial 

charges of the side chains but also an electrostatic ‘perturbation’ is introduced by 

assigning a -1 charge at the C that has the property of being a common side chain atom 

for almost all the amino acids (with the exception of Glycine). The results of this 

‘NegaScan’ procedure applied to the step associated to tTS(6.2-6.3) of the toluene model 

is shown in Figure 6.13. Table 6.7 shows the residues for which the ‘NegaScan’ 

procedure induces the larger reduction on the activation energy. 

 

Figure 6.13. ‘NegaScan’ results for tTS(6.2-6.3) from the toluene model. 
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Table 6.7. Residues for which the ‘NegaScan’ for tTS(6.2-6.3) from the toluene model 

induces the larger change of the activation energy (ΔEa).
a 

Residue ΔEa 

Met243 3.4 

Arg57 -3.2 

His82 2.6 

Arg214 2.5 

Arg216 2.1 

Ala86 -2.0 

Leu87 -2.0 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  

These results demonstrate that the ‘NegaScan’ approach is able to explore new regions of 

the protein compared to the ‘ElectroScan’ by identifying not only acidic/basic residues 

but also neutral residues, such as Met243 (3.4 kcal/mol) and Leu87 (-2.0 kcal/mol). 

It appears that there is a stronger distance dependence effect on the intensity of the peaks 

(Figure 6.13) than there is in the ‘ElectroScan’ results (Figure 6.10). In Figure 6.13 

residues are ordered by their distance to the active site, it is observed that the most 

important hotspot summarized in Table 6.7 are all found within 20 Å of the active site. 

The highest hotspot is Met243 (3.4 kcal/mol). We expect that having strongly positive 

ΔEa is a sign that the introduction of a positive charge at this location (by mutating to 
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lysine or arginine for example) could also lead to a gain of activity. We have tested this 

hypothesis on Met243 and the in silico mutation of Met243 to a lysine gives a ΔEa of -1.0 

kcal/mol and thus lends support to this hypothesis. Nevertheless, it turns out that a 

saturation mutagenesis was done at this position and that M243K did not increase the 

activity but in fact decrease it (K. Brown, GSK, personal communication). This can be 

explained by the position of this residue in the binding pocket, during the molecular 

dynamics it can be observed that Met243 is a highly mobile residue that occasionally 

disturbs the binding of the ligand. It is thus not surprising that the best results from the 

saturation mutagenesis were mutation to smaller residues like alanine. There are three 

other residues in Table 6.7 with positive ΔEa which are His82, Arg214 and Arg216. These 

are already basic residues and were thus not further investigated. 

To reproduce the effect of the ‘NegaScan’ on hotspots with strongly negative ΔEa one 

needs to replace a neutral residue by a negatively charged one, aspartic acid is the easier 

to accommodate being smaller than glutamic acid. The potential for mutation of the 

hotspots in Table 6.7 were first examined by analyzing the residue conservation at these 

positions (Figure 6.12). In a second time the hotspots were prioritized by performing in 

silico mutation to aspartic acid to evaluate if there was enough space for a mutation. The 

conservation analysis discarded Arg57 because it is strictly conserved. The in silico 

mutation discarded Ala86 because not enough space was available for the mutation. 

Finally, Leu87 is conserved to both leucine and proline, the in silico mutation to aspartic 

acid was possible and gave an activation energy reduction of 1.8 kcal/mol. L87D was thus 

another mutation communicated to our experimental collaborators. 
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6.5.5 NegaScan results on the rate limiting step for the acylation pathway 

(other models) 

Table 6.8 shows the top fifteen residues for which the ‘NegaScan’ procedure induces the 

larger change on the activation energy for TS(6.2-6.3) in toluene, water and in vacuum 

models. The ‘NegaScan’ for TS(6.2-6.3) in water and in vacuum identified similar 

hotspots than in toluene. The intensities however seem to be larger in water and vacuum 

models. For examples Ea for Leu87 is -2.0 in toluene, -2.4 in water and -3.1 in vacuum. 

As for the ‘ElectroScan’, calculations could thus be done with an vacuum model but with 

bearing in mind that the intensities of the results are changed. 
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Table 6.8. Residues for which the ‘NegaScan’ for TS(6.2-6.3) induces the larger change 

of the activation energy (ΔEa). Hotspots identified in the three models are represented in 

blue.a 

tTS(6.2-6.3) wTS(6.2-6.3) vTS(6.2-6.3) 

Residue ΔEa Residue ΔEa Residue ΔEa 

Met243 3.4 Arg57 -5.6 Arg57 -7.5 

Arg57 -3.2 Ala107 4.3 Met243 6.2 

His82 2.6 Val244 4.3 Ala107 5.7 

Arg214 2.5 Met243 3.7 Val244 4.4 

Arg216 2.1 Arg216 3.4 Arg246 4.3 

Ala86 -2.0 Arg246 3.3 Arg216 4.3 

Leu87 -2.0 Cys240 3.2 Phe264 3.9 

Phe264 1.9 Ile266 3.0 Thr206 3.7 

Thr88 -1.8 Thr206 2.9 Cys240 3.6 

Ser204 1.8 Arg214 2.5 Ile266 3.5 

Ile266 1.8 Thr88 -2.5 Arg214 3.4 

Arg246 1.6 Ser204 2.5 Thr88 -3.3 

Arg90 -1.5 His82 2.4 Ser204 3.2 

Arg227 1.5 Leu261 2.4 Arg235 3.1 

Leu261 1.4 Leu87 -2.4 Leu87 -3.1 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  
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6.5.6 Effect of the selected mutants on the stability of the product of the 

acylation step 

Given the endothermicity of the acylation step (Figure 6.9) we have also investigated the 

effect of D262N, D213S, and L87D mutations on the barrier between tTS(6.2-6.3) and 

t6.3. This barrier is initially 28.3 kcal/mol and the effect of the in silico mutations on this 

barrier is reported in Table 6.9. These results show that all these mutations increase the 

tTS(6.2-6.3)/t6.3 barrier and as we already know that the same mutations decrease the 

t6.2/tTS(6.2-6.3) barrier it means that these mutations could also make the reaction less 

endothermic. 

Table 6.9. Effect of various in silico mutations on the energy barrier between tTS(6.2-

6.3) and t6.3 from the toluene model.a 

In silico mutation ΔΔE 

D262N 4.1 

D213S 3.0 

L87D 2.7 

a Relative electronic energies (ΔΔE) in kcal/mol are given relative to the original energy barrier between 

tTS(6.2-6.3) and t6.3 in the wild type system. 
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6.6 Reaction mechanism description for the amidation step 

Given the capacity of the calculation with the vacuum model to identify the same rate 

limiting step and ‘ElectroScan’ hotspots than the calculations with the toluene model for 

the acylation step, the amidation step was studied using the vacuum model. 

The investigation of the amidation reaction from the vacuum model reveals that amidation 

step requires a two-step mechanism: the nucleophilic attack of a second ligand amine 

nitrogen to the acyl-enzyme complex and the formation of an amide product with 

regeneration of the active site (Figure 6.14a). A schematic representation of the two 

transition state of the reaction (vTS(6.4-6.3) and vTS(6.5-6.6)) including only the closest 

atoms around substrate, is given in Figure 6.14b-c. Table 6.10 shows the relatives 

energies and the most important distances during the amidation reaction. 

http://pubs.acs.org/doi/full/10.1021/bi500934j#tbl1
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Figure 6.14. Schematic representation of the amidation pathway and the corresponding 

transition states structures in vacuum. 

Table 6.10. Relative energies and key distances during the amidation reaction.a, b 

 ∆E (kcal/mol) distances (Å) 

  O1···H2 H2–N2 N3···H7 H7···O4 H7–N7 O4–C5 C5···N7 

v6.4 0 1.73 1.06 2.01 2.91 1.02 1.35 2.63 

vTS(6.4-6.5) 15.2 1.72 1.07 1.27 2.47 1.35 1.47 1.66 

v6.5 11.9 1.60 1.09 1.06 2.49 1.73 1.51 1.57 

vTS(6.5-6.6) 13.4 1.49 1.11 1.10 1.53 2.38 2.04 1.43 

v6.6 -3.4 1.64 1.07 1.77 1.00 2.62 2.76 1.37 

a Electronic energies (∆E) in kcal/mol are given relative to the energy of v6.4. 

b Results obtained using B3LYP/6-31G*/OPLS2005 as level of theory 
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Once the formation of the acyl–enzyme complex is completed and an amine molecule is 

available in the active site region, the amidation reaction can take place. In this reaction 

the alcohol group of the ester formed within the acyl–enzyme complex is exchanged by 

an amine group. 

The first step of the amidation involves the attack of the nitrogen of the second ligand, 

phenylmethanamine (PMA), on the acyl complex. In the optimized enzyme-substrate 

complex v6.4 PMA is stabilized between the acyl complex and His263. One of the 

hydrogens of the amine group of PMA is pointing toward the Nε atom of His263 

establishing a hydrogen bond (N3(His263)•••H7(PMA) distance of 2.01 Å). Such 

interaction allows the approach of the nitrogen atom near carbon C5 of the acyl–enzyme 

complex (N7(PMA)•••C5(MBZ) distance of 2.63 Å) promoting in this way the amidation 

process. In the first transition state vTS(6.4-6.5) (characterized by an imaginary frequency 

of -1158 cm–1) the amine group of PMA is approaching carbon C5 of the acyl–enzyme 

complex (N7(PMA)•••C5(MBZ) distance of 1.66 Å), and the hydrogen atom is shared 

with one of the nitrogen atoms of His263 (N7(PMA)–H7(PMA): 1.35 Å; and H7(PMA)–

N3(His263): 1.27 Å). The hydrogen bond between Asp241 and the Nδ atom of His263 is 

unchanged. Following vTS(6.4-6.5) the second tetrahedral intermediate is formed. In the 

first intermediate v6.5, the amine molecule becomes covalently bonded to the acyl–

enzyme complex forming a tetrahedral intermediate that is negatively charged. The 

hydrogen from the amine group of PMA is completely transferred toward His263 

(H7(PMA)–N3(His263) bond length of 1.06), this nitrogen atom is thus positively 
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charged. This first step requires an activation energy of 15.2 kcal/mol, and a change of the 

overall energy of reaction of 11.9 kcal/mol (Table 6.10). 

The second and final step of the amidation mechanism involves the release of the amide 

product and turnover of the active site. In the second transition state vTS(6.5-6.6) 

(characterized by an imaginary frequency of -156 cm–1) Ser83 is partially dissociated from 

the substrate (2.04 versus 1.51 Å in v6.5). The proton that was previously attached to 

His263 is now shared with Ser83 (distance H7(His263)–O4(Ser83) of 1.53 Å and distance 

H7(His263)–N3(His263) of 1.10 Å). There is also a shorter distance between Asp241 and 

His263 (O1(Asp241)–H2(His263) is now 1.49 Å was 1.60 Å in the v6.5 structure). In the 

product of the reaction v6.6, Ser83 is finally reprotonated and unbound from the product. 

The product is now free to dissociate from the active site, although the carbonyl group 

remains stabilized by hydrogen bond interactions with the oxyanion hole. This final 

reaction requires an activation energy of 1.5 kcal/mol relative to the previous intermediate 

and is exergonic by 15.3 kcal/mol, relative to v6.5 (Table 6.10). The overall barrier for 

the amidation reaction is 15.2 kcal/mol. Furthermore, the product of this reaction is formed 

in an overall exothermic reaction of -3.4 kcal/mol. 

The complete energy path from the vacuum model is presented in Figure 6.15. The rate 

limiting steps of the reaction are vTS(6.2-6.3) for the acylation step and vTS(6.4-6.5) for 

the amidation step. 

The rate-determining step in the acylation pathway was previously investigated by 

‘ElectroScan’ and ‘NegaScan’ procedures from which D262N/D213S and L87D 
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mutations were suggested, respectively. To study the effect of these mutations on the rate-

determining step of the amidation pathway this was further investigated via the same 

procedures. 

 

Figure 6.15. Potential energy profile involved in the formation of the acyl–enzyme 

complex (blue) and the amidation (green) obtained from the vacuum model. QM/MM 

electronic energies (∆E) in kcal/mol are given relative to the reactant state for each step. 
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6.7 Charge modification procedures results on the amidation 

step 

6.7.1 ElectroScan results on the rate limiting step for the amidation 

pathway (vacuum model) 

The impact of a given mutation in the enzyme on the rate limiting barrier between v6.4 

and vTS(6.4-6.5) was estimated by applying the ‘ElectroScan’ procedure which was 

repeated for all residues of the enzyme. The results are presented in Figure 6.16. From 

these results, it can be seen that hotspot residues are shared between vTS(6.2-6.3) and 

vTS(6.4-6.5) but with the opposite effect; these are Asp265 (-5.8 for vTS(6.2-6.3) and 6.5 

for vTS(6.4-6.5)) and Asp213 (-2.0 for vTS(6.2-6.3) and 1.8 for vTS(6.4-6.5)) for 

example. 
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Figure 6.16. ‘ElectroScan’ results for vTS(6.4-6.5) from the vacuum model. 

The opposite effect of these results can be linked to the reaction mechanism. As 

summarized in Figure 6.17, all the steps are associated with a proton transfer. More 

precisely some proton transfers like vTS(6.2-6.3)/vTS(6.4-6.5) and vTS(6.1-

6.2)/vTS(6.5-6.6) share the same line but are in opposite directions as indicated by the 

arrows in Figure 6.17. 
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Figure 6.17. Schematic representation of proton transfers during the enzymatic amide 

bond formation. Proton transfer sharing the same line are represented by the same color 

and the direction is indicated by an arrow. 

The opposite nature of the effect of the ‘ElectroScan’ procedure of the different steps 

highlights the need for a multistep parameterization strategy for our system. Therefore, 

rather than identifying hotspots for one specific step another option would be to rank 

residues according to the sum of their effect on different steps. This approach was taken 

for steps associated with vTS(6.2-6.3) and vTS(6.4-6.5) and results for the five residues 

with the largest magnitudes sum are summarized in Table 6.11. From these results we can 

see once again that for almost all the residues in this table ‘ElectroScan’ results are of 

opposite sign. The only exception is residue Glu114 for which both results are negatives 

(-1.5 for vTS(6.2-6.3) and for -0.6 vTS(6.4-6.5)). However, the intensities of these 
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‘ElectroScan’ results are low for hotspots obtained using the vacuum model – the 

‘ElectroScan’ result for Glu114 of tTS(6.2-6.3) in toluene was only -0.5 kcal/mol. 

Additionally, Glu114 forms a salt bridge to an arginine residue and could potentially have 

a structural role, which is further supported by the strict conservation of an acidic residue 

(E/D) at this position, from the multiple sequence alignment. Finally, Glu114 has been 

submitted to saturation mutagenesis and none of the mutations increase the activity of the 

enzyme on the studied reaction, instead most of the mutations almost completely knock-

out the enzymatic activity (K. Brown, GSK, personal communication).  
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Table 6.11. ‘ElectroScan’ results for vTS(6.2-6.3) and vTS(6.4-6.5) from the vacuum 

model for residues with the larger magnitude absolute sums.a 

 ΔEa   

Residue vTS(6.2-6.3) vTS(6.4-6.5) Absolute sum 

Glu114 -1.5 -0.6 2.0 

Asp220 -1.5 2.8 1.3 

Arg57 -4.7 5.7 1.0 

Asp265 -2.5 3.5 1.0 

Arg235 1.9 -1.0 1.0 

Asp117 0.5 -1.3 0.8 

Arg224 0.6 -1.4 0.8 

Asp262 -5.8 6.5 0.8 

Glu170 0.4 -0.9 0.5 

a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged electrostatic 

environment.  

6.7.2 NegaScan results on the rate limiting step for the amidation 

pathway (vacuum model) 

The results of the ‘NegaScan’ procedure applied to the step associated to vTS(6.2-6.3) of 

the vacuum model is shown in Figure 6.18. It appears from these results that as for the 

‘ElectroScan’ hotspot residues are shared between vTS(6.2-6.3) and vTS(6.4-6.5) but 

with the opposite effect; these are Met243 (6.2 for vTS(6.2-6.3) and -6.7 for vTS(6.4-

6.5)) and Leu87 (-3.1 for vTS(6.2-6.3) and 3.3 for vTS(6.4-6.5)) for example. We have 
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thus also explored the sum of the two ‘NegaScan’ procedure and results are presented in 

Table 6.12. In this table all the results are of opposite sign. For two residues however the 

effect on vTS(6.2-6.3) is really small compared to the effect on vTS(6.4-6.5), these are 

Ser113 (-0.1 for vTS(6.2-6.3) and for 1.6 vTS(6.4-6.5)) and Tyr118 (-0.1 for vTS(6.2-

6.3) and for 1.4 vTS(6.4-6.5)). In the ‘NegaScan’ results on vTS(6.2-6.3) of the vacuum 

model Asn223 had a result of 1.5 which yield to a result of 1.2 for the toluene model, the 

introduction of a positive charge at this position could thus have a positive impact on the 

barrier. Nevertheless, Ser113 is part of the binding site and a mutation to a bulkier residues 

lysine or arginine could disturb ligand binding. As for Tyr118 there is already an arginine 

residue next to it so introduction of a positively charge residue could induce repulsion 

between the two residues. 

  



 188 

 

Figure 6.18. ‘NegaScan’ results for vTS(6.4-6.5) from the vacuum model. 
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Table 6.12. ‘NegaScan’ results for vTS(6.2-6.3) and vTS(6.4-6.5) from the vacuum 

model for residues with the larger magnitude sums.a 

 ΔEa  

Residue vTS(6.2-6.3) vTS(6.4-6.5) Sum 

Thr222 2.2 -4.7 2.5 

Pro109 -2.1 4.5 2.4 

Arg235 3.1 -1.4 1.7 

Val244 4.4 -2.7 1.7 

Arg224 1.5 -3.1 1.6 

Ser113 -0.1 1.6 1.6 

Leu18 -2.1 0.7 1.4 

Tyr118 -0.1 1.4 1.3 

Ser225 1.4 -2.6 1.2 

Phe264 3.9 -5.1 1.2 

 a Relative electronic activation energies (ΔEa) in kcal/mol are given relative to the unchanged 

electrostatic environment.  
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6.8 Conclusion 

The goal of the study was to further investigate the QM/MM-based hotspot identification 

protocol established in Chapter 5. For this, an amide bond formation reaction catalyzed 

by a lipase from Pseudomonas batumici (PBL) was used as case study. 

An homology model of PBL was first built using the crystallographic structure of a lipase 

from Pseudomonas aeruginosa as template. The underlying mechanism of the reaction 

was then investigated using QM/MM. A catalytic mechanism was suggested with a two-

step acylation followed by a two-step amidation. 

The ‘ElectroScan’ technique was then applied to the rate-limiting step of the acylation 

step. Partial charges of single residues side chains were set to zero and the activation 

energy re-evaluated in the new environments. The results gave five hotspots (with Ea < 

-1 kcal/mol) in Arg57, Asp262, Asp265, Asp213 and Asp220. After finding these five 

hotspots it was studied what the best mutation to perform might be. Multiple sequence 

alignments were created and examined to determine which mutations to study. The impact 

of the selected mutations was tested by in silico mutation. In this protocol the activation 

energies were re-evaluated just by performing single point calculations on a mutated 

enzyme-intermediate complex and on a mutated transition state. This double single point 

protocol allows a quick evaluation as it considerably faster than a full mutation simulation. 

This procedure identified D262N and D213S as beneficial mutations. 

 



 191 

The ‘NegaScan’ protocol was tested for the first time on the same reaction and L87D was 

identified as a beneficial mutation. ‘NegaScan’ could be a possible strategy to introduce 

new favorable electrostatic interaction in a protein. 

The effect of the solvent (toluene, water and vacuum) on the acylation step mechanistic 

and ‘ElectroScan’ result where also investigated. It was found that with the three solvents 

the same mechanism was found and the similar hotspots were identified. 

The subsequent application of the ‘ElectroScan’ technique to the rate-limiting step of the 

amidation step (the first transition state of the amidation step) revealed that the 

applicability of this methodology for this system was found to be limited by the reaction 

mechanism. More precisely, vTS(6.2-6.3) and vTS(6.4-6.5) are associated with proton 

transfer reactions that share the same line but in opposite direction, thus depending on the 

direction of the proton transfer different amino acids are identified and side chains charge 

nullification effects are mutually canceled. 
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7. General conclusion and recommendations 

7.1. Conclusion 

The drug discovery and development process is long and costly. New approaches that 

offer the potential to save time and money are thus actively pursued within the 

pharmaceutical industry. The work presented in this thesis has focused on addressing these 

issues in the context of biocatalysis development – a specific step on the drug discovery 

and development pipeline (Figure 7.1). 

 

Figure 7.1. Example of enzyme-ligand systems along the drug discovery and 

development pipeline. The focus of the work of this thesis is shaded in green. 

The motivation behind this work originated from the possibility offered by QM/MM 

methods to evaluate reaction energy barriers which could be used for the identification of 

hotspots. One of the challenges faced at the beginning of this work was the absence of 

“in-house” validated QM/MM methodology. The work on aldose reductase presented in 

Chapter 4 has thus helped this validation. Factors such as the size of the QM region and 

the choice of QM methods were explored and were found critical to obtain accurate 
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results. This step has also created the solid foundation for other applications of QM/MM 

methodology along the drug discovery and development pipeline as described in Figure 

7.1. 

Standard QM/MM methods are computationally expensive and thus for a practical 

application approximations need to be introduced. Therefore, the methodology validated 

in Chapter 4 was applied in the next step of the study, which was to investigate which 

approximations could be introduced to have a fast, but sufficiently accurate, screening 

method. In Chapter 5, a QM/MM protocol for hotspot identification was thus elaborated 

and tested. The protocol comprises a 1.2 ns NPT molecular dynamic simulation of the 

Michaelis complex for snapshot generation, a QM/MM mechanistic study (B3LYP/6-

31G*/OPLS2005) to identify the rate-limiting step and associated stationary point 

structures and a finally a charge modification procedure (with either a charge deletion or 

charge introduction). To speed up the calculations three main approximations were 

introduced. First, the strategy of investigating only one snapshot from the molecular 

dynamics simulation was taken. We believe this is an acceptable approximation as the 

mechanism should remain the same. To explore the limits of this approximation the results 

from additional snapshots could be investigated.  

Second, to speed up the energy barrier evaluation step only potential energies, rather than 

free energies, were calculated. Entropic contributions are thus not included in these 

calculations. While entropic and thermal contributions can play a significant role in 

determining transition state energies, in this case we are looking at relative effects and we 

do not expect the inclusion of entropic effects to be essential. The importance of entropic 
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effects could be evaluated by calculating the free energy profile of the reaction and would 

certainly be recommended in a more extensive mechanistic study of the enzyme.  

Third, we chose to neglect possible reorganization effects due to the introduction of a 

mutation in the enzyme structure. This is potentially the most significant approximation 

in that an individual mutation could cause the collapse of the secondary structure of the 

enzyme and significantly alter the active site structure. Nonetheless, re-equilibrating and 

preparing the structure of each new system is a time-critical point in the protocol and 

therefore, it was not considered a viable option for a fast screening method. To minimise 

the probability of mutations causing a significant change in the structure of the enzyme 

the additional step of evaluation of the QM/MM identified hotspots via inspection of multi 

sequence alignment from the closely related sequences was introduced. Additionally, in 

silico mutations are carried out (on the static structures) to evaluate if enough space is 

available to accommodate a given mutation.  

The ambiguity associated with using a non-equilibrated structure to estimate the reaction 

profile of mutated structures may be able to be removed in the near future. As discussed 

in the Chapter 1, under the influence of Moore's Law molecular dynamics simulations 

are destined to become faster and find even broader application. Therefore, a future 

possibility that could be explored would be the addition of a (relatively short) molecular 

dynamics simulation following the mutation step in our current protocol, to directly 

evaluate the effect of the mutation on the structure. 
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Computational studies of enzymes require an initial 3D structure, however protein 

structures are rare.347 A large gap exists between the number of protein sequence available 

(greater than 100 million) and the number of experimentally solved protein structures 

(approximately 100,000).347 The work presented in Chapter 6 addresses this limitation 

by using a homology model strategy. This strategy seems reasonable in our study as a 

sufficiently close experimentally determined structure was available as template (44.6% 

identity). However, in cases where the sequence identity between the query and the 

sequence is not high enough (e.g., < 30%), less confidence can be given to the predicted 

structure and less efficient protein design methods have to be used (i.e., epPCR). However, 

the field of structure prediction is progressing particularly in ab initio type prediction – 

prediction without template information. The Critical Assessment of methods of protein 

structure prediction (CASP) is a blind test competition that evaluates current capabilities 

of Structure Prediction methods. Since CASP 11 (held in 2014) a dramatic improvement 

in ab initio predictions has been observed.348-349 Krzysztof Fidelis, member of the CASP 

organising committee since its establishment in 1994, has recently stated that for most 

proteins we will soon be able to declare protein folding problem solved.348 This could 

greatly facilitate enzyme (re)design. 

One of the most significant time costs in biomolecular simulations is related to the 

presence of solvent. In Chapter 6 an approach to reduce this cost was explored by 

investigating the results obtained for reaction mechanism studies and hotspot 

identification procedures run without solvent. These results were compared to those with 

water and toluene solvents. The results show that mechanistic investigation and hotspot 
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identification obtained without solvent gave similar results from those obtained with water 

or toluene solvent. Nonetheless, as high energy barriers were obtained in the calculation 

with the toluene solvent these results should be taken with care. This is not necessarily a 

problem as the same mechanism was obtained, however to strengthen these findings, 

additional work will need to be carried out on the toluene mechanism, in particular prudent 

future steps include the use of multiple snapshots to better average the potential energy 

surface obtained, or, alternatively, carrying out QM/MM MD simulations to obtain a free 

energy profile. 

Overall, a QM/MM protocol for hotspot identification has been established and tested 

starting from both a crystallographic structure and a homology model. The results of the 

established QM/MM protocol run without the solvent strategy has been evaluated and 

seems a reasonable approximation but some further investigations on the mechanism in 

toluene solvent need to be done to validate the approximation. This work has thus paved 

the way to the establishment of an in-house QM/MM protocol for biocatalysis hotspot 

identification.  
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7.2. Recommendations 

As described in Section 4.2, aldose reductase is a potential target for the treatment of 

tissue-based pathologies associated with diabetes mellitus complications. The results from 

the mechanistic study of AR in Chapter 4 could thus be used as starting point for the 

development of an inhibitor via the investigation of transition-state analogues.350-351 

A mechanistic study for amide bond formation catalyzed by a carboxylesterase was 

established in Chapter 5. To validate the proposed mechanism free energy calculations 

of the energy profile could be made for example by QM/MM MD simulations with 

umbrella sampling.352 The stationary points identified in Chapter 5 could be a good 

starting point for such studies. However, free energy calculations are not currently handled 

by Qsite so another software should be used and benchmarked. In this regard, Terachem353 

seems to be a particularly appealing platform as it comprisse a GPU parallelized electronic 

structure calculation code which could allow high speed calculations. 

The QM/MM protocol described in Chapter 5 is currently run as separate steps (apart 

from the charge modification procedures that have been fully automated via a python 

script). The next step would thus be to automate the protocol through the use of workflow 

tools (e.g., KNIME).354-355 A particularly interesting recent development is the automated 

transition state search workflow designed by the Schrodinger team which if combined 

with Qsite has the potential to automate the rate-limiting step identification work.356 The 

utility of this approach should thus be explored by comparison against the transition states 

identified in the various systems studied in this work. 
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investigates the amide bond formation catalysed by a lipase 

In Chapter 6 the amide bond formation reaction catalysed by a lipase was investigated in 

different solvents. The simulations in toluene solvent did not include any water molecule 

in the system. However, it has been reported that a shell of water on the surface can be 

essential for the enzyme function notably to retain the three dimensional structure and 

promote sufficient conformational flexibility which are both essential for the activity of 

the enzyme.357 In future work new simulation could be done by inclusion of such layer of 

water by for example keeping crystal water.358 In the study described in Chapter 6 this 

was not possible as calculations started from an homology model. 
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1. Appendix for Chapter 4 

 
Figure A1.1. Coordinates RMSD of MD-simulated for aldose reductase in water and for 

the three protonation models: HIP (red), HIE (green) and HID (blue). An additional HID 

simulation was doned with restrains on NADPH (yellow). The RMSD is calculated on 

the protein backbone.  
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Protonated HIP110: other snapshots 

Snapshot 2 

 

Figure A1.2. Reaction intermediates of the GLD reduction by AR with HIP110 as studied 

by the QM/MM model for snapshot 2 of HIP (a) Enzyme-substrate complex (b) Transition 

state (Distances shown in green, atoms numbers in brown and residues names in red).  
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Unprotonated HIE110: other snapshots 

Snapshot 2 

 

Figure A1.3. Reaction intermediates of the GLD reduction by AR with HIE110 as studied 

by the QM/MM model for snapshot 2 of HIE. (a) Enzyme-substrate complex (b) 

Transition state 1 (Distances shown in green, atoms numbers in brown and residues names 

in red). 
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Snapshot 3 

 

Figure A1.4. Reaction intermediates of the GLD reduction by AR with HIE110 as studied 

by the QM/MM model for snapshot 3 of HIE. (a) Enzyme-substrate complex (b) 

Transition state 1 (Distances shown in green, atoms numbers in brown and residues names 

in red). 
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Effect of the basis set and the QM size on selected geometrical 

characteristics 

Although the energies differ, the geometrical characteristics were very similar to previous 

studies. For the HIP model, the geometries look particularly similar at the transition state 

(Table A1.1a). At the reactant state the ligand seem to be in closer proximity to the 

enzyme in our model as both hydrogen bonds between the oxygen carbonyl and residues 

His110 and Tyr48 are shorter [1.83 Å and 2.02 Å, respectively], compared to the Lee and 

co-workers1 model [2.0 Å and 2.53 Å, respectively]. The hydride is also initially closer to 

the carbonyl carbon in our model compared to previous results [2 Å and 2.59 Å, 

respectively]. The same is also observed for the HIE model (Table A1.1b). At the reactant 

state the ligand seem to be closer proximity to the enzyme in our model as both hydrogen 

bonds between the oxygen carbonyl and residues His110 and Tyr48 are shorter [1.86 Å 

and 1.89 Å, respectively], compared to the Varnai and co-workers2 model [2.22 Å and 

2.64 Å, respectively]. The hydride is also initially closer to the carbonyl carbon in our 

model compared to previous results [2.23 Å and 2.49 Å, respectively]. 

 

Table A1.1. Comparison of key distances from Lee and co-workers1 model (Lee) and 

Varnai and co-workers2 model (Var.) to (a) HIP and (b) HIE models.  is the difference 

between the two results. A threshold of 0.1 Å has established in order to differentiate 

between small changes (green) and bigger ones(red). 
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a.  

 

reactant TS product 

HIP Lee Δ HIP Lee Δ HIP Lee Δ 

distances between atoms in the active site (Å) 

d1 1.11 1.09 -0.02 1.45 1.35 -0.1 3.22  NC  / 

d2 2.00 2.59 0.59 1.26 1.34 0.08 1.09  NC  / 

d3 1.83 2.00 0.17 1.61 1.57 -0.04 1.01  NC  / 

d4 1.03 1.00 -0.03 1.07 1.06 -0.01 1.72 1.96 0.24 

d5 2.02 2.53 0.51 1.83 1.75 -0.08 1.72 1.91 0.19 

d6 0.98 0.96 -0.02 1.00 0.98 -0.02 1.00 0.97 -0.03 

b.  

 

 

 

R TS1 I TS2 P 

HIE Var. Δ HIE Var. Δ HIE Var. Δ HIE Var. Δ HIE Var. Δ 

distances between qm atoms in the active site (Å) 

d1 1.10 1.13 0.03 1.54 1.75 0.21 1.96 2.37 0.41 2.22 2.38 0.16 2.49 3.42 0.93 

d2 2.23 2.49 0.26 1.34 1.2 -0.14 1.13 1.14 0.01 1.11 1.14 0.03 1.10 1.12 0.02 

d3 1.86 2.22 0.36 1.69 1.99 0.3 1.62 1.9 0.28 1.62 1.93 0.31 1.70 2.12 0.42 

d4 1.02 1.00 -0.02 1.04 1.01 -0.03 1.06 1.02 -0.04 1.05 1.01 -0.04 1.03 1.00 -0.03 

d5 1.89 2.64 0.75 1.66 1.86 -0.2 1.48 1.8 0.32 1.36 1.48 0.12 1.01 0.97 -0.04 

d6 0.98 0.97 -0.01 1.02 0.98 -0.04 1.06 0.99 -0.07 1.13 1.06 -0.07 1.71 2.11 0.4 
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2. Appendix for Chapter 5 

Figure A2.1. Coordinates RMSD of MD-simulated for the carboxylesterase in water. The 

RMSD is calculated on the protein backbone. 
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3. Appendix for Chapter 6 

 

Figure A3.1. Evolution of the total energy (E, in kcal/mol), potential energy (E_p, in 

kcal/mol), pressure (P, in Bar), temperature (T, in Kelvin) and volume (V, in Å3) over 

time during the equilibration protocol for the toluene model described in Figure 6.3 of the 
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thesis. (a) 400 ps NVT simulation, (b) 400ps NPT simulation, (c) 25 ns NPT production 

run. 
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