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Abstract

The ease of communication that has been made possible by chat messaging plat-

forms, and their increased use and ubiquity in society, have motivated purveyors

of fake news to create and present their news as legitimate. Though many coun-

tries have introduced severe penalties for distributing fake news, monitoring the

myriad articles involved has been burdensome. While different organisations have

continued their efforts to resolve this problem, many of the solutions rely on ver-

ifying the associated metadata for further validation. In the case of text sent

through social messaging, these metadata are not always present. Several studies

have attempted to identify fake news by analysing the textual content of these

pieces, however, there is a dearth of studies on Arabic language sources. This

study fills that gap.

This research compiled a machine learning (ML) model that classifies real and

fake articles in Arabic based on textual analysis. It is important not only for

its development of the classification model but also because of the ability of the

model to classify other types of fake news, such as satire and the article’s coun-

try of origin. This work employed qualitative approaches to create five Arabic

datasets that may be used for other research projects in Arabic. Then, through

comprehensive textual analysis using Natural Language Processing (NLP) tools,

quantitative approaches were used in several supervised ML classifiers.

This research thus puts forward a comprehensive supervised ML classification

model that identifies fake news articles that are written in a formal journalistic
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genre imitating real news articles. The novelty of this model lies in the fact that

it classifies real and fake news articles in Arabic, with fake articles written in

a journalistic style, which causes only minor differences between them and real

articles. To examine these differences, four textual features were analysed—part

of speech (POS), emotion, polarity, and linguistics—that have been successful in

identifying fake news in other languages, but have not been fully tested in Arabic

fake news. Probing these textual features showed how influential each of them

was in identifying fake news in Arabic. With the aid of NLP to extract the tex-

tual features combined with ML classifiers, this research compiled a model that

reached an accuracy score of 77.2%. Moreover, the model correctly predicted 6

out of 10 articles within the same topic domain, the Hajj, and 17 out of 26 fake

articles within another topic domain, COVID-19.

The proposed model achieved promising results and it also successfully classified

satire articles, as well as the articles’ country of origin within the same topic

domain. The research concludes by recommending making use of the contribu-

tions provided to conduct this research and to work more on this topic using new

methods.
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Chapter 1

Introduction

The digitalisation of communication, especially social media, has dominated the

Arab world, as can be seen by the fact that 79% of people in the region now

use social media or direct messaging at least once a day (Radcliffe & Abuhmaid,

2020). In recent years, the widespread use of social media (e.g., Facebook, Twit-

ter) and chat messaging applications has changed how people communicate and

it has affected their trust in the veracity of content. In this context, an estimated

55% of people in the Arab world use social media to look for news daily1 and

they share only those stories they believe are worth sharing with their selected

network of friends.

However, despite its many advantages, news shared through social media or

messaging platforms has its drawbacks. First, its dissemination is decentralised,

raising many questions regarding its authenticity. In addition, the ubiquitous

presence of bots on these messaging platforms dramatically increases the likeli-

hood that news stories have not been written or vetted by journalists, but are

sensationalised, emotionally charged news stories created by sophisticated AI

programs that become fake news.

The concept of fake news gained sudden familiarity around the world during

the US presidential election in 2016. It also became a common word usually ref-

1http://www.mideastmedia.org/survey/2017/chapter/social-media/#s225
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erenced by President Donald Trump to express his disagreement with reporters2.

Initially, the term was used to reference false information distributed through the

news. However, fake news has evolved and become more adept at imitating the

journalistic writing style of real news articles, which has given it multiple inter-

pretations throughout the years. The authors in (Sharma et al., 2019) capture

a broader scope of the term and define fake news as “a news article or message

published and propagated through media, carrying false information regardless

the means and motives behind it.” Fake news can thus be defined based on its in-

tent as misinformation or disinformation (Afroz, Brennan, & Greenstadt, 2012).

Misinformation has no harmful intent, while disinformation has malicious intent

(Ireton & Posetti, 2018). Fake news may also have different names depending on

its purpose (means). It may have a humorous purpose, leading it to be identified

as “satire”, or it may be “propaganda” when it is a false exaggerated claim to

support an institution (Collins, Hoang, Nguyen, & Hwang, 2020). Moreover, fake

news can be referred to as “rumours” when it is unsupported information dis-

tributed with no actual values (Bondielli & Marcelloni, 2019). The overarching

commonality, however, boils down to its incorrect facts and deception (Afroz et

al., 2012). In this study, news articles containing any false information about

events, numbers, objects, people, etc. are considered fake, while those containing

only true information are considered real.

The dissemination of fake news has variously succeeded in disrupting organ-

isations, damaging the reputations of individuals, and threatening democratic

elections and other political processes (X. Zhou & Zafarani, 2018). Regardless

of whether the news is spread via social media or websites, identifying fake news

is the first step in eliminating or reducing its potentially harmful effects on indi-

viduals, companies, and governments. According to Newsguard3, a service that

rates the credibility and transparency of web news content, most information

2https://edition.cnn.com/2017/10/08/politics/trump-huckabee-fake/index.html
3https://www.zdnet.com/article/coronavirus-misinformation-is-increasing-newsguard-finds/
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shared across social media about COVID-19 has fake news content. Because of

this, the service has recently launched a Coronavirus Misinformation Tracking

Centre, which lists misleading websites that spread false information about the

virus, cause panic among the population, and undermine government efforts. As

an illustrative example, in 90 days, posts on the US Centers for Disease Control

and Prevention and the World Health Organization websites received 364,483 so-

cial engagements in the form of likes and retweets. However, according to the

service, 76 US misinformative sites that published misleading coronavirus infor-

mation received 52,053,542 social engagements in the same period. Considering

the difference between the two levels of engagement, one can see that misinforma-

tion can have enormous, detrimental impacts. The Arab world is facing a similar

situation (Alqurashi, Hamoui, Alashaikh, Alhindi, & Alanazi, 2021).

Harmful, fake content often affects governments and social communities, who

then cite real news sources to debunk the fake stories. However, due to the

massive amount of fake news, written by people and machine generated, it is not

always possible to verify individual stories by manual fact checking (Nagoudi,

Elmadany, Abdul-Mageed, Alhindi, & Cavusoglu, 2020). Indeed, almost 80%

of US consumers reported having encountered fake news during the COVID-19

pandemic, highlighting the major extent of this issue4. Therefore, automated

fake news detection is essential to protect society and instantly detect potential

harm.

Since a significant part of fake news is text-based, it is likely that computa-

tional linguistics could generate a solution to detect it. One of the most common

approaches in computational linguistics is a focus on reader-response cues related

to fake news articles. For example, the metadata and comments sections of ar-

ticles posted on social media have proven to be valuable contextual indicators

that the main post comprises fake text (Yanagi, Orihara, Sei, Tahara, & Ohsuga,

4https://www.statista.com/topics/3251/fake-news/#dossierKeyfigures
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2020). Other features often evident in fake news articles, and therefore revealing

characteristics of fake news, include overuse of emotion and an unprofessional

tone (Preston, Anderson, Robertson, Shephard, & Huhe, 2021).

1.1 Problem Statement

Along with the wide spread of the COVID-19 virus, fake news about the virus

also spread rapidly. Indeed, fake news spreads faster than real articles (Vosoughi,

Roy, & Aral, 2018). The fake news associated with the virus caused a flurry of

research studies to combat this issue. In fact, to our knowledge, prior to COVID-

19, there were only three published articles in Arabic that investigated fake news

in Arabic, but this number jumped to nine after COVID-19 appeared. Various

claims concerning the pandemic, such as its origins as a biological weapon or

home remedies such eating garlic to treat and prevent the virus inspired these

studies (Alqurashi et al., 2021). Although some of these articles might seem

harmless, there were ones that had a dangerous effect on people’s health, such as

fake articles claiming that the vaccine was composed of pig parts, which caused

many Muslims not to accept the vaccine5.

Fake news detection research has quickly proliferated in the English-speaking

world (Atodiresei, Tănăselea, & Iftene, 2018; Faustini & Covoes, 2020; Shao,

Ciampaglia, Flammini, & Menczer, 2016), Spanish (Posadas-Durán, Gómez-Adorno,

Sidorov, & Escobar, 2019), and Brazil (Resende et al., 2019), where researchers

have had access to robust datasets for years and have thus been steadily identify-

ing diagnostic features across numerous linguistic parameters that could be used

to detect fake news. However, research on this subject in the Arabic language has

lagged for several reasons. First, Arabic lacks sufficient resources such as datasets

that may be used for such a study. Existing resources, such as Arabic corpora,

5https://www.dw.com/en/pakistan-conspiracy-theories-hamper-covid-vaccine-drive/a-56853397
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are limited in scope or not available to the public (Helwe, Dib, Shamas, & Elbas-

suoni, 2020). Second, Arabic’s rich morphology is ambiguous, leading to a lack of

available Arabic Natural Language Processing (NLP) tools. Of the extant tools,

three are widely known, Farasa (Abdelali, Darwish, Durrani, & Mubarak, 2016),

Camel (Obeid et al., 2020), and Madamira (Pasha et al., 2014), but the latter

two are not publicly available. Finally, some governments in the Arab world have

banned fake news platforms and placed stiff penalties on fake news production.

For example, Saudi Arabia enacted a sentence of three years in prison and a one

million Saudi riyal fine as a penalty for fake news distribution, and further fired

a Saudi media official over publishing an “incorrect” piece of information6. In

this way, they repress, if not entirely eradicate, the types of collated sites that

English-language researchers have found helpful in creating reliable benchmark

datasets.

These limitations have caused a lack of research to combat fake news in Arabic.

Research conducted to combat fake news in Arabic focusing on COVID–19 has

all been on tweets (Alqurashi et al., 2021; Alsudias & Rayson, 2020). Research

groups that have worked on studies to detect deceptive Arabic text relied on

analysing text in tweets (Rangel, Rosso, Charfi, & Zaghouani, 2019; Alzanin &

Azmi, 2019), online reviews (Saeed, Rady, & Gharib, 2022), and user comments

on YouTube (Alkhair, Meftouh, Smäıli, & Othman, 2019), which are all short

texts with informal writing. The current study focuses on fake news articles

written in a formal journalistic style that imitates the real articles without any

metadata support. This means that we rely on analysing the fake content’s text

only. This is the kind of fake news text usually distributed through social media or

messaging platforms. In this context, it becomes more challenging to differentiate

between real and fake content, since sources associated with the text, such as

publishing source or author, are absent. These limitations, especially the lack

6https://gulfnews.com/world/gulf/saudi/saudi-media-official-fired-over-fake-news-1.84638099
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of NLP tools that support Arabic, have hindered research efforts to identify fake

news based on analysing deceptive markers. For example, while superlatives have

been investigated by Kapusta, Hájek, Munk, and Benko (2020) to identify fake

news, they were never analysed in Arabic fake news. That is because superlatives

in Arabic have a complex morphology that requires specific affixes which cause

word ambiguity for NLP tools.

This thesis aims to classify real and fake articles in Arabic. The fake articles

are identified by analysing specific deceptive markers. For that, it was essential

to build a dataset of Arabic fake news to create a supervised Machine Learning

(ML) model, as Arabic fake news datasets are limited. Therefore, this thesis

involves harnessing the relatively recent innovative crowdsourcing method to clear

the hurdles that have put off other researchers and produce a reliable dataset

consisting of real and fake news articles in Arabic as a foundation for this research.

Once we have established this subject-specific dataset, we use a textual analysis

tool for Arabic to perform various NLP tasks. These features are further used to

train the proposed model to classify real and fake content.

1.2 Motivation

The motivation behind this thesis is the negative impact fake news has on indi-

viduals in specific and on the governments in general. With the lack of helpful

resources such as datasets and openly available fake news platforms in the Arab

world to create datasets, it is challenging to study the nature of fake news and

thus create models that target its distribution. As fake news has the aspect of

being deceptive, for that, the approaches to identify deceptive text may help also

identify fake news. To study the nature of fake news and thus create a model

that identifies it, we rely on studies that targeted deceptive text in terms of their

linguistic word use. Throughout the thesis, we present approaches and methods

6
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that identified deceptive text, in an effort to relate them to identify fake news.

The thesis focuses on analyzing the linguistic word use of real and fake articles

to find linguistic cues that signal the presence of fake text.

1.3 Purpose Statement and Research Objectives

The primary goal of this research is to compile a classification model that clas-

sifies real and fake articles in Arabic based on textual analysis. The novelty of

this research lies in its focus on Arabic fake news articles written in a formal

journalistic style and its investigation of deceptive markers to identify fake text.

In this context, the research objectives are as follows:

1. Compile an Arabic fake news dataset that includes real and fake articles in

journalistic style.

2. Investigate the influence of four textual feature sets on identifying fake news

in Arabic:

• Parts of speech: The Part of Speech (POS) reflect the words that

make up the sentences. These include verbs, nouns, adjectives, ad-

verbs, prepositions, determiners, particles, conjunctions, pronouns,

prepositions, and interjections.

• Linguistic markers: These encode the overall meaning in a state-

ment by linking between ideas or aspects present in the text. They are

hedges, assurances, temporal and spatial words, exceptions, negations,

illustrations, intensifiers, oppositions, justifications, and superlatives.

• Emotion features: These interpret the overall feeling reflected in the

article. They are anger, disgust, sadness, joy, fear, and surprise.

• Polarity: These are indicative of the actions and feelings reflected in

the article. They include positive and negative polarities.

7
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3. Develop a supervised ML model that classifies real and fake articles in

Arabic.

1.4 Research Questions

This study answers the following research questions:

1. RQ1: How well does the proposed approach to classification model also

classify another type of fake news, such as satire?

2. RQ2: How well does the proposed approach to classification model be

used for another classification task, such as classifying an article’s country

of origin?

3. RQ3: What is the performance of the proposed model on unseen real and

fake articles distributed in the real world?

4. RQ4: How might the proposed model perform compared to humans in

classifying real and fake articles?

5. RQ5: What is the effect of stemming articles on the model’s performance?

1.5 Research Contributions

The major contributions of this study towards detecting fake news in Arabic are

outlined below.

1. A benchmark dataset consisting of 549 real Arabic articles and 549 corre-

sponding fake articles, written in a journalistic style.

2. A dataset consisting of 262 satire and 262 non-satire articles in Arabic.

The former were collected from Arabic satirist platforms and the later from

legitimate news platforms covering the same topic the satire article covered.

8
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3. A dataset consisting of 26 fake articles in Arabic about COVID-19 from

fact checking platforms. The dataset also includes 26 real articles about

COVID from verified news platforms.

4. A dataset consisting of 694 Saudi, 694 Egyptian, and 685 Jordanian articles

focusing on the topic of the Hajj.

5. A dataset consisting of 486 Saudi, 481 Egyptian, 485 Jordanian articles

focusing on the topic of Brexit.

6. A set of specific Arabic linguistic wordlists that include assurance, nega-

tions, oppositions, justification, hedges, intensifiers, illustration, exclusion,

spatial, and temporal words.

7. The design of an NLP prototype that supports Arabic text. It carries out

major NLP tasks, including segmentation, lemmatisation, and POS tagging.

However, its novelty lies in its ability to perform emotion, polarity, and

linguistic tagging.

8. A developed ML model that classifies real/fake news in Arabic based on

training it on four textual features (POS, emotion, polarity, and linguistics).

1.6 Thesis Organisation

This thesis is organised as follows. Chapter 1 introduces the problem statement,

motivation, objectives, and the research methodology. Chapter 2 provides back-

ground information about news and its types, challenges encountered in fake news

detection, and related works in deceptive detection systems. Chapter 3 gives an

introduction to the Arabic language, along with challenges in Arabic language

processing. An Arabic NLP prototype is presented to solve these challenges.

The details of the proposed methodology presented in this study are provided in

9
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Chapter 4. Details of all five datasets compiled in this research are explained in

Chapter 5, while Chapter 6 presents the preparation and experimental setup of

our work. Chapter 7 presents the experiments conducted to evaluate the model

and provides answers to the research questions. A thorough discussion of the

research objectives and research questions comprises Chapter 8. Finally, the con-

clusion and suggestions for future work are presented in Chapter 9.

10



Chapter 2

Background and Related Work

This chapter considers the definitions and classifications of news. It also identifies

principal elements in this research. The chapter illustrates the challenges of

detecting fake news and provides insights into the characteristics of deceptive

text. Additionally, it discusses related works on news detection systems and

fake news, with a section on related works in Arabic. The chapter concludes by

identifying the research gap.

2.1 Definitions and Classification

According to J. Fuller (1996), ‘news is a report of what a news organization has

recently learned about matters of some significance or interest to the specific

community that the news organization serves.’ Gans (2004) defined news as

‘information which is transmitted from the source to recipients by journalists who

are both employees of bureaucratic, commercial organizations and also members

of a professional group.’ Although the news itself might not be attractive to

everyone, news writers (journalists) strive to portray the content in a manner

that attracts a broad audience. Thus, the way news content is handled and

presented in the media must further enhance its appeal in order to keep those

broad audiences. Many journalists adopt unique writing and presentation styles

11



Chapter 2. Background and Related Work

to make the news more appealing to gain more readers. News may be presented

in the form of text, videos, or images supported by some explanatory text. As

each piece of news is associated with an author and an agency, the news provided

in a different media is supervised by the news agency’s editorial team, rendering

the news reasonably reliable1.

Unlike the real news produced by news agencies, which usually use an over-

sight process before publishing their articles, fake news can be written either by

humans (Alqurashi et al., 2021; Elhadad, Li, & Gebali, 2020; Golbeck et al.,

2018) or generated by computers (Nagoudi et al., 2020). Fake news can be pub-

lished anywhere and in many cases, without monitoring2. Moreover, according to

Torabi Asr and Taboada (2019), fake news can be written by amateurs, students,

or professional journalists3. The intent of producing fake articles varies and can

range from financial gain from advertisements to promoting political propaganda

and even just for fun (Aldwairi & Alwahedi, 2018).

The following sections provide further detail about real and fake news.

2.1.1 Real News

According to Merriam-Webster, the word real is defined as ‘genuine’ or ‘not arti-

ficial.’ This is a simple, general definition of real that can be applied to the media

to define genuine news content. However, there is an ongoing public debate on

what is considered real news, which is at least partly the result of the challenge to

authenticate news content without actually witnessing the event oneself. In this

context, to generate a sense of credibility among the public, news outlets have,

over the years, aimed to emphasise the veracity of their content by illustrating it

with images and videos. For example, news articles detailing the medical crisis

1https://www.preservearticles.com/journalism/what-are-the-role-of-editorial-department-of-a

-newspaper/15717
2https://www.bbc.com/future/article/20190528-i-was-a-macedonian-fake-news-writer
3https://www.theguardian.com/world/2018/dec/23/anti-america-bias-der-spiegel-scandal-relotius
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the COVID-19 pandemic is causing post images or links to videos of packed hos-

pitals with ill patients. However, even with this effort to gain the public’s trust,

people tend to believe what fits their perspectives (Preston et al., 2021).

While there is no fool-proof method for verifying news articles, some ap-

proaches have been developed to help ensure veracity. For example, Pérez-Rosas,

Kleinberg, Lefevre, and Mihalcea (2017) proposed a technique that involves cross-

referencing information in articles between several sources to verify the article’s

legitimacy. Zhang et al. (2018) proposed the so-called Credibility Coalition, a de-

veloping framework that uses indicators as signals to determine whether content

is credible. These indicators might be clickbait or headlines, and, in some cases,

they may be embedded in the publisher’s metadata in the form of revenue and

the presence of ads. Using these indicators may create an accurate assessment of

an article’s credibility.

2.1.2 Fake News

According to Merriam-Webster, the word fake means ‘not true’ or ‘a worthless

imitation passed off as genuine.’ As a verb, to fake is defined as ‘to alter’ or

‘to manipulate.’ However, when associated with news, the term fake news has

a much deeper meaning than simple manipulation. In fact, (Lazer et al., 2018,

p. 2) described it as ‘fabricated information that mimics news media content in

form but not in organizational process or intent. Fake news outlets, in turn, lack

the news media’s editorial norms and processes for ensuring the accuracy and

credibility of information.’ Generally, fake news can be defined as follows: ‘Fake

news is information presented as news, but which contains incorrect information

designed to deceive the reader into believing the information is correct’ (Molina,

Sundar, Le, & Lee, 2021, p. 181). The salient feature of this definition is the

deceptive nature of fake news. The goal of real news is to report what is happening

or has happened, even though in some cases these reports might be biased. Fake

13
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news uses the same style, however, it twists the facts in a way that provokes

distrust and factionalism (Bondielli & Marcelloni, 2019). It is important to note

that these twisted facts may not be easy to detect, because fake news is crafted to

sound legitimate while evoking strong emotions in the reader (Cartwright, Nahar,

Weir, Padda, & Frank, 2019). In fact, fake news is created in a manner that leads

these articles to be disseminated six times faster than real articles (Fox, 2018).

Because of that, this research advances the argument that there is a perceptible

difference between real news and fake news and that these differences might serve

as markers of deceptive content in the text.

Classification of Fake News

Fake news is generally considered an umbrella term for any false statements that

are portrayed as news (Wu, Morstatter, Carley, & Liu, 2019). There have been

several attempts to classify types of fake news based on different criteria. Collins

et al. (2020) classified fake news into five types, based on its form: clickbait, pro-

paganda, satire, hoaxes, and name theft. However, Fallis (2014) classified it based

on intention, as either misinformation or disinformation. Vosoughi, Mohsenvand,

and Roy (2017) added rumour to this classification due to its deceptive intention.

Table 2.1 below provides definitions for each of these classifications.

2.1.3 Sensationalism and Lies

Fake news producers try to convince readers of their content’s legitimacy by

closely mimicking the writing styles of legitimate websites and article genres

(Tandoc Jr et al., 2018). The fabrication is challenging to verify, because once

readers accept the source’s legitimacy, their ability to judge credibility levels is

suspended, leading them to trust the source without further verification. Another

feature of fake news is sensationalism, which tries to hide deception by exploiting

emotional material. According to Kilgo, Harlow, Garćıa-Perdomo, and Salaverŕıa

14
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Table 2.1: Fake News Classification by Type.

Name Meaning

Clickbait Clickbait is an eye-catching headline of a made-up story intended
to lure the reader into clicking the link. Clicks generate income
for the link owner on a pay-per-click basis and the clickbait stories
usually consist of gossip unrelated to the headline (Aldwairi &
Alwahedi, 2018).

Propaganda Propaganda consists of news stories created by a political entity
to influence public perceptions. They are typically used to report
false information to the public to support a certain view (L. Wang,
Wang, De Melo, & Weikum, 2018).

Hoaxes Hoaxes are intentionally fabricated reports that attempt to deceive
the public (Shao et al., 2016).

Satire (irony) Satire presents stories that may or may not be factually incorrect
as news, not to deceive, but rather to expose or ridicule bad or
shameful behaviour (Saadany, Mohamed, & Orasan, 2020).

Misinformation Misinformation refers to unintentionally fabricating information
(Fallis, 2014).

Disinformation Disinformation is news that contains misleading information with
misleading intent (Fallis, 2014).

Rumours Rumours are unverified allegations that start from one or more
sources and spread from one node to another over time (Bondielli
& Marcelloni, 2019).

Parody These are articles that contain fabricated information presented
in a humorous way (Tandoc Jr, Lim, & Ling, 2018).

(2018), sensationalism highlights emotional or dramatic events to arouse the au-

dience’s emotions or attract attention. Though not all fake news articles adopt

a sensationalist style, it is worth noting that some writers do use this technique

to increase user engagement. A study by Tenenboim and Cohen (2015) found

that the use of sensationalism led to more online engagement on a popular web-

site. Along the same lines, fake news also contains lies and is considered a form

of manipulation of information. Metts (1989) specified three types of lies. The

first is falsification, which includes providing information that is untrue. The

second is distortion, which manipulates true information through exaggeration,

minimisation, or shuffling of words to delude the reader into misinterpreting the

information provided. The third is omission, which withholds relevant informa-
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tion.

To understand the reason people fall victim to the lies in deceptive text in

general, a study on deceptive text in phishing emails was conducted by Watters

(2009). He studied the psychology of users who fall victim to phishing emails.

Though deceptive text in phishing emails is different from text in fake news

written in a journalistic style, the deceptive intention in both fake news and

phishing emails is similar. They both also utilise electronic media. Thus, the

findings of this study offer a useful insight into the nature of deceptive text and

some of the signals that might identify it. The study reveals some of the signs

that should alert users to potential phishing emails, including the following: (a)

spelling mistakes, such as the misspelt name of the user’s bank in the subject

line; (b) an embedded URL different from the one in the HTML code; and (c)

being asked for information that the genuine sender would never require, such as

bank login credentials. Although these seemingly obvious discrepancies are useful

in detecting phishing emails, many users process emails at too shallow a level.

Due to this lack of thorough processing, many people fail to read the content of a

phishing email carefully, including comparing the phishing link to the actual link

of the service in question, preventing them from distinguishing between phishing

email content and more reliable resources.

The lack of processing that many people exhibit in regard to phishing emails is

also prevalent in the fake news domain and those who consume it. The findings by

Watters (2009), which was a thorough qualitative study that focused on how and

why readers believe deceptive text in phishing emails, was supported by Preston

et al. (2021). They found that participants recognised fake news items through

overly emotive language, a lack of supporting data, an unprofessional subjective

tone, and unprofessional graphs and visuals. However, those who accepted the

fake news item indicated that the items fit their existing beliefs, related to their

personal experience, and the supporting visuals, data, and graphs showed good
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support for the item. They also stated that the article’s content shed light upon

a hidden problem for which they may also have agreed.

No matter how fake news producers fabricate stories, they all try to lure

readers into believing their content by using tactics that appear as linguistic

markers in the text. To better relate to the problem of fake news in this research,

we define important terms related to this research as they are main elements that

build our supervised ML model to classify real and fake articles in Arabic.

2.1.4 Data Mining

Large quantities of data are consumed every day. Many projects, in fields such as

ML and data mining, have been developed to make use of this data. Although the

terms ML and data mining are similar because they both analyse data, and are

often used interchangeably, they are not identical. Data mining concerns methods

of analysing structured data and often presents approaches that focus on com-

mercial applications. In data mining, several methods such as data clustering and

data classification are applied. Extracting patterns from data might be useful to

get a better insight into the behaviours of the data, therefore training models on

this data makes the model capable of addressing any potential issues. Machine

learning encompasses the design and evaluation of algorithms for extracting these

patterns from data. It involves experimenting with various statistical and com-

putational techniques to process data in order to describe patterns (Kelleher &

Tierney, 2018).

2.1.5 Machine learning

As technologies improve, demand rises to acquire, access, store, and process enor-

mous amounts of data. Earlier, we defined ML as similar to data mining; however,

ML, along with artificial intelligence, has been increasingly employed to automate
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human performances (D’Alconzo, Drago, Morichetta, Mellia, & Casas, 2019). Ar-

tificial intelligence is the logic that enables computers to perform human actions

using their ‘minds.’ Examples include reasoning, planning, prediction, and per-

ceptions. Machine learning, on the other hand, is programming that uses training

data to optimise performance criteria.

Machine learning models are constructed through defined parameters, and

their actions are performed after being learned. There are two learning algo-

rithms, commonly categorised as supervised and unsupervised. As the name sug-

gests, supervised learning works by mapping input data to output data, through

training on labelled values (classes). The technique has been widely used in au-

thor alias identification (Layton, Watters, & Dazeley, 2015), fake tweet detection

(Patel, Padiya, & Singh, 2022), and fake news detection (Tian, Zhang, & Peng,

2020). In contrast, unsupervised learning works by finding similarities between

patterns of data with only input data and no labelled values (Zincir-Heywood,

Mellia, & Diao, 2021). Usually, unsupervised learning uses a repetitive method to

perform data analysis and draw conclusions based on that. Unsupervised learn-

ing also entails neural networks, which are networks that analyse training data

models and find small connections between variables. After training, they use the

knowledge gained to interpret new data. The algorithms usually need massive

amounts of training data, so they are suitable for big data classification tasks

(Rouse, 2019).

Supervised learning can be divided into classification and regression. In clas-

sification, the supervised learning task trains the model on predefined labels. The

model then uses the knowledge gained through training to predict incoming data

and produce output data with defined labels, usually as discrete values (for exam-

ple 0 or 1). Regression has the same learning mechanism; however, the outputs

are not discrete but continuous values. For example, if a model is to use the

classification method to predict whether a customer will purchase a particular
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book based on training data specified by customers—such as age, gender, and

education level—the output would predict whether the customer would purchase

(1) or not purchase (0). On the other hand, a suitable example for the regression

model is a prediction of how much an electricity bill will be based on different

parameters such as daily voltage usage, power consumption, and energy demand

(Ghorui, 2019).

2.1.6 Textual Analysis

Textual analysis is a set of methods used to describe and interpret characteristics

of a text by extracting information from textual sources (Loughran & McDonald,

2016). It requires the researcher to closely analyse the textual content of an item

rather than the structure of that item. The concept of textual analysis is largely

conducted by alluring NLP capabilities. Natural language processing refers to the

techniques that enable the researcher to extract information from textual sources

to perform data analysis (Pandey & Pandey, 2019). Because of that, the field of

NLP has been explored by many researchers that aim to automate the extraction

process of useful textual items by designing NLP tools for this service (Abdelali

et al., 2016; Obeid et al., 2020; G. R. Weir, 2009).

Textual analysis dates back to 1969, when Walker (1969) investigated its

usefulness for extracting rich information and proposed a computer system for

performing computational linguistic analysis. More recently, with the rise of var-

ious NLP tools and ML classifiers, research on textual analysis has been adopted

in accounting (Gand́ıa & Huguet, 2021), stock investments (McGurk, Nowak, &

Hall, 2020), and identifying Arabic conspiracy theories on Twitter (Al-Hashedi

et al., 2022). Textual analysis has also been used to minimise manual efforts

needed to analyse qualitative data. A framework by Brown and Collins (2021)

was designed to focus on specific linguistic and artistic elements which is based

on textual analysis conceptual theory. Textual analysis is not only used in the
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above-mentioned research domains, but also in cultural studies, mass communi-

cation, media studies, philosophy, and sociology, to name a few. It is relevant to

these fields specifically because they are related to human behaviours and ways of

communicating and coexisting (McKee, 2003). Because textual analysis provides

the writer’s perspective by analysing their written text, it may also enable the

finding of deceptive markers used by the writer (Jeronimo, Marinho, Campelo,

Veloso, & da Costa Melo, 2019; Penuela, 2019). For example, with regards to

the current research, it is more convenient to focus on certain deceptive markers

in a text to predict the content’s veracity than to attempt to analyse the whole

text to trying to find nuanced differences between it and a non-fake text. In fact,

textual analysis with the aid of NLP and ML has been employed in research to

detect fake news (G. Weir, Owoeye, Oberacker, & Alshahrani, 2018; Cartwright,

Weir, & Frank, 2019; Khanam, Alwasel, Sirafi, & Rashid, 2021).

2.2 Characteristics of Deceptive Text

Earlier in this chapter, we showed that fake news may intend to mislead, as in

the case of disinformation, or not, as in misinformation. However, the thing all

deceptive text has in common is the deceptive nature of their content. The most

common way to address deceptive elements in fake news content is to rely on

examples that contain explicit falsehoods in their text or use identified deceptive

text found in other forms, such as tweets, online reviews, and spam emails.

2.2.1 Physiological Responses

Verbal cues have always been a focus of deception detection. One of the cues

that deceivers might reveal is the fear of being caught. This can be exploited by

looking at the use of assurance words in the deceptive context, which might stem

from a feeling of needing to hide something and thus involve an element of fear.
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Early studies on deception detection have investigated some textual features,

such as the study by Pennebaker and King (1999). Their findings demonstrated

that a deceptive text might have a higher frequency of assurance terms than a

standard informative text, as these terms are used to assure the reader of the

truth of a statement. In this context, assurance words are generally weak oaths

that speakers add to statements in a context where lying is either expected or

where the stakes are high. The high stakes produce anxiety, which results in

the use of assurance words. In other words, in the context of a law enforcement

interrogation, for example, both honest and dishonest subjects would be expected

to use assurance words because of the stakes involved in the situation. When

assurance terms appear in other environments, such as news stories, this can be a

case of ‘leakage,’ resulting from the fear of being caught (Mihalcea & Strapparava,

2009) .

Guilt is another emotion elicited by deceptive acts. The sense of guilt can also

create emotional leakage that manifests in more emotional expressiveness on the

part of deceivers as compared to truth tellers (Burgoon, Blair, Qin, & Nunamaker,

2003; Hancock, Curry, Goorha, & Woodworth, 2007). In this context, Newman,

Pennebaker, Berry, and Richards (2003) argued that it is not just the expression

of emotion in general that characterises deceptive speech, but specifically negative

emotion. Either way, since news stories are generally meant to be informative

without conveying high levels of emotion, the presence of emotional words may

be indicative of a fake news story (Torabi Asr & Taboada, 2019).

2.2.2 The Imagination

Deception relies on the imagination rather than on memory (Ott, Choi, Cardie,

& Hancock, 2011). Consequently, careful fabricators of fake news attempt to

anchor their deceptions in real items or memories that they can easily refer-

ence (Berezenko, 2018). However, imaginative language is different from descrip-
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tive language, even in written texts. With the aid of computational linguistics,

these differences become even more apparent. Rayson, Wilson, and Leech (2002)

showed that adverbs were more common in imaginative writing, and compara-

tives and superlatives were more profuse in informative writing (Rayson et al.,

2002).

2.2.3 Persuasion

Simply put, fake and real news have two different objectives. Journalists of real

news provide factual information to the best of their ability about an event and

place it in a broader context for understanding. Their audience wants to be not

only informed about the details of a specific event but also to understand its

causes and implications. On the other hand, fake news purveyors use speculation

to describe events that feed into the fears and biases of their target audience

to persuade them that the fake articles are legitimate and rooted in fact. This

subtle, deceptive persuasion appears in the language of fake news articles. In

this context, Baptista and Gradim (2020) verified that fake news uses persuasive

language to convince the reader of the legitimacy of the text , when encountering

any unreliable information in the text.

2.3 Deceptive Text Detection Systems

Many studies have focused on social media and thus rely heavily on paratextual

information (emojis, hashtags, and comments), which is often platform specific,

for clues about the veracity of the news posting (Alkhair et al., 2019; Manzoor

& Singla, 2019; Krishnan & Chen, 2018). The aim of the current study is to

conduct an accurate content assessment that is applicable across all platforms

and contexts. Previous work on deception detection has been investigated, as this

includes many forms of deceptive text such as that found in messages, opinions,
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tweets, and emails. We have reviewed the various techniques employed to detect

deceptive text for use in our research. These works are related to our objective as

they reflect deceptive text that has been written with the intention of sounding

authentic.

Depending on the features studied, most current work on deceptive text de-

tection generally falls under one of two general approaches: the bag-of-words

(BoW) approach and the textual features approach. In the BoW approach, the

feature vector for each document is computed based on word frequencies. In

contrast, the textual features approach relies on analysing textual features from

the text to capture the nuanced differences between real and deceptive (fake)

writing styles. In this section, we present studies that employ BoW and its re-

lated techniques, including term frequency, word embedding and textual features

approaches, where textual features are usually categorised into POS, linguistics,

emotion, and polarity in the text.

Cartwright, Weir, and Frank (2019) published pioneering work that combated

disinformation. Their objective was to develop a method for identifying hos-

tile disinformation endeavours in the cloud. By utilising the International Cy-

berCrime Research Centre’s (ICCRC) Dark Crawler (Zulkarnine, Frank, Monk,

Mitchell, & Davies, 2016), Strathclyde’s Posit toolset (G. R. Weir, 2009), and

TensorFlow (Abadi et al., 2016), they were able to classify posts as real or fake

with an accuracy of 90.12% and 89.5% using Posit and TensorFlow, respectively.

They used Dark Crawler, a web crawling software tool that captures web content

from the open and the Dark Web, to download 90,605 real news tweets from

multiple news webpages. They added these tweets to the dataset and labelled

them as ‘real news.’ They also included structured content from online discussion

forums and social media platforms. To adequately extract features from the text,

the Posit analysis toolset was applied to a set of 5,000 tweets (2,500 real news

and 2,500 fake news tweets). Features generated by Posit included values for to-
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tal words, total unique words, number of sentences, noun types, verb types, etc.,

27 features in all. The best performance of the Posit classification was 90.12%

correct. TensorFlow is a ML system that enables deep learning networks. To

build the TensorFlow model, a dataset of 2,709,204 tweets was created by merg-

ing multiple datasets. This tool resulted in an accuracy of 89.5%. Its drawback

for our work is that it is unknown how well these tools perform with Arabic text.

A further study (Cartwright, Nahar, et al., 2019) extended the techniques of

the previous study to develop a toolkit that mobilises artificial intelligence to

identify hostile disinformation activities. The researchers analysed a wide sample

of social media posts that fall in the ‘fake news’ category and were dissemi-

nated by the Russian Internet Research Agency. They used the tools mentioned

above—Dark Crawler, Posit, and TensorFlow—as well as SentiStrength (Mei &

Frank, 2015) and LibShortText (W. Y. Wang, 2017). SentiStrength is a tex-

tual analysis tool which assigns positive or negative values to lexical units in the

text. LibShortText is an open-source software package that produces superior re-

sults when classifying shorter textual items such as tweets (W. Y. Wang, 2017).

SentiStrength yielded an acceptable classification accuracy of 74.26%, while Lib-

ShortText generated a classification accuracy of 90.2%.

The increased use of social media and the growing ability of deceivers to

pass off their writings as legitimate has led to further research. Innovative ap-

proaches, such as deep learning (Keya et al., 2021), have contributed to promising

automation models. Though their model achieved high accuracy rates (98.71%)

in detecting Bengali fake news, deep learning needs a large amount of data for

training, which is not feasible in our study. Turning to supervised ML models,

the work by Siagian and Aritsugi (2020) proposed a supervised ML method that

detects deceptive and truthful pieces of text. The authors explored a combina-

tion of word and character n-grams (continuous sequence of N words), function

words, and word syntactic n-grams as features to train the classifier. Through sev-
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eral experiments that included testing and evaluating their model on five different

datasets, all of which included deceptive and truthful text from different domains,

their results indicated that word and character n-gram features performed well

in detecting deceptive text. The same researchers Siagian and Aritsugi (2020)

conducted another study that exploited function words as features for classify-

ing deceptive opinions. Their results revealed the effectiveness of this feature in

detecting deceptive opinions.

A study by Sharma et al (2021) created a binary classification model that clas-

sifies actual versus fake articles. Their dataset included actual and fake articles

about Covid from Twitter, Facebook , and Reddit. Using three machine learning

classifiers – Decision Tree, Bidirectional Long Short Term Memory, and Support

Vector Machine. Bidirectional Long Short Term Memory algorithm achieved the

highest accuracy, 76.60%. In the same effort to combat fake news related to

Covid19, work by Kanaan et al (2021) was conducted. Their dataset included

8195 fake articles and balanced with 7372 real articles about Covid-19. At first

they conducted word vector representations such as TF-IDF and Glove. Then,

trained , their model using six machine learning algorithms namely, Naive Bayes,

XGBooost, Recurrent Neural Network, Long Short Term Memory , Logistic Re-

gression, Support Vector Machine, and Random Forest . Through training , every

model achieved accuracies above 90 %.

Examining other features associated with the textual content was produced

by Aphiwongsophon and Chongstitvatana (2021). They collected 948,373 mes-

sages posted on Twitter and extracted twenty two attributed from each message.

The attributes included : Id, Name , Is Verified, FollowersCount, Location, etc.

Training their dataset using three machine learning algorithms, namely : Naive

Bayes, Neural network, and Support Vector Machines; their model achieved high

accuracies for all algorithms above 95 An application-based model was created

by Shete et al (2021) to identify news as ‘real’ or ‘fake’. Their application made
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use of Logistic Regression algorithm to identify fake articles from real ones. The

TF-IDF vectorizer was used to convert the articles into feature indexes in the

matrix for further analysis by the Logistic Regression algorithm. Through this

process, their application successfully reached an accuracy percentage of 80 % .

With the rise of online platforms that offer user opinions and reviews, such

as Yelp and TripAdvisor, came a rise in fake reviews and studies to detect these

reviews. One such study is by Layton, Watters, and Ureche (2013), which used

authorship analysis to expose fraudulent hotel reviews. This approach extracts

and analyses textual attributes—including the author’s age, gender, and native

language—which can be used to identify a particular writer. Based on this tech-

nique, it is possible to conclude whether the author of one review is the same

as the author of another. Thus, Layton et al. (2013) created a dataset of hotel

reviews by choosing several prolific authors and then extracting all their reviews.

The dataset was used for training and, with several local n-gram methods, as

the buttress for their study. The findings showed that this method effectively

determined fraudulent reviews by identifying whether two reviews matched more

than 66% of the time.

Twitter is a social networking and microblogging service where users can post

and share their thoughts as tweets. Tweets are short messages with a maximum

length of 280 characters. The service provides a rich platform for data collection

and data analysis using tweets as data. Therefore, many studies have relied on

extracting the data available in Twitter to analyse deceptive text. Conceptually

in the same vein as the current research, Jardaneh, Abdelhaq, Buzz, and Johnson

(2019) proposed a ML method to identify fake Arabic tweets based on the super-

vised classification model. To filter out non-credible tweets, they extracted two

sets of tweet features: content-related and user-related features. Content-related

features are related to the tweet’s content, such as the number of retweets, sym-

bols, and words, as well as the sentiment score of tweets. User-related features
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were derived directly from the tweeter’s profile. Some features include average

number of hashtags, average tweet length, and average number of URLs. They

used a dataset of 1,051 credible and 810 non-credible tweets regarding the Syrian

crisis. During the learning process, several ML algorithms, including random for-

est and logistic regression, were applied. Their system reached an accuracy score

of 76% in classifying credible and non-credible tweets.

Mouty and Gazdar (2018) surveyed several studies that targeted the detec-

tion of truth in Arabic tweets. Their survey explored the works of Al-Hussaini

and Al-Dossari (2016), who built a reputation for detecting deceptive tweets us-

ing a sentiment lexicon. The survey also included the research of Floos (2016),

who analysed important words in a document, using Term Frequency-Inverse

Document Features (TF-IDF). Term Frequency-Inverse Document Features are

commonly used to measure how frequently a word appears in the document,

which shows its importance. Relying on this technique, Floos (2016) studied the

content of tweets to determine whether they were news or rumours.

Deceptive text can also be found in published research papers. Markowitz and

Hancock (2014) investigated the Diederik Stapel fraud case. Stapel was a social

psychologist who was discovered to have published fraudulent papers throughout

his career. Markowitz and Hancock (2014) compiled a database of 24 hoax papers

containing more than 170,000 words and another dataset of 25 non-hoax papers

with more than 180,000 words. The findings showed that the hoax research papers

were written with a prominent level of confidence when describing outcomes and

had better linguistic dimensions than the original ones. This indicates a greater

level of effort put into hoax work than is evident in original papers.

Deceptive text can also be found in spam emails. A study by Douzi, Al-

Shahwan, Lemoudden, and Ouahidi (2020) considered the neural network model

paragraph vector-distributed memory (PV-DM) and the TF-IDF approaches to

assign dual vector representations to individual messages. This hybrid approach

27



Chapter 2. Background and Related Work

gives a compact representation that contains information about the content of an

email and its associated features. The study confirmed that the trained classifiers

got the best results, with 93% accuracy, outperforming the BoW approach.

The same TF-IDF approach has been adopted by researchers in other fields

too, specifically to detect spam SMS texts. M. Gupta, Bakliwal, Agarwal, and

Mehndiratta (2018) trained their model using several ML classifiers such as con-

volutional neural networks (CNN), support vector machines (SVM), and naive

Bayes (NB). Their dataset was composed of 1,000 spam and 1,000 ham SMS mes-

sages collected through crowdsourcing. The results obtained from their classifiers

show the highest accuracy was achieved by the CNN classifier with 99.19%.

Earlier, C. M. Fuller, Biros, and Wilson (2009) showed that humans are inca-

pable of detecting deception and, therefore, the task needs automating. The au-

thors focused on textual and spoken transmissions based on a real-world database

of false report statements in law enforcement. Examining a set of linguistic cues

such as certainty terms, motion terms, modifiers, etc., their system achieved

74% accuracy in detecting fake statements. These projects inspired the devel-

opment of tools that automate the detection of deceptive text. For example,

VeriPol, a model proposed by Quijano-Sánchez, Liberatore, Camacho-Collados,

and Camacho-Collados (2018), was developed to detect false robbery reports

based only on text. The tool was developed by combining NLP in features such

as unigrams, number of tokens, and number of POS tags (adjectives, negations,

prepositions) and ML approaches to create a decision support system that pre-

dicts the falsehood of a given police report. More than 1,000 Spanish National

Police reports were tested through VeriPol, reaching a success rate of 91% in

discriminating between true and false reports. Another tool, called Hoaxy, is

a platform that combines an analysis of Twitter online misinformation features

with related fact-checking sites to classify fake content. Whenever a statement is

flagged in Twitter as fake, the statement is run through a fact-checking platform

28



Chapter 2. Background and Related Work

to verify its authenticity. Its state as real or fake is then shown to readers on

Twitter. However, because Hoaxy relies on fact-checking sharing platforms, there

may be 10- to 20-hour delays in the confirmation of misinformation (Shao et al.,

2016).

These studies provide greater insight into deceptive text in general and fake

news specifically, which provides useful information about the textual features

under investigation. In the current research, we emphasise textual features, as

the news articles distributed through social platforms and messaging applications

provide only textual content and no metadata. Ample evidence supports the

effectiveness of these textual features, which we elaborate on below.

2.3.1 Explored Textual Features

A number of researchers (Alsudias & Rayson, 2020; Cartwright, Nahar, et al.,

2019) have mobilised textual analysis to counter the deceptive text issue. Specif-

ically, they focused on certain textual categories that might have an impact on

the recognition of deceptive text. Here, we focus on textual features that have

previously been investigated in research aiming to detect deceptive text.

Part of Speech (POS) Features

Each word in a sentence has a POS depending on its function in the sentence.

When comparing the use of POS in real and fake articles, Kapusta and Obonya

(2020) identified certain distinctive features. They found that fake articles used

foreign words, adjectives, and nouns significantly more frequently than real arti-

cles, however, determiners, prepositions, and verbs were more prevalent in the real

articles. Burgoon et al. (2003) found that truthful writers used more nouns, ad-

jectives, prepositions, determiners, and coordinating conjunctions than deceivers,

who used more verbs and adverbs.

Because fake news and deceptive reviews both have an aspect of manipulation,
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Li, Ott, Cardie, and Hovy (2014) explored deceptive reviews that were deliber-

ately written to sound authentic to deceive the reader. They constructed a dataset

composed of three categories of reviews: truthful customer-generated reviews,

Turker-generated (crowdsourced) deceptive reviews, and employee-generated de-

ceptive reviews (as domain experts) about doctors and hotels and restaurants.

Their study revealed that customer (truthful) reviews included more nouns, ad-

jectives, prepositions, subordinating conjunctions, and determiners. On the other

hand, Turker (deceptive) reviews contained more verbs, adverbs, and pronouns.

The deceptive reviews by employees also included more nouns, adjectives, and

determiners than the truthful customer reviews while containing fewer verbs and

pronouns than the customer reviews. The researchers explained that employees

have more knowledge of their domain and are thus able to provide more de-

tails and descriptions in their reviews than real customers. As a result, they

may provide more detail and unintentionally overlook certain events, resulting in

fewer verbs and pronouns. Li et al. (2014) study is contradicted by Kapusta and

Obonya (2020), who found an increase of verbs and pronouns in fake news.

Horne and Adali (2017) used complexity, psychology, and stylistic features to

classify real, fake, and satirical articles. The stylistic features referred to several

POS (i.e., adjectives, verbs, pronouns, and nouns). The scholars also extracted

negation, comparison, quantifying, interjections, determiners, nouns, and stop

words in the same feature set, and they concentrated on casual, assuring, tenta-

tive, and emotional words, in addition to negative and positive words, to deter-

mine psychology features. Finally, they calculated the lexical diversity, average

word length, and average frequency of words in each document for complexity

features. With these feature categories, Horne and Adali were able to classify

articles as real, fake, or satirical, and their classifier had an accuracy of 78%.

However, satirical articles scored similar to fake articles in their writing charac-

teristics. The authors found that fake articles used fewer analytical words, more
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personal pronouns and adverbs, and fewer nouns. Interestingly, they also found

that fake articles used more negative words in general.

Linguistic Features

Pérez-Rosas et al. (2017) discussed the usefulness of linguistic features in detecting

fake news. The researchers began by compiling two datasets—one by manipulat-

ing extracts from news using crowdsourcing and the other composed of articles

about celebrity news. They extracted linguistic features such as pronouns, posi-

tive and negative polarities, function words, and basic emotions. Their classifier

achieved 74% accuracy for the crowdsourced dataset and 73% for the celebrity

dataset. Similar to previous studies, they found that fake articles contained more

adverbs, verbs, and punctuation marks than real articles. Their work was novel

in that their dataset included manipulated real articles to generate fake articles

through crowdsourcing. Thus, their dataset mimicked the real-world dispersal of

fake news.

Recent studies have been thorough in detecting the styles of writing used to

deceive readers, with the belief that liars may inadvertently reveal their deceptive

intentions through their writing. More specifically, Burgoon et al. (2003) com-

pared truthful and deceptive communication to distinguish cues that may help

detect deception. They found that deceivers’ messages contained a lower quality

of language in terms of a limited lexicon and sentence types, as well as a lack of

specificity, indicating that some insecurity and hedging may be recognisable in

their writings. The associated linguistic features included the number of words,

adverbs, and conjunctions. Elaborating on this matter, Newman et al. (2003)

compared the language style in true and false stories. They created a dataset

composed of participants’ true and false statements on several topics, such as

abortion and feelings about their friends. The authors extracted linguistic fea-

tures from the stories, such as positive and negative emotions, words expressing
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causation (justification), tentativeness (hedges), assurance, space and time, ex-

clusive words, and the use of pronouns and verbs. The study found that liars

used more negative words, expressed more negative emotions, and used fewer ex-

clusive words and more verbs than those who are truthful. Their computer-based

text-analysis program correctly classified liars and truth-tellers 61% of the time

in their five independent sample analyses.

L. Zhou, Twitchell, Qin, Burgoon, and Nunamaker (2003) studied the same

set of features and added redundancy, objectification, and generalisation. Redun-

dancy refers to the total number of function words divided by the total number

of sentences. The diversity of content words was calculated as the total num-

ber of different content words divided by the total number of content words. By

studying a dataset that contained true and deceptive text created by participants

as messages between senders and receivers, the researchers found that deceivers’

messages were longer, revealed an element of hedging, and were less complex than

messages written by truth tellers.

The wide range of linguistic features investigated in prior research is shown

in Table 2.2.

Unified Group of Features

A comprehensive and possibly unified group of feature sets is presented in (Burgoon

et al., 2003; Newman et al., 2003; L. Zhou et al., 2004). The effectiveness of groups

of features in detecting deceptive text was studied by Gravanis et al. (2019), who

used five fake news datasets from Kaggle-EXT, PolitiFact, BuzzFeed, UNB, and

McIntire. Combined with ML algorithms, the proposed features obtained up to

95% accuracy in all the datasets used to detect fake news.

Although much research has been done in this field on several languages be-

sides English—such as Indonesian (Adha, 2020), Bengali (Hossain, Rahman, Is-

lam, & Kar, 2020), Brazilian Portuguese (Jeronimo et al., 2019; Resende et al.,
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Table 2.2: Samples of Linguistic Features from the Literature.

Linguistic Feature Source

Assurance (Sabbeh & Baatwah, 2018)

Negations (Hancock et al., 2007); (Horne & Adali, 2017);
(Newman et al., 2003); (Pérez-Rosas et al.,
2017); (Rashkin, Choi, Jang, Volkova, & Choi,
2017)

Intensifiers (Gröndahl & Asokan, 2019); (Karoui, Zitoune,
& Moriceau, 2017); (Pérez-Rosas et al., 2017)

Hedges (Argamon et al., 2007); (Volkova, Shaffer, Jang,
& Hodas, 2017); (Wei, Li, Zhou, & Gong, 2016);
(Addawood, Badawy, Lerman, & Ferrara, 2019);
(Rashkin et al., 2017)

Justification (Gravanis, Vakali, Diamantaras, & Karadais,
2019); (Gröndahl & Asokan, 2019); (Hancock et
al., 2007); (Jupe, Vrij, Leal, & Nahari, 2018);
(Newman et al., 2003); (Pérez-Rosas et al.,
2017); (Reis, Correia, Murai, Veloso, & Ben-
evenuto, 2019); (Resende et al., 2019); (L. Zhou,
Burgoon, Zhang, & Nunamaker, 2004)

Temporal (Davis, Varol, Ferrara, Flammini, & Menczer,
2016); (Humpherys, Moffitt, Burns, Burgoon, &
Felix, 2011); (Jupe et al., 2018); (Reis et al.,
2019); (Resende et al., 2019); (Vrij, Kneller, &
Mann, 2000)

Spatial (Humpherys et al., 2011); (Jupe et al., 2018);
(Vrij et al., 2000)

Illustration (DePaulo et al., 2003); (Feng & Hirst, 2013);
(Lagutina et al., 2019); (Li et al., 2014);
(Rashkin et al., 2017)

Exceptions (Ott et al., 2011); (Newman et al., 2003)

Opposition (Conroy, Rubin, & Chen, 2015); (Hancock et
al., 2007); (Karoui et al., 2017); (Vartapetiance
& Gillam, 2012)

Superlatives (Rashkin et al., 2017)

2019), Italian (Pierri, Artoni, & Ceri, 2020), and Chinese (Liu, Yu, Wu, Qing, &

Peng, 2019) little research on Arabic has been conducted. The current research

begins to fill that gap. The prior work on Arabic that has been done is discussed

in the next section.
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2.3.2 Arabic Fake News Detection Systems

Researchers have used various methods to analyse and detect deception in Arabic

text. Penuela (2019) used BoW and enriched it with features such as the number

of words, number of hashtags, user mentions, and emojis. This provided a solid

F score, 77%, in detecting deceptive Arabic tweets. Mohdeb, Laifa, and Naidja

(2021) performed TF-IDF to generate useful features for classifying Arabic fake

news. Applying this approach to a dataset of COVID-19 related social network

posts and news articles, their classifier reached an accuracy of 94%. However,

both of these studies are narrow in focus, dealing only with social media posts,

and neither of these studies focused on news articles alone. The TF-IDF method

proposed in the latter study would mandate the removal of stop words, as they

are the most frequently used in documents. In this approach, stop words are

retained, because many of them are crucial function words that also fall into

linguistic categories and are counted in POS features.

As mentioned earlier in this chapter, satire (irony) is a particular type of

fake news. Karoui et al. (2017) built a classifier trained on a dataset containing

ironic Arabic tweets to detect this type of fake news. They focused on surface

features, such as punctuation and opposition words; sentiment features, such

as positive and negative opinion words; shifter features, such as exaggeration

and reported speech words; and contextual features, such as personal pronouns.

The researchers grouped these features from prior studies in other languages

and translated lexicons from these languages into Arabic for their research. As

a result, their classifier reached an accuracy of 72.36%, despite the difficulty

of processing Arabic social media texts and the absence of tools to deal with

translating words in lexicons. However, their study focused on tweets, which is

not the text genre we investigated in this study.

A broader perspective that included Arabic news articles has been adopted

by Saadany et al. (2020). They conducted exploratory analyses to identify the
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linguistic properties of satirical Arabic content as a type of fake news. Satiri-

cal articles were analysed by searching for specific features such as journalistic

register (terminology commonly used in journalistic writing), sentiment intensity

measures, and subjectivity measures (by analysing pronouns that denote first

person inflections). Saadany et al. (2020) claimed that these lexical features were

sufficient to classify satirical Arabic fake news accurately. However, the nature

of satirical articles is quite different from that of news articles. The satirical cues

presented above might be obvious, which may cast doubt on the article’s verac-

ity. Detecting fake news articles posing as legitimate by imitating the journalistic

style found in real articles is a bigger challenge.

Alzanin and Azmi (2019) analysed methods for identifying online rumours

and fake news in tweets by utilising three groups of rumour-identification meth-

ods: supervised, unsupervised, and hybrid approaches. Supervised approaches

rely on social media indicators to allow both humans and machines to assess

credibility. Unsupervised approaches focus on specific characteristics of the texts

propagating the rumours, along with the type of accounts that typically display

them. Finally, the hybrid approaches combine parts of the other two approaches

while emphasising morphological analysis. Though the results of their work were

promising, the features relied on the metadata associated with each tweet, such

as the tweet date, number of followers, and time. This approach is only useful

on platforms associated with metadata and is unreliable when the message is dis-

tributed through social messaging platforms, where metadata is not associated

with the messages.

In an attempt to differentiate real from fake reviews, Saeed et al. (2022) worked

to identify false online reviews in Arabic using four identification methods:

• A rule-based classifier

• Machine learning classifiers
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• A majority voting ensemble classifier

• A stacking ensemble classifier

The authors found that the ensemble approach outperformed other Arabic

language fake review detection methods. The ensemble approach combines a rule-

based classifier with machine learning techniques, while also using content-based

features. It achieved a classification accuracy of 95.25% for the first dataset and

99.98% for the second dataset. However, this approach examined Arabic reviews

in the form of short written texts that, in many cases, used informal language.

As such texts do not belong to a journalistic genre, it can be hard to transfer the

method to news articles.

Concerns about the COVID-19 pandemic and the vaccine have motivated

various studies, all of which classified the veracity of Arabic statements concern-

ing the pandemic (Alqurashi et al., 2021; Alsudias & Rayson, 2020; Haouari,

Hasanain, Suwaileh, & Elsayed, 2020; Mubarak & Hassan, 2020). However, these

studies also dealt with statements made on Twitter and rumours that spread on

social media. Tweets cannot exceed 280 characters and rumours are often written

informally, so this work is not directly applicable to the current study.

Datasets For Short-Text Arabic Fake News

Alkhair et al. (2019) built a novel Arabic language dataset, which they called the

rumours dataset, for fake news analysis based on YouTube user comments. The

researchers focused their data collection on over 300 rumours on the deaths of

three well-known personalities (who were still alive). After training, their model

achieved a 95% accuracy rate in detecting rumours. However, though the model

achieved commendable accuracy, their dataset was based on YouTube comments,

which meant the texts were short and not written in standard Arabic.

Ali, Mansour, Elsayed, and Al-Ali (2021) introduced AraFacts, the first large

Arabic language dataset of naturally occurring claims. The dataset covers about
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6,000 claims made on social media platforms, annotated by professional fact-

checkers from five different Arabic fact-checking websites. In their dataset, each

claim has a rating selected from four labels (false, partly false, sarcasm, true).

In addition, the dataset contains articles, images, and videos that were verified

using the fact-checking platforms. However, since the claims were made on social

media, they were not written in a formal style. Informal writing tends to lead to

grammatical and spelling mistakes that are common in a conversational text, but

they are also indicators of deceptive text as previously proven by Watters (2009)

and Preston et al. (2021) .

Similarly, Alqurashi et al. (2021) built a dataset that included 8,786 tweets

concerning the pandemic. Their model achieved promising results after applying

term frequency and word embedding methods. Haouari et al. (2020) built the

ArCOVID-19 Rumours dataset that covered 9,400 tweets related to the pandemic.

The dataset included the claims made and verified tweets. Several similar pieces

of work used to detect deceptive tweets about COVID-19 are seen in (Alsudias

& Rayson, 2020; Elhadad et al., 2020; Mubarak & Hassan, 2020). However,

as indicated earlier, informal language has distinctive features that may not be

suitable for identifying deceptive text.

Khouja (2020) built an Arabic corpus that contained 4,547 true and false

claims from news titles. She collected true news titles and based on those, gen-

erated fake titles through crowdsourcing. These real and fake title were referred

to as claims. Though her corpus contains many claims, the text represented in

the titles had relatively few words compared to full news articles. Elhadad et al.

(2020) made a similar contribution in compiling fake news datasets in Arabic. He

built a 220k dataset composed of misleading tweets about COVID-19.

A recently compiled Arabic fake news dataset by Assaf and Saheb (2021) has

been published. The dataset contained fake articles and statements collected
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from fact checking websites such as PalKashif4. In details, the dataset contains

323 articles (100 reliable and 233 unreliable news). Though the dataset might

be a valuable contribution to research that combats fake news in Arabic, its fake

articles were collected from not only news articles also from statements posted

on social media platforms. Statements posted on social media would not conform

with the journalistic writings obligated in news articles published in news plat-

forms. This fact makes the dataset incompatible with our work, which focuses

on fake articles written in a journalistic style.

Table 2.3 summarises Arabic datasets used for fake news detection.

Datasets For Long-Text Arabic Fake News

Nagoudi et al. (2020) proposed a method to build an Arabic fake news dataset

based on a machine-manipulated approach. First, they collected 5,187,957 news

articles from various news outlets; then they generated false claims by substituting

the proper nouns using WordNet to link similar, related words and replacing

cardinal numbers in the articles with random numbers. The researchers suggested

that this approach would generate a vast number of false articles from the real

articles. However, some of these computer-generated articles produced unrealistic

statements. For example, an article about a soccer match replaced five goals

with 500 goals, thus overdoing the fake statement. This sense of exaggeration in

numbers clearly revealed the deceptive language of the text.

2.4 Research Gap

A closer look at the literature reveals several gaps. First, due to government

regulations on producing and distributing fake news, there is a lack of Arabic

datasets to help research fake news. Most of the datasets studied were prepared

4http://kashif.ps/
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Table 2.3: Summary of Datasets Used for Fake News Detection in Arabic.

Dataset Genre Number of Items
Elhadad et al. (2020) Tweets 220 k
Khouja (2020) News titles 4,547
Nagoudi et al. (2020) Machine generated arti-

cles
5,187,957

Alqurashi et al. (2021) Tweets 8,786
Mohdeb et al. (2021) Social media posts 635
Alkhair et al. (2019) YouTube comments 300
Ali et al. (2021) Social media posts 6000
Assaf and Saheb (2021) News articles and social

media posts
323

from social media platforms, such as YouTube (Alkhair et al., 2019) or Twitter

(Alqurashi et al., 2021; Alsudias & Rayson, 2020). However, such platforms

may include informal language, often contain short texts, and do not adhere to

specific journalistic rules. Thus, despite the success of previous work, they do

not provide a dataset that can be used to train a model to classify fake articles

written in a journalistic style. These types of fake articles, with which our research

is concerned, cause severe damage due to their similarity with real articles. In

our research, we rely on textual analysis since when fake articles are distributed

through social media or messaging platforms, they may not be associated with

any metadata. This requires detailed textual analysis of the article to examine

textual markers that may serve as deceptive cues.

The aim of this research is to investigate the impact of textual features in

classifying Arabic language fake news and thus construct a model that classifies

Arabic language fake news based on these features. One advantage of using a

textual features compared to BoW is the significant reduction in data require-

ments. While a typical set of textual features might contain tens or hundreds

of features, it is normal for the BoW approach to assess thousands of features

(Al-Ayyoub, Jararweh, Rabab’ah, & Aldwairi, 2017). Moreover, within a BoW

model, a researcher must decide which N-grams to work with, which makes the
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model dependent on the researcher’s choices (Ullah, Amblee, Kim, & Lee, 2016).

Another advantage of using textual features is that compared to deep learn-

ing methods, deep learning needs to be trained on huge amounts of input data

(Elaraby, Elmogy, & Barakat, 2016). Due to the dearth of Arabic language fake

news datasets, we have had to compile our own, which limits data availability.

The situation presented challenges because of the Saudi government’s criminal

penalties on fake news production and distribution, which made it difficult to

gather many fake articles in Arabic from fake websites, which are often banned.

In fact, during our research, we received a fake news text on WhatsApp, linking

to a fake news platform. However, when we clicked on the link, it was blocked

immediately, so we were unable to get access to the platform from Saudi Ara-

bia. Finally, NLP tools that were used in the related studies might have been

successful in English text, however they could not handle Arabic text.

2.5 Summary

This chapter provided definitions of news and of real and fake news. Deceptive

text characteristics were defined, and based on that, related works that aid in

detecting deceptive text were explored. We discussed related studies on deceptive

text in general and on the Arabic language specifically. The chapter concludes

with the research gap, which relates to the lack of Arabic datasets and tools for

combating fake news in Arabic.
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Characteristics of Modern

Standard Arabic (MSA)

Arabic is the official language of 20 Middle Eastern and African countries, in-

cluding Saudi Arabia, Qatar, Bahrain, Jordan, Egypt, Lebanon, and Morocco.

Because it is the language of Islam’s holy book, the Quran, the number of Arabic

speakers has increased due to the growing number of Muslim converts world-

wide and the Islamic faith’s tradition of reading the text in the original language

(Holes, 2004). Since the inception of Islam in the seventh century CE, Arabs have

inhabited many traditionally non-Arabic speaking countries, sometimes adopting

non-Arabic loanwords into the Arabic language. For example, the word
	
XA
��
J
�
�

�
@

‘teacher’ is a loan from Persian. Furthermore, in the modern era, globalisa-

tion has introduced many terms to the Arabic language, such as the internet.

Though this is an English term, Arabs have transliterated it phonetically and

added it to their terminology with the same meaning and pronunciation. Never-

theless, Modern Standard Arabic (MSA) has retained the syntax, vocabulary, and

phraseology of classical Arabic. Because Arabs generally understand this form

of Arabic, many use MSA as the formal medium for virtual, written, and spoken

broadcasts. It is also used in schools and televised news broadcasts. In symbolic
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Table 3.1: Example of Verb ú
�
¯ð ‘Protect’

Root English Arabic Pronunciation Number of
Phonemes

Part of
Speech

He protected
ú
�
¯ð

Waqa 3 Past tense
Verb

He protects
ù



�
®K


Yaqy 3 Present tense
verb

Protect
�
�

Qi

2 (one for letter
�
� + vowel)

Imperative
verb

terms, MSA is an intrinsic part of daily life for Arabs, regardless of their different

dialects. In other words, MSA is the dominant language in everyday life in the

Arabic speaking world for business, education, and formal government services,

as well as televised broadcasts and news articles (Holes, 2004).

3.1 The Arabic Root-Pattern System

Arabic morphology is unique. Every word in the Arabic language has a three-

letter root representing the base meaning of the word. From each of these roots,

dozens of words can be formed. Specific patterns are applied to the roots, chang-

ing the root’s meaning to form a related word. The logic and cohesion of the

Arabic language, which is highly systematic, originates from this advanced root-

pattern system. In its most basic elements, Arabic is composed of consonant

roots that work in tandem with vowel patterns.

More specifically, a root or P
	
Yg. is a relatively invariable discontinuous bound

morpheme represented by two to five phonemes—typically three consonants in a

specific order—that has lexical meaning and interlocks with a pattern to form a

stem (Ryding, 2005). An example is shown in Table 3.1.

The pattern, as mentioned above, is a limited and, in many cases, discon-
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Table 3.2: Arabic Root Pattern of I.
�
J» ‘Wrote’ With Three Vowels, Red Indicates

the Short Vowels.

Root
English

Arabic Pronunci-
ation

Word (With
Vowels)

Part of
Speech

Meaning

Wrote I.
�
J» Ktb

Verb He wrote

Noun
(Plural)

Books

Past par-
ticiple verb

Has written

tinuous morpheme consisting of one or more vowels and slots for root phonemes

(radicals). These interlock with a root to form a stem, either alone or combined

with one to three derivational affixes, and generally the affixes have grammatical

meaning (Ryding, 2005). Put simply, patterns are the fixed moulds of words

into which roots can be inserted. Together, the root letters and the patterns in

which they are placed form words. Patterns, like suffixes and prefixes, also carry

meanings.

Thus, the root-pattern system consists of roots that have a general meaning,

with more specific meanings and functions created by the patterns in which the

roots are placed. To better understand how roots and patterns work together,

one can consider the common root of I.
�
J » or ‘wrote’, which forms the basis

of Arabic words related to writing or inscriptions. A combination of this root

with different patterns forms different words, as seen in the example in Table 3.2,

illustrating three patterns of I.
�
J» ‘wrote’ with short vowels as patterns.

The root similarities between all three words are readily apparent, even to the

untrained eye. While the root I.
�
J» ‘wrote’ signifies a word or phrase related to

‘writing,’ it is clear that three new words are formed when the patterns, as short

vowels, are added. Another example of different patterns with affixes added to

the same root is shown in Table 3.3.
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Table 3.3: Influence of Affixes on the Word I.
�
J» ‘Wrote’.

English Arabic Pronunciation Type Example

Writing
I.

�
J»

ktb Verb He wrote

Writer
I.

�
KA¿

katb Noun Writer

Book
H. A

�
J»

ketab Noun (singular) Book

Writers
éJ.
�
J»

katabah Noun (plural) Writers

Table 3.4: Details of Affixes With The Root ÕÎ« ‘Knowledge’, Affixes are in Red.

Root
English

Arabic Pronun-
ciation

Word
Derivations

Added
Affixes

POS Meaning

Knowledge ÕÎ«�
Ilm

none Verb He knew

	
Ë


B@

alif = a

Noun Scientist

ZA J
 Ë @

ya = ee

Noun
(singu-
lar)

Someone
who
knows
very
much

ð
	

Ë

B@

�
è 	QÒêË @ a’a

Noun
(plural)

Scientists

In short, affixes are clitics added to a word for precision and contextual pur-

poses. Their types depend on their position as prefixes, suffixes, or infixes.

Table 3.4 shows an example of patterns, as affixes, added to the root ÕÎ« which

refers to ‘knowledge.’ Thus, each generated word shares the meaning of the root

‘knowledge.’

Much as English relies on the relationship between consonants and vowels,
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Figure 3.1: A Full Sentence in One Word.

Arabic relies on the relationship between roots and patterns to form words. Roots

also allow Arabic speakers to piece together the meaning of new words based

on general concepts. In the examples above, readers could identify the general

meaning using the root I.
�
J» ‘wrote’ or ÕÎ« ‘knowledge’, while using the patterned

consonants and vowels to extract the precise definition.

Moreover, the combination of roots and patterns is highly distinctive and may

produce the equivalent of a complete sentence in one word. An example of this

design can be seen in Figure 3.1, which shows an Arabic word AëñÒÊª
�
K that is

the equivalent of an entire three-word sentence in English: ‘You learn it.’ The

prefixes and suffixes that serve as patterns are connected to the root, constructing

a logical sentence.

With the importance of the Arabic root-pattern system in mind, the difference

in content or function types of words in Arabic is now examined.

3.1.1 Content Words

As mentioned earlier, content words have individual meanings, and they can

include nouns, verbs, adjectives, adverbs, and interjections.

Nouns

Derived from lexical roots, Arabic nouns are formed by placing certain patterns

into the root to create different nouns. As in English, Arabic nouns can be
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common or proper nouns. Compound nouns are formed in Arabic by combining

two independent words to form a syntactic unit. Table 3.5 shows examples of

compounds (Massey, 2008).

Adjectives

Adjectives are words that describe a noun. They are divided into two groups,

depending on their role: attributive and predicative. Attributive adjectives are

part of a noun phrase and directly follow a noun to describe it further. In this case,

the adjective must agree with the gender and number of the noun. A predicative

adjective provides information about the sentence’s subject, thus completing the

clause. It acts as a predicate in a nominal sentence and agrees with the noun’s

gender and number.

Arabic adjectives have a comparative or superlative degree. Comparative

adjectives, which compare two nouns, usually have the root Éª
	
¯

@/ ‘afa al’. Su-

perlative adjectives are used to indicate the highest degree of comparison. These

have the same root Éª
	
¯

@/ ‘afa al’ for the masculine form and start with prefix


@/

‘a a’. In the feminine form, they have the root úÎª
	
¯/ ‘fu la’ and the suffix ø/

‘a a’ (Abu-Chacra, 2007). Table 3.6 lists examples of masculine and feminine

superlatives and of attributive and predicative adjectives.

Table 3.5: Compound Nouns.

Noun
Pronunci-
ation

Arabic English Noun
Type

Composition

Abdul
Rahman

Proper noun +
proper noun

Abdul
Rahman

Proper
noun 	á ÔgQ Ë@ + Y J. «

Abdul + Rahman

Humat al-
watan

Common plural
noun +
Common plural
noun

Nation
protectors

Common
noun 	á £ñ Ë@ +

�
èA Ôg

Humat + alwatan
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Table 3.6: Adjective Examples.

Masculine Superlative Feminine Superlative
English Arabic Pronunciation Arabic Pronunciation
Biggest

Q�.»

B@

al a ‘akbar
øQ�.ºË@

al kubra’

Smallest
Q
	
ª�


B@

al a ‘asghar
øQ

	
ª�Ë@

al sughra’

Best
É

	
�
	
¯

B@

al a ‘afdhal

úÎ
	
�

	
®Ë @

al fudhla’

Attributive Adjective Predicate Adjective

Ahmad ate
a green ap-
ple

Z @Qå
	
�

	
k
�
ékA

	
®
�
K YÔg


@ É¿


@ The house is

green Qå
	
�

	
k

@
�
I�
J. Ë @

Table 3.7: Verb Examples.

Sentence Verb Type

English Arabic

Ahmad ate the apple.
ékA

	
®
�
JË @ YÔg


@ É¿


@

Ate Past

Ahmad is eating the apple.
ékA

	
®
�
JË @ YÔg


@ É¿


AK


Is eating Present

Eat your apple!
ékA

	
®
�
JË @ É

�
¿

Eat! Imperative

Ahmad will eat his apple.
ékA

	
®
�
JË @ YÔg


@ É¿


AJ
�

Will eat Future

Verbs

As in all languages, verbs in Arabic indicate the action in a sentence. Arabic

verbs are formed from a combination of two to five consonants as roots that form

the base meaning of the verb. Verbs are categorised, according to their tense,

into past, present, and future. There are also imperative and future tense verbs.

Though not as commonly used as the other verbs, the latter express actions in

the future (Abu-Chacra, 2007). Examples are given in Table 3.7.
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Adverbs

Arabic adverbs are mainly derived from nouns or adjectives. Their main function

is to modify any part of speech aside from nouns. The adverb can modify verbs,

adjectives, other adverbs, and clauses. It also gives extra information about the

word in terms of manner, time, and the frequency of performing a specific action.

Examples are in Table 3.8.

Interjections

These are words, such as èðð

@ ‘ooh’ or ©ªK
 ‘yuck’, that express the sentimental

state of the speaker.

Gender, Person, and Number

Gender, person, and number are also important components in Arabic morphol-

ogy. There are three persons—first, second, and third—with the first person

having no gender distinction. In the second person, there are five forms, de-

pending on number and gender: masculine singular, feminine singular, dual (two

persons), masculine plural, and feminine plural. Finally, in the third person, there

are six verbal distinctions and five pronoun distinctions: singular masculine = ñë

‘he’, singular feminine= ù


ë ‘she’, dual masculine= AÒë ‘they’, dual feminine=

Table 3.8: Adverb Examples.

Adverb Sentence
English Arabic Type English Arabic
Usually �

@
�
èXA«

Frequency He usually goes
in the morning. . hAJ.�Ë@ ú




	
¯ I. ë

	
YK
 AÓ

�
èXA«

Soon �
AJ. K
Q

�
¯

Time I will graduate
soon. .

�
AJ. K
Q

�
¯ h. Q

	
m�
�
'

A�

Together �
AªÓ

Manner! We went to-
gether to the
mall.

.
�
�ñ�Ë@ úÍ@

�
AªÓ A

	
JJ.ë

	
X
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Table 3.9: Verb and Noun Affiliation. Note: Red Indicates the Prefix,
Blue Indicates the Suffix, and Green Indicates the Root. Fem.=Feminine,
Masc.=Masculine.

Descrip-
tion

Base Form Fem.
Singu-
lar

Masc.
Singu-
lar

Fem.
Dual

Masc.
Dual

Fem.
Plural

Masc.
plural

English
Arabic
Pron.
Type

Eat

É¿

@

a’kl
verb

English
Arabic
Pron.
Type

Management
�
èP@X@



idarah
noun

AÒë ‘they’, plural masculine = Ñë ‘they’, and plural feminine = 	áë ‘they’. As

a result, there are 13 Arabic person categories, whereas English has only seven

(Shamsan & Attayib, 2015). Arabic has three numbers: singular, dual, and plu-

ral. Thus, there are distinct pronouns for pairs of people, or animals, whereas

in English any number more than one is treated as a plural. Arabic does not

consider quantities to be plural until they are three or more. Patterns, such as

affixes (prefixes/suffixes) and vowels, can be attached to a verb or noun to spec-

ify gender, person, and number. Table 3.9 shows an example of verb and noun

inflection.

3.1.2 Function Words

Function words are expressed by ‘particle’
	

¬Qk, in the Arabic POS basic struc-

ture. Function words do not generally carry meaning by themselves, but are a

supportive structure that helps to produce organised and detailed meaning in

text. There are a limited number of particles—less than 100—in Arabic. Each

particle holds a peculiar meaning and functions according to that meaning when
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Table 3.10: Examples of Exception and Negation Particles.

Particle
English

Arabic Pronunciation Type

Except
B@


ila
Exception

(One particle)

Except
@Y« AÓ

Ma ada
Exception

(Two particles)

Except
��
Ë

lais
Negation

(One particle)

added to a word or sentence. Two particles can be combined to express a more

definitive meaning for the context; for example, AÒJ
� B which means ‘especially,’

contains two particles ‘la’ and ‘siyama’ and precisely means ‘for that’ Particle

types differ based on their function, such as exception and negation particles, as

shown in Table 3.10. Exception particles are used to express an object as separate

from a particular group. Usually, these are followed by the expectant, a noun.

Negation particles are used to negate a statement. Further examples of particles

include prepositions, conjunctions, and pronouns.

Prepositions

Though they are limited in number, prepositions play a vital role in signifying

the relationship between one word and another. A preposition may consist of

only one letter attached to a noun or a separate word composed of several letters.

Each preposition has a linguistic meaning that appears when added before a noun,

signifying a location or direction. Prepositions also include derivative prepositions

that are a form of a temporal or locational adverb. Some examples include ú



	
¯

‘in’ and úÎ« ‘on’.
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Table 3.11: Examples of Conjunctions.

Conjun-
ction

Translation Type Meaning Example Translation

Wa ð

And detached Addition

�
ékA

	
®
�
JË @

��
IÊ¿


@

. 	PñÖÏ @ ð
I ate the apple
and bananas.

Fa
	

¬

Then attached Addition

�
ékA

	
®
�
JË @

�
IÊ¿


@

. 	PñÖÏ A
	
¯

I ate the apple,
then the bananas.

A’kin
	áºË@

But detached Opposition
ð

�
�ñ�ÊË

��
IJ.ë

	
X

. É
	
®
�
®Ó

�
�ñ�Ë@ 	áºË

I went to the mall,
but the mall was
closed.

Conjunctions

Conjunctions are particles that primarily function to connect words or sentences

to show a link, such as cause and effect, contradiction, or sequence. There are

two types of conjunctions: coordinating and subordinating. Coordinating con-

junctions are the type used most in Arabic, as they connect two related words,

thoughts, or sentences. Subordinating conjunctions, on the other hand, connect

two unequal clauses. When one clause contains a verb, the other clause needs an

object, if an object is not present then the statement becomes unequal, hence,

subordinating conjunctions are used to link the clauses. Conjunctions can be

attached to or detached from a word. Because they are function words, each con-

junction has a unique meaning and performs a linguistic function (Bouchentouf,

2013). Table 3.11 presents some conjunctions with examples of their use.

Pronouns

These are words used to replace a noun. Like conjunctions, Arabic pronouns can

be attached or detached. If attached, they are linked to a word in place of the

person/thing and agree with the word’s number and gender. For example, the
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Table 3.12: Pronoun Types and Examples, Red Indicates the Pronoun.

Pronoun Specification Type Example Transl-
ation

�
I
�
	
K

@ anti

Feminine sin-
gular

Detached

.
�
Ijm.

�
	
' ú




�
æË @

�
I
�
	
K

@

You are the one who passed.

You

��
I

	
K

@ anta

Masculine sin-
gularr

Detached

im.
�
	
' ø




	
YË@

��
I

	
K

@

You are the one who passed.

You

ø


ya

Feminine sin-
gular

Attached
½�PX ú



æ�PX@

You study your lesson.
You

A
	
K na

Feminine and
masculine
dual

Attached We

pronoun ø



‘ya’ is assigned when an imperative verb is directed to a feminine

subject, however, the pronoun

@ ‘aa’ is attached when the imperative verb is

directed to a masculine subject. Detached pronouns are concrete words used in

place of persons and things in a sentence. Similar to attached pronouns, they

also agree with the person, number, and gender specifications of the subject and

object (Bouchentouf, 2013). Table 3.12 lists some examples. As pronouns perform

a grammatical function when added to a sentence, they are also categorised as

particles in Arabic.

Determiners

In addition to the function words above, Arabic also uses determiners, which

are classified as definite and indefinite. The prefix al- is definite and used at the

beginning of nouns and adjectives. The indefinite determiner is the diacritic mark

ô attached to the end of case-marking vowels in nouns and adjectives (Ryding,

2005). For example, ‘the dog’ is expressed as ‘al kalb’ I. Ê¾Ë@, while ‘a dog’ is
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Table 3.13: Affixes as Function Words: Affixes are Colored in Red , Noun or Verb
Colored in Green.

Prefix/
Suffix

Meaning,
Role

Example Translation Similar
Function
Word

È li +

verb
To do, justifi-
cation

Ahmed went to play
with

Hence
Thus

In order to

¼ ka +

Noun
As, similarity Your face is as the

moon.

Similar
Like

� sa +

verb
Will, Future
action

Ahmad will go to the
market.

Shall

‘klbaan’
�
AJ. Ê¿.

Affixes as Function Words

When attached to a word, some affixes convey a grammatical meaning. For

example, in English, the prefix ‘un-’ has the same grammatical role as the function

word ‘not.’ Though not concrete, these affixes are considered, in their role, as

function words because they give a functional meaning when attached to a word.

Table 3.13 shows an example.

3.2 Arabic NLP Challenges

The unique morphology of Arabic creates challenges for the Arabic language re-

search community. These challenges have a direct impact on NLP tool processing

and overall, on deceptive-news detection systems. Some challenges are explained

below.
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3.2.1 Orthographic Variations

Some Arabic letters share the same letter shape but have different pronunciations

when marks such as single dots or double dots—hamza (Z), or mada (∼)—are

placed above or below the letter. Thus, NLP tools must distinguish between the

letters based on the position of these marks. However, some MSA texts are lax

about adding these marks and the proper marks are sometimes omitted. It is

usually up to the reader to determine which word is intended, depending on their

familiarity with this practice. For example, the word ú



	
¯ meaning ‘in’ is sometimes

written without the two dots beneath it as ú
	
¯.

3.2.2 Lack of Capitalisation and Punctuation

The absence of capitalization and clear punctuation rules in Arabic make pre-

processing difficult. During the automatization process, the machine cannot dis-

tinguish between one clause and another, as some Arabic sentences may run the

length of an entire paragraph without commas, with coordinators linking the

statements together and with the whole section having only one final punctua-

tion mark. Additionally, as proper names in Arabic are not capitalized, their

shape is not identifiable. In some cases, a proper noun may be mistaken for a

common noun. For example, ÐCg

@ú



	
æ
�
J
	
¢
�
®K



@ could mean ‘I was awakened by dreams

or ‘I was awakened by Ahlam’ (a personal name), as ÐCg

@ ahlam means ‘dreams’

in Arabic and is also a common girl’s name.

3.2.3 Homographs

The current habit of readily discarding the written diacritics of words in MSA

text creates homographs. As mentioned in Elkateb et al. (2009), diacritics are

essential and considered short vowels used to identify the pronunciation of letters.

Inevitably, ambiguity arises when diacritics are misplaced or misused, leaving the
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reader to identify the word according to the overall context and making it harder

for NLP tools to identify the word accurately. As with any language, when there

is misuse of a single diacritic, such as
�
èY

�
� ‘shaddah’, which doubles the consonant,

it can cause confusion in multilingual contexts and will mean failure to identify

words correctly. For example, the word É
�
JÓ ‘mathal’, when written without a

shaddah on the middle letter might imply the meaning, ‘similar.’ However, when

a shaddah is added to the middle letter É
�
�
JÓ,‘ maththal’, it means ‘acting.’

3.2.4 Lack of Arabic Lexicons

Standard Arabic lexicons include Lisan Al-Arab1 and Al-Mujam Al-Ghani2, which

have entries for over 300,000 words. These lexicons are widely used in text analy-

sis projects, such as sentiment, subjectivity, and author analyses, as well as iden-

tifying the author’s gender (Al-Barhamtoshy, Hemdi, Khamis, & Himdi, 2019;

Alsmearat, Al-Ayyoub, Al-Shalabi, & Kanaan, 2017; Mohammad, Salameh, &

Kiritchenko, 2016). Although these two lexicons are useful, they do not provide

easy access to specific lexical categories. As in dictionaries, all the words are

arranged in alphabetical order, with each word defined and given its grammatical

use, if provided. The researcher needs to search for their desired words and com-

bine similar words that have similar purposes to form a specific lexicon, which

could be burdensome. In fact, some researchers have manually compiled specific

Arabic lexicons such as Arabic particle lexicons (Namly, Bouzoubaa, Tahir, &

Khamar, 2015), verb lexicons (Loukil, Haddar, & Hamadou, 2010), and senti-

ment lexicons (Mohammad et al., 2016). A recent lexicon is ArDep: An Arabic

Lexicon for Detecting Depression (Alghamdi, Mahmoud, Abraham, Alanazi, &

Garćıa-Hernández, 2020), which was compiled to recognize the Arabic words and

phrases used by people suffering from depression.

1http://arabiclexicon.hawramani.com/ibn-manzur-lisan-al-arab/
2https://nujoomapps.com/product/mojam-al-ghani/
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On the other hand, researchers have translated available non-Arabic specific

lexicons in other languages such as English and French into Arabic for research

use. For example, Karoui et al. (2017) translated an intensifier lexicon in French

to Arabic (Karoui, Benamara, Moriceau, Aussenac-Gilles, & Belguith, 2015).

To enhance the use of lexicons, some authors of sentiment lexicons have as-

signed each word a score to test a system’s ability to predict the sentiment inten-

sity score for a given text. The Multi Perspective Question Answering (MPQA)

subjectivity lexicon, for example, contains 2,718 positive, 4,911 negative, and 570

neutral words. Each word was assigned a score between 0 and 1 indicating the

intensity, with 1 indicating the maximum score for a positive sentiment and 0 for

a negative one. Another example is the emotion lexicon by Strapparava and Mi-

halcea (2008). This lexicon included the six basic human emotions, according to

Ekman (1999), as its emotion categories. It has 748 words for expressing anger,

155 for disgust, 425 for fear, 1,156 for joy, 522 for sadness, and 201 for surprise.

It gives fine-grained scores to each word, using a scale from 0 to 100 to indicate

intensity in the specific emotion category.

3.2.5 Lack of Arabic NLP Tools

Unfortunately, with most research focused on building sentiment lexicons, other

domain lexicons have been neglected. The lack of multiple domain lexicons has

caused a lack of NLP tools that support the Arabic language, dampening in-

terest in Arabic research projects. Although there is a large set of tools and

programming language libraries for English that support NLP—such as NLTK3,

StanfordNLP4 by the Stanford group, TextBlob5, Genism6, and SpaCy7—there

are fewer such tools in Arabic. Natural language processing tools that do exist

3https://www.nltk.org/
4https://nlp.stanford.edu/
5https://textblob.readthedocs.io/en/dev/
6https://radimrehurek.com/gensim/
7https://spacy.io/
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for Arabic are:

• Tashaphyne is an Arabic light stemmer and segmental tool. It provides

light stemming, such as removing prefixes/suffixes, and generates segmen-

tation. It uses its own built-in customized prefix and suffix list, which offers

precise stemming. Besides stemming and segmentation, it offers normalisa-

tion and root extraction.

• StanfordNLP is a multilanguage NLP tool used for many languages. For

Arabic, it provides parsing, tokenization, sentence splitting, name entity

recognition, and POS tagging. It offers utilities through a Python package.

• Farasa is an Arabic-specific tool that provides NLP utilities through a col-

lection of Java libraries. The utilities include discretization, segmentation,

POS tagging, NER, and parsing.

3.3 Tasaheel Tool

For the current research, we have designed a tool to perform various NLP tasks for

the Arabic language by combining several Python packages that perform Arabic

NLP tasks and upgrading some of their features to include other tasks to support

Arabic textual analysis (see Figure 3.2). We designed a two-stage framework to

provide a comprehensive solution for Arabic textual research projects that require

NLP.

This section describes NLP tasks already available in the packages supported

by NLP tools:

• Stemming: This was undertaken using Farasa and Tashaphyne.

• Segmentation: Due to Arabic’s unique morphology, it is necessary to

segment text into morphemes to decrease the ambiguity created by the

57



Chapter 3. Characteristics of Modern Standard Arabic (MSA)

Figure 3.2: Tasaheel GUI.

attached affixes. The packages available, such as Tashaphyne and Farasa,

were used to mitigate this issue.

• Normalisation: It is important in many Arabic research projects dealing

with text to perform normalisation that unifies text. Normalisation helps

reduce word ambiguity and remove unnecessary noise associated with the

text. Here, the Tashaphyne was included. Another set of options was also

provided to perform single normalising tasks, such as removing numbers,

non-Arabic letters, characters, stop words (user provides the list of stop

words), and diacritic marks.

• POS tagging: POS taggers were used to assign a POS to each word in a

sentence. Further, the user is presented with two POS tagger types: Farasa

or Stanford NLP.

• Emotion, polarity, and linguistic tagger offers word tagging of words with

emotion polarity or a particular linguistic function.
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When creating a tagger function, word resources and extraction methods must

be put in place. For example, the natural language tool kit (NLTK) library in

Python that supports NLP functions, such as POS tagging, has several corpora

that contain words and their POS tags. All the techniques form a method using

the position of the word in the sentence to give it its accurate POS tag, where

each tag is identified from a corpus; we followed this idea when tagging the textual

categories which include emotion, polarity, and linguistics.

Most importantly, we needed to create wordlists for emotion, polarity and

linguistics word tagging. In the following section, we detail their construction.

3.3.1 Creation of Wordlists

Not only do languages with unique morphologies such as Arabic lack the relevant

corpora available for a high-resource language such as English, but they also lack

the basic lexical resources. While this lack of readily available lexical resources

created a challenge for this study, it also produced opportunities. Since these

lexical resources had to be created from the ground up, they could be crafted

to meet the specifications and goals of this research. As previously stated, most

Arabic lexicons were either created and annotated manually (Mohammad et al.,

2016) or translated from non-Arabic lexicons (Karoui et al., 2017; Saad & Ashour,

2010). The first phase of lexicon creation is quite intense and the second involves

the somewhat tedious work of translating words and removing any duplicates

that might be produced by translation. Henceforth, the term ‘wordlist’ is used

for convenience and to distinguish it from lexicons, which may be associated with

scores. In other words, all the words have the same purpose within the feature

category.
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Emotion and polarity Wordlists

The emotion and polarity wordlists were created from the words included in

previous lexicons. Specifically, to create the emotion wordlist, we extracted the

words from Bing Li’s English language emotion lexicon8. The emotion words fall

into the six basic categories of human emotions: I.
	
�

	
« ‘anger’, 	P @

	Q

�ÖÞ
�
� @ ‘disgust’,

	
¬ñ

	
k ‘fear’, 	

à 	Qk ‘sadness’, hQ
	
¯ ‘joy’, and úk

.
A
	
®
�
JÓ ‘surprise’. Fortunately, the words

had previously been translated into Arabic in a study by Saad and Ashour (2010),

in their ‘Arabic emotion lexicon.’ The emotion wordlists categories contains the

following six emotion wordlists categories:

• 748 words denoting anger

• 155 words denoting disgust

• 425 words denoting fear

• 1,156 words denoting joy

• 522 words denoting sadness

• 201 words denoting surprise

Similarly, words from the Arabic Sentiment Lexicon created by Mohammad

et al. (2016) were extracted to form the polarity wordlists categories. The lexicon

included ú


G
.
Am.
�'

 @ ‘positive’ and ú



æ
.
Ê� ‘negative’ words. All the words were included

in the positive polarity category comprising 2,006 positive words and the negative

polarity with 4,783 negative words.

It is important to note that certain words in the polarity wordlists are un-

avoidably repeated in the emotion wordlist. This is because emotions involve a

broader and larger analysis than sentiment to cover the specific details of the

desires, goals and intentions linked to a person’s facial expressions. Examples of

the polarity and emotion wordlists are provided in Table 3.14.

8https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
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Table 3.14: Emotion and Polarity Wordlists.

Content
Feature

Translation Example

Anger anger, exasperation, indignation,
resentment

,
	
¡J


	
« ,

�
�
	
Jk , ¡

	
m�� , I.

	
�

	
« ,

�
éÒ
�
®
	
K

	
�Aª

�
JÓ@

Sadness worry, crying, tears, tearing
,
�
Ñë , ZA¾K. , ¨ñÓYË@ , ¨ñÓX

©ÓY
�
K , ©ÓX , ©ÓYK


Fear terrible, scary, horrific, horrific,
terrifying, damned

, I. J
ëP ,
	

J

	
m× , ¨ðQÓ , I. «QÓ , ¨ 	Q

	
®Ó

	á�
ªË

Joy
good, generous, delicious,

beneficial �
èY

KA
	
¯ , I. J
£ , lÌ'A� , Õç'
Q» ,

	
YK


	
YË

Surprise surprise, amazement, confusion
	
à@Q�
g ,

�
�ëY

	
JÓ , Èñë

	
YÓ ,Q�
m

�
�
' ,

�
èQ�
g

Disgust disgust, repulsion, loathing
, 	P@

	Q

�ÖÞ
�
� @ ,

�
I

�
®Ó , Pñ

	
®
	
K ,Q

	
¯A
	
J
�
K

	P 	Q
�
®
�
K,Pñ

	
®
	
K

Positive wise, free, luxurious, classy
ú



�
¯@P , Õæ



ºk , ú




	
GAm.
× , Q

	
kA

	
¯

Negative dirty, stingy, revolution, mean
�
èPñ

�
K , t��ð , Õæ





JË , ÉJ


	
m�'.

In total , we have organized six emotion wordlists, anger, fear, sad, surprise,

disgust, joy, that are part of the emotion wordlists category and two polarity

wordlists, positive and negative , that are part of the polarity wordlists category.

Linguistic Wordlists

Inspired by the previous work of Saad and Ashour (2010) and Karoui et al. (2017),

we heuristically created a wordlist for each linguistic category to be further em-

bedded into Tasaheel. We followed two methods to organise the words to form the

linguistic wordlist. First, we formed the intensifier and hedges wordlists by trans-

lating the English lexicons available for that category. Intensifiers were translated
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Table 3.15: Lexicon Resources.

Lexicon Name Author Publisher
Country

First
Publishing Date

H. QªË@
	
àA�Ë

Lisan Al Arab

Pñ
	
¢
	
JÓ 	áK. @

Ibn Manthur
Tunisia 1290

¡J
�ñË@ Ñj. ªÖÏ @

Al-Mu’jam Al-Waseet

èQëA
�
®ËAK. éJ
K. QªË@ é

	
ªÊË @ ©Òm.

×

Arabic Language Association
in Cairo

Egypt 1960

ú



	
æ
	
ªË @ Ñj. ªÖÏ @

Al-Mujam Al-Ghani

Ð 	QªË@ ñK.


@ ú



	
æ
	
ªË @ YJ.«

Abdul Ghani Abu Al-Azem
Morocco 2016

from the English intensifier lexicon (Wilson, Wiebe, & Hoffmann, 2005), and

hedges were translated from the English hedge lexicon (Islam, Xiao, & Mercer,

2020). The words were translated using Google Translate, and duplicate words

produced by the translation were removed. Second, as not all the linguistic cate-

gories were available in other languages, we created further wordlists by referring

to a range of reliable, well-known Arabic lexical resources. The latter was benefi-

cial, as these resources provided words denoting the linguistic categories needed

in our work. We organized the words for each linguistic category, relying mainly

on the Arabic lexical resources, as shown in Table 3.15. All the words in the

wordlists were content words that fit the role of the wordlists for which they were

included.

3.3.2 Wordlist Revision

Assuming that the emotion and polarity wordlist were credible for use because

they had already been used in Arabic research studies (Al-Ayyoub et al., 2017;

Al-Barhamtoshy et al., 2019; Karoui et al., 2017; Mohammad et al., 2016; Saad &

Ashour, 2010), we revised only the linguistic wordlists. Three female Arabic lin-

guistics scholars from Umm-AlQura University in Makkah, Saudi Arabia, revised
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Table 3.16: Linguistic Wordlists With the Number of Concordant Words Each
Contains.

Lexical Wordlist Meaning
Word Example
(Translated into

English)

Assurance [7] transitions used to indicate assurance

	


	
K

	á�
«
	
à

@

A’an – a’in – nafs
for sure, surely, certainly

Negations [7] used to dispute the truth of a statement

È - 	áË - B

la – lan – lam
no, not, never

Intensifiers [14] to strengthen the meaning of a word

ªJ
Ô
g
.
BÓAÖ

�
ß @Yg.

jidan – tamaman - jame
very, too, not at all

Hedges [7] to soften / express hesitation / unassur-
ance

ÈAÒ
�
Jk@ I. m.

�'



	áºÒÖÏ @ 	áÓ

ehtimal- yaji’b- min almomkin
maybe/ should/ could/ may

Justification [9] to show cause / justification
Ég.


@ 	áÓ ½Ë

	
YË I. �.��.

bisabb- lithalik-min ajel
because/ to/ for that

Temporal [8] to show time

@Y
	
« ékPAJ. Ë @

albariha – ghadan
yesterday, tomorrow

Spatial [10] to show space

Y
	
J«

�
�ñ

	
¯

�
Im�

�
'

taht – foug- e’nd
under, over

Illustration [6] used to portray

É
�
JÓ ÈA

�
JÓ

mithal- mathal
for example

Exceptions [6] used to indicate omission

øñ� øY« B@


e’la – a’da – siwa
except

Opposition [4] to indicate adversity

AÖ
	
ß @


	áºË

lakn – e’ nama
but /although

the set of linguistic categories. They classified each word as ‘approved’ or ‘not

approved’ based on its fit with the category. Aggregation was based on voting;

at least two scholars had to agree on the word’s compatibility with its linguistic

category.

As a result, 10 linguistic wordlists category were formed and approved, con-
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taining concordant words within the functionality of each category. Table 3.16

describes each linguistic wordlist, along with the number of concordant words it

contains, with examples of the words translated into English.

3.3.3 Invoking Wordlists

I coded the tool to perform emotion, linguistic, and polarity word tagging and

integrated it into Tasaheel. The user can choose which type of textual category

they require, and an output file will be produced with all the text files tagged

according to the chosen tagger option by word matching. This approach uses

the exact string matching method recommended by Al-Sanabani and Al-Hagree

(2015), where each word in the list is compared to each word in the text files

and a match is displayed in the output file (for more details about Tasaheel, see

Appendix A). End users are free to handle and update these customized wordlists

separately.

3.4 Summary

This chapter provides a comprehensive background of the Arabic language by

taking an in-depth look at the language’s morphology, content words, and func-

tion words. As a result, it reveals challenges in the NLP domain, for which it

constructs and details a tool that serves Arabic research.
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Methodology

In this chapter, we present the methodology used in this research. The chapter

outlines the research principles, procedures, and practices (Kazdin, 1992). It

reports the research design, data collection and pre-processing, the selection of

textual features, and the tools and measures necessary to train and test the

model. A supervised machine learning technique was used in the research to

build a model that classifies real and fake Arabic news articles. The proposed

model is comprised of multiple stages described in the chapter.

4.1 Research Paradigm

A research paradigm is the ‘[. . . ] lens that guides the choice of theory and meth-

ods in research’ (Neil, 2007). With this in mind, a methodological approach

is typically mandated when conducting research studies. A methodological ap-

proach is defined as ‘[. . . ] the approach by which research troubles are solved

thoroughly’ (Mishra & Alok, 2017). Thus, finding solutions to problems is one

goal of research. The paradigm of a research study to find such a solution consists

of a philosophy with specific reasoning. A research philosophy is defined as new

and reliable knowledge about the research implemented (Žukauskas, Vveinhardt,

65



Chapter 4. Methodology

& Andriukaitienė, 2018). In the diverse field of research, several philosophical

trends are prevalent, the two most common being positivism and interpretivism.

In the first, a researcher is an objective analyst who detaches themselves from

personal views and works systematically to produce an objective work that con-

tributes to knowledge. The second trend, interpretivism, depends on interpreting

and conducting work in a subjective manner (Mishra & Alok, 2017).

Generally, a research study sketches its aim prior to starting the first step.

To reach the aim, researchers should apply a reasoning method that depends on

that aim. Common forms of reasoning are inductive and deductive reasoning.

Inductive reasoning aims to develop a theory, from the data upward to an output

(result), while deductive reasoning intends to test an existing theory, which is

a production of prior inductive research. Research designs, then, are based on

research reasoning .Research designs depend on the aim of the research and can

be descriptive, exploratory, or explanatory. Fundamentally, descriptive research

describes a research issue without performing any statistical testing or observative

analysis. Explanatory research is performed when testing a relationship between

variables, thus generating statistical results and definitive analysis. Exploratory

research is based on experiments that help generate new knowledge and, in turn,

define findings (Nahar, Al Eroud, Barahoush, & Al-Akhras, 2019).

Ultimately, the conducted research must have a structural framework that

enables a researcher to pursue their journey with a systematic approach. Three

approaches are commonly used in research: quantitative, qualitative, or mixed

methods. The qualitative approach requires descriptive analysis that examines

the data. A quantitative approach is concerned with quantitative phenomena,

specifically research that handles objects that may be expressed in terms of quan-

tity or countable means. This type of research often requires a more systemic

analysis, by conducting experiments and computational techniques, and present-

ing data in a numeric form, such as percentages, statistics, and formulas (Mishra
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& Alok, 2017). The mixed approach is based on both the qualitative and quan-

titative approaches and is the most common research type.

The research strategy is developed in accordance with the research design,

which may be in the form of experiments, case studies, and surveys. To carry out

the research, data must be gathered. Data may be collected as a cross-sectional

random sample, which means that data from a random sample at a single point

in time is collected. Another method of data collection is longitudinal, which

collects non-random samples from subjects repeatedly over time in order to study

a common trait that connects them. The outcome of these strategies leads to the

production of data that must be further analysed.

Data collected may be presented in a quantitative or qualitative form. Accord-

ingly, analysis techniques are employed to make use of this data. For example,

quantitative data requires the use of quantitative analysis techniques that rely on

calculations defined as frequencies, averages, and correlations, such as descriptive

statistics in the form of median, mean, and mode. Quantitative data analysis

can also include techniques such as inferential statistics, correlation analysis, and

regression analysis. Qualitative data requires the use of qualitative analysis tech-

niques, such as content analysis, thematic analysis, and discourse analysis, to

understand words, ideas, and behaviours (Creswell & Creswell, 2017). Figure 4.1

shows details regarding the research paradigms.

4.2 Research Design

In the previous section, we explained the research paradigm. However, a crucial

pillar of conducting research is the research design, as it allows the researcher to

apply the research approaches that are suitable for a successful study. Above, we

explained the three common types of research design: descriptive, exploratory,

and explanatory. Choosing the appropriate research design is strongly linked to
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Figure 4.1: Details Regarding the Research Paradigms.

the research aims. The primary objective of this research is to build a supervised

machine learning model that classifies real and fake Arabic news articles based on

textual analysis. We investigated textual cues in news articles that could point to

fake and deceptive text. To answer the research questions presented in Chapter 1,

we conducted further work by classifying the following: satire articles, fake articles

from real-world cases, and articles from three Arabic speaking countries—Saudi

Arabia, Egypt, and Jordan.

Generally, we used the deductive reasoning approach and an exploratory re-

search design, which is based on experiments that help generate new knowledge

and define findings. This design was deemed suitable for our research, because

studies that build machine learning models based on classification schemes rely

heavily on producing a stream of numeric input data (numerical values) that
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are used for model evaluation and analysis (Elhadad et al., 2020; Gröndahl &

Asokan, 2019; Rao & Sachdev, 2017). The features extracted from the articles,

which are used to further train the model, are converted into numerical data for

the computer to analyse. This research design generates reliable and objective

data. Further, having the data in numeric form allows it to be processed and

analysed in a quantitative analysis approach, which, as explained above, is re-

search concerning objects that may be expressed in terms of quantity or countable

means.

Previous studies that have addressed fake news followed a typical automatic

data classification scheme (Jeronimo et al., 2019; Tyagi, Pai, Pegado, & Kamath,

2019), where the text was classified as real or fake. They start by collecting data,

such as tweets (Helmstetter & Paulheim, 2018), then perform pre-processing steps

to compile a clean dataset for training. After that, features are extracted and

classified. In most cases, the features are presented as numeric vectors for the

computer to comprehend. Finally, a model is tested on these features to enable

it to further identify fake articles based on the training it received.

In this respect, a quantitative approach, has been deemed suitable for our re-

search. The construction of datasets that contain news articles, were collected ei-

ther by crowdsourcing for the primary dataset, or manually for the other datasets.

In all cases, the datasets contain data in the form of text. Further, the annota-

tion process addressed in fake news articles depended on the annotator’s choices.

However, extracting the textual features from the articles generated quantitative

data for the computer to work with. This requires quantitative approaches to

analyse. Moreover, experiments were performed to examine the applicability of

the proposed approach for classification tasks. These experiments rely on highly

numeric datasets, all of which are used to gage objective results.

As shown in Figure 4.2, the research is composed of five main stages, which

are part of three phases of the research method. The first phase is data collection,
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which includes the stage where data in the form of text articles is collected. Due to

the lack of Arabic fake news datasets, we relied on generating fake articles through

crowdsourcing. Then, we relied on the annotators’ approval for the fake articles.

Only articles that met both with their approval were included in the primary

dataset. The second phase is the data processing phase, which includes data

processing and feature extraction methods and tools. Here, various pre-processing

methods, which are crucial when dealing with Arabic language texts, such as

normalization and segmentation, were performed. Then, textual features were

extracted through NLP tools. The next phase is the data analysis phase, which

analyses quantitative results produced in the feature extraction step, utilising

using various ML classifiers. Finally, with the exploratory design in mind, we

performed experiments, such as testing and evaluating the model’s performance.

The results of these experiments were analysed through quantitative analysis.

This was strictly powered by descriptive and inferential statistics methods to

generate new knowledge and assess previous findings on fake news.

4.3 Research Method

The research applies a deductive, based on a positivist research philosophy. Pos-

itivist philosophy requires objectiveness in the researcher’s manner, with an em-

phasis on measuring variables and producing numerical data through experiments

that lead to new knowledge or support existing knowledge (Tubey, Rotich, & Ben-

gat, 2015). In this section, we detail the three stages of research design mentioned

earlier—data collection, data processing, and data analysis. Figure 4.3 illustrates

the proposed research framework.
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Figure 4.2: Research Design Steps.

4.3.1 Data Collection

To train a model in text classification tasks under supervised machine learning,

data is an essential component. Due to the lack of available Arabic datasets to

train the model, we had to create them through crowdsourcing. This method of

data collection was deemed suitable, as we wanted to imitate the production of

fake news in the real world. Articles were collected by a cross-sectional probability

sampling method. For that, we randomly gathered the articles at one time under

the assumption that they represent a sample of bigger data. The real news

articles were collected from Arabic news agencies. We collected fake articles

upon regulations proposed by Rubin, Chen, and Conroy (2015). To generate

fake articles, we relied on crowdsourcing. We assigned annotators to ensure the

submitted articles conformed with Rubin et al. (2015) guidelines for fake news

creation.
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Figure 4.3: Research Framework.

Participants were initially recruited via email from the University of Jeddah.

When we did not reach the required number of participants, we posted the task

on the Fiverr service platform. The only requirement was for the participants to

be Arabic speakers. We did not bar participants from the study based on their

age, gender, occupation, or level of education. Rather, we sought diversity among

the human participants as well as in the collected fake articles writing style.

In this research, we compiled five datasets. The first dataset included real

articles from legitimate news agencies and fake articles generated through crowd-

sourcing. The second dataset included satire articles from explicit satire plat-

forms, which were balanced with non-satire articles from non-satire news plat-
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forms. The third dataset included fake articles collected from real-world fake

articles. The fourth and fifth datasets included news articles about two distinc-

tive topics, the Hajj and Brexit, which were collected from news platforms in

three Arabic speaking countries. Through this process, we collected more than

500 fake Arabic articles, more than 400 satire and non-satire articles, and more

than 3,000 articles related to the Hajj and Brexit from Arabic news agencies.

Verification and Reliability

To maintain veracity and reliability throughout the data collection, we focused on

the data quality. We labelled articles as ‘real’ only after the verification process,

such as cross-referencing them through legitimate news agencies and fact-checking

websites. Likewise, the fake articles generated were only labelled as ‘fake’, and

thus included in the dataset, when they were manipulated by the participants

and further approved by the annotators.

The process of constructing fake Arabic articles presented unexpected chal-

lenges. First, there was the unavailability of Arabic fake news platforms. In fact,

during this study, one fake news platform, Sabk, was blocked in Saudi Arabia

within an hour. Second, the number of articles on Arabic fact-checking platforms

is limited compared to that on Western fact-checking websites. However, dur-

ing the COVID-19 pandemic there was slight increase in fake articles, which we

managed to include in the Covid dataset.

I encountered different challenges during the process of building the Arabic

fake news dataset through crowdsourcing. The first challenge was the lack of in-

terest among potential participants. One reason for this is the stiff penalties Arab

governments impose on fake news producers, such as three years jail time, which

caused fear in potential participants. To reassure them, we explicitly stated that

no personal data would be collected. Also, we explained that the task was purely

for research purposes. Appendix C provides the details of the ethics approval
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this research. We also encouraged participation in our research by offering a

monetary reward to participants. Another challenge was the poor writing of the

participants when it came to generating the fake articles. Indeed, around 7% of

the submitted fake articles were written in poor, colloquial Arabic. One example

used informal words, such as ú



	
GA
�
K ‘second,’ which was written with two dots on

the first letter in some articles, while in formal Arabic it the first letter requires

three dots ú



	
GA
�
K. This is a commonly made mistake, as diacritics and dots are often

misplaced. To overcome this problem, we set guidelines such as maintaining the

journalistic formal writing found in news articles. We also followed the guidelines

proposed by Rubin et al. (2015) to generate fake articles according to predefined

guidelines that ensure the fake article’s quality and their similarity to fake ar-

ticles in the real world. Further, the submitted fake articles were annotated by

specialised media and journalism focus annotators.

4.3.2 Data Processing

Pre-Processing

The aim of pre-processing functions is to minimise information loss whilst main-

taining maximum data dimensionality. Data pre-processing is defined as cleaning

the data from unnecessary and unhelpful information to obtain better results.

When dealing with Arabic text, pre-processing is an essential step in data classi-

fication. This is due to the unique Arabic morphology, which significantly affects

the final results. Arabic diacritics and dots, as discussed in Chapter 3, are com-

monly misplaced or unmarked, which causes word ambiguity. Another complexity

that needs to be addressed is the presence of affixes attached to the words. We

rely on exact word matching to extract the textual features (words), and affixes

attached to the words can cause mismatching. Therefore, to improve the clar-

ity and word matching of the text, we remove useless information, normalise
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the articles in terms of diacritics and clitics, and detach affixes to improve word

matching. Various pre-processing steps were performed that handled data in this

form. The main pre-processing tasks commonly used were as follows:

• Stemming

• Normalisation

• Segmentation

• Removal of non-Arabic characters

• Removal of diacritic marks

It is important to note that not all NLP tasks give a better impact when

applied to text classification models. For example, there is an ongoing debate

between studies that reported an enhancement in classification performance when

stemming was conducted and others that found lower classification performance

with stemming (Al-Anzi & AbuZeina, 2015). We turn now to the output of

performing NLP tasks, which generates data that may be further analysed. In

fact, for machines to understand the produced data, it must be converted to

numeric data, which is used by the machine to distinguish each data from another

(Kulkarni & Shivananda, 2019).

Textual Features

Inspired by the fact that an author’s writing style may result in language leak-

age, some of which may signal the presence of deceptive text (Demestichas, Re-

moundou, & Adamopoulou, 2020), such as hedging words (Islam et al., 2020)

and emotion words (Zloteanu, Bull, Krumhuber, & Richardson, 2021) four tex-

tual feature sets were composed: POS (10 features), emotional (six features),

linguistic (11 features), and polarity (two features). These textual feature sets

are composed to analyse the news articles from four different perspectives: POS,
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emotion, polarity, and linguistics. Each of these categories is further explained

below.

First, POS features are a word’s assigned POS tags that comply with its

role in a sentence. These have been effective in detecting fake news (Kapusta &

Obonya, 2020; Pérez-Rosas et al., 2017), identifying spammers on Twitter (Alom,

Carminati, & Ferrari, 2018; Saeed et al., 2022), and classifying the author’s gen-

der in the text (Alsmearat et al., 2017). This textual feature category is capable

of producing a comprehensive set of markers to investigate the text, as they are

the main blocks used to create statements. However, the analysis was limited

to those specific POS that previous studies found useful in deception detection

(Kapusta & Obonya, 2020; Horne & Adali, 2017), based on their role, as dis-

cussed in Section 2.4.1. The first set of POS features are content words, which

include nouns (Bondielli & Marcelloni, 2019; Horne & Adali, 2017; Kapusta et

al., 2020; Pérez-Rosas et al., 2017), verbs (Bondielli & Marcelloni, 2019; Kapusta

et al., 2020; Pérez-Rosas et al., 2017), adverbs (Adha, 2020; Kapusta & Obonya,

2020), adjectives (Adha, 2020; Seih, Beier, & Pennebaker, 2017), and proper

nouns (Horne & Adali, 2017). The second set of POS features is function words,

which include the following: conjunctions, prepositions, determiners, pronouns,

particles, and interjections. Function words were useful indicators to detect de-

ceptive text in various studies (Chakraborty, Paranjape, Kakarla, & Ganguly,

2016; Demestichas et al., 2020). The set of POS tags is explained using examples

in Table 4.1.

Second, emotional features refer to the level of feelings displayed within a given

text. Fake news is considered to be lies expressed by writers to readers, and several

studies (Sayyed, Sugave, Paygude, & Jazdale, 2021) have associated emotional

language use with lies. Early studies suggested that liars tend to cover their

lies by embedding emotional language within their writings (Levenson, Ekman,

& Friesen, 1990). In previous studies, different emotions have been found to be
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Table 4.1: POS Tags Used in this Research, With Examples.

Content Words

Nouns Verbs Adjective

h. Ag / è

@QÓ@ / Ég. P úÎ� / ÐA

	
K / Yª� ÈA« / PAg / XPAK.

Man / woman / pilgrims Climbed/ sleep / prayed Cold / hot / high

Adverbs Proper Nouns

A
	
��



@ Qå�Ó / 	áÒJ
Ë @ / YÔg


@

Too / also Ahmad / Yemen /
Egypt

Function Words

Conjunctions Prepositions Pronouns

Õç
�
' /

	
¬ / ð ú




	
¯ / ©Ó 	ám�

	
' / ù



ë /

�
I

	
K

@/ ø




And / thus In / on We / she / you (singular
masculine) / you (singu-
lar feminine)

Interjections Particles Determiners

èðð

@

�
IJ
k , ú



» È@

Ooh For that, since The

related to deceptive text and, in some cases, fake news. More specifically, studies

by Jupe et al. (2018) and Hancock et al. (2007) found that liars tend to use more

emotional words to hide their lies. Other studies, such as that by Torabi Asr and

Taboada (2019), found that emotional language used in news sources may be a

good cue for detecting fake news. Meanwhile, some studies found a correlation

between the use of highly emotional words and fake news (Baptista & Gradim,

2020; L. Zhou et al., 2004).

Therefore, six essential human emotions—anger, disgust, fear, sadness, joy,

and surprise (Levenson et al., 1990)—as described in Table 4.2, were used to

analyse the emotional state of each article.

Third, polarity in the deceptive text is not simply being marked by more

emotional language, but also by potential positive or negative impacts or actions.
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Table 4.2: Emotion Words Used in This Research, With Examples.

Anger Sadness Fear Disgust Joy Surprise

Description
Feeling
angry

Feeling sad
Feeling of

being scared,
frightened

Feeling
something is
nasty or not

right

Feeling
happy, joyful

The feeling
when something

happens
unexpectedly

Example
(Arabic) �

�
	
Jk /

	
¡J


	
« Ñë / ZA¾K.

	
J


	
m× / ¨ðQÓ Pñ

	
®
	
K /

�
I

�
®Ó hQ

	
¯ / YJ
ª�

�
�ëY

	
JÓ / Èñë

	
X

Example
(English)

Angry /
exasperation

Worry /
cry

Scary /
horrific

Disgust /
loath

Happy /
joyful

Amazement
/ surprise

Table 4.3: Polarity Words Used in This Research, With Examples.

Negative Positive

Description Words or phrases used to ex-
press negative or interrogative
context

Words or phrases used to ex-
press positive or affirmative
context

Example
(Arabic) �

èPñ
�
K / ÉJ


	
m�'. / Õæ





JË / t��ð ú




�
¯@P / Q

	
kA

	
¯ / ú




	
GAm.
× / Õæ



ºk

Example
(English)

Dirty / stingy / revolution /
mean

Wise / free / luxurious /
classy

Hence, polarity includes feelings similar to the emotions described above, plus

the associated actions or outcomes of these emotions. For example, an outcome

or action of the emotion of joy would be to dance. This can be considered a

positive polarity. We use the term ‘polarity’ rather than ‘sentiment’, as the latter

is usually linked to scores that measure sentiment, which is not the focus of our

research. We rely on the word’s presence only.

By examining these features, researchers have been able to link fake news

articles with high polarities (Salgado & Bobba, 2019; Soroka & McAdams, 2015).

These features are described in Table 4.3.

Fourth, linguistic features are certain syntactic categories that are too fine-

grained to be captured by general POS. Each syntactic unit conforms to a certain

linguistic purpose, which is used to build meaningful statements. In recent years,

there has been an increasing amount of literature investigating authors’ writing
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styles to identify unique features associated with their writing and to identify

certain characteristics (Alsmearat et al., 2017; Alwajeeh, Al-Ayyoub, & Hmeidi,

2014; Burgoon et al., 2003; Gröndahl & Asokan, 2019; Hajja, Yahya, & Yahya,

2019). In this study, the set of linguistic markers investigated, as described in

Table 4.4, is as follows: assurance (Sabbeh & Baatwah, 2018), negations (Hancock

et al., 2007; Horne & Adali, 2017; Newman et al., 2003; Pérez-Rosas et al., 2017;

Rashkin et al., 2017), justification (Gravanis et al., 2019; Gröndahl & Asokan,

2019; Hancock et al., 2007; Jupe et al., 2018; Newman et al., 2003; Pérez-Rosas et

al., 2017; Reis et al., 2019; Resende et al., 2019; L. Zhou et al., 2004), intensifiers

(Gröndahl & Asokan, 2019; Karoui et al., 2017; Pérez-Rosas et al., 2017), hedges

(Argamon et al., 2007; Volkova et al., 2017; Wei et al., 2016; Addawood et al.,

2019; Rashkin et al., 2017), illustrations (DePaulo et al., 2003; Feng & Hirst,

2013; Lagutina et al., 2019; Rashkin et al., 2017; Li et al., 2014), temporal (Vrij

et al., 2000; Davis et al., 2016; Humpherys et al., 2011; Reis et al., 2019; Resende

et al., 2019; Jupe et al., 2018), spatial (Jupe et al., 2018; Humpherys et al., 2011;

Vrij et al., 2000), superlative (Conroy et al., 2015; Hancock et al., 2007; Karoui et

al., 2017; Vartapetiance & Gillam, 2012), exceptions (Ott et al., 2011; Newman

et al., 2003), and oppositions (Conroy et al., 2015; Hancock et al., 2007; Karoui

et al., 2017; Vartapetiance & Gillam, 2012).

Processing Tools

Successful research with textual datasets is attributed to the fact that NLP tech-

niques allow for numerous methods and styles to classify text. Before detailing

the NLP tools used in this research, we elaborate on the creation of emotion, po-

larity, and linguistic wordlists. The linguistic wordlists were organised and further

approved by three academics in the Arabic studies department at Umm–AlQura

University in Makkah, Saudi Arabia, to avoid biased word inclusions. Further,

the emotion and polarity wordlists were created from available emotion and po-
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Table 4.4: Linguistic Features Used in This Research, With Examples.

Assurance Negations Justification

Description Words used to indicate
certainty

Words used to indicate
that something is not of
the specified

Words that show cause

Example
(Arabic)

�
	
®
	
K -

	á�
« -
	
à

@ ÕË - 	áË - B

Ég.


@ 	áÓ - ½Ë

	
YË - I. �.�

ÉJ
Êª
�
JË @ ÐB -

Example
(English)

for sure, surely,
certainly

no, not, never Because /to /for that

Intensifiers Hedges Illustration

Description Words that increase in-
tensity of another word

Words that express uncer-
tainty, hesitation

Words used to display
or show example

Example
(Arabic)

@Yg. - ©J
Ô
g
.
- AÓAÖ

�
ß ÈAÒ

�
Jk@ - I. m.

�'

 -

	áºÒÖÏ @ 	áÓ É
�
JÓ - ÈA

�
JÓ

Example
(English)

very, too, not at all maybe/should/could/may for example

Temporal Spatial Superlative

Description Words that indicate
time

Words that indicate place
Words that show

the highest degree of
comparison

Example
(Arabic)

É
�
JÓ - ÈA

�
JÓ Y

	
J« -

�
�ñ

	
¯ -

�
Im�

�
' Yª�


@ - Q�.»


@ - É

	
�
	
¯

@

Example
(English)

yesterday, tomorrow under, over Best, biggest, happiest

Exception Opposition

Description
Words used to express

an omission of
something

Words that indicate
adversity

Example
(Arabic)

øñ� - øY« - B@


AÖ
	
ß @

- 	áºË

Example
(English)

except However, but

larity lexicons that were used in various Arabic language projects (Mohammad

et al., 2016; Karoui et al., 2017). Chapter 3 provided details of the wordlists.
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The Tasaheel Tool

Tasaheel was designed to conduct several NLP functions in Arabic. Some of these

functions were provided by packages coded in Python that were available online

but scattered in several Arabic research platforms. Our aim was to collect and join

several NLP packages that supported Arabic, which provided a comprehensive

research utilities tool. Details of these packages are provided in Appendix A.

Pre-processing was performed using NLP functions available in the Tasaheel

tool. Specifically, the Farasa package embedded in Tasaheel was used to perform

segmentation. Farasa segmenter performance proved to be significantly better in

terms of accuracy and speed, compared to MADIMARA and StanfordNLP seg-

menters, on information retrieval tasks (Al-Yahya, Al-Khalifa, Al-Baity, AlSaeed,

& Essam, 2021; Haouari et al., 2020). An additional stemming task was only per-

formed on a copy of the primary dataset to answer research question 5: What is

the effect of stemming articles on the model’s performance? For stemming, we

used the Arabic light stemmer proposed by Abd, Khan, Thamer, and Hussain

(2021), which outperformed five other Arabic stemmers (Khoja, ISRI, Assem,

Farasa, and Tashaphyne) in their study. Tasaheel also provided normalisation

tasks which were used in this research. Since there were no available utilities to

remove diacritic marks and non-Arabic characters, we created a Python code to

remove non-Arabic characters, such as commas, URLs, and email signs, and to

remove diacritic marks, which were also embedded in Tasaheel.

I also added novel functions, such as emotion, polarity, and linguistic word

tagging. This function was based on the foundations of previous related work on

building wordlists and word tagging methods, as detailed in Chapter 3. We also

made use of the Farasa POS tagger embedded in Tasaheel to tag our datasets.

Farasa was chosen for this task due to its high performance in a study by

Alluhaibi, Alfraidi, Abdeen, and Yatimi (2021), where it achieved an 86% F-

score when tagging 10 text samples, compared to 67% by StanfordNLP and 84%
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by Camel. However, Farasa does not explicitly tag proper nouns and interjec-

tions; they are tagged as regular nouns. For this reason, we relied on another

tool for this task, which is discussed below.

The Posit Tool

Posit was developed by George Weir of the Department of Computer Science

at the University of Strathclyde. It is designed to operate under Unix generate

quantitative text analysis, engendering frequency data and POS data tagging,

whilst accommodating large text corpora. Posit is specifically designed to analyse

English language texts, as it uses the Lapos English tagger. However, a new

version upgraded its capability by applying POS tagging to the Arabic language

using the StanfordNLP POS tagger-3.80 packages. The tag set includes tags of

English that comply with Arabic modules and specifically created tags that are

applicable to Arabic without considering affixes or inflections.

Amongst its capabilities, Posit generates data that includes the following: val-

ues, nouns, verbs, adjectives, total words (tokens), total unique words (types),

type/token ratios, number of sentences, average sentence length, number of char-

acters, average word length, noun types, verb types, adjective types, adverb

types, preposition types, personal pronoun types, determiner types, possessive

pronoun types, interjection types, particle types, prepositions, personal pronouns,

determiners, adverbs, adjectives, possessive pronouns, interjections, and particles.

There are 27 features in all (G. R. Weir, 2009). Posit also generates a support-

ing detailed POS summary file for each text file and displays the occurrence of

each type of noun (common or proper) and verb (present or past), as well as

the occurrence of cardinal numbers, as shown in Figure 4.4. This tool has been

successfully used to extract textual data in research focused on detecting fake

news (Cartwright, Weir, & Frank, 2019). In this research, Posit was used to tag

proper nouns and interjections in the articles, and for searching through tagged
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Figure 4.4: Posit Summary File.

adjectives for superlatives.

Limitations

As stated in the previous section, we relied on Posit and Tasaheel to extract tex-

tual features from the articles. Since we relied on exact word matching during the

emotion, polarity, and linguistic features extraction, we encountered the problem

of being unable to extract an affix that serves a justification purpose. The same
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issue was encountered when extracting superlatives. There is a large number

of superlatives, which makes collecting them in one wordlist almost impossible.

Thus, we made use of their morphology in the form of their affixes. For this

task, we designed a code in Python, which was added as a feature in Tasaheel, to

search for the desired affix in the POS tagged files produced by Posit, under the

Stanford NLP tagger and Farasa. Searching through the POS tagged files for the

desired affixes will narrow down the target domain that holds the desired affix.

Another limitation was the issue of homographs. As stated in Section 3.1.2,

homographs are an issue when it comes to the removal of diacritics in Arabic

text. To overcome this issue, we manually revised all of the results of matched

words to ensure that only the target words were included.

4.3.3 Data Analysis

Extracting the textual features produced numerical data that was further used for

model training and testing in the data classification phase. This involves testing

and evaluating the model’s performance. Following a quantitative approach, with

the aim of exploratory research design, several experiments were conducted, and

both descriptive statistics and inferential statistics were proposed. First, experi-

ments were conducted using several ML classifiers with the aid of various tools,

as shown in Figure 4.5.

Machine Learning Classifiers and Metrics

Classifiers are data mining algorithms used to classify data into predefined classes.

From previous related works in data classification, it was found that the Naive

Bayes, Random Forest, Support Vector Machines, and Logistic Regressions algo-

rithms performed successfully in general (Al-Barhamtoshy et al., 2019; Elhadad

et al., 2020; Penuela, 2019) and in fake news classification in specific (Choudhary,

Jha, Saxena, & Singh, 2021; George, Skariah, & Xavier, 2020).
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Figure 4.5: Tools in Blue and Metrics in Orange, Used For Model Evaluation.

To avoid any bias predictions from the model or data overfitting, two ML

model evaluation methods are commonly used: hold-out or cross-validation. In

the first method, the dataset is randomly divided into three subsets: training,

validation set, and test set. The training set is used to train and thus build the

predictive model, whereas the validation set is a subset of the dataset used to

assess the performance of the compiled model in the training phase. This set

provides the platform for fine-tuning the model’s parameters and, hence selecting

the best performing model. The test set is often called the unseen set, as it

is a subset of unseen examples of the dataset used to assess the likely future

performance of the model (Refaeilzadeh, Thang, & Liu, 2008).

Cross-validation is based on a concept of randomly dividing data into subsets

of equal sizes. The model is built n times, each time leaving out one of the subsets

of training data and using it as the test set. Usually, the process is repeated until
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each group has been used as the test set (Refaeilzadeh et al., 2008).

The proper testing of the models is crucial. Indeed, there is no one-size-fits-all

method that applies to all types of models; rather, the testing and evaluation is

considered based on the research necessities and both methods are used. Cross-

validation is used to find the best model. In this research, we performed the

holdout method, which provides a generalised performance of the proposed model

and on other unseen data.

Support Vector Machine (SVM)

SVM algorithms are supervised machine learning models that classify input data

based on dimensional surfaces, specifically by finding the maximum separating

hyperplane between different classes (Vijayan, Bindu, & Parameswaran, 2017).

It revolves around the notion of a ‘margin,’ where either side of the hyperplane

separates data classes (Kotsiantis, Zaharakis, & Pintelas, 2007). SVM provides

data analysis for both regression analysis and classification analysis, and it carries

out plotting in the n-dimensional space where the value of each feature is also the

value of a certain coordinate. After that, SVM finds an appropriate boundary

that maximizes the distance between the closest members of separate classes,

as shown in Figure 4.6 (Xie et al., 2017). A strength is its ability to resolve

overfitting, especially in a high dimensional space. Due to this, it can model

non-linear appropriate boundaries by choosing from many plots available. It has

been widely used in text classification projects and proven its applicatory in such

projects (George et al., 2020; Shaji, Binu, Nair, & George, 2021) and was thus

used in our research.

Näıve Bayes

This simple, probabilistic classifier works by assuming a conditional relation be-

tween features of the given data (Vijayan et al., 2017). The classifier is a collec-
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Figure 4.6: SVM Algorithm.

tion of algorithms based on the Bayes Theorem, assuming that all attributes are

strictly independent. Thus, it is based on estimating where the model updates

its probability table through the training data and predicts new observations by

estimating the class probability in the probability table based on its feature val-

ues. The classifier’s advantages include the fact that it requires little training

data which in turn requires less storage space. Moreover, it is naturally robust

with regards to missing values, which it ignores in estimating the probabilities, so

they have no impact on the final decision. Further, the classifier is considered to

be a fast-learning algorithm, which gives faster classification outcomes (Osisanwo

et al., 2017). Due to these advantages, Naive Bayes was a deemed suitable choice

for the current research.

Logistic Regression

Logistic Regression: A classifier that finds a relation between features and the

probability of a certain outcome (Pramanik, Pal, Mukhopadhyay, & Singh, 2021).

It usually states where the boundary between the classes is by using a single
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Figure 4.7: Logistic Regression Algorithm.

estimator. The estimator predicts the probabilities depending on the distance

from the boundary (Osisanwo et al., 2017). Its main logic is based on logistic

function—an S-shaped curve that takes any real valued number and maps it

to values ranging between 0 and 1, as shown in Figure 4.7 (Learning, 2021).

One of the classifier’s primary advantages is that it is reliable when it comes to

solving binary classification problems, since it predicts the probability of input

data having only two values (Grover, 2022). Another advantage is that it can be

regularised to avoid overfitting. Because of these advantages, this classifier was

used in our work.

Random Forest

This is a meta-estimator classification algorithm that builds a ‘forest’ using de-

cision tree model learning based on bagging techniques (Genuer, Poggi, Tuleau-

Malot, & Villa-Vialaneix, 2017), as shown in Figure 4.8 (S. Gupta, 2020). Bag-
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Figure 4.8: Random Forest Algorithm.

ging, which is short for Bootstrap Aggregation, is an ensemble method that com-

bines the predictions from several ML algorithms to make a more accurate predic-

tion than a single model could. In bagging, a reduction of high variances produced

by the algorithms is performed. An example of algorithms that performs bag-

ging are decision trees. This is because decision trees are highly sensitive to the

trained data: if the training data is changed, the resulting decision tree and its

predictions will also change. Parameters included in such trees are the number of

samples, which are also the number of trees. Random forest algorithms are im-

proved bagging decision trees that combine the predictions from multiple models

to give better predictions. A benefit is that they are scalable and robust to out-

liers. Another advantage is that they produce more accurate predictions due to

their bagging feature. For these reasons, random forest was used in our research.

Aside from the advantageous features mentioned above, the use of these ML

algorithms is based on the fact that they have been used previously in other

work involving data classification with good results (Al-Barhamtoshy et al., 2019;

Alsudias & Rayson, 2020; Cartwright, Nahar, et al., 2019). Thus, it can be
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Table 4.5: The Fake News Confusion Matrix.

Type Prediction

Real Fake

Real True Positive (TP R) False Negative (FN R)

Fake False Positive (FP R) True Negative (TN R)

assumed that the performance quality of these algorithms is enough to train and

test supervised machine learning based models, including those proposed in this

research.

The performance evaluation of each classifier is based on average accuracy (A),

precision (P), average recall (R), and average F-Measure (F). All measures are

computed from the confusion matrix created when performing the classification

task. The confusion matrix for fake news detection classifiers is shown in Table

4.5.

The four probabilities are listed below.

1. True Positive (TP R): represents the number of real articles correctly clas-

sified as real articles.

2. False Negative (FN R): represents the number of real articles incorrectly

classified as fake articles.

3. True Negative (TN R): represents the number of fake articles correctly clas-

sified as fake articles.

4. False Positive (FP R): represents the number of fake articles incorrectly

classified as real articles.

The precision (P), recall (R), and F measures are indicated, respectively, in

equations (4.1) – (4.4):

Precision: It is calculated as a measure of correctly identified positive cases

from all of the predicted positive cases. It is especially useful to inspect the cost

of False Positives (FP).
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Precision(P ) =
TPR

TPR + TNR
(4.1)

Recall: Recall is calculated as the number of correctly identified positive

cases out of all the actual positive cases. It is especially useful for inspecting the

cost of False Negatives (FN).

Recall(R) =
TPR

TPR + FNR
(4.2)

F- Measure: It is the harmonic mean of precision and recall.

F −Measure(F ) =
2.P.R

P +R
(4.3)

Accuracy: It calculates the ratio of sum of true positives and true negatives

out of all the predictions.

Accuracy(A) =
TPR + TNR

TPR + FNR + TNR + FNR
(4.4)

Descriptive statistics are employed in the form of calculating the lexical den-

sities for classes in each dataset. The intention of this step is to help understand

the finer details on the dataset, namely, the differences between word use in real

and fake articles. In support of this, several studies have compared word usage

in real and fake articles, such as those by Kapusta and Obonya (2020) and Horne

and Adali (2017), to gain a better insight into the writing characteristics of de-

ceptive text. In this context, lexical densities are calculated as follows (Yang et

al., 2018):

Lexical Density for each category feature in a class (L) =

(total number of occurrence of each feature category in a class )×100

total number of words in the whole class
(4.5)

Finally, to check the influence of each feature category on our model’s perfor-
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mance, we apply feature selection methods to identify important features. Feature

selection methods are commonly used when the number of features extracted is

too high. Reduction or selection of the most discriminating features is useful to

enhance the model’s performance (Al-Ayyoub et al., 2017). The most common

methods include chi-square and principal component analysis (PCA). Principal

component analysis is a widely used technique that reduces the dimensions of

a feature set by using a linear transformation (Karamizadeh, Abdullah, Manaf,

Zamani, & Hooman, 2013). Chi-square investigates the relationships between

categorial variables; it calculates the correlation between each feature variable

and the target class. Its significance is based on a predefined threshold (usu-

ally 0.05). The PCA and chi-square methods have both proven their usefulness

for feature reduction in text categorization (Zhai, Song, Liu, Liu, & Zhao, 2018;

Taloba, Eisa, & Ismail, 2018).

The formula of the Chi square feature selection is shown in algorithm:

X2
c =

∑ (Oi − Ei)
2

Ei

(4.6)

where c is the degree of freedom (threshold value), O is the observed value, E

is the expected value, and X2 is chi-square computed result for the feature.

We chose the chi-square method to demonstrate the most prominent features

for the model’s performance. The choice is based on the fact that chi-square makes

general text classification feature selection not only possible, but also relatively

straightforward, simple, and effective (Sanasam, Murthy, & Gonsalves, 2010).

Specifically, Ayed, Labidi, and Maraoui (2017) used it for feature selection in

Arabic text classification study, and it performed well.
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4.3.4 Experimental Tools

WEKA

Waikato Environment for Knowledge Analysis (WEKA)1 is a Java-language ML

tool developed at the University of Waikato, New Zealand. It is a free data

analysis and predictive model software application. For ease of access and vi-

sualisation, it provides a graphical user interface. The tool meets demanding

real-world applications by carrying out big data tasks, including data processing,

classification, clustering, and visualisation. It also supports several algorithms,

such as logistic regression, linear regression, Naive Bayes, decision tree, random

tree, random forest, decision rule, and neural network. It requires files to be con-

verted into the attribute relation file format (ARRF). WEKA has been widely and

successfully used to evaluate several ML models (Adetunji, Oguntoye, Fenwa, &

Akande, 2018; Cartwright, Nahar, et al., 2019; G. Weir et al., 2018). It also pro-

vides several experiment and evaluation environments, namely percentage split

and cross-validation. Further options include testing using the full training set, or

testing unseen dataset as a supplied test set. The variety of ML classifiers it pro-

vides, along with the specific metrics that enable it to easily optimise parameters,

makes this an optimal tool for our research.

Orange

Orange2 is a Python-programmed, component-based data mining software. It

provides a range of data visualisation, exploration, pre-processing, and modelling

techniques. Similar to WEKA, the software also provides open-source services

and has an effective graphical user interface. Uniquely, the software provides

drag-and-drop components that perform several data mining tasks. It provides a

word cloud visualisation, which may be useful when it comes to analysing the most

1https://www.cs.waikato.ac.nz/ml/weka/
2https://pypi.org/project/Orange3/
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frequent words in documents. The software mainly fulfils our research demands

in terms of this visualisation.

Humans

The proposed model was evaluated by subjects who were not involved in the

dataset generation. Subjects were recruited via email from the University of Jed-

dah’s female branch. Appendix C provides the ethics approval. We sent an email

through the university’s email system to recruit computer science (CS) students

to participate in this project, to ensure that the participants were educated and

had prior experience using computers. In the end, a total of 10 students agreed

to participate.

The subjects were all female students with an average age of 20. Due to the

restrictions of Covid-19, such as a ban on meetings of more than 10 people that

came into effect a month later, we only conducted this test with a limited number

of women and was unable to test it on a larger and more diverse population.

To ensure the non-distribution of the generated fake articles, a classroom was

organised to meet the participants. Printed handouts of the articles were given

to each of the participants. The handouts were composed of 10 random articles:

five real articles and five fake ones. We asked the participants to indicate (F)

beside the articles they judged as fake and (R) besides the ones they judged as

real. We instructed the participants not to write their names or other personal

data on the handouts.

The participants’ answers were noted in an Excel sheet that contained all 10

articles. Besides each article, We indicated the number of students who correctly

predicted the status of the article.
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4.4 Validity and Reliability

Validity and reliability were ensured throughout this research. First, during data

collection, the real articles went through various veracity procedures and were

collected following the guidelines of Amjad et al. (2020). Moreover, the fake

articles included in the primary dataset were approved by media and journalism

specialized annotators, which ensured the dataset’s quality. The other datasets

were comprised by collecting articles from platforms that explicitly conformed

with the dataset purpose – satire platforms in the case of satire articles and

fact-checking platforms in the case of fake articles. Further, we ensured that the

country-of-origin datasets, Hajj Co and Brexit Co, only included articles about

their topics. This was done by coding a Python script that filtered out articles

that did not contain the keyword l .
k ‘Hajj’ for the Hajj Co dataset, or �

I�ºK
QK.

‘Brexit’ for the Brexit Co dataset.

For the feature extraction phase, we relied on NLP tools that support Arabic,

and we only used tools that had been effective in previous studies. Finally, to

ensure the validity of our testing and evaluation, we reviewed the datasets, more

than once, to ensure that each article was labelled correctly depending on its

class. Moreover, the selected features are considered valid, as they are used and

cited in the related literature.

4.5 Summary

This chapter outlined the fundamentals of research in general and the require-

ments and basic implementation details of our model’s construction. As discussed,

a quantitative approach was considered suitable to our research. The data col-

lection was conducted manually or through crowdsourcing and the quantitative

approach for the processing and analysis of said data. The next chapter provides

a more detailed account of the data collection.
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Gold Standard Datasets

A dataset is needed to train the model to classify real and fake news articles. The

objective of this chapter is to explain how a dataset for Arabic fake news was

built. We adopted a novel approach in building the Arabic fake news dataset by

imitating the production of fake news in reality. The most important aspects of a

reliable dataset are veracity and article length, which are discussed in subsequent

sections. For this research, five datasets were created: the real fake dataset,

the COVID-19 fake news dataset, the satire dataset, and the country-of-origin

datasets, Hajj CO and Brexit CO. The first three datasets were used to train and

test the model in order to classify the articles as real / fake or satire/ non-satire.

The latter two datasets were constructed to train and test the model in order to

classify the articles based on the country of origin.

5.1 Dataset 1: real fake Dataset

This section details the process of collecting the real articles. We present the

sources of real news collection, challenges in terms of the veracity and length of

the real news collected, and how we overcame these challenges.
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5.1.1 Real News Collection

To collect a diverse range of articles, real news articles were extracted from

Arabic-language news platforms in three predominantly Arabic speaking geo-

graphical countries: Saudi Arabia, representing the Arabian Gulf; Egypt, repre-

senting North Africa; and Jordan, representing the Mediterranean. We focused

on the topic of ‘the Hajj’ l .
k to collect the real articles. Performed by millions of

Muslims worldwide, the Hajj is the annual pilgrimage to the Holy city of Makkah

in Saudi Arabia and one of the Five Pillars of Islam. This topic is covered in the

news worldwide and is significant in several domains1. In addition, the topic is

seen in articles on subjects that include politics, economics, and sports, and each

has a reasonable amount of information. A Python scrapper searched these news

platforms with ‘Hajj’ as the target keyword, spanning the period from October

2016 to December 2019. Through this process, a total of 1,200 news articles were

collected. Table 5.1 details each news platform’s name, description, country of

publication, and the number of articles collected.

Quality of Real News

I removed all duplicate articles, articles where the Hajj was not mentioned, and

all blogs that were captured by the scrapper which were mistaken for an article.

However, collecting real news articles involved two setbacks: veracity and the

content length. These are examined below.

Veracity of Real News Articles

The issue of veracity in the selection of news articles and labelling them as ‘real’

has been a matter of dispute in several studies (Horne & Adali, 2017; Ireton &

Posetti, 2018). However, unfortunately, the truth remains hard to verify with any

degree of certainty. According to Lim (Lim, 2018), even fact-checking websites,

1https://haj.gov.sa/en
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Table 5.1: Real News Collection Sources.

Newspaper Description of Newspaper Country of
Publication

Number
of Articles

Okaz Okaz 	
 A¾« is a Saudi Arabian daily Ara-

bic newspaper launched in 1960 and based
in Jeddah. The paper, which has several of-
fices in Saudi Arabia, is printed simultane-
ously in both Riyadh and Jeddah. There is
also an online web version. The paper covers
several distinct topics and is considered the
most popular paper in Saudi Arabia.

Saudi Arabia 200

Masrawy Masrawy ø


ð@Qå�Ó is an Egyptian daily Ara-

bic newspaper launched in 1999 and is based
in Cairo, with offices in Giza and Cairo. It
covers news from Egypt and the Middle East.
It also reports on international topics and is
considered the second-most popular newspa-
per in Egypt.

Egypt 200

AmmonNews AmmonNews 	
àñÔ«

�
éËA¿ð is a Jordanian daily

newspaper launched in 2011 in Amman. It
covers news on Jordan, the Middle East, and
international topics.

Jordan 200

AlRiyadh AlRiyadh 	
�AK
QË @ is a Saudi newspaper

launched in 1965 in Riyadh. It covers a wide
range of Saudi topics and international head-
lines daily. It produces both a printed and
an online version of the newspaper.

Saudi Arabia 200

Youm7 Youm7 ©K. A�Ë@ ÐñJ
Ë @ is an Egyptian newspaper

published online. Launched in 2011 in Cairo,
it covers Egyptian and international topics.

Egypt 200

AdDoustur AdDoustur Pñ�J�YË@ is a Jordanian online and

printed daily newspaper. Founded in 1975 in
Amman, Jordan, the newspaper covers local
and international topics.

Jordan 200

Total 1,200

such as Fact Checker and PolitiFact, have low inter-rater reliability agreement

scores between fact-checkers. Thus, Lim (2018) suggested that the accuracy of

fact checking of a news statement is almost impossible to verify, even amongst

fact-checkers (Lim, 2018). Several approaches have been adopted when verify-
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ing articles: fact-checking, cross-referencing articles, and obtaining articles from

legitimate news agencies. In the latter case, the degree of ‘legitimacy’ depends

on the reader’s assumption of credibility of news agencies. However, this may be

somewhat biased, as there is no specific measure for verifying the legitimacy of

news agencies.

In this context, several studies have relied on collecting real news articles

from fact-checking websites (Ali et al., 2021; Haouari et al., 2020). Meanwhile,

some scholars, such as Pérez-Rosas et al. (2017), cross-referenced all the articles

with other resources to ensure their truthfulness. Notably, Amjad et al. (2020)

proposed a unique method to verify collected news articles. Their method, which

is followed in this study, offers comprehensive veracity measures, as listed below:

1. The article was published by a reliable newspaper.

2. The same news can be found in other news sources that mention the original

article.

3. There is supporting metadata, such as pictures, authors, and dates of the

article publication.

4. There is a collocation between the title and content of the article; the article

has to be read to confirm this.

5. The article’s source is mentioned and is reliable.

I collected the articles from news agencies that have been established for 10

or more years, assuming that their longevity in the industry may add credibility.

We also made sure that the articles’ news platforms were supervised under the

ministry of media, or equivalent government agencies, in their countries of origin

in order to ensure that the news platform was legitimate. Collecting the articles

from reliable sources is essential to satisfy points (1) and (5) in the above criteria.

Regarding point (2), our efforts to further ensure the veracity of the real articles
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collected by the scrapper, beyond cross-referencing fact-checking platforms, in-

volved manually cross-referencing each article with several sources, following the

approach outlined by Pérez-Rosas et al. (2017). In order to perform the cross-

referencing promptly, we extracted three main points in each article as the key

points: who (the main character in the article), what (the main event), and the

date of the published article. We matched these key points for each article with

archived articles in Google News and on official government websites, such as for

example that of the Ministry of Hajj in Saudi Arabia. Even though the matched

articles might not be written in exactly the same way, they convey the same in-

formation. For example, a collected real article published on 13 December 2019

detailed a meeting between the Saudi Hajj Minister and the United Arab Hajj

Minister discussing the Hajj services for United Arab pilgrims. Figure 5.1 shows

a matching archived article extracted from the Ministry of Hajj and Umrah in

Saudi Arabia with the date of 11 December 2019, which was positively cross

checked. Any article that did not have at least one cross-reference was discarded,

as it was considered unreliable. The cross-referencing process ensured points (2)

and (3), as we also made use of the dates associated with the articles as meta-

data. Finally, since all of the articles were analysed following this process—which

mandated reading the article to confirm the collocation between title and con-

tent—point (4) from Amjad et al. (2020) study was also ensured. The mapping

process of veracity is explained in Table 5.2.

The culling resulted in 900 verified real articles (300 from each country) from

the three countries, Saudi Arabia, Egypt, and Jordan.

As another veracity measure, we verified the articles against fact checking

platforms. Unfortunately, there is no unified Arabic fact-checking platform. In-

stead, nation-dependent, government-monitored outlets check published news or

news circulated on social media posts and which are distributed locally. When

encountering false news, these fact-checking platforms dynamically add it to their
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Figure 5.1: A News Article From the Ministry of Hajj and Umrah in Saudi Arabia
Describing the Same Details as the Real Article.

extensive database. Usually, they post fake news on their website for public aware-

ness. We used the only four online fact-checking platforms available at the time of

research for the article verification process: NO RUMORS2, Falsoo3, AKEED4,

and Fatabyyano5. An example of the platform NO RUMORS can be seen in

Figure 5.2. These platforms are popular in the Arab region, and Fatabyyano has

been certified by the International Fact-Checking Network, which certifies that a

website complies with their code of ethics. We ran all the verified 900 real articles

through each of the four fact-checking platforms. None of the 900 real articles

matched with the fake articles posted in any of the fact checking platforms.

Admittedly, the reliability of labelling articles from news agencies as real is

a matter of much debate (Vartapetiance & Gillam, 2012; L. Zhou et al., 2004).

2http://norumors.net/
3Falsoo.com
4https://akeed.jo/ar/
5https://fatabyyano.net/
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Table 5.2: Real News Veracity Checking.

Veracity Property Action Taken Over Articles Source

Collecting government-
monitored articles

Collection from news agencies
that have a license from the Min-
istry of Media in that country

Amjad Point 1:
Reliability

Cross-referencing Fact-checking websites; check of-
ficial websites for verification,
such as the Ministry of Hajj and
official Twitter accounts

Amjad Point 2:
Cross-referencing

Metadata support They were ensured during the
process of cross-referencing arti-
cles; for example, checking the
publication date

Amjad Point 3:
Metadata support

Title and Content collo-
cation

They were ensured during cross-
referencing

Amjad Point 4:
Title Content
collocation

Source reliability Collection from news agencies
which have more than 10 years’
worth of experience in the indus-
try

Amjad Point 5:
Reliability

Nevertheless, we made every effort to keep this study’s data as objective as pos-

sible.

Length of Real News Articles

Content length was another challenge in collecting real news articles. This prob-

lem does not arise in Tweets or online reviews because these are shorter texts than

articles. However, of the 900 collected real articles, 63% were more than seven

paragraphs in length and had a wordcount that exceeded 2,000 words. Texts of

this length impede the falsification process and cause distraction with unneces-

sary items when extracting features (Mourão & Robertson, 2019). W. Y. Wang

(2017) has developed an approach to address this issue by limiting the real ar-

ticles to snippets or excerpts of news articles containing important statements,
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Figure 5.2: The NO RUMORS Platform Displays the Red Graphic as Fake Con-
tent and the Green Graphic as Its Content Verification.

which one would want to fact-check. Accordingly, this study collected excerpts

from the 900 real news articles, rather than the articles in their entirety. We

selected each article’s first and second paragraphs, as news writers tend to give

the essential information in these parts. News editors even have a name for this

rule of thumb, ‘not burying the lede’—a catch phrase that appears in standard

English dictionaries. However, some articles started with quotes or introductory

topics before stating the important information. These types of articles were dis-

carded, as it was going to take major effort to manually search for the important

information throughout the article. This collection process resulted in 700 news

excerpts; we refer to them as ‘articles’ throughout the rest of the research. Details

of the number of articles (excerpts), their source newspaper, and their country of
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Table 5.3: Real News Excerpts With Number of Articles (Excerpts) From Each
News Agency.

Newspaper
Country of
Publication

Number of Articles
(Excerpts)

Okaz Saudi Arabia 122

Masrawy Egypt 110

AmmonNews Jordan 118

AlRiyadh Saudi Arabia 122

Youm7 Egypt 110

AdDoustur Jordan 118

Total 700

origin are provided in Table 5.3. In general, the real articles contained not more

than two paragraphs and did not exceed 700 words.

Fake News Collection Using Crowdsourcing

Previous studies that investigated deceptive Arabic texts have targeted online

reviews (Al-Barhamtoshy et al., 2019), YouTube comments (Alkhair et al., 2019),

news headlines (Rangel et al., 2019), and Tweets (Mubarak & Hassan, 2020;

Rangel et al., 2019; Alzanin & Azmi, 2019). As there are no existing datasets

that fit this study, they had to be produced. Inspired by the work of Pérez-Rosas

et al. (2017), crowdsourcing was used for the creation of fake news articles for

several reasons. First, fake news can be fabricated by amateurs or journalists,

because the task requires no specific skills (Torabi Asr & Taboada, 2019). Second,

crowdsourcing helps reach a varied and diverse group that will result in rich

outcomes with different perspectives. The approach in this thesis is consistent

with several studies that have previously relied on crowdsourcing to build datasets

of opinion reviews (Li et al., 2014), in addition to opinions on abortion and the

death penalty (Mihalcea & Strapparava, 2009). Third, this method involves a

lower cost and less effort than manual or technical methods for building datasets

(El-Haj, Kruschwitz, & Fox, 2010).
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5.1.2 Fake News Generation

In this section, we present the guidelines provided to the fake news participants

for the generation of fake news articles. These guidelines were taken from Rubin

et al. (2015) as the requirements for fake news dataset preparation. We added two

instructions to these guidelines to ensure the fake news was written in a proper

journalistic style. We also demonstrate the participant selection criteria and the

fake articles’ annotation scheme.

Guidelines For Fake News Articles

This study adheres to the ‘nine requirements of dataset preparation for fake

news’ proposed by Rubin et al. (2015) to ensure the reliability of the dataset. We

aimed to generate fake articles based on rephrasing and manipulating the content

of real news articles, which places the new fake articles into one of UNESCO’s

seven categories of ‘information disorder’: manipulated content, which is when

authentic information is manipulated for a deceptive purpose (Ireton & Posetti,

2018). Rubin et al. (2015) guidelines were strictly followed, without making any

biased decisions, to ensure the reliability of produced fake news.

Table 5.4 shows the guidelines we provided to the participants to ensure Rubin

et al. (2015) fake news creation restrictions were followed. In addition to the above

guidelines, we explicitly instructed the participants to follow two more guidelines

in order to generate a meaningful manipulated version of the original article:

1. Preserve, as much as possible, proper nouns in the form of people or places

presented in the original article. Try to avoid adding vague proper nouns.

2. Use different strategies to modify the articles. However, avoid simple nega-

tions.
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Table 5.4: Application of Rubin et al.,’s (2015) Guidelines.

Rule# Guideline Action Taken

(1) The corpus should include real and
fake articles.

50% of the dataset was fake news;
50% of the dataset was real news

(2) Only text news items should be used. The collected real articles were only
text without any metadata.

(3) The articles should be obtained from
real news from credible news sources.

The collected real articles were ob-
tained from real news from credible
news sources.

(4) The generated fake articles should be
the same length as the real articles.

we instructed the participants to keep
their article the same word length as
the original article, or as close to it
as possible.

(5) The fake articles should be homoge-
neous in writing style with the real
ones; the corpus should be compati-
ble with news genres and topics. For
example, if the real article relays po-
litical news about a specific event,
then the generated fake article about
the same event should adopt the same
style.

Various participants from different
backgrounds were employed. They
were instructed to write articles in
MSA (the writing style used in news-
papers), with good grammar and
spelling, and use the journalistic
genre writing structure similar to
that of a published news article.

(6) The corpus should be collected within
a predefined timeframe.

The real news articles were collected
within a three-year timeframe, from
2016 to 2019.

(7) The fake news articles should be pre-
sented similarly to the original arti-
cles and with the same purpose, e.g.,
breaking news.

TThe participants were requested
to manipulate the original articles
realistically, which involved chang-
ing characters, information, events,
and/or numbers, while retaining the
purpose of the original article.

(8) The news articles should be publicly
available and easy to access.

Not applicable due to privacy issues
and law enforcement in Saudi Arabia.

(9) The fake articles should be compat-
ible in language and with a similar
cultural status to the real ones.

Participants were guided to write ar-
ticles in MSA following journalistic
style like that of the original article.

Selection of Participants

The advertisements for recruiting fake news producers were carefully worded to

ensure participants would be able to adhere to the above guidelines. For example,

participants might desire to remain anonymous due to laws, such as the one in
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Table 5.5: Article Distribution and Submission Statistics.

Locals
Number of Submitted

Articles
Fiverr

Number of Submitted
Articles

13 197 26 503

Saudi Arabia, that consider fake news production and dissemination to be crimes.

Therefore, potential participants were reassured that no personal information

would be asked for. Further, the participants were allowed to write fake news

whenever possible, in their free time, and were rewarded a monetary amount for

each submitted article. Finally, as some of the participants may have felt that

fabricating articles related to a religious topic like the Hajj would violate their

moral or religious sensibilities, the consent form included the following statement:

‘This is a research task for textual analysis purposes and does not interfere with

anyone’s belief or religion.’

The local university email system at the University of Jeddah was used to

invite native Arabic speakers, university students and employees of the University,

to participate in this task. Each participant received 20 original and legitimate

news articles with the guidelines they needed to follow, as explained in Table

5.5. Real articles were distributed on a first-come-first-serve basis. For example,

the first participant to reply to the advertisement received articles 1–20. The

second participant was given 21–40, and so forth. Unfortunately, about 43%

of the local participants submitted only a subset of the 20 articles requested

or cancelled their participation altogether. As a result, in a period of 30 days,

participants submitted only about 197 falsified articles. Therefore, the Fiverr6

platform was used to recruit more participants. Fiverr is a freelance platform that

offers connection to freelancers or agencies in various domains such as business,

education, and marketing. It allowed us to reach a large and diverse number of

participants worldwide and provide these participants with an even greater level

6https://www.fiverr.com/?source=top nav
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of anonymity than that provided by the university email system.

Article Annotation Scheme

Two undergraduate female media students and one male Saudi journalist anno-

tated the submitted falsified articles to reduce the likelihood of bias. These anno-

tators were given the full list of submitted articles via email, with the guidelines

that were to be followed. They worked individually, and none of the annotators

knew each other. As such, their decisions were based on their own analysis. The

annotators annotated the submitted falsified articles into three distinct groups:

all, partial, and none. Articles that met all of the guidelines received the label

‘all,’ articles that met none of the guidelines received the label ‘none’, and articles

that met some of the guidelines received the label ‘partial’. Figure 5.3 describes

the annotation scheme. Articles were included in the dataset only when at least

two of the three annotators gave it an ‘all’ label.

Articles removed from fake news sets were removed from the original real news

dataset as well, to ensure equality in the number of articles in both datasets.

Figure 5.3: The Annotation Scheme for the real fake Dataset.
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Table 5.6: Statistics of the real fake Dataset.

Real Fake

No. of articles 549 549

Avg. no. of sentences 3.15 3.38

Avg. no. of characters 606.60 633.13

Avg. sentence length (number of words in sentence) 249.78 303.37

Table 5.7: A Sample of Real Articles and Their Corresponding Fake Articles.
Note the Red Text Represents the Manipulated Information, Whilst the Green
Text Represents the Original Information in the Article.

Real Article Fake Article
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On Friday, the Saudi newspapers published that this
year’s pilgrims will carry electronic security bracelets,
after the chaos that resulted from the bloody stampede
during the Hajj season last year. The Arab News and
the Saudi Gazette said that resorting to this technol-
ogy would help the authorities to treat pilgrims better
by ‘[. . . ] getting to know them’. On September 24,
2015, during the last Hajj season, a massive stampede
killed 2,297 pilgrims, according to data collected from
foreign governments ’statistics. There were difficul-
ties in identifying the victims. According to the Saudi
authorities, 769 people were killed in the tragic stam-
pede, the most severe in the history of the Hajj.

On Saturday, the Saudi newspapers published that
the pilgrims of the Holy House will carry small
electronic devices affixed to mobile phones in order
to locate them this year, after the chaos that re-
sulted from the bloody stampede during the Hajj
season last year. The Arab News and the Saudi
Gazette explained that resorting to this technol-
ogy will allow the authorities to monitor the pil-
grims and track their work and personal use on
mobile phones, so it will be easy for them to or-
ganise and coordinate with each other. Also, on
October 25, 2012, during the Hajj season, a huge
stampede killed 3,654 pilgrims, according to data
from the Local Statistics Centre. It was difficult
to identify the victims, but the Saudi government
confirmed that these problems would end upon us-
ing smart electronic devices.
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After the annotation process, 549 falsified articles were labelled as ‘fake,’ with

the same number of original real news articles labelled as ‘real.’ Statistics of the

real fake dataset are described in Table 5.6. An example of real and fake articles

is demonstrated in Table 5.7. The inter-annotator agreement was measured as a

Fleiss’ Kappa of 0.714, indicating a moderate to a substantial agreement beyond

chance (Fleiss, Levin, & Paik, 2013).

5.2 Dataset 2: Satire Dataset

In order to build a dataset that trains the model to classify satirical and non-

satirical articles, satirical articles were extracted from two websites, Alhudood7

and Dkhlak8. These two satirical websites were the only ones openly available

online during our research. The objective of creating this dataset was to answer

research question 1: How well does the proposed approach to classification model

also classify another type of fake news, such as satire? In total, 262 sarcastic

Arabic news articles were collected that discussed several topics related to politics,

economics, religion, and technology. In order to balance the dataset, non-satirical

articles were manually collected from news agencies previously used to collect real

articles, as reported in Section 5.1. We tried to collect, as much as possible, the

same length of non-satire articles with the length of satire articles. The main

focus lay on collecting articles that mentioned the same key dignitaries that the

sarcastic articles presented. In some cases, the exact key details could not be

found because they were made up. Therefore, articles with similar topics as those

discussed by the sarcastic articles were used. For example, if a satirical article

discussed ‘the high gas prices in the Gulf countries,’ this was balanced with a real

article discussing the same topic. The dataset is called satire nonsatire. In total,

the dataset includes 524 articles, 262 satire articles and 262 non-satire articles,

7https://alhudood.net
8www.dkhlak.net
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Table 5.8: Satire nonsatire Dataset Distribution.

Satire Non-
Satire

No. of articles 262 262

Avg. no. of sentences 4.2 4.7

Avg. no. of characters 452 473

Avg. sentence length (number of words in sentence) 275.1 293.4

Table 5.9: Example of Satire and Non-Satire Article.

Satire Non-Satire
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A government plan to fund medical research – which is aimed
at combating the treatment of Alzheimer’s disease, in an effort
to help as many citizens as possible to forget their worries and
reality through this benign disease – has been unveiled by a high-
profile official source on the ground. The source said that forget-
ting citizens’ right to have a minimum decent living will give the
government the opportunity to reduce government spending on
public services and deteriorating infrastructure, and focus gov-
ernment spending on more important files, such as revered mem-
bers of the government. The source stressed that stopping the
treatment of the disease will support the ability of citizens not
to remember their rights and miserable living conditions, which
usually pushes them to engage in reckless actions, such as demon-
strations and protests, ‘[. . . ] which will remove from us the bur-
den of oppression and abuse to help them forget.’ It is ‘[. . . ]
possible for citizens to forget the name of the leader, God for-
bid, or his achievements and exploits, which is a minor side effect
that does not compare to the benefits achieved, and it is easy
to cure this by broadcasting the leader’s speeches on television,
raising his pictures everywhere, and holding awareness sessions
to remind him,’ explains the source.

Scientists are still cautious about a recently developed drug
used to treat Alzheimer’s disease, given that the drug, called
‘adocanumab,’ is still considered by many scientists to be in
the initial trial phrase. Many scientists have been reticent
about these drugs, which have been allowed to be used and
prescribed to patients with Alzheimer’s amnesia. However, a
new study shows that the drug is effective and can gradually
stop the problem of memory loss in Alzheimer’s patients. The
issue of accumulation of amyloid plaques has been one of the
principal issues targeted by studies and drugs that scientists
have produced to treat the disease in recent years. These amy-
loid plaques are a type of protein that grows abnormally and
then collects in tissues or organs. They do not break down as
naturally as normal proteins. Scientists say that the fragments
that result from the fragmentation of these plaques may be re-
sponsible for the death of brain cells, and that is why they
consider these plaques to be the main entrance to drugs for
Alzheimer’s disease, which is still in the experimental stage.

as detailed in Table 5.8. A sample of a satire and non-satire articles is presented

in Table 5.9.
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5.3 Datasets 3 and 4: News Country-of-Origin

Datasets

According to Aladhadh, Zhang, and Sanderson (2014), the location of a tweet’s

author may influence the reader’s belief in its credibility. To examine the influence

of this factor in relation to a real article’s credibility— specifically the country of

origin of the published article’s news platform—I created two datasets. The aim

was to assess the proposed approach’s feasibility in classification tasks and answer

research question 2: How well does the proposed approach to classification model

be used for another classification task, such as classifying an article’s country of

origin?

Two topics were chosen for the creation of this dataset, the Hajj and Brexit.

The topic of the Hajj offers diverse topics in several domains. However, since the

Hajj is undertaken in Saudi Arabia, there was concern that the articles gathered

from Saudi news agencies would be biased towards this topic. Therefore, the

second dataset was created on the topic of Brexit to guarantee that articles were

not biased towards one country over another. This has a relatively lower level of

importance in Arabic speaking nations. To compile both datasets, news articles

from January 2018 to October 2019 were collected by a Python scraper from Okaz,

Addastour, and AmmonNews, news agencies. These news agencies represent

three Arabic countries, Saudi Arabia, Egypt, and Jordan. For the Hajj dataset,

694 Saudi, 695 Egyptian, and 685 Jordanian news articles were included in a

dataset called Hajj CO. For the Brexit dataset, 486 Saudi, 481 Egyptian, and

485 Jordanian articles were compiled in the dataset called Brexit CO. Table 5.10

shows the distribution of both datasets.
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Table 5.10: Country-of-Origin Datasets Distribution.

Hajj CO Dataset

Saudi Arabia Egypt Jordan

No. of articles 694 695 685

Avg. no. of sentences 7 7 7

Avg. no. of characters 2134 1809 1480

Avg. sentence length (number of
words in sentence)

52 44 35

Brexit CO Dataset

No. of articles 486 481 485

Avg. no. of sentences 8 10 8.8

Avg. no. of characters 1163 1995 1404

Avg. sentence length (number of
words in sentence)

25 30 32

5.4 Dataset 5: Covid Dataset

Additional data was gathered to address the usability of the model’s performance

in reality, in dealing with fake news distributed in the real world. In early 2020,

with rising concerns about the COVID-19 pandemic, many fake news articles were

written and distributed through social media and messaging platforms such as

WhatsApp and Facebook. Many of these articles were manipulated from official

websites, such as the World Health Organisation, the Ministry of Health in Saudi

Arabia, and the Food and Drug Administration in the USA, and distributed

through social media and social messaging platforms as genuine.

Following Haouari et al. (2020) approach, a set of fake COVID-19 related

articles were manually collected from the popular Arabic fact-checking platform,

Fatbyyano. This platform is unique in that it provides fake articles, publication

sources, and the verification of the fake articles in the form of real articles from

legitimate news agencies. To create the COVID-19 dataset, we carefully chose

articles that were written in a journalistic style. This fits our research aim, which

is to identify fake articles written in a journalistic manner. We extracted only

fake articles published on news or social media platforms that were written in a
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Figure 5.4: The Red Side Shows the Fake Article, and the Green Side Shows the
original Article.

journalistic style and claimed to come from a legitimate news agency, which in

all cases was later confirmed to be fake by Fatbyyano. For example, a fake article

was published purporting to come from a legitimate Saudi news agency called

‘Sabq’9’, however, Fatbyyano determined that it was a non-legitimate website

that imitated Sabq’s logo. To give a better perspective, Figure 5.4 shows an

example of an article posted on social media referring to a fake website which

uses a website address similar to Sabq’s. The red section shows the manipulated

fake article, whilst the green section on the other side shows the original article

posted on Sabq’s actual website.

Searching in Fatbyyano platform, 26 fake articles and their verified real articles

were manually collected. In total, 52 articles, 26 fake and 26 real, about COVID-

19 were collected into the COVID dataset. Table 5.11 shows the statistics of the

dataset and Table 5.12 shows an example. This dataset forms the unseen data for

further testing and evaluating this study’s model in Chapter 7, to answer research

9www.sabq.org
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Table 5.11: Statistics of the Covid Dataset.

Real Fake

No. of articles 26 26

Avg. no. of sentences 2.01 2.89

Avg. no. of characters 143.48 167.56

Avg. sentence length (number of words in sentence) 128.24 134.57

Table 5.12: Sample Real and Fake Articles From the Covid Dataset.

Real Article Fake Article
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one of the components of the al-Hasakah protein
that the vaccine teaches the body to make is simi-
lar to the protein Synestin-1 (this is a protein that
helps the development of the placenta that sur-
rounds the foetus), which led to the belief that
the body will not only attack the stings of the
coronavirus but will attack the proteins that make
up the placenta and destroy it. There is no evi-
dence that infertility and other fertility problems
in men or women are side effects of any type of
corona vaccines that are used around the world.
The messenger DNA technology used in the pro-
duction of corona vaccines is not a new technology
and has been used before in the production of In-
fluenza Vaccines.

Pfizer’s former head of respiratory research,
Michael Yidon, said that the Pfizer vaccine for
corona causes infertility in women. This may lead
to infertility in women for an indefinite period,
according to what was quoted from Yedon. The
vaccine contains a spike protein called sensitin-1,
which is vital for the formation of the human pla-
centa in women, which may lead to infertility in
women for an indefinite period.

question 3: What is the performance of the proposed model on an unseen real

and fake article distributed in the real world?
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Figure 5.5: Dataset Creation Specifications.

5.5 Summary

This section presented the five datasets used in this research. The first dataset

was constructed by collecting and verifying real articles and generating a fake

version of them using a crowdsourcing, called real fake dataset. The second

dataset, satire nonsatire, was constructed by collecting satirical articles from

satirist platforms and balancing them with legitimate news articles on the same

topic or about the same dignitaries. The third and fourth datasets, Hajj CO and

Brexit CO, were organized to include more than 2,000 news articles from Saudi

Arabia, Egypt, and Jordan about the Hajj and Brexit. The final was created by

collecting fake articles distributed on social media about COVID-19 and verified

articles on the same subject from legitimate news agencies. This dataset is called

COVID. Figure 5.5 shows a summary of all the dataset’s compilation process.
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Implementation

This chapter contains the core of the current research and discusses the creation

of the model.

6.1 Data Preparation

One of the main contributions of this research is that it provides five datasets,

as detailed in Table 6.1. Each dataset is comprised of articles in text format

organized in separate folders. In particular, each text file contained the article’s

text and was saved as class name and number of article (i.e., real 22). The

real fake folder contains 549 real articles and 549 fake articles; the satire nonsatire

folder contains 262 satire and 262 non-satire articles; the COVID dataset contains

26 real articles and 26 fake articles; Hajj CO contains 694 Saudi, 694 Egypt,

685 Jordan articles; and Brexit CO contains 486 Saudi, 481 Egypt, 485 Jordan

articles. Figure 6.1 shows an example of a Saudi article in the Brexit dataset.

6.2 Data Pre-processing

Text pre-processing techniques are generally used to reduce a document’s size

and increase the processing speed. For text classification tasks, its main purpose
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Table 6.1: Details of Constructed Datasets.

Dataset Description

real fake 549 real articles; 549 fake articles

Satire nonsatire 262 satire articles; 262 non-satire articles

COVID 26 fake articles; 26 real articles

Hajj CO 694 Saudi, 694 Egypt, 685 Jordan

Brexit CO 486 Saudi, 481 Egypt, 485 Jordan

Figure 6.1: An Example of a News Article About Brexit.

is to reduce data dimensionality, thus reducing the size of text features. Dealing

with Arabic necessitates the use of specific pre-processing techniques to reduce

any errors. Here, we describe the pre-processing methods applied to the compiled

datasets.

Stemming

This is the process of reducing words to their root (stem). It relies on removing

the end of the word, the suffix, to retain the base of the word. In terms of the

impact of stemming on Arabic text, the morphological nature of Arabic has led

to contradictory results in previous research (Wahbeh, Al-Kabi, Al-Radaideh,

Al-Shawakfa, & Alsmadi, 2011). Studies have indicated that stemming might

have little-to-no significance in the classifier’s performance (Al-Badarneh, Al-

Shawakfa, Bani-Ismail, Al-Rababah, & Shatnawi, 2017). Thus, the decision was

made to not apply stemming and, instead, use the full form of the word. This

was an effort to preserve the author’s style as much as possible.
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Figure 6.2: Segmented Text.

Segmentation

This process splits a sentence into a set of tokens (words). Its importance comes

from converting unstructured text into independent words that can be easily

analysed. We used the Farasa segmenter in Tasaheel to perform segmentation on

all five datasets. An example of the segmentation is shown in Figure 6.2. The

datasets were segmented to remove any affixes attached to the words for better

word matching in the features extraction step.

Normalisation

Several studies that worked with Arabic texts applied normalisation to unify the

text for ease of analysis (Al-Badarneh et al., 2017; Alzanin & Azmi, 2019). Most

normalisation tasks used to overcome misplaced dots or glitches (Z) in a word

were performed by replacing letters as follows:

�
@ , @


,

@ → @

ø


→ ø


ð → ð

�
è → è

Because the articles used were written in a journalistic style but were from

different news agencies that may have had different writing formats, the dataset
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was normalised to create a unified format. To normalise the datasets, the Tasha-

phyne1 normaliser in Tasaheel was applied to all five datasets.

Stop Words

Stop words were retained, because they constitute an important factor in this

analysis. Many stop words act as function words, such as prepositions or con-

junctions, which are useful in this work. For example, the stop word ‘except’ B@


is a function word used to incorporate an exception into a statement. Removing

it would mean losing the statement’s exception clause.

Filtering Non-Arabic Characters

Several character removals were performed to avoid useless data and remove non-

Arabic letters. Further, special characters (#, %, $, @, &, ∗, ‘,,’ ‘;’) were removed,

but full stops were retained because they mark the end of a sentence. Additionally,

diacritic marks were removed, though very few were present: the articles were in

the journalistic genre, where these marks are in most cases not used. Numbers

were retained in the articles, as some generated fake articles had manipulated

numbers from the original articles. This is similar to the dataset in Nagoudi

et al.’s study, where one of the approaches manipulated numbers in the original

article to generate fake articles.

In total, five normalised and segmented datasets that contained articles in

text format: real fake, satire nonsatire, COVID, Hajj Co, and Breaxit Co were

prepared for textual features extraction in the next section.

1https://pypi.org/project/Tashaphyne/
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6.3 Textual Feature Extraction

I relied on Tasaheel to extract the textual features from the benchmark datasets

real fake, satire nonsatire, COVID, Hajj CO, and Brexit CO— as detailed below.

Note that all of the datasets contain articles in text format. Assuming that spe-

cific words in a sentence indicates the writer’s feelings or thoughts, we extracted

words that indicate emotion, polarity, and specific linguistic categories. We also

extracted the POS of each word as they could indicate the presence of deceptive

text (Newman et al., 2003).

6.3.1 Extraction of POS Features

To extract the POS features, Tasaheel was used to tag the datasets using the

Farasa POS tagger, as seen in Figure 6.3. However, since Farasa did not generate

tags for proper nouns and interjections, we relied on using Posit which generates

proper nouns and interjections POS tags according to StanfordNLP tag format.

Two folders of each dataset were generated, one tagged using the Farasa tagger,

and the other tagged using the StanfordNLP tagger (Figure 6.4).

From each dataset, the nouns, verbs, adverbs, adjectives, prepositions, deter-

miners, pronouns, and conjunctions from the Farasa-tagged folder were noted.

Proper nouns and interjections were also noted from each dataset that relied on

the generated StandfordNLP-tagged text files. The POS textual feature cate-

gories are displayed in Table 6.2.

6.3.2 Extraction of Linguistic Features

The linguistic tagger option in Tasaheel allows the tagging of words in a speci-

fied linguistic category that denotes a certain grammatical role. The output file

produced all matched words, their file destination, and their total number of oc-

currences. We manually revised the results, and only those that fit the textual
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Figure 6.3: POS Summary Output by Tasaheel.

Figure 6.4: StanfordNLP Tagged Text.

category were recorded in Excel sheets. During this phase, we faced two chal-

lenges, extracting superlatives and a justification affix. Although superlatives are

content words, in most cases adjectives, it was impossible to include all of the
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Table 6.2: POS Features Categories.

Content Words

Nouns Verbs Adjective

h. Ag / è

@QÓ@ / Ég. P úÎ� / ÐA

	
K / Yª� ú



ÍA« / PAg / XPAK.

Man / woman / pilgrims Climbed/ sleep / prayed Cold / hot / high

Adverbs Proper Nouns

A
	
��



@ Qå�Ó / 	áÒJ
Ë @ / YÔg


@

Too / also Ahmad / Yemen / Egypt

Function Words

Conjunctions Prepositions Pronouns
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@ / ø




And / thus In / on We / she / you / you

Interjections Particles Determiners

èðð

@

�
IJ
k / ú



» È@

Ooh For that, since The

superlative words in Arabic in one wordlist category. The other issue was the affix

È ‘li’ representing a justification. Because the affix is attached to a word, exact

word matching was not possible. To extract superlatives and the justification È

‘li’, we needed to modify the code in Tasaheel to enable searching through the set

of POS tags produced by Farasa and StanfordNLP for specific attributes related

to these categories. We coded a Python script to search for a designated item by

forming a query that fit the item’s tag. The code was added as an option in Tasa-

heel, affix extraction. The POS tagged text files from Tasaheel and Posit in the

Farasa and StanfordNLP tag format were input in the Tasaheel affix extraction

option.

Extracting Superlative Category

As stated in chapter 3, superlatives are adjectives that express the highest degree

of comparison. Since it is difficult to predefine all superlatives in Arabic and
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gather them in one wordlist, we make use of its morphology. In Arabic, all

superlatives include the affix

@ ‘a a’, which is connected at the beginning of the

superlative in the masculine form, and the affix ø ‘a a’, which is connected at

the end of the superlative in the feminine form. We searched through the tags

produced by Posit in StanfordNLP tag form, as they provide more general word

tagging. Moreover, as superlatives are adjectives, they are tagged as [JJ] in the

StanfordNLP tagger format. Thus, the search was narrowed to only words tagged

with adjective [JJ] tags and starting with the prefix

@ ‘a a’ or ending in the suffix

ø ‘a a’. Figure 6.5 shows the query highlighted place in file result.

The query formed for this search is:

Affix as prefix

Affix:

@

BASE TAG: JJ

Affix as suffix

Affix: ø

BASE TAG: JJ

Figure 6.5: Query Place Result.

Extracting Justification Category

As stated in chapter 3, some affixes have the same grammatical role as some of

the linguistic categories. In the justification category, nine words were constants;

however, one was an affix that held the same grammatical role as the other
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constant words. In particular, the affix È ‘li’ means ‘for that cause’ when attached

to a present verb, which produces a justification. To search for this affix, we

searched the Farasa tagged files. In Farasa tagged text files, the words and their

connected affixes are assigned to detailed POS tags showing the affix type. È

‘li’ is tagged as a preposition in this case. Given this, the following query was

formed:
BASE TAG: JJ

Affix: È / PREP

Figure 6.6 shows the output file with the result of this query for satire nonsatire

dataset. Where the file indicates that the matching query of this affix is present

one time in file “nonsat 3” and one time in file “nonsat 9”. Figure 6.7 demon-

strates the place of query match highlighted in the “nonsat 3” file.

The results of both queries were manually reviewed to ensure that they fit

the correct linguistic category. Note, using both POS taggers, Farasa and Stan-

fordNLP, to extract justification and superlative categories meant that they sup-

ported each other and aided in extracting accurate features. The code for search-

ing within the generated POS tags field for specific queries was added as a new

function in Tasaheel as ‘Affix extractor,’ as seen in Appendix A.

To summarise, the linguistic feature categories extracted were as follows: as-

Figure 6.6: Query output sample.
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Figure 6.7: Query Place Result .

Table 6.3: Linguistic Features Categories and Number of Words Matched.

Assurance Negations Justification∗

No. of words
(All concrete words except∗)

7 7 10 (9 concrete
+ 1 affix)

Intensifiers Hedges Illustration
14 7 6
Temporal Spatial Superlative
8 10
Exception Opposition
6 4

surance, negation, illustration, intensifier, hedges, justification, temporal, spatial,

exclusion, superlative, and opposition. Table 6.3 demonstrates each linguistic

textual features and the number of words in each fetaure.

6.3.3 Extraction of Emotion and Polarity

To extract the emotion and polarity words from each article in all datasets, the

emotion and polarity tagger options in Tasaheel were invoked. For each textual

category, words in that category were matched with the text from the articles.

The emotional categories extracted were anger, sadness, fear, joy, disgust, and

surprise words. Table 6.4 shows the number of words in each category to be

matched with the articles. The polarity words extracted were from positive and

negative polarity sets. An output file produced words matched, destination files,

and their number of occurrences in each file. In each file, words tagged will be

displayed with its textual category following, and a summary of the number of

the textual categories is provided, as shown in Figure 6.8. Note that the ‘+’
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Table 6.4: Emotion and Polarity Categories and Number of Words Matched.

Anger Sadness Fear Disgust Joy Surprise

203 214 404 279 337 292

Negative Positive

No. of
words

4783 2006

Figure 6.8: Emotion, Polarity, and Linguistic Tagging in Tasaheel.

Figure 6.9: Summary of the Pre-Processing and Feature Extraction Tools.

signs included in the text files after segmentation were removed to avoid any

mismatching.

Figure 6.9 summarises the pre-processing and feature extraction phases with

details of the tasks and tools used.

127



Chapter 6. Implementation

6.4 Datasets Preparation

6.4.1 Primary Datasets Preparation

Each dataset includes the quantity of each extracted textual feature from every

article in Excel sheets. Note that each article was assigned a specific label, which

conforms with its saved name, as previously discussed. Articles were labelled 0 for

real and 1 for fake in real fake; 0 for non-satire and 1 for satire in satire nonsatire;

0 for real and 1 for fake in COVID; and 1 for Saudi Arabia, 2 for Egypt, and

3 for Jordan in both Hajj CO and Brexit CO. In this way, datasets consisted of

the articles’ number, class, and number of occurrences of each textual feature.

Table 6.5, shows all investigated textual feature categories. In total, the real fake

dataset had 544 real and 544 fake articles; the satire nonsatire dataset had 262

satire and 262 non-satire articles; the COVID dataset had 26 real and 26 fake

articles; the Hajj CO dataset had 694 Saudi, 694 Egyptian, and 685 Jordanian

articles; and Brexit CO had 486 Saudi, 481 Egyptian, and 485 Jordanian articles.

A total of 30 features were extracted from each article in the five built datasets.

The POS feature set had 10 features, the emotional had six, the polarity had two,

and the linguistic had 11.

6.4.2 Secondary Datasets Preparation

A. A small sample of 10 random articles (five real, five fake) from the real fake

dataset was grouped in an Excel sheet named Test.xlsx, which is used to compare

the model’s performance with humans in the next chapter. This aims to answer

research question 4: How might the proposed model perform compared to humans

in classifying real and fake articles?

B.We stemmed a copy of the real fake dataset using the ASL stemmer in Tasaheel

and extracted emotion features. This process produced the real fake stem file

that contained the emotion features of 549 real and 549 fake articles. This was
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Table 6.5: All Textual Features Extracted.

POS

Content Words

Nouns Verbs Adjectives

Adverbs Proper Nouns

Function Words

Conjunctions Prepositions Pronouns

Interjections Particles Determiners

Emotion

Anger Sad Fear

Joy Disgust Surprise

Polarity

Positive Negative

Linguistic

Assurance Negations Illustration

Intensifier Hedges Temporal

Spatial Exclusion Superlative

Opposition Justification

to answer research question 5: What is the effect of stemming articles on the

model’s performance?

6.5 Experimental Setup

In this section, we describe the setup in terms of the software used and details

of the parameters set for the ML classifiers. The details of the experiment’s

environmental setup are outlined below.

6.5.1 Microsoft Excel

Microsoft Excel has the necessary computational features, using a grid of cells

arranged in numbered rows and letter named columns to organise data. It also

offers a wide range of data storage options and fundamental mathematical func-

tions. We used Microsoft Excel 2019 to create five separate spreadsheets for each

dataset’s feature extraction results. Each spreadsheet was named after its dataset
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Figure 6.10: Dataset’s Worksheets. From Right to Left, The First Column Shows
the Articles, Then the Article Class in Gray. The Green Columns Contains the
Linguistic Categories, Pink Contains the Polarity, Yellow Contains the Emotions,
and Blue Contains the POS. The Last Column Contains the Number of Words
in Each Article.

name and contained the article’s text in rows, with each row corresponding to

the article number in its original folder. Each column was named after a textual

feature category. All tabulated data was then entered into a Microsoft Excel

spreadsheet for lexical density calculations in the next chapter. Specifically, each

result was noted under its category and corresponded to the article number. For

that, each article had a row filled with the results of each textual category. Figure

6.10 shows a sample of one dataset worksheet. The columns include the article’s

text, class, and its POS, polarity, emotion, and linguistic categories. The last

column shows the number of words in the article, which is needed to calculate

the lexical density in the next chapter.

As a result, we had a total of five datasets recorded in separate Excel sheets:

real fake.xlsx, satire nonsatire.xlsx, Covid.xlsx, Hajj CO.xlsx, and Brexit CO.xlsx.

To test and evaluate the model in WEKA the results in excel for each dataset

must be converted to attribute – relation file format, arrf, which will be explained

next.

6.5.2 WEKA

WEKA is a collection of machine learning algorithms used for data mining tasks.

It implements several algorithms to perform classification, clustering, and data
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Figure 6.11: Dataset in the Arrf File Format.

association. After noting the results produced by extracting features from the

articles in each dataset, we made another copy of these datasets that were con-

verted to arrf files to be compatible for use in WEKA. Each feature was given

in the top of the arrf file, and its value noted in the line corresponding to the

article’s label, as shown in Figure 6.11.

As a result, we had a total of five arrf. files: real fake. arrf, satire nonsatire.arrf,

Covid.arrf, Hajj Co. arrf, and Brexit CO.arrf. Moreover, we had two secondary

dataset tests. arrf and real fake stem.arrf.

WEKA default configurations were set for all NB, SVM, LR, and RF algo-

rithms used in the current research. Details of the parameters can be seen in Table

6.6. The textual feature categories were uploaded in WEKA as the variables for

training and testing.

The experimental environment was split by a percentage: 80% training and
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Table 6.6: Classifiers’ Parameters.

SVM NB LR RF

batchSize 100
kernel linear

batchSize 100 batchSize 100
maxBoostingIterations 500

batchSize 100
bagging with numIteraions100

number of trees 100

20% testing for the model’s evaluation experiments. Moreover, the supplied test

option was used for testing the COVID dataset as unseen testing data. Further,

we used the ChiSquaredAttributeEval to evaluate the important features that

influence the model’s performance.

6.5.3 Orange

Orange version 3.31.0 was used in this research. It is an open-source ML and

data visualisation software that enables data analysis and maps misclassified data

items. Orange provides a word cloud option that displays tokens in the dataset,

where it is an excellent widget for displaying the frequency of words. Through

BoW features enabled in the tool, words are listed by their frequency. The tool’s

configuration parameters for the word cloud option performed in this research is

based on turning the fake articles into word vectors using BoW n-grams, which

is an extension of the BoW approach. An n-gram is a sequence of n tokens

(words). In this research, we applied the uni-gram feature to create a word

cloud visualisation that generated the frequent words in fake articles. The weight

of words are calculated, and the ones with higher weight represent the most

frequent ones. These most frequent ones are then displayed, as shown in Figure

6.12 (Orange, 2022).
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Figure 6.12: Sample of Word Cloud in Orange.

6.5.4 Participants for Human Evaluation

Ten female computer science students participated in the sample testing in a

classroom in the University of Jeddah. Handout sheets that comprised 10 articles

(5 real and 5 fake), which were randomly extracted from the dataset testing

sample for model evaluation, were manually given to the students. We stayed

in the classroom and students were not allowed to speak to each other or use

their mobile phones during the task. We verbally explained the instructions, as

follows: the participants were to note only (R) if they believed the article was

real and (F) if they believed the article was fake. No personal data was needed

on the form, so it was not collected. The task had no time limit, so it ended when

the last participant handed in her sheet.

133



Chapter 6. Implementation

6.5.5 Evaluation Metrics

The performance evaluation of each classifier is based on average accuracy (A),

precision (P), average recall (R), and average F-Measure (F).

Precision: It is calculated as a measure of correctly identified positive cases

from all of the predicted positive cases. It is especially useful to inspect the cost

of False Positives (FP).

Precision(P ) =
TPR

TPR + TNR
(6.1)

Recall: It is calculated as a measure of correctly identified positive cases

from the actual positive cases. It is especially useful to inspect the cost of False

Negatives (FN).

Recall(R) =
TPR

TPR + FNR
(6.2)

F- Measure: It is the harmonic mean of precision and recall.

F −Measure(F ) =
2.P.R

P +R
(6.3)

Accuracy: It calculates the ratio of sum of true positives and true negatives

of all the predictions.

Accuracy(A) =
TPR + TNR

TPR + FNR + TNR + FNR
(6.4)

Lexical Density for each category feature in a class (L) =

(total number of occurrence of each feature category in a class )×100

total number of words in the whole class
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Figure 6.13: Dataset Compilation Details.

The formula of the Chi square feature selection is shown in algorithm:

X2
c =

∑ (Oi − Ei)
2

Ei

(6.5)

where c is the degree of freedom (threshold value), O is the observed value,

E is the expected value, and X2 is chi-square computed result for feature. This

formula is used to calculate the important features for model’s performance.

6.6 Summary

In this chapter, we presented the implementation to build the classification model.

As detailed in Figure 6.13, a total of five datasets saved in Excel sheets were used

for lexical density calculations. We made a copy of these datasets and turned

them to arrf files to test and evaluate the proposed model in WEKA.
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Experiments and Analysis

This chapter presents the results of the research. It provides details on the ex-

perimental procedures carried out and presents the findings and analysis of the

supervised machine learning model that classifies real and fake Arabic articles

based on textual analysis. This research has two parts. The first part evaluates

the model’s performance in classifying real and fake articles, whilst the second

conducts several experiments to answer the research questions.

7.1 Evaluation. Part 1: real fake Classification

To evaluate the model’s performance, experiments with regards to the textual

feature sets were carried out. The WEKA tool was prepared for testing and stan-

dard parameters, and configurations for ML classifiers were chosen in WEKA,

as discussed in Chapter 6. The real fake.arrf is composed of 544 real articles

labelled 0 and 544 fake articles labelled 1, with 30 textual features of POS, emo-

tion, polarity and linguistics. Its was randomly split into 80% (874 articles) for

training and 20% (215 articles) for testing. All the performance metrics are in

percentages.

I present three evaluation scenarios:
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Table 7.1: Results of the Evaluation of the Individual Feature Categories.

POS Emotions Polarity(P) Linguistics(L)

Naive Bayes
(NB)

Precision 54.1 56.8 57.4 61.3
Recall 53.6 54.5 56.0 60.2
F- Measure 49.4 51.9 54.9 58.7
Accuracy 53.7 52.1 55.1 60.1

Random
Forest (RF)

Precision 63.6 58.4 56.9 64.5
Recall 63.6 58.4 56.9 64.5
F- Measure 63.6 58.3 56.8 64.5
Accuracy 63.6 58.4 56.9 64.5

SVM

Precision 57.3 53.2 49.9 60.0
Recall 57.7 54.2 48.4 59.4
F- Measure 56.7 50.2 50.0 58.8
Accuracy 56.9 51.2 49.0 59.2

Logistic
Regression
(LR)

Precision 61.9 55.7 57.4 63.1
Recall 61.9 55.4 57.2 62.9
F- Measure 61.9 54.9 57.6 62.8
Accuracy 61.9 54.8 57.8 60.9

• The first experiment evaluated the model’s performance according to each

set of textual features individually.

• The second experiment evaluated the model’s performance using all sets of

textual features.

• The third experiment evaluated the model’s performance using various com-

binations of textual feature sets.

7.1.1 Experiment 1: Testing Textual Feature Sets Indi-

vidually

In this experiment, each textual feature set was tested individually, and the

model’s performance was evaluated and noted in Table 7.1.

As shown in the table, the four classifiers produced accuracy results ranging

between 58.4% and 64.5%. The RF classifier achieved the highest accuracy of
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64.5% and 63.6% for the linguistic and POS features, respectively, which might

be due to the fact that similar words are found in both POS and linguistic features.

For example, the word Ñ
	
m�
	
�

@ ‘the biggest’ is an adjective found in the POS features

and a superlative in the linguistic features. The NB classifier had the lowest score

of 53.7% accuracy for the POS features. The LR classifier’s accuracy decreased

by around 0.2 in the accuracy compared to the RF accuracy, for all textual

features, except the polarity feature, where it decreased by 0.12. An interesting

observation is that emotion and polarity features have relatively similar results

in all classifiers, with an accuracy of slightly over 50%. This can be explained by

the fact that many words in the emotion features are also found in the polarity

features, for example the word hQ
	
¯ ‘happy’ is a word that implies the emotion

joy and positive polarity.

7.1.2 Experiment 2: Testing and Evaluating All of the

Features

In this experiment, all textual feature sets were tested, and the model’s perfor-

mance was evaluated and noted in Table 7.2.

The results in this table support the findings of the previous experiment with

respect to the RF classifier. Random forest performs better than other classifiers.

It has an accuracy of 77.3% for precision, 77.2% for recall, 77.3% for F-measure,

and 77.2% for accuracy, with all features combined. Although it had a lower

accuracy, LR computed an average recall of 69.7%, precision of 69.7%, F-measure

of 69.7%, and accuracy of 69.9%. These scores of precision, recall, F-measure,

and accuracy have decreased in SVM compared to LR. The NB had the lowest

accuracy with 60.6%.
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Table 7.2: Results of Evaluation of All Features in the real fake Dataset.

All Features

Naive Bayes (NB)

Precision 60.4
Recall 59.0
F- Measure 56.8
Accuracy 60.6

Random Forest (RF)

Precision 77.3
Recall 77.2
F- Measure 77.2
Accuracy 77.2

SVM

Precision 63.7
Recall 63.4
F- Measure 63.3
Accuracy 63.5

Logistic Regression (LR)

Precision 69.7
Recall 69.7
F- Measure 69.7
Accuracy 69.9

7.1.3 Experiment 3: Testing and Evaluating Combined

Features

At this point, the aim was to determine what features combined might improve

the classification results. Combined textual feature sets were tested, and an

evaluation of the model’s performance is shown in Table 7.3.

The RF outperformed the other three classifiers by producing accuracy scores

of above 60% in all textual feature combinations. The highest accuracy scores

were achieved by a combination of POS and linguistic features. Logistic regres-

sion and RF generated scores of 69.5% and 72.6%, respectively, with the same

feature set combination. The lowest accuracy score was achieved by NB where

a combination of POS and emotion features achieved 49.1%. Support Vector

Machines (SVM) had an average accuracy of 56.3% for POS and emotion, 61.6%

for POS and linguistics, 54.5% for POS and polarity, and 62.0% for POS and

emotion and linguistics. Moreover, RF produced 67.9% accuracy when polarity
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Table 7.3: Results of the Evaluation of Combined Features in the real fake
Dataset.

POS+E POS+L POS+P POS+E+L POS+P+E E+L+P E+L L+P E+P

Naive
Bayes
(NB)

Precision 54.2 59.4 58.3 60.1 58.3 62.3 63.0 60.8 58.0
Recall 53.6 58.1 56.6 58.7 56.6 61.1 61.4 59.9 57.5

F-
Measure

49.1 55.7 52.9 56.4 52.9 59.6 59.7 58.5 57.3

Accuracy 53.3 59.2 58.2 59.9 56.7 62.1 62.7 60.5 57.9

Random
Forest
(RF)

Precision 66.4 76.3 61.9 76.3 67.1 75.7 69.6 67.8 61.7
Recall 66.3 76.2 61.7 76.4 66.9 75.5 69.6 67.8 61.7

F-
Measure

66.3 76.2 61.7 76.3 66.8 75.5 69.6 67.8 61.7

Accuracy 66.4 76.1 61.8 76.4 66.9 75.6 69.6 67.9 61.7

SVM

Precision 56.8 63.7 55.0 64.2 57.3 61.1 58.7 59.6 52.2
Recall 57.3 62.4 55.2 62.9 57.4 61.3 58.3 59.8 52.7

F-
Measure

56.3 61.6 54.5 62.0 57.3 61.0 59.0 59.3 50.1

Accuracy 57.3 63.7 60.1 63.2 57.4 61.1 58.2 59.2 52.1

Logistic
Regression
(LR)

Precision 62.1 69.6 62.2 68.8 61.9 54.0 62.4 63.6 55.8
Recall 62.1 69.5 62.2 68.7 61.9 63.9 62.3 63.8 55.7

F-
Measure

62.1 69.5 62.2 68.7 61.9 63.9 62.5 63.7 55.8

Accuracy 62.1 69.6 62.2 68.7 61.9 59.7 62.1 63.8 55.6

and linguistics were combined. However, when substituting the polarity feature

with emotion, the accuracy score increased to 69.6%. Random forest produced

61.7% accuracy when POS was combined with polarity and an increase to 66.3%

accuracy when the emotion features were replaced with POS. The same classifier

produced 61.7% accuracy when POS was combined with polarity, whereas an

increase to 66.3% accuracy was generated when replacing the emotion features

with POS.

Optimal Model

From the previous experiments, we find that the best performing classifier was RF.

It achieved an accuracy of 77.2% using all 30 textual features in POS, emotion,

polarity, and linguistics to classify real and fake articles in Arabic. Throughout

this research, we refer to this model as the ‘optimal model’.
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7.1.4 Dataset Lexical Densities

The experiments led to an analysis that focused on supervised learning with

predefined labels. However, computing lexical densities of each textual feature

can provide insights into trends within the data. A comparison of classes’ lexical

densities, real and fake, for the real fake and COVID dataset might provide more

meaningful results. We calculated the COVID lexical densities as it also includes

real and fake articles collected from real world cases and we wanted to quantitively

observe the behaviour of fake articles in both datasets. As a reminder, the COVID

dataset contained 26 fake articles about COVID-19 collected from fact checking

websites and 26 real articles about COVID-19 from legitimate websites. Real fake

contained 549 real and 549 fake articles generated through crowdsourcing. The

lexical densities of both real fake.xlsx and COVID.xlsx were calculated, and their

results are noted in Table 7.4.

The comparison between word use in real and fake articles in the real fake

and COVID datasets shows some slight differences. Specifically, there is a slight

increase of .10 in both the nouns and conjunctions in fake articles compared to

real ones. A more obvious increase in fake articles is in the number of verbs,

adverbs, and particles in the COVID dataset compared to the same features for

fake articles in the real fake dataset. A noticeable decrease in word use occurs

in prepositions, determiners, adjectives, and proper nouns for fake articles in

the COVID dataset compared to real articles in the same dataset. Moreover, a

similar decrease is found in adjectives and proper nouns in the fake articles in the

real fake dataset compared to real articles in the same dataset.

The comparison shows a word use increase specifically for sadness, fear, dis-

gust, surprise, negative words, and positive words in fake articles in real fake and

COVID. However, the number of negative words increased by around .80 in fake

articles in the real fake dataset compared to real articles. This was .40 increase

in fake articles in the COVID dataset. This may be explained by the number
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Table 7.4: Lexical Densities of Feature Categories.

Dataset Real fake Covid

Class Real Fake Real Fake

Nouns 30.84 31.16 26.29 27.52

Verbs 3.93 4.29 4.04 6.33

Prepositions 8.8 9.63 10.01 9.43

Determiners 18.0 19.03 16.63 14.17

Interjections 0.00 0.01 0.027 0.07

Adverbs 0.125 0.137 0.24 0.31

Adjectives 6.45 6.30 7.23 5.86

Conjunctions 5.34 5.56 4.18 4.68

Proper nouns 10.59 9.64 0.74 0.011

Pronouns 1.61 1.83 2.03 2.64

Particles 10.67 11.78 13.45 15.74

Anger 0.48 0.67 0.08 0.05

Sadness 0.25 0.268 0.02 0.07

Fear 0.21 0.232 0 0.01

Joy 1.40 1.08 0.13 0.13

Disgust 0.03 0.056 0 0.018

Surprise 0.16 0.175 0 0.018

Negative 0.16 0.24 0.7 0.11

Positive 0.31 0.36 0.21 0.31

Assurances 0.43 0.734 0.44 0.577

Negations 0.35 0.49 0.58 0.44

Illustrations 0.04 0.06 0 0.027

Intensifiers 0.12 0.21 0.32 0.34

Hedges 0.39 0.533 0.10 0.18

Justifications 1.20 1.596 0.656 0.41

Temporal 0.65 0.853 0.09 0.05

Spatial 0.50 0.514 0.24 0.19

Exclusive 0.14 0.133 0.262 0.082

Superlatives 0.45 0.364 0.29 0.13

Oppositions 0.08 0.49 0.29 0.11
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of fake articles in the real fake dataset, 549, which is more than 10 times the

number of fake articles in the COVID dataset, 26. In the same vein, the number

of positive words increased by around .10 in fake articles in the COVID dataset

compared to a slight increase of .05 in the real fake dataset. Conversely, there

was a higher decrease in the number of joy emotion words in fake articles in the

real fake dataset, compared to no change in joy words in the COVID dataset.

Analyses of the data demonstrate a general pattern in the amount of words

used in fake articles, specifically in assurance, negations, intensifiers, hedges, justi-

fication, temporal, and oppositions in real fake. A further increase in the number

of assurance words, hedges, and intensifiers was evident in the fake articles in

the COVID dataset. However, there was a high decrease in fake articles’ nega-

tion, justification, temporal, spatial, exclusion, superlatives, and oppositions in

the COVID dataset.

7.1.5 Important Features

I applied a chi-square test using the ChiSquaredAttributeEval option in WEKA

to evaluate the important features in both the real fake and the COVID datasets

that affected the optimal model’s performance. This was to evaluate the influence

of each textual feature by statistically computing the chi-square of each textual

feature with respect to each class. Real fake.arrf and COVID.arrf were employed

for this task. Table 7.5 shows the important features in real fake, while Table

7.6 shows important features in the Covid dataset. Features are arranged in

decreasing order of importance

There is excellent agreement between the two datasets in intensifiers, justifi-

cations, hedges, negators, superlatives, and oppositions. As these features were

found in the top 11 textual features that are influential in classifying real and fake

articles, they show their dominance in real fake and COVID. Negative polarity

has a higher impact on identifying fake news than positive polarity. Anger is the
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Table 7.5: Important Features in real fake.

All Features Intensifier, Conjunctions, Justification, Anger, De-
terminers, Adverbs, joy, Hedges, Particles, Nega-
tors, Superlatives, Oppositions, Assurance

POS conjunctions, determiners, adverbs, particles, verbs

Polarity Negative, positive

Emotion anger, joy, fear, sad, disgust

Linguistics intensifier, justification, hedges, negators, superlatives, op-
positions, assurance, time, place

Table 7.6: Important Features in Covid.

All Features Proper Nouns, Intensifier, Hedges, Pronouns, Su-
perlatives, Nouns, Adjectives, Surprise, Negators,
Oppositions, Justification

POS proper nouns, nouns, adjectives, prepositions, verbs.

Polarity Negative, positive

Emotion surprise, sad, disgust, joy, fear, anger

Linguistics intensifier, hedges, superlatives, spatial, opposition, excep-
tion

highest of the 11 dominant features in the real fake dataset while surprise is the

highest in COVID. However, it is difficult to draw generalized conclusions based

on the results shown here, as there is variance in the dominance of the textual

features in both datasets.

7.2 Evaluation. Part 2: Experiments Based on

the Research Questions

In this section, we conduct experiments to answer the research questions presented

in Chapter 1. The following was the experiments scenario:

• The satire nonsatire.arrf was tested for the model’s performance to classify

articles as satire or non-satire.

• To evaluate the model’s performance in classifying the article’s country of
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origin, Hajj CO.arrf and Brexit CO.arrf were tested.

• The COVID.arrf was employed as an unseen test set to evaluate the optimal

model’s performance with real-world fake articles.

• A sample of 10 articles formed in test.arrf from the real fake dataset was

tested using humans and the optimal model.

• The file real fake stem.arrf was tested to evaluate the optimal model’s per-

formance against stemmed files.

7.2.1 Experiment 4: Satire Nonsatire Classification

In this experiment, we seek to answer Research Question 1: How well does the

proposed approach to classification model also classify another type of fake news,

such as satire? For that, satire nonsatire.arrf, which is composed of 262 non-

satire articles labelled 0 and 262 satire articles labelled 1, and 30 textual features

of POS, emotion, polarity, linguistics was randomly split into 80% (420 articles)

for training and 20% (105 articles) for testing in WEKA. The results of this

experiment are presented in Table 7.7.

The table reveals the overall accuracy achieved by each classifier is well above

60%. Of the four classifiers, RF has the best performance, with a 73.3% accuracy

score. The accuracy score of NB was a close second, with 68.8%. SVM generated

67% for precision, recall, F-measure, and accuracy, while LR produced 63% for

precision and recall and 64% for F-measure and accuracy. An average accuracy

of 68.8% was generated by NB. Lexical densities for the satire nonsatire dataset

are provided in Appendix B.
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Table 7.7: Results of Evaluation of All Features in the Satire Nonsatire Dataset.

All Features

Naive Bayes (NB)

Precision 67.4
Recall 67.5
F- Measure 68.9
Accuracy 68.8

Random Forest (RF)

Precision 72.7
Recall 73.2
F- Measure 72.6
Accuracy 73.3

SVM

Precision 67.0
Recall 67.0
F- Measure 67.0
Accuracy 67.1

Logistic Regression (LR)

Precision 63.7
Recall 63.8
F- Measure 64.1
Accuracy 64.2

7.2.2 Experiment 5: Country of Origin Classification

The results of this experiment provide an answer to research question 2: How well

does the proposed approach to classification model be used for another classifica-

tion task, such as classifying an article’s country of origin? In this experiment, the

Hajj CO.arrf and Brexit CO.arrf files were employed in WEKA and the model’s

performance was evaluated. An 80% training, 20% testing method was used to

evaluate the classifiers’ performance in classifying articles based on the country

of origin, using the 30 selected features of POS, emotion, polarity, and linguis-

tics. Hajj CO contained the results of 30 textual features for 694 articles from

Saudi Arabia, 695 articles from Egypt, and 685 articles from Jordan, labelled 1,

2, and 3, respectively. Brexit CO contained the results of 486 Saudi Arabian,

481 Egyptian, and 485 Jordanian articles, labelled as 1, 2, and 3, respectively.

Classification results for this experiment are presented in Table 7.8.

The RF produced moderate accuracy of 70.3% and 67.9% for Hajj CO and
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Table 7.8: Results of the Evaluation of the Country-of-Origin Dataset Based on
the Hajj CO and Brexit CO Datasets.

Hajj CO Brexit CO

Naive Bayes (NB)

Precision 51.2 53.2
Recall 50.5 54.1
F- Measure 49.9 51.7
Accuracy 50.3 52.9

Random Forest (RF)

Precision 70.3 68.0
Recall 70.4 67.8
F- Measure 70.4 67.7
Accuracy 70.3 67.9

SVM

Precision 52.4 52.2
Recall 46.9 48.2
F- Measure 45.1 45.0
Accuracy 48.9 49.1

Logistic Regression (LR)

Precision 65.8 64.8
Recall 65.8 64.3
F- Measure 65.8 64.3
Accuracy 65.8 64.2

Brexit CO, respectively, as shown in Table 7.8. SVM and NB produced poor

results of less than 53% accuracy for both datasets. SVM had an accuracy score

of 48.9% and NB of 50.3% for Hajj CO and SVM had an accuracy score of 49.1%

and NB of 52.9% for Brexit CO. There was a slight increase in accuracy for

the LR classifier results for Hajj CO (65.8%) compared to Brexit CO (64.2%).

The proposed model’s compilation, based on textual analysis, is thus moderatly

successful in classifying articles based on country of origin within the same topic

domain, using the RF classifier. However, a cross-validation experiment using the

Hajj dataset as the training data and Brexit dataset as the testing data revealed

poor model performance (11.4% and 33.6%) for precision and recall, respectively.

The model did not identify distinct features that could represent the country of

origin in different topic domains as well as it did when classifying articles’ country

of origin within the same topic domain. We further calculated the lexical densities

for Hajj Co and Brexit Co to get a better perspective on the news articles’ data
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Table 7.9: RF Confusion Matrix of the Unseen Dataset.

Classifier Real Fake
Real 14 12
Fake 9 17

pattern, refer to Appendix B.

7.2.3 Experiment 6: real fake Classification Using Unseen

(COVID) Dataset

In this experiment, we seek to answer Research Question 3: What is the perfor-

mance of the proposed model on unseen real and fake articles distributed in the

real world? COVID.arrf, which is composed of 26 real articles labelled 0 and 26

fake articles labelled 1, and 30 textual features of POS, emotion, polarity, lin-

guistics, was uploaded fully as an unseen test dataset under the proposed model

compiled in Experiment 1 for real fake classification with the RF classifier. We

focused on the confusion matrix as this displays the true positive and true neg-

ative results as the correctly classified real and fake articles, respectively. The

confusion matrix also provides the model’s performance on false negatives and

false positives, as these metrics present the incorrectly predicted fake articles as

real and real articles as fake, respectively. In this study, false negatives are the

most dangerous predictions, as they identify fake articles as real. The classifier’s

prediction confusion matrix for this experiment is shown in Table 7.9.

The model classified fake articles correctly more than it correctly classified

real articles. From Table 7.9, it is clear that 14 real articles were correctly clas-

sified, while the other 12 were mistaken for fake articles. However, in terms of

classifying fake articles, the model correctly classified 17 fake articles, which is

more than 50% of the dataset. The model identified nine fake articles as real.

Although the number is small, it is still around 25%. We further analysed these

148



Chapter 7. Experiments and Analysis

Figure 7.1: Word Cloud of the Unseen Dataset.

misclassified fake articles to gain a better insight into the reasons behind the

failed classifications.

Analysis of Fake Articles

Since the fake articles in this dataset were distributed through social media and

chat messaging platforms, we wanted to further investigate their content. For this

purpose, the fake articles in the COVID dataset were input into the word cloud

function in Orange to identify the most frequently occurring words (Figure 7.1).

Although the dataset was relatively small, there were some important results.

First, some irrelevant words were repeated that did not relate to COVID-19

topics, such as ¨A
	
Jª
	
K ‘mint’ (the herb) and QK


	Q 	�
	
g ‘pig’ (animal). In fact, these two

words, which are irrelevant to the topic, were repeated twice in four fake articles.

We expected the articles would contain more scientific language, as the topic is

a medical issue.

Another interesting observation is that the fake articles contained a high num-

ber of words that indicate important titles, such as ‘high commander’ or ‘associate

professor’ and frequent words related to journalistic registers, such as ‘officially’,

‘confirmed’, and ‘reported’. The imitation of journalistic registers is supported
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by (Liu et al., 2019). They found that fake medical articles contained similar

formal terms as those used in real articles to sound legitimate, such as ‘medicine’,

‘food’, and ‘doctor’. However, in the same study, several unrelated words were

mentioned in the fake medical articles, such as ‘WeChat’ and ‘kid’. Which is

similar to the findings we found of unrelated words such as ‘pig’ and ‘mint’ in the

fake COVID articles.

Analysis of Real Articles

I employed the 12 real articles misclassified as fake into the word cloud function

in Orange to identify the most frequently occurring words. We found that some

of the most frequent words describe the pandemic in a negative way, such as

‘deadly’ and ‘overwhelming’. In fact, eight out of the 12 real articles contained

more than four negative words and two anger and sadness emotion words. These

articles described the COVID effect on the global economy, the healthcare system

being overwhelmed, and death tolls around the world. The highly emotional and

negative terms used in these real articles might have confused the model, leading

to misclassification of these articles as ‘fake’.

7.2.4 Experiment 7: Evaluation of Model against Human

Performance

To measure the relative value of using an automated fake news detection classifier

for news articles, and in order to answer Research Question 4—How might the

proposed model perform compared to humans in classifying real and fake articles?

The model’s performance was compared to unaided human prediction. Test.arrf,

a randomly chosen sample of 10 articles (five real, five fake) from the real fake

dataset, was employed as unseen test data using the optimal model compiled

in Experiment 1 for real fake classification with RF classifier. The same set of
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Table 7.10: Evaluation of Human Classification of the real fake Dataset.

Range of Correctly Classified (Out
of 10)

Number of Participants

1-3 2

4-5 3

6-7 4

7 Model

8, the highest 1

articles was handed out to 10 participants, with the task to predict the articles

as ‘real’ or ‘fake.’ we then compared the number of correctly classified sample

articles by the humans and model. Detailed results are provided in Table 7.10.

The proposed model correctly classified seven articles out of 10, which is more

than 50%. Manually checking the predictions, we found that the seven correctly

classified articles included four true positives (TP) and three true negative (TN)

articles. The four TP articles correctly classified by the model and seven of the

10 students were real articles. One contained information about procedures for

obtaining Hajj visas, two articles detailed the medical services provided by the

Jordanian Hajj Ministry, and one article was an Egyptian article about a meeting

between Hajj religious leaders. Overall, the real articles were objective with no

identified subjective language.

The three TN were correctly classified by the model and four out of the 10

students, which means the model outperformed six humans in their predictions.

These fake articles were contained a sugar coating of intensifiers and justification

terms. For example, one article detailed the number of deaths among Egyptian

pilgrims by manipulating a high number of deaths, creating fake incidents of fire

blazes that were intentionally created at the scene by enemies, and poor services

provided by Arab governments for the pilgrims. The fake articles were filled with

intensifiers and justification terms to sound reasonable.

On the other hand, the model predicted two false positives (FP), which means

two fake articles were classified as real. One of the articles had been manipulated
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by changing the numbers, dates, and common nouns relating to the topic. For

example, the original articles detailed the number of Egyptian pilgrims coming

to the Hajj that year. The articles contained specific descriptions of buses ready

to accommodate them and the names the areas they were housed in Makkah.

The manipulated fake article changed the number of pilgrims, date of arrival,

and details of the bus, such as colour from red to blue and from single-decker to

double-decker buses. This article was incorrectly classified as real by six students.

The other article incorrectly classified as real by the model was a rather long

one, 1,564 words, that detailed the Hajj metro opening. This article was full of

journalistic register and thus created an almost perfect imitation of a real news

article. The fake article stated, for example: “His Royal Highness King Salaman

bin Abdul Aziz AlSaud attended the opening of the Hajj metro, according to Dr.

Muneer Bantan, the Hajj Minister of Saudi Arabia. . . .” Words such as “according

to” and “the spokesman of” are journalistic registers commonly used to highlight

the reliability of a news article and further maximise the credibility effect in

readers. The article also detailed the time and place of the event as another

measure of credibility for readers. It is not surprising to find that there were

eight students that had judged at least one of these two articles as real.

Turning to the one real article that was incorrectly predicted as fake by the

model and two of the students, there does not seem to be a specific reason for

this error. The article simply discussed a joyful event after Hajj season ended

in 2018. It detailed the attendees’ names, place, and some gifts provided in the

event.

7.2.5 Experiment 8: Model Evaluation With Stemming

The purpose of this experiment was to answer research Question 5: What is

the effect of stemming articles on the model’s performance? To investigate the

effect of stemming on the optimal model’s performance, the real fake stem.arrf
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Table 7.11: Results For Emotional Features With the Stemmed Dataset.

Emotion
(E) Stemmed

Emotion (E)
non-Stemmed

Naive Bayes (NB)
Precision 56.3 56.8
Recall 56.8 54.5
F- Measure 55.4 51.9

Random Forest (RF)
Precision 56.7 58.4
Recall 57.2 58.4
F- Measure 56.0 58.3

SVM
Precision 49.0 53.2
Recall 48.6 54.2
F- Measure 43.7 50.2

Logistic Regression (LR)
Precision 57.8 55.7
Recall 57.1 55.4
F- Measure 55.9 54.9

file was employed in WEKA. A quick reminder, the real fake stem.arrf contains

the results of the emotion textual features set extracted from 549 real and 549 fake

articles, all stemmed. The model’s performance without stemming in real fake

classification, Experiment 1, was compared to its performance with stemming

with respect to the emotion features only. The results are shown in Table 7.11.

Here, we focus on the F-measure, as it has more precise results for the false

negatives and false positives. The RF classifier produced an F-measure of 56%

when real fake stem was tested; however, for real fake, it reached an F-measure of

58.3%. By way of contrast, the SVM classifier reached a lower F-score of 43.7% in

stemmed compared to 50.2% in non- stemmed. Overall, each classifier produced

low results with slight differences between stemmed and non-stemmed files. Thus,

the findings suggest that stemming very slightly affects the model’s accuracy,

reducing its performance by 2.3 in RF stemmed compared to non-stemmed.
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7.3 Summary

This chapter discussed various experiments to test and evaluate the model’s per-

formance in classifying real and fake articles in Arabic based on four textual

feature sets; POS, emotion, polarity, and linguistics. In the first part of the chap-

ter, the four sets of textual features were tested individually, combined, and all

together. we found that the RF classifier generated promising results of 77.2%

accuracy using all textual features to classify real and fake articles. This part

also offered detailed lexical densities for each textual feature in both the real fake

and COVID datasets. Moreover, important textual features that affected the

model’s performance were exhibited using chi-square statistical computations.

The second part of the chapter discussed experiments conducted to answer the

research questions listed in Chapter 1. The experiments included satire and non-

satire classification, which had good results with an accuracy of 73.2% with the

RF classifier, and classifying articles’ country of origin. Textual analysis proved

to be unreliable in this classification. This part also included insights into the

model’s performance on unseen fake articles in the same topic domain, the Hajj,

and a different topic, COVID. In both topic domains, the model correctly classi-

fied more than 50% of the given articles. Finally, we tested the effect of stemming

on the proposed model’s performance. We found that stemming has little to no

effect on the model’s performance. These results add to the rapidly expanding

field of Arabic fake news detection.

154



Chapter 8

Discussion

The primary goal of this research was to build a supervised machine learning

model that classifies Arabic real and fake news. In the previous chapter, We

showed that based on four textual feature sets—POS, emotion, polarity, and lin-

guistics—the proposed model under the RF classifier generated promising results

of 77.2% accuracy. The previous chapter also exploited lexical densities and the

most important features through chi-square statistics for each textual feature in

the real fake and COVID datasets. The lexical densities and important features

gave a better insight into the nature of data and the behaviour of fake articles

in terms of word use. We answered the research questions by conducting experi-

ments to classify satire and non-satire articles, which also had good results with

an accuracy of 73.2% with the RF classifier. Moreover, we classified articles based

on their country of origin, which showed the feasibility of textual analysis in clas-

sification tasks such as this within the same topic domain. The optimal model

correctly classified seven out of 10 unseen articles about the Hajj and 17 out of

26 unseen fake articles about COVID-19. In this chapter, we provide a compre-

hensive discussion of the research objectives and research questions, culminating

with the results.
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8.1 Objective 1: Compile an Arabic Fake News

Dataset That Includes Real and Fake Arti-

cles in Journalistic Writing Style

Dataset availability is the primary issue for Arabic classification models for real

and fake news. The aim of the current research was to create a model that could

accurately classify fake articles written in a journalistic manner which portray

themselves as legitimate and thus are more difficult to distinguish. In order to

achieve this goal, the dataset needed to include articles written in a journalis-

tic style that imitated legitimate articles. Crowdsourcing aided not only in the

recruitment of participants to generate fake articles but it also imitated the pro-

duction of fake news in real world, as real articles are manipulated by fake news

writers to create a mutation of the real article with fake content. This method

was chosen as it enabled to recruit many participants with various backgrounds,

which offers diverse writing styles of fake articles. We created guidelines for par-

ticipants to ensure that the generated fake articles followed a journalistic style

similar to that in real articles.

There are a number of implications to consider when conducting research using

crowdsourcing in a sensitive topic such as fake news. First, participants may

be afraid to engage in such a sensitive task, since stiff penalties are assigned by

some governments to those who distribute fake news. To assuage this fear, the

anonymity of the participants must be ensured. Second, one may expect that

the number of participants might not be large enough to contribute to a signif-

icant number of fake articles. For this reason, rewards should be considered to

recruit and encourage participants. Using service platforms like Fiverr might be

beneficial. Third, thorough guidelines must be created for participants to follow.

These guidelines may be based on methods developed for previous research. In
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this research, we followed the method proposed by Rubin et al. (2015) to gener-

ate fake news articles through crowdsourcing and relied on Amjad et al. (2020)

method to collect and verify the real articles. Finally, to avoid any bias, we as-

signed annotators to assess the generated fake articles before including them in

the dataset. This ensured the compilation of an Arabic fake news dataset that

mirrors the production of fake news in the real world. Since the real news articles

were extracted from legitimate news articles, it can be assumed that following

these requirements led to generating Arabic fake news articles with a journalistic

style similar to that in the real articles. In conclusion, the real fake dataset is

the first dataset that includes 549 Arabic real and 549 fake articles written in a

journalistic style that may be used for future Arabic research.

8.2 Objective 2: Investigate the Influence of Four

Textual Feature Sets on Identifying Fake News

in Arabic

Below, we detail each textual feature’s influence in classifying Arabic fake articles

in line with the research objective. Figure 8.1 shows the lexical densities of all

textual features in both real and fake articles in real fake.

8.2.1 Emotion and Polarity Features

The emotion features reflect the overall feeling expressed in the article. We anal-

ysed six emotion features: anger, fear, sadness, disgust, joy, and surprise. Polarity

features are indicative of the actions and feelings expressed in the article. We in-

vestigated two polarity features: negative and positive. Variant word use was

found in the emotion textual feature set for both real and fake articles; a pos-

sible explanation for this is that emotions depend on the topic discussed. The
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Figure 8.1: Lexical Densities For All Textual Features.

real fake dataset contained articles about the Hajj and covered topics such as

the pilgrims’ death, lack of transportation services, poor catering services, and

high prices. These topics raised emotions of anger, fear, and surprise. On the

other hand, articles about COVID-19 detailed the pandemic’s economic destruc-

tion, vaccine fear, and death tolls around the world. This clearly entailed more

sadness, fear, and surprise. In fact, we found that anger was the most common

emotion feature in the real fake dataset, while surprise was the most common

in the COVID dataset. The difference in the important emotion features for

both datasets implies that no specific emotion feature is indicative of a fake text;

rather, the presence of emotional overuse in general implies the probability of

fake text. This supports the findings of a recent study by Martel, Pennycook,

and Rand (2020) that the use of emotions impacts belief in fake news. Salgado

and Bobba (2019) and Soroka and McAdams (2015) have also suggested that

news that provokes feelings such as joy or sadness is commonly found to be fake.

Deceptive text tends to use a highly emotional tone (Zloteanu et al., 2021).

The same notion that emotional overuse indicates the presence of fake text
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could be applied to polarity features. Some studies, such as that by Pérez-Rosas

et al. (2017), have shown that positive polarity indicates fake text. However,

according to Freelon and Lokot (2020), the overuse of negative polarity might

stop readers from believing fake articles. This may be why fake news producers

try to use positive polarity terms. However, an opposing study by Rozin and

Royzman (2001) has shown the influence of negative polarity in fake text. Rozin

and Royzman (2001) study examined the presence of overly used negative po-

larity in fake text and argued that readers are attracted to such stimuli, leading

them to focus on negative topics. In fact, in our research, negative polarity is a

dominant feature – more so than positive polarity – in fake articles in real fake

and COVID. Nevertheless, we cannot generalise this finding to all fake articles

since the real fake and COVID datasets contained real articles that detailed issues

that are by their very nature negative, such as death, pandemic, and negative

opinions about Hajj services. The presence of negativity in real articles could

have inspired fake news producers to create negative events in their manipulated

version of the articles, thus contributing to the overly used negative polarity. In

general, emotion or polarity overuse may indicate the presence of deceptive text,

which invokes the human’s judgment and model’s prediction of the text as fake.

8.2.2 Linguistic Features

These features encode the overall meaning in a statement by linking between ideas

or aspects present in the text. In this research, the linguistic features analysed

were the following: assurance, negations, illustrations, intensifiers, hedges, justi-

fication, temporal, spatial, exclusive, superlatives, and oppositions, 11 features in

all.

As stated in Chapter 2, deceivers tend to hide their fear of being caught by

overuse of assurance words or persuasive terms to sound credible. We found a

similar deceptive pattern when analysing the linguistic terms in fake articles for
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real fake. Fake news participants supported the statements in their fake articles

by using assurance, justification, or both these factors. This is because the fake

news producers need to use more effort to sound reasonable in order to balance

the inconsistency in their fake articles, which in turn leads to the use of these

supporting linguistic features. In fact, assurance and justification features were

found to be important features and highly used in fake articles in real fake, as seen

in Figure 8.1. This supports the results of Addawood et al. (2019) study, in which

deceivers were found to use persuasive linguistic cues. Specifically, fake articles

in the real fake dataset that contained many justification and assurance terms

used these words to confirm the manipulated information as well as to provide

justification. We found that temporal, spatial, and illustration words were woven

into the fake article to support the description fake events in order to make the

article appear more credible. An example of this is shown in Figure 8.2, a fake

article in real fake that contained several justifications in red, temporal phrases

in green, spatial in green, illustration in orange, and assurance words in blue:

Another interesting pattern emerged in terms of oppositions and negations.

We found there was a relationship between the increase of negations and oppo-

sitions, as shown in Figure 8.1. In some fake articles in real fake, a statement

would include intense use of negative and negations terms that are eased out fur-

ther by implying opposition terms to introduce a positive polarity. For example,

Figure 8.3 shows an article that discusses the negative issue of high prices at the

Hajj. The article had negative terms highlighted in blue, negations highlighted

in green, and finally eased the article by using an opposition highlighted in red to

introduce the positive polarity highlighted in orange. This means that another

way fake news producers tend to keep the negative polarity overuse tone down

is by using oppositions to create a positive polarity effect in order to balance the

negative overuse. We also find that negations and oppositions in the COVID

dataset decreased in fake articles compared with real articles.
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Figure 8.2: Sample of Fake Article Containing Justification, Assurance, Tempo-
ral, Spatial, and Illustration Terms.

A third pattern of linguistic usage in fake content was found in the COVID

fake articles, where hesitancy in matters related to health issues was expressed

using hedge words. An explanation for that may be that fake news writers tend
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Figure 8.3: Fake Article Contains Negative Polarity in Blue, Oppositions in Red,
Then Positive Polarity in Orange.

to be cautious when manipulating information about health matters that could

endanger humans. For example, articles that detailed recipes for homemade

remedies made from herbs such as mint to combat COVID, used hedging terms

such as:

A
	
KðPñ»

�
éK. PAm

× ú



	
¯ Y«A�

�
� Y

�
¯ ú




�
æË @ é

�
JJ
ËAª

	
¯ . . . .“may be helpful to cure Covid”

ÈAª
	
¯ h. Cª» ÉJ.

�
®
�
J�ÖÏ @ ú




	
¯ ÐY

	
j
�
J��
 Y

�
¯ é

	
K

@

�
IJ
k . . . . . “could be used in the future”

Intensifiers were very important features in fake articles in real fake and

COVID. These findings are in line in with those of Horne and Adali (2017) ,

Banerjee, Chua, and Kim (2017), Pérez-Rosas et al. (2017), and Sabbeh and

Baatwah (2018), who found that fake articles are tailored by exaggeration to at-

tract the reader’s attention. In fact, the fake articles in real fake and COVID

contained many intensifiers that detailed negative tragic incidents at the Hajj as

well as COVID’s deadly effect.

On the other hand, We noted an interesting point that was not expected

in superlatives. In contrast to the findings of Dey, Rafi, Parash, Arko, and

Chakrabarty (2018) study, where superlatives were frequently used in fake articles

when compared to real articles, we found the opposite. The use of superlatives
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decreased more than 10% in fake articles in real fake and COVID compared to

real ones. The disparity could be related to the real articles’ topics of the Hajj

and COVID. Although real news articles are supposed to inform readers about a

topic in an objective way, we found that some real articles in real fake included

a high number of superlatives in an attempt to describe the generous services

provided at the Hajj. For example, some superlatives described the services pro-

vided at the Hajj as É
	
�
	
¯@ ‘best’ and XYg.


@ ‘newest.’ A similar high superlative

use was found in real articles in COVID. They detailed the efforts made by gov-

ernments and health officials to contain the virus by using superlatives such as

úÎ«

@ ‘highest’ or describing the virus’s spreading as ¨Qå�


@ ‘fastest’. In fact, it is

not uncommon for real news writers to use some subjective terms in the form of

superlatives to shape the public opinion on a topic (Hamborg, Donnay, & Gipp,

2019).

In general, we found that intensifiers are frequently used in fake articles to

attract the readers’ attention. However, in order to not expose the intensifier’s

effect and maintain the implied legitimacy of the fake content, linguistic textual

features such as justification, assurance, hedges, negators, oppositions, temporal,

and spatial features are woven into the fake content. These textual features help

create fake content that sounds legitimate and credible.

8.2.3 POS Features

POS features are the POS assigned to each word in the statement, which makes

them the building blocks of any article. The POS features analysed in this re-

search were nouns, verbs, adjectives, adverbs, prepositions, particles, conjunc-

tions, determiners, proper nouns, pronouns, and interjections, a total of 11 fea-

tures.

Content POS such as nouns, verbs, adverbs, and adjectives found in fake

articles have been debated in several studies. Pérez-Rosas et al. (2017) find that
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verbs and adverbs are more frequently used in fake articles than in real ones,

but Kapusta and Obonya (2020) find nouns and adjectives are used a lot in fake

articles. Indeed, in the current research, we found that there was an increase

in nouns, verbs, and adverbs in fake articles in real fake and COVID. We found

that adjectives use is reduced in fake articles compared to real ones in both

datasets. This is not surprising, because fake articles contain fewer superlatives

in our dataset, as discussed above and superlatives are adjectives. Adjective

reduction in fake news was also found by Markowitz and Hancock (2014), who

found deceptive statements provided far less description than true statements.

Turning to function words, there is an evident increase in prepositions, con-

junctions, pronouns, and particles in fake articles in both datasets, as shown in

Figure 8.1. Our findings are consistent with those of Posadas-Durán et al. (2019)

and Newman et al. (2003), who showed that function words are indicators of

people’s feelings, which may expose deceptive writing. A simple reason for the

increase in prepositions, conjunctions, pronouns, and particles in fake articles

may be that fake writers need to use these function items to create reasonable

fabricated events. In fact, conjunctions, particles, and prepositions were found

to be dominant textual features in fake articles in both datasets.

Looking deeper into each textual feature set’s influence when tested indi-

vidually, we find that the RF achieved the highest accuracy, 64.5%, by testing

linguistic textual features, followed by POS which reached 63.6% accuracy. How-

ever, when emotion and polarity features are combined with POS features, the

accuracy reaches a score of 76.6%. Moreover, when all four textual feature sets

are combined, they reach an accuracy of 77.2%. Analysing news articles from a

linguistic point of view, using linguistic textual features, could offer a better in-

sight into the article’s perspective, which may indicate fake text. Combining that

with analysis of the emotional, polarity, and POS of news articles may further

assist in identifying fake text.
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8.3 Objective 3: Develop a Supervised Machine

Learning Model That Classifies Real and

Fake Articles in Arabic.

The primary goal of this research was to build a supervised machine learning

model that classifies Arabic real and fake news. Fake news distributed through

social media or messaging platforms is dangerous as it poses as legitimate while

being deceptive. The main issue is that this type of fake content, when dis-

tributed through social media or messaging platforms, is not associated with any

metadata, such as information about the author or news source. This means

that establishing veracity relies only on analysing the text. In our work, we

focused on analysing four textual feature sets—POS, emotion, polarity, and lin-

guistics—in news articles to identify deceptive markers that signal the presence

of fake text. We compiled a dataset that includes real and fake articles in Arabic,

where the fake articles were written in a journalistic manner imitating the real

articles. Next, we followed a quantitative approach with the aid of NLP tools to

extract four textual feature sets—POS, emotion, polarity, and linguistics—that

may identify fake text. In this supervised machine learning technique, we trained

our model according to these textual features. The best result was 77.2% accu-

racy, which was achieved by combining all four textual feature sets, POS, emotion,

polarity, and linguistics, for a total of 30 features, as seen in Figure 8.4

8.3.1 Research Question 1: How well does the proposed

approach to classification model also classify another

type of fake news, such as satire?

A dataset that comprised 262 satire articles and 262 non-satire articles was cre-

ated. The satire articles were collected from Arabic satire platforms and the
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Figure 8.4: Model’s Performance With All Textual Features.

non-satire articles were collected from legitimate news platforms. Each satire

article was balanced with a non-satire article that detailed the same topic or key

figures introduced in the satire article. We extracted the four textual feature

sets—POS, emotion, polarity, and linguistics—from each article. Next, we em-

ployed the quantitative results generated from the textual features extraction to

compile a model that trains on these data to classify satire and non-satire articles.

The proposed model reached a score of 73.4% accuracy with RF, which indicates

that the set of features used to classify real and fake articles may be compatible

for use to classify satire articles. Moreover, when calculating the lexical densities

of the satire nonsatire articles (Appendix B), we found similarities in the textual

features of intensifiers, superlatives, negations, and oppositions. This suggests

that the similarity in the compositions of satire and fake articles, in terms of the

deceptive manner, may provide useful insights to compile classification models

for other types of deceptive genres.
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8.3.2 Research Question 2: How well does the proposed

approach to classification model be used for another

classification task, such as classifying an article’s

country of origin?

The objective of this classification task was to ascertain the feasibility of textual

analysis in another classification domain: country of origin. For these experi-

ments, we compiled two datasets. The first dataset, Hajj Co, contained 694 Saudi,

695 Egyptian, and 685 Jordanian news articles about the topic of the Hajj, while

the other, Brexit CO, contained news articles about Brexit, 486 Saudi, 481 Egyp-

tian, and 485 Jordanian articles. We extracted four textual feature sets—POS,

emotion, polarity, and linguistics—for a total of 30 features from all articles in

both datasets. The quantitative results were employed to train a model, which

performed best with the RF classifier. The RF generated moderate accuracy of

70.4% and 67.7% for Hajj Co and Brexit Co, respectively. Thus, these textual

features, used to distinguish between real and fake articles, could aid in classifying

articles based on their country of origin within the same topic. However, the clas-

sification abilities are limited changing the topic domain. All articles were written

in formal Arabic and in a journalistic style, as news writers have a recognisable

journalistic register, with lexico-grammatical forms commonly used in spoken and

written publications (Saadany et al., 2020). For example, words like ÈA
�
¯ ‘said’

and l�
	
�ð ‘reported’. Therefore, a native Arabic speaker would immediately re-

alise from these words that the text is part of a news article. However, without

unique features that distinguish one country from another, it is challenging for

classifiers to link the article to a certain nation. In fact, the model reached a poor

33.2% recall using RF when training the dataset with Hajj articles and testing it

with Brexit articles.

At the same time, this research found that these textual features were not
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entirely without meaning in the country-of-origin context. Based on the lexi-

cal densities of textual features in both country-of-origin datasets, Hajj Co and

Brexit Co (Appendix B), a general understanding of a country’s perspective on

a topic might be determined. For example, Hajj articles from Saudi Arabia were

more joyful than the articles from the other countries. This maybe due to the fact

that Saudi news agencies tend to portray Hajj services provided from the Saudi

government to pilgrims in a joyful way. These textual features might provide a

better insight into a country’s perspective on a particular topic (Hamborg et al.,

2019).

8.3.3 Research Question 3: What is the Performance of

the Proposed Model on Unseen Real and Fake Ar-

ticles Distributed in the Real World?

An experiment that included testing a set of 26 real articles and 26 fake articles

about COVID, collected from real-world fake news articles distributed on social

messaging platforms, was conducted. The optimal model correctly classified 14

real articles out of 26. However, in terms of classifying fake articles, the model

correctly classified 17 fake articles out of 26, which is more than 50% of the

dataset. Unfortunately, the model classified nine fake articles as real, which is a

cause for concern.

Further analysis in the mistakenly classified fake articles revealed the fake

articles included terms that define credibility, similar to those in real ones, such

as “according to” and “an insider reported”. Fake articles also contained real

world proper nouns such as “Bill Gates”, which also creates a sense of credibility

for the reader. These fake articles were well crafted in a journalistic manner

with credibility terms inserted, so they are the hardest to differentiate from real

articles without prior knowledge. However, fake articles correctly classified by
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the model contained deceptive terms. Analysing the textual features proposed

helped identify deceptive terms and expose the fake content.

Apart from the models’ performances, one intriguing discovery of this ex-

periment was the presence of unrelated words to the topic in fake articles. For

example, the words “mint” and “pig” were frequently used in several fake articles,

but they have no connection to the medical topic of COVID-19. This was also

noted by Cartwright, Nahar, et al. (2019), where one third (399) of tweets from a

random sample in their collected fake news dataset (N = 1,250) contained what

they called “apolitical chatter”. These are hashtags unrelated to the subject that

do not advance divisive issues. This is very similar to the unrelated terms we

found in the COVID fake articles. According to the study, one reason for the

apolitical chatter might be that it seems innocuous on the surface, however, it

may be used to create difficulties in retrieving tweets linked to the fake producers

(a Russian Agency in the study in question). In the case of the current research,

the unrelated terms found in the fake articles in COVID might have been used

to allay the reader’s suspicion by integrating words related to everyday things

and seemingly close to the reader’s own beliefs. Mint, for example, is a herb

considered to have medical remedies by some Arabs, so linking the fake articles

to a “known” medical herb such as mint might hide the fake article’s deceptive

text and focus on the medical aspect of mint. Words such as “pig” were used

to support the medical aspect of topics related to the vaccine. The fake articles

detailed the vaccine production by talking about pig organs as an ingredient. The

presence of these unrelated terms might be a performance by the fake news writer

to divert attention from their deceptive text.

Whether these non-related words are referred to as apolitical chatter or simply

non-related words, the exact reason of this phenomenon is still not fully under-

stood. However, according to our findings, their presence might be a signal of

fake text which could be used in future work to identify fake news. In general,

169



Chapter 8. Discussion

applying textual analysis on the news articles and training our model on specific

textual features to classify real and fake articles in Arabic contributed in the

model’s ability to correctly classify more than half of first time seen fake articles.

8.3.4 Research Question 4: How might the proposed model

perform compared to humans in classifying real and

fake articles?

An experiment that included testing 10 unseen articles about the Hajj (five real

and five fake) was performed with the aid of humans and the optimal model.

The 10 articles were given to the humans and to the optimal model as an unseen

test dataset. In order to ensure that the participants for this experiment were

educated, computer science students were chosen. The optimal model performed

similarly to the majority of the students, classifying seven out of 10 articles cor-

rectly. Specifically, the model correctly classified three fake articles that contained

many intensifiers and justification terms to sound reasonable. However, these ar-

ticles were correctly predicted by only four out of 10 students. On the other hand,

two fake articles that were incorrectly predicted as real by the model contained

informative text similar to that in real articles. The fake articles were generated

by manipulating numbers, dates, and simple adjectives in the text, such as the

bus colours from red to blue. These types of fake articles are hard to identify

without prior knowledge of the topic. The other article mistakenly predicted

as real discussed the metro opening. The details provided were displayed in an

objective and informative manner using journalistic registers. This fake article

would be hard to identify without attending the event and seeing the details

upfront. The argument that well-crafted fake articles that sound legitimate are

hard to identify is also supported by the performance of eight out of 10 students

that incorrectly predicted at least two of the fake articles written in this manner
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as real.

The three fake articles correctly classified by the model and four out of 10

students raised concerns that six students incorrectly classified them as real. We

analysed the three fake articles and found a potential reason six out of 10 students

believed the fake articles were real. The articles detailed tragic events of Egyptian

pilgrims’ deaths due to food poisoning, arson incidents from Iranian pilgrims, and

a lack of services provided by the Arab governments. Though these articles are

fake, the students might have had prior knowledge on the topic or read similar

news with regards to such incidents in prior seasons of the Hajj. The fake articles

might have been corroborated by students’ personal experiences at the Hajj or

the topic discussed may have brought to light an unexpressed problem. In fact,

this notion is also apparent in a study by Preston et al. (2021), where people

believed fake news when it agreed with their personal experiences or fit their

beliefs as an important unapparent or unexpressed matter.

These findings reinforce the general belief that the model identifies fake arti-

cles based on analysing the textual content and trying to find deceptive markers

without emphasis on subjective issues. Yet, people might be influenced by the

topics discussed causing subjectivity in their judgments.

8.3.5 Research Question 5: What is the effect of stem-

ming articles on the model’s performance?

In this part of the research, we investigated the effect of stemming on the model’s

performance. To do so, we stemmed a copy of the real fake dataset and extracted

emotion textual features. We compared the real fake stem to the non-stemmed

real fake file. The stemmed file real fake stem reached an F-measure of 56%, while

the non-stemmed real fake reached an F-measure of 58.3%, which implies that

stemming had little to no effect on the model’s performance. In fact, stemming

might remove some important affixes used as linguistic categories, such as the
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justification affix È ‘li’. Stemming is thus not appropriate for this work, and

full words are preferred in such a classification task. These results essentially

confirm the findings of (Al-Badarneh et al., 2017), whose study demonstrated

that stemming might have little or no significance in a classifier’s performance.

8.4 Summary

This chapter set out the important theories that underpin textual analysis to

classify real and fake articles in Arabic. We found that analysing the article’s

linguistic aspects in the form of linguistic textual features might be influential

in identifying fake text in fake news articles. A key strength of the research

lies in the fact that news articles are analysed in four different aspects: POS,

emotion, polarity, and linguistic features, which are useful to identify fake text.

We also provided insights into fake news construction that sounds legitimate,

concluding that these types of articles are the hardest to differentiate by both

the model and by humans, due to their similarity with real articles construction.

These insights shed light on the textual content of fake news that may help in

constructing models targeted to these implications. We also found similarity in

the deceptive nature of satire articles and fake articles, which gave the ability for

the optimal model to classify satire and non-satire articles. The optimal model

also successfully classified news articles based on their country of origin within

the same topic domain following the same textual analysis approach. In general,

textual analysis using the four textual feature sets POS, emotion, polarity, and

linguistic, followed in the research have proved its feasibility in vital classification

tasks.
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Conclusion, Limitations, and

Future Work

9.1 Conclusion

In this research, Arabic news articles were analysed using textual features ex-

tracted from the articles’ text only. Textual features included POS, emotion,

polarity, and linguistics. To extract the textual features, NLP tools were used;

however, due to the lack of available NLP tools that support Arabic, a tool had

to be constructed that serves the Arabic research community. To construct this,

lexical wordlists, which were approved by professionals, were created that can be

further used as lexicons for future Arabic research.

This research has made a substantial contribution to research into Arabic and

fake news in general, as discussed in the next few sub-sections.

9.1.1 Arabic Fake News Datasets

A key strength of the research lies in the compilation of a dataset that contains

fake news in the Arabic journalistic style. Building an Arabic dataset for fake

news was not a trivial undertaking, as many Arab governments, such as those
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in Saudi Arabia, Egypt, Jordan, Morocco, and Bahrain, prohibit the generation

and transmission of fake news, leading to a lack of online fake news platforms to

gather samples from. We have overcome this challenge by following the strategy

proposed by Rubin et al. (2015) to compile a fake news dataset in Arabic. We

followed a crowdsourcing approach. While we faced challenges with this method,

such as a lack of participant interest, we offered monetary awards, similar to

encouragements made in reality by malicious parties to fake news producers.

We also made use of the Fiverr service platform to recruit as many participants

as possible. Because of this, the fake articles in the dataset contain diverse

writing styles. We ensured the quality of the dataset by applying various veracity

measures for real articles, such as that proposed by Amjad et al. (2020), and by

manually cross referencing with other news and fact checking platforms. We

also ensured the quality of the fake news articles by assigning annotators from

the media and journalism domain to annotate them. To ourknowledge, this is

the first fake news dataset that contains journalistic articles written in Arabic.

The recruitment process for participants, the veracity measures carried out for

real articles, the annotation process for fake news, and the compilation of real

and fake articles in one dataset with research standards offers several valuable

contributions to the Arabic research domain.

We also built the sartire nonsatire dataset, which contains 262 satire articles

from Arabic satire platforms. We balanced the dataset by collecting 262 non-

satire articles on the same topics or figures. In this way, the dataset combined

satire and non-satire articles that discussed the same matters and thus provided

an opportunity for comparison on these two types of writing. This dataset can be

used for further Arabic research on satire detection. Further, we built two topic-

specific datasets that included articles from three Arabic countries, Saudi Arabia,

Egypt, and Jordan, about the Hajj and Brexit. The Hajj Co dataset contained

694 Saudi, 695 Egyptian, and 685 Jordanian news articles about the topic of the
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Hajj. The Brexit CO dataset contained news articles about Brexit, 486 Saudi

Arabian, 481 Egyptian, and 485 Jordanian articles. These datasets were used

to classify the articles’ country of origin and can also be used for further Arabic

research that necessitates analysing textual specific topic domains.

9.1.2 Arabic Wordlists

The textual features investigated in this research were found to be useful in

previous non-Arabic research projects that studied deceptive text. We focused

on four textual features, POS, emotion, polarity, and linguistics, and tested their

influence in identifying fake news in Arabic. To ensure these textual features

were properly studied, and because of the lack of available Arabic resources, this

process followed several steps. First, we collected and organised 10 linguistic

wordlists that included assurance, negation, justification, opposition, exclusion,

hedges, intensifier, temporal, spatial, and illustration words. The wordlists were

composed from a thorough search of rich Arabic resources—some dating back to

1290. The wordlists were revised and approved by three Arabic scholars. These

are the first Arabic linguistic wordlists that offer a variety of fine-grained linguistic

textual categories.

Second, we relied on emotion and polarity Arabic lexicons available from Bi

Ling lexicons. We extracted the words in each lexicon and organised them in

two separate wordlists. The words in the emotion lexicon formed the emotion

wordlist and the words in the polarity lexicon formed the polarity wordlist. Be-

cause these words came from lexicons widely used in Arabic research, this method

ensured that the words included in the wordlists did not need further scholarly

approval. The emotion wordlists included anger, sadness, fear, surprise, and dis-

gust. The polarity wordlists included positive and negative. In total, we compiled

18 wordlists that included 10 linguistic categories, six emotion categories, and two

polarity categories. Each wordlist can be further used in Arabic research projects.
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9.1.3 Tasaheel Tool

The tools available to the Arabic research community carry out basic NLP utili-

ties such as stemming, lemmatisation, normalisation, and POS tagging. However,

these NLP tools are scattered in several research projects and are not necessarily

easily accessible. Some are also not widely known. Because of that, we designed

an NLP tool in the Python programming language, named Tasaheel, which offers

basic NLP utilities, including novel ones we coded. We collected the available

packages freely available online and then combined several of the packages’ util-

ities which offered a variety of functions. For example, we coded the stemming

function from the ISRI, Farasa, and Tashaphyne packages. This offers the user

several options in one place.Inspired by the POS tagging function and due to the

necessity of extracting the emotion, polarity, and linguistic words in the dataset,

we also made use of the previously compiled wordlists. We coded a Python script

to include a function that offers automatic emotion, polarity, and linguistics tag-

ging. The output of this function is comprehensive, as it offers a summary file

with all the tags included for each text file with their number of occurrences. An-

other option was coded to extract all the summary files into an Excel worksheet

for further usage and saving. The tool also provides an option to extract the

desired affixes from the text. For that, it offers several novel utilities in the form

of emotion, polarity, and linguistic word tagging and affix extraction that will be

beneficial for future Arabic projects. Appendix A provides details of the tool.

9.1.4 Model Compilation

Throughout this research, qualitative approaches were applied to compile the

datasets. For the computer to handle the data in the form of articles and text, we

applied quantitative approaches. We extracted the textual features using Tasa-

heel and another useful tool, Posit. Both tools generated quantitative data on the
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textual features investigated. To build a supervised machine learning model that

identifies fake news in Arabic, we trained the model on these quantitative data

in the form of four textual feature sets: POS, emotion, polarity, and linguistics.

Next, we relied on widely used ML classifiers, namely SVM, RF, LR, and NB,

to train and test the model. The proposed model achieved an accuracy of 77.2%

with the RF classifier. Our model is the first supervised machine learning model

that identifies Arabic journalistic written articles as real or fake relying on their

textual content only.

9.2 Limitations

This work suffers from a number of limitations, notably related to the dataset

quantity. The small size of our dataset entailed limited extracted textual features

and restricted us from using other approaches such as deep learning, as deep

learning requires a large amount of data for training. In the future,we hope to

repeat the work on a larger dataset and apply various methods such as deep

learning and reinforcement learning.

Furthermore, this work is also limited by its use of NLP tools that detect

homographs. Homographs are two words that are written similarly, however, they

have different meanings. They are common in Arabic text as diacritic marks are

often misplaced, causing accidental homographs. In this research,we manually

checked each result produced by the NLP tools to avoid homographs.

A final limitation of this study relates to the type of analysis used for clas-

sifying real and fake news articles.We relied on textual analysis by analysing

four textual feature sets: POS, emotion, polarity, and linguistics. Though these

textual features provided useful training for the model to classify real and fake

articles, other non-textual components found in the articles, such as punctuation

marks, numbers, and URLs, might aid the classification process.
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9.3 Future Work

The process of building the supervised machine learning model to classify real

and fake Arabic news can be used to build a model that detects other forms of

deceptive text, such as spam emails, spam tweets, or fake online reviews. Each of

these deceptive texts has its own textual characteristics which may be investigated

through textual analysis. We hope to train our model with more samples of fake

news and further deploy the model in the cloud for use by governments or to

be embedded in chat messaging platforms to alert readers of the presence of fake

text.We also want to offer the tool, Tasaheel, to the research community interested

in Arabic projects and employ it in the cloud similar to the work of (G. Weir et

al., 2018), who deployed their textual analysis tool, Posit, in the cloud for easy

use.

Due to the COVID-19 pandemic, experiments on a larger population were

restricted, so we was limited to 10 participants to undergo the test. We hope to

conduct several tests on larger populations in the future in order to reach a better

understanding of fake news in Arabic. The datasets, Tasaheel, the supervised

machine learning model, and the insights offered pertaining to fake news in Arabic

can be further used to conduct other research projects to combat fake news.

178



Appendices

179



Appendix A

Tasaheel Tool

With the rising interest in Arabic research in recent years, it is now possible to

find several tools that provide individual NLP tasks or multiple utilities in the

form of a comprehensive toolkit. Most offer packages in programming languages

such as Python and Java to group classes together to perform certain tasks, thus

making it easier for the user to make use of these utilities in their coding scheme.

Some tools that provide such packages are Tashaphyne and Information Science

Research Institute (ISRI). On the other hand, there are packages that provide

multiple tasks in the form of a unified toolkit, such as Farasa and StanfordNLP.

A description of each tool is described below:

• Tashaphyne is an Arabic light stemmer and segmental tool. It provides

light stemming, such as removing prefixes / suffixes and generates segmen-

tation from that. It relies on using its own built-in customized prefix and

suffixes list, which offers more precise stemming. Besides stemming and

segmentation, it offers normalization and root extraction.

• ISRI is an Arabic stemming tool without a root dictionary.

• Stanford NLP is a multilanguage NLP tool that can be used for many

languages. For Arabic, it provides parsing, tokenization, sentence splitting,
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Table A.1: List of NLP Packages.

Package StanfordNLP Farasa Tashahyne ISRI

Source StanfordNLP/
CoreNLP

farasa.qcri.org pypi.org/project/
Tashaphyne

Language Sup-
port

Multilingual Arabic Arabic Arabic

Programming
Language

JAVA JAVA PYTHON PYTHON

Stemming X X X X

Segmentation X X X

Normalization X X

Name Entity
Recognition

X X

POS Tagging X X

name entity recognition, and POS tagging. It offers utilities through a

Python package.

• Farasa is an Arabic-specific tool that provides NLP utilities through a col-

lection of Java libraries. The utilities include discretization, segmentation,

POS tagging, NER, and parsing.

Table A.1 shows each tools’ description.

Here, a two-stage framework was proposed to provide a comprehensive solu-

tion for Arabic textual research projects that require NLP.

A.1 Part 1.

This part describes NLP tasks that are already available in the packages sup-

ported by NLP tools described in Table A.1. Figure A.1 shows the tool’s GUI.

Stemming

This was undertaken using the following packages—ISRI, Farasa, and Tasha-

phyne.
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Figure A.1: Tasaheel GUI.

Figure A.2: A file Segmented using the Farasa Segmenter.

Segmentation

Due to Arabic’s unique morphology, it is necessary to segment text into mor-

phemes to decrease the ambiguity in Arabic text that is created from the attached

affixes. Here, the packages available, such as Tashaphyne and Farasa, were also

used. Figure A.2 shows a segmented file under Farasa.

Normalization

It is important in many Arabic research projects dealing with text to perform

normalization in a manner that unifies text. Normalization helps reduce word

ambiguity and remove unnecessary noise associated with the text. Here, the

Tashaphyne package was integrated. Another set of options was also provided to

perform single normalizing tasks, such as removing numbers, non-Arabic letters,
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Figure A.3: A File POS-Tagged by the StanfordNLP Tagger.

Figure A.4: A File POS Tagged by the Farasa Tagger.

characters, stop words (user provides the list of stop words), and diacritic marks.

Name Entity Recognition (NER)

To identify certain figures that might be important during research, NER capa-

bilities were embedded as provided by Farasa and StanfordNLP packages.

POS Tagging

To assign a POS to each word in a sentence, POS taggers were used. Further, the

user is given two POS tagger types: Farasa or StanfordNLP. Figure A.3 shows a

file tagged by the StanfordNLP tagger. Figure A.4 shows file tagged by Farasa

tagger.

For each of these tasks, an input folder is provided by the user (which may

include an unlimited number of text files), and an output folder named with the

option chosen will be generated with the chosen task performed on all the files in

that folder. In the figures below, the tools’ outputs are shown.
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Figure A.5: Emotion, Polarity, and Linguistic Word Tagging Process.

Emotion, Polarity, Linguistic Tagger:

Words may be assigned specific tags that could portray the word from a particu-

lar analysis aspect. Here, the emotion, polarity, and linguistic wordlists organized

in Appendix B were used and a tagger that assigns emotion, polarity, and lin-

guistic features to words that match those in the wordlist was provided. Further,

the following were created: a summary folder that provides each file tagged with

appropriate tags, a summary file that contains tag occurrence numbers, and des-

tination files. Here, it should be noted that the user may choose to apply emotion,

polarity, or linguistic tagging separately. Each tagger category provides tagging

of the files with each category. Figure A.5 shows an example.

Moreover, for both POS tagging and emotion, polarity, and linguistic tagging,

two file outputs are produced after this process:

1. Tagged text files

2. A summary file for each tagged document, which displays the number of

occurrences of each tag and its ratio, as shown in figure A.6.
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Figure A.6: Summary File With a Summary of All the Tag.

The ratio was calculated as follows:

Ratio =
tag occurrence in that file

number of words in the file
(A.1)

A.2 Part 2

This part invokes different utilities for textual analysis purposes. This gives a

comprehensive approach for the user to analyse the text provided without the

hurdle of going through all the text. The analysis utilities are as given below.

Affix Analyzer

Making use of the affixes produced may provide a more precise analysis of the

text. Some affixes are prepositions, pronouns, or conjunctions that perform sim-

ilar grammatical roles to detached prepositions, pronouns, or conjunctions. To

extract affixes, tagging files under Farasa were used, as it provides specific Arabic

tags with consideration to Arabic affixes and inflections. Below is an output to
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the affix extractor. The user is given two options to extract affixes: to extract

prefixes or suffixes. Next, two separate prefix / suffix wordlists were used, which

allows the tool to look up these affixes to match the input given, here, a folder

is provided that includes the following: a summary of each file that contains the

affix assigned, the destination files and occurrence of these affixes, an Excel sheet

that displays all the affixes and their number of occurrences, and their destination

files in an Excel sheet.

As the extraction of affixes was required for this study, this function was added to

the Tasaheel tool. Moreover, Igaab and Kareem (2018) stated that affixes play a

significant role in changing words’ meaning and thus, the grammatical function.

As extracting the affixes might be helpful for NLP projects, especially those fo-

cusing on textual analysis, this option was added to the tool. To the researcher’s

knowledge, no work has previously been done to extract affixes in Arabic, al-

though some related work was performed to remove affixes to obtain the roots

of the words, and some Arabic NLP tools have employed specific tools for this

purpose (Yaseen & Hmeidi, 2014). These tools relied on lemmatization skills that

include the removal of the prefixes and suffixes attached to a word (Freihat, Bella,

Mubarak, & Giunchiglia, 2018; Al-Shammari & Lin, 2008; Mubarak, 2017). In

this context, by identifying the word POS in a sentence, one may create a query

based on a syntactic rule that may help identify any affixes attached to it.

Moreover, a unique approach was followed that is similar to the information re-

trieval method when searching for a query to extract affixes. The tool performs

string matching from right to left for prefixes and antefixes (see Algorithm 1).

However, string matching is served from left to right when looking for a suffix

or postfix (see Algorithm 2). In addition, the tool gives the user the option to

search for affixes.

Each tool of Farasa and StanfordNLP, as well as the POS taggers, has a different

tag set format. To use the tagged text files produced by different taggers, this
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Figure A.7: Tag Identification Example in the Farasa Format.

study’s tool was coded to extract affixes in the text files that could be useful

in textual analysis. This tool was adjusted to accept queries from the user that

contains (affix + BASE TAG). The affix is the prefix/antefix or suffix/postfix

selected, and the BASE TAG is the main word’s POS tag. When a query is exe-

cuted by the user, the tool searches for the chosen query by applying two search

methods, depending on the affix. For files tagged under the Farasa tag set format,

affixes as prefixes are detected as preposition [PREP] or conjunction [CONJ] tags,

whereas suffixes are tagged as [SUFF]. The word’s tag may maximally be formed

as (BASE TAG + suff +affix + affix). An example is displayed in Figure A.7.

However, StanfordNLP follows an approach of tagging each word with its base

tag, discarding the affixes attached. The exact word, as in the previous example,

is tagged here in the Stanford POS tagger format, as shown in Figure A.8.

The code was modified to include the StanfordNLP POS tag format to extract

affixes. However, because affixes are attached, an effort was made to narrow the

search domain of affixes to words that start with the same clitics of the affix

within the BASE TAG matches. Thus, similar to the previous search method,

Figure A.8: Tag Identification Example in StanfordNLP Format.
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Algorithm 1

W = w1, w2, w3. ▷ words
T = t1, t2, t3. ▷ tags
F(TEXT FILE) = w1t1, w2t2, w3t3. . . ▷ word tag
input(affix + BASE TAG)
search(right to left string matching)
for (i=0; i< EOF; i++) do

if ti= (BASE TAG) && Wi (first letter = affix) then
return Wi

end if
end for

Algorithm 2

W = w1, w2, w3. ▷ words
T = t1, t2, t3. ▷ tags
F(TEXT FILE) = w1t1, w2t2, w3t3. . . ▷ word tag
input(affix + BASE TAG)
search(left to right string matching)
for (i=0; i< EOF; i++) do

if ti= (BASE TAG) && Wi (first letter = affix) then
return Wi

end if
end for

the user would input a query made up of (affix+ BASE TAG). Moreover, right-

to-left string matching and left-to-right string matching were applied to search

for prefixes and suffixes.

For example, the affix � is considered a preposition denoting ‘future’ when

attached to a present-tense verb. For that, the following query was formed:

Affix: �

BASE Tag: VBD

Output: Results of all the words that are tagged with the same BASE TAG
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Figure A.9: Result of the Query.

Algorithm 3 Prefix

W = w1, w2, w3. ▷ words
T = t1, t2, t3. ▷ tags
F(TEXT FILE) = w1t1, w2t2, w3t3. . . ▷ word tag
input(affix\PREP + BASE TAG) ∨ (affix\CONJ + BASE TAG)
search(right to left string matching)
for (i=0; i< EOF; i++) do ▷ search until end of file

if ti= ti = (affix\PREP) ∨ (affix\CONJ) then ▷ if tag = affix
for (i=0; i<3; i++) do ▷ search within three tags

if ti= (BASE TAG) then ▷ is tag = base tag
return Wi ▷ return the word

end if
end for

end if
end for

and start with the same clitic letter as the affix.

Figure A.9 shows one of the results of the previous query. At the same time,

it shows the affix with its base tag and the word that matches its query.

In all cases, the tool displays all matches that fit the query, their destination

file, and their number of occurrences in that file. For example, the figure shows

that a query result is in tagged text two and occurred once.

To extract the affixes in the Farasa tag set format, Algorithms 3 and 4 were

used:

For example, the affix ¼ is considered a preposition denoting ‘similarity’. We,

therefore, consider the affix constructed as affix / PREP, and the previous query

can be constructed as follows:

Affix: / PREP

BASE Tag: NOUN
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Algorithm 4 Suffix.

W = w1, w2, w3. ▷ words
T = t1, t2, t3. ▷ tags
F(TEXT FILE) = w1t1, w2t2, w3t3. . . ▷ word tag
input(affix\SUFF + BASE TAG)
search(left to right string matching)
for (i=0; i< EOF; i++) do

if ti= (BASE TAG) then
for i=0; i¡3; i++ do

if ti = (affix\SUFF) ∨ (affix\SUFF) then
return Wi

end if
end for

end if
end for

Inflection Analyzer

Similar to the Affix extractor, the tagged files from Farasa were used, and the

words/ tags that were tagged with specific inflections in terms of gender and

number were extracted. The inflections provided are masculine singular, mascu-

line dual, masculine plural, feminine singular, dual, and plural. Here, a wordlist

was created for each of these inflections, embedded in the tool, and the user was

given the option to choose the inflection analyses desired. For output, a folder is

provided that includes a summary of each file that contains the assigned affix, the

destination files and occurrence of these affixes, and an Excel sheet that displays

all the affixes and their number of occurrences and their destination files in an

Excel sheet.

Word Matching

There might be an interest in investigating a certain word use in a group of text

files for further implementations. A word matching function is included that gives

the option for the user to input a word, and when the match with this word is

found in the files, an output file of the word match’s file and number of occurrence
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Figure A.10: Excel Output.

in that file.

Excel Output

To make it more convenient for the researcher to keep track of the generated data,

this option is provided to automatically upload all the generated results from any

summary file produced in the previous options, into an Excel sheet that contains

the tags as columns and file numbers as rows, with the number of occurrences of

each tag in each file, shown in Figure A.10.

One limitation of the program is that it cannot overcome the problem of ho-

mographs. Homographs occur when the diacritics are removed. Similar words

may be written the same way but have different meanings due to the different

positions of the diacritics on the letters. This study’s tool resolves research ques-

tion two, concerning recommendations in building an NLP tool for Arabic textual

functions.
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Satire Nonsatire & Hajj CO and

Brexit Co Lexical Densities

B.1 Satire Nonsatire Lexical Density

Here I present the lexical densities of all four textual feature sets of POS+ emotion

+linguistic + polarity, Table B.1.

According to Table B.1, I find an increase in most satire articles’ textual

features categories compared to the non-satire. With attention to nouns, verbs,

prepositions, adverbs, proper nouns, and conjunctions in the POS feature sets.

This might be due to the fact that satire articles were fused with may “made

up” events which involved crafting proper nouns and nouns to aid these made-up

events. Along the creation, prepositions and conjunctions were required for an

artifice article. This finings is in line with the finds of (Rubin et al., 2015) where

shallow syntax (POS) were highly indicative of the presence of satire.

On the other hand, I find that adjectives and determiners were less in satire

articles. This might be the fact as the nature of these articles compromised of

various topics that were made up, so the focus was on the creation of events

than imaginary details using adjectives. Determiners are dominantly used in non
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Table B.1: Satire Nonsatire Lexical Densities.

Dataset Satire nonSatire

Class Non Satire Satire

Nouns 28.6 29.4

Verbs 5.57 6.65

Prepositions 9.72 9.99

Determiners 16.5 15.5

Interjections 0.01 0.04

Adverbs 0.22 0.29

Adjectives 6.30 5.77

Conjunctions 5.06 5.9

Proper nouns 4.6 5.2

Pronouns 6.10 2.33

Anger 0.08 0.096

Sadness 0.04 0.033

Fear 0.06 0.05

Joy 0.12 0.133

Disgust 0.003 0.015

Surprise 0.02 0.032

Negative 0.93 1.00

Positive 1.145 1.21

Assurances 0.04 0.07

Negations 0.14 0.277

Illustrations 0.06 0.05

Intensifiers 0.03 0.14

Hedges 0.03 0.05

Justifications 0.09 0.04

Temporal 0.08 0.08

Spatial 0.07 0.08

Exclusive 0.018 0.02

Superlatives 0.17 0.22

Oppositions 0.03 0.18

satire articles for referral to key figures with their full title, for example; when

referring to princes in the on satire articles they were referred as “Al-Amir”, which

means prince. However in some satire articles that referred to the same prince

was referred to in a mocking format such as ‘our friend’ A 	J
�
®K
Y�, which caused the

decrease in determiners use.

In like manner, anger, joy, disgust, surprise, and negative were higher used
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in satire articles compared to positive, fear, and sadness. As anticipated these

emotions are geared to portray the humorous mocking nature of the satire articles

which may have included anger emotion terms to shift the reader’s perspective

toward a hating topic. My experiment is in line with Rubin et al. (2015) that

found negative semantic orientations improved their model’s performance to 83%.

As for the linguistic categories, I find that an increase in intensifiers, superla-

tives, oppositions, negations, and hedges. These sub features are in line with the

study of (Karoui et al., 2017) where exaggeration words in terms of intensifiers

and opposition words were highlighted as features to identify satire content. Un-

expectedly, justification and illustration terms were less used in satire articles. A

possible explanation may be that these type of articles are known to be aimed

for criticism and call for action with mockery components (Ermida, 2012). This

means that no justification terms are needed to persuade the reader into believ-

ing the content as legitimate. Similarly, since the articles are based on “made

up “events, it is not very necessary to add illustration terms for comparisons.

However, uniquely, the “call for action” components in the satire articles would

include necessary verbs, intensifiers, and superlatives, which I clearly find in this

analysis.

These findings have lead us to conclude textual similarities in both satire and

fake news, which implies that the proposed approach might also identify satire

articles.

B.2 Hajj CO and Brexit Co Lexical Densities

Interestingly, the data in Table B.2 shows that articles from KSA used more

nouns, adjectives, conjunctions, and pronouns in relation to Hajj than those from

the other two countries. This implies that KSA articles detailed Hajj events com-

prehensively by using many nouns and describing them using adjectives. Further,
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conjunctions and pronouns supported the adjective and noun associations. These

POS relationships may partly be explained by the fact that Hajj is performed

on Saudi land, which in this case, gives the local news agencies better insight

into Hajj services such as catering and events such as training. However, the

difference is clear in terms of the POS use in comparison to the Brexit dataset,

where nouns and adjectives were fairly used as this topic might not directly affect

KSA as Hajj does. However, on the other hand, Egyptian and Jordanian arti-

cles used more verbs, adverbs, and prepositions in Hajj articles than those from

KSA. This finding is expected since articles from both countries published de-

tailed Hajj articles on visa application, services and accommodation procedures,

and the financial aspects in their respective countries. In fact, around 48% of

Jordanian and Egyptian articles detailed the events that happened in the Hajj

season, such as those that happened to their pilgrims during the Hajj journey,

such as transportation shortages. As a result, their articles used many verbs to

describe the procedures and details that included time and place as well as series

of adverbs and prepositions that described time and space.

Another interesting finding was that KSA articles used the highest number

of determiners. This can be explained by the fact that these articles introduced

important government officials and figures with full titles. For example, to intro-

duce Prince Khaled AlFaisal, the minister of Makkah and Madinah, they referred

to him as ‘Saheb Al Sumou Al Malaki Al Amir Khaled AlFaisal AlSaud, amir

Makakah Al-Mukarramah wa AlMadina AlMunwarah’. This meant that many

‘Al’ determiners had to be used in KSA articles as compared to other countries.

Based on the results from the table, the following observations can be made.

First, KSA articles had more joy and positive words in Hajj than Brexit arti-

cles. This is similar to Hamborg et al.’s (Hamborg et al., 2019) statement that

countries tend to express the positive side through the news to change the read-

ers’ perceptions of a topic. Since Hajj is performed in KSA, this explains why

195



Appendix B. Satire Nonsatire & Hajj CO and Brexit Co Lexical Densities

Table B.2: Lexical Densities of POS Tags For Hajj CO and Brexit CO Datasets.

Dataset Hajj CO Brexit CO

Class KSA EGY JOR KSA EGY JOR

Nouns 30.24 29.83 28.5 29.1 30.2 29.24

Verbs 3.73 4.63 4.81 5.9 6.12 6.00

Prepositions 8.78 9.32 8.72 9.88 10.15 9.36

Determiners 18.1 16.76 15.3 15.26 14.9 15.56

Interjections 0.01 0.01 0.014 0.06 0.05 0.05

Adverbs 0.12 0.20 0.155 0.25 0.26 0.21

Adjectives 6.67 5.86 5.73 6.71 3.32 6.98

Conjunctions 6.42 5.08 5.35 3.49 3.36 3.27

Proper nouns 8.01 7.45 7.28 7.00 6.86 7.09

Pronouns 2.62 1.73 2.06 2.13 1.02 2.27

Anger 0.07 0.17 0.21 0.21 0.28 0.15

Sadness 0.09 0.06 0.10 0.059 0.089 0.057

Fear 0.04 0.02 0.08 0.16 0.20 0.21

Joy 0.52 0.42 0.73 0.43 0.025 0.99

Disgust 0.01 0.02 0.04 0.13 0.071 0.08

Surprise 0.01 0.07 0.04 0.052 0.07 0.033

Negative 0.40 0.49 0.50 0.86 0.99 0.77

Positive 1.08 0.977 0.95 1.37 1.32 1.35

Assurances 0.22 0.22 0.10 0.16 0.09 0.11

Negations 0.25 0.32 0.67 0.22 0.236 0.24

Illustrations 0.14 0.15 0.25 0.043 0.032 0.03

Intensifiers 0.07 0.17 0.17 0.265 0.202 0.17

Hedges 0.11 64 60.0 0.167 0.105 0.11

Justifications 0.03 0.20 0.13 0.267 0.15 0.25

Temporal 0.30 0.65 0.94 0.73 0.825 0.68

Spatial 0.61 0.31 0.52 0.21 0.22 0.32

Exclusive 0.02 0.03 0.02 0.04 0.05 0.07

Superlatives 0.33 0.06 0.12 0.172 0.14 0.09

Oppositions 0.17 0.05 0.09 0.88 0.72 0.48

these articles tended to be more positive. Meanwhile, Egyptian articles had more

negative and sadder/fear emotional words in Brexit articles as compared to the

other two countries. This can be explained by the fact that 33% of Egyptian

articles discussed many of the financial impacts Brexit might have on their econ-

omy. Finally, Jordanian articles detailed the most negative emotions toward Hajj,

as many of the articles, as stated previously, detailed some shortcomings of Hajj
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services toward the Jordanian pilgrims. This caused a negative emotional impact.

A closer inspection shows that KSA used more superlatives and intensifiers in

the Hajj articles than those on Brexit. This supports the previously stated fact

that KSA articles contained more adjectives that were superlatives. Furthermore,

KSA articles tended to portray Hajj services using the highest degree of compari-

son, and thus superlatives and intensifiers were highly used. A similar finding can

be seen with both Jordanian and Egyptian articles as they had more prepositions

that mentioned time and spatial details; these categories were highly found in

these two countries in support of this finding. However, contrary to expectations,

these linguistic categories did not significantly have differences the Brexit CO

dataset. This may be explained by the fact that many articles as possible about

Brexit were quoted or sourced from foreign news agencies, resulting in the articles

being written and composed similarly without distinctive differences.
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Model Evaluation Supplements

This appendix demonstrates some of the works done in this research for real fake

classification or satire nonsatire. It also provides sample of arrf file for use in

WEKA.

Figure C.1: Sample of real fake Classification in WEKA.
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Figure C.2: Sample of Predicted Classes For test.arrf in WEKA.

Figure C.3: Sample of Satire Nonsatire.arrf Testing in WEKA.
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Figure C.4: Sample of Important Emotion Features of Covid using Chi-Square in
WEKA .

Figure C.5: Sample of Satire Nonsatire.arrf.

Appendix D

Ethical Approval

Application ID: 1219

Title of research: Classifying Arabic fake news based on Arabic textual analysis
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Figure C.6: Sample of Hajj co.xlsx File Showing the Articles, Country Classes
1,2,3, Emotion, Polarity, Linguistics, and POS Features.

Summary of research (short overview of the background and aims of this

study):

This study is part of ongoing research that enables the use of a textual analysis

approach to classify Arabic fake news articles and classify their country of origin.

The study focuses on applying Arabic textual analysis using natural language

tools. I will apply supervised machine learning techniques to train my model on

certain linguistic markers based on Arabic textual analysis. my model’s input will

be a collection of real and fake Arabic news articles. Hence, its output will be

the system’s class prediction (fake or real). my study includes three main stages:

1. Stage one—Data collection: Due to the lack of Arabic fake news articles

dataset, I will make my own dataset. To this end, participants will be asked

to fabricate legitimate Arabic news articles.

2. Stage two—Arabic linguistics review: Due to the limitation of Arabic lin-

guistics lexicons, I will make my own linguistics wordlist (simple lexicons).

Iwill create several linguistic wordlists that correspond to certain linguistic

purposes. To create the wordlists, I will search online for Arabic wordlists

available, and if I cannot find any for a certain linguistic purpose, I will

find an English wordlist corresponding to the same category and translate
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it to Arabic. Each word in each linguistic wordlist will be matched with

the text in the article’s content and calculated. This method complies with

the textual analysis approach, using natural language processing tools. For

example, a wordlist of the ‘negators’ category includes no, never, not, etc.

(the words will be in Arabic, but they were translated here for clarification).

This list of words corresponds to the linguistic purpose of ‘negators’, which

gives a nullifying logic. All the wordlists will be matched with the article’s

content (text); if a match is found, it is calculated. Hence, the number

of each linguistic category in each article is calculated. Moreover, I need

Arabic linguistic academics to assess my created wordlist.

3. Stage three—Test part of the dataset on students to compare their results

with my system. I will test a set of given articles from my dataset on

participants and my system to assess them. The participants result will

then be compared with the system’s results.

How will participants be recruited?

1. In stage one, for data collection, I need more than 30 but less than 50

Arabic native speaker participants from both genders to fabricate a given

news article. Participants will be invited to participate in this study using

the methods listed below.

(a) via email: participants will be sent an invitation email first. The email

will be sent through the research centre services in Jeddah University.

The centre offers an email broadcasting system for researchers to help

them reach participants by the student and faculty emails registered

in the university. Basically, I will send the invitation email to the

research centre, and they will broadcast it via email to all the faculty

and students registered in the university. The invitation email will

include the inclusion criteria, which are: Arabic native speakers, ages
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18–65. There are no exclusion criteria. The email invitation will ask if

they would like to participate in this study. If participants reply with

agreement, the task will be sent to them to complete and send back

to the researcher. Since the task only needs Arabic native speakers

at ages between 18 and 65, Jeddah University based in Saudi Arabia

will have participants who meet these inclusion criteria. Most of the

university faculty and students are native Arabic speakers and are

students / faculty members / workers between the ages of 18 and 65.

If I do not get the number of participants needed for the study, I will

use the following:

(b) crowdsourcing services such as Amazon Turk, Upwork, and Fiver. A

post will be posted in the crowdsourcing website stating the details

of the task and email of the researcher for participants to respond.

Participants who accept the task posted on the website will be emailed

with the task. After completing the task, they will send it back to the

researcher.

2. In stage two, for the Arabic linguistic wordlist assessment, 3–5 Arabic lin-

guistics academics participants are needed and will be invited to participate

in this study by the following methods.

(a) Via email: an invitation email will be sent through the research centre

services in Jeddah University. The centre offers an email broadcasting

system for researchers to help them reach participants by the student

and faculty emails registered in the university. Basically, I will send

the invitation email to the research centre, and they will broadcast

it via email to all the academics in the Arabic linguistic department.

The invitation email will include the inclusion criteria, which are Ara-

bic speakers who have doctoral degrees or a higher academic degree in
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linguistics. The email invitation will ask if they would like to partici-

pate in this study. If participants reply with agreement, the task will

be sent to them to complete and send back to the researcher.

3. In stage three, data testing, I need 30 Arabic native speaker participants,

which will be organised through the following methods.

(a) Via face to face: I will organize with the computer science department

chairman in Jeddah University to set aside 10 minutes at the end of

a class of one of the faculty members in the department. The class

should include not more than 35 students but not less than 30 students.

I will organize with the class faculty member to ask the students who

want to participate in the survey to stay in class, and those who do not

to be dismissed. Since I only need 30 Arabic native speaker students

as participants, I am confident that this method will satisfy my needs.

They will be given a hard copy of 40 news articles. For articles from

1–20, they should indicate if they perceive it as ‘true’ or ‘not true’. For

articles from 20–40, they should indicate which Arabic country they

come from, given the options of Saudi Arabia, Jordan, or Egypt.

What will the participants be told about the proposed research study? Either

upload or include a copy of the briefing notes issued to participants. In particular,

this should include details of yourself, the context of the study and an overview

of the data that you plan to collect, your supervisor, and contact details for the

Departmental Ethics Committee.

For all three stages of the study:

• Participants will be told that by completing and submitting the task, they

are indicating their consent to participate in the study.

• Participants will be informed that their participation is voluntary, and that
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there is no harm or risk associated with participation in this study.

• No information will be reported other than to the researchers.

• All responses will be confidential and anonymous.

• Participants have the right to withdraw at any time before submitting their

responses. Yet, after submitting their responses, it would be hard to identify

the participants’ individual responses as no identification information will

be collected to identify a particular participant.

• Participants have the right to not answer any question that makes them

uncomfortable.

• If participants have any concerns regarding their participation in this study

or any other queries, they can contact the researcher or the department’s

Ethics Committee via email.

Attached is a detailed participant information sheet.

How will consent be demonstrated? Either upload or include here a copy of

the consent form/instructions issued to participants. It is particularly important

that you make the rights of the participants to freely withdraw from the study at

any point (if they begin to feel stressed, for example), nor feel under any pressure

or obligation to complete the study, answer any particular question, or undertake

any particular task. Their rights regarding associated data collected should also

be made explicit.

For all three stages—

1. The first page of the tasks will include consent details, which will make it

clear to the participants that:

(a) Their participation will be totally anonymous and confidential.
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(b) Their participation is voluntary. Participants have the right to not

answer any question that makes them uncomfortable.

(c) Participants have the right to withdraw at any time before submitting

their responses. Yet, after submitting their responses, it would be hard

to identify the participants’ individual responses as no identification

information will be collected to identify a particular participant.

(d) The questions should not cause any discomfort. Yet, participants have

the right to not answer any question that they feel does so.

(e) Hard copy records will be stored and locked in a cabinet within a

locked office, and accessed only by the researcher.

(f) Electronic data will be stored on the Strathclyde University secure

network space in password-protected files.

(g) If participants have any concerns regarding their participation in this

study or any other queries, they could contact the researcher or the

department’s Ethics Committee via email.

2. The second paper will introduce the question details and the questions.

For stages one and two, data collection and wordlist review, participants who

reply to the invitation email and state in the email that they agree to participate

(in the email content), only then will the survey be sent to them. As for stage

three, data testing, I will meet the student face-to-face. I will announce that

students who agree to participate to stay in class and those who do not to be

dismissed. Only then will the survey have given to the students in class.

Attached is details of a consent form.

What will participants be expected to do? Either upload or include a copy

of the instructions issued to participants along with a copy of or link to the

survey, interview script or task description you intend to carry out. Please also
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confirm (where appropriate) that your supervisor has seen and approved both

your planned study, and this associated ethics application.

• Participants who are approached face-to-face will be given a hard copy of

the survey, and they will have to complete it and return it to the researcher.

• Participants who are invited via email or through crowdsourcing website.

They should complete the questions given to them and then send it back

to the researcher.

The survey will be attached and has the tasks for each stage. Note: the survey

will be in Arabic so that participants can understand.

What data will be collected and how will it be captured and stored? In

particular indicate how adherence to the Data Protection Act and the General

Data Protection Regulation (GDPR) will be guaranteed and how participant

confidentiality will be handled.

1. No sensitive personal or identifiable information will be collected.

2. Since the collected data will not include any personal or sensitive data,

my work does not need to adhere to the provisions of the General Data

Protection Regulation (GDPR).

3. The data will be processed and analysed fairly, with limited purposes, and

not kept longer than necessary.

4. Hard copy records will be stored in a locked cabinet within a locked office

and accessed only by the researcher.

5. electronic data will be stored on the Strathclyde University secure network

space in password-protected files.
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How will the data be processed? (e.g., analysed, reported, visu-

alised, integrated with other data, etc.) Please pay particular atten-

tion to describing how personal or sensitive data will be handled and

how GDPR regulations will be met.

1. The collected data will be used only for this investigation.

2. The data will be analysed and processed based on the research objectives,

using storage and calculation tools such as Microsoft Excel and natural

language processing tools such as Python programming language.

3. Access to the data will be suitably secure and restricted to the researcher

and the research supervisor.

4. Hard copy records will be stored in a locked cabinet within a locked office

and accessed only by the researcher.

5. Electronic data will be stored on the Strathclyde University secure network

space in password-protected files.

6. The data will be compared with other sources such as related articles and

results from other studies. This comparison will support the reliability of

the present study.

7. A report of the findings of this study may be published as a journal article or

conference proceeding. The collected data will not include any information

that could identify any individual participant.

How and when will data be disposed of? Either upload a copy of

your data management plan or describe how data will be disposed.

1. Data will not be stored more than necessary and will be disposed of imme-

diately after the conclusion of the researcher’s present degree. This will be
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done three months after completion of the degree to allow for any minor

corrections needed after the viva in August 2021.

2. When data no longer requires to be kept, it will be disposed of appropriately.

This will include:

(a) Confidential shredding of the collected hard copy surveys.

(b) Permanent deletion of electronic survey data.
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Publications

First Author

• Arabic Fake News Detection based on Textual Analysis, The Arabian Jour-

nal for Science and Engineering, reference number:AJSE-D-21-02982R3,

DOI:10.1007/s13369-021-06449-y

• Arabic News Dataset and Verification System, IEEE Access, submitted 20

December 2021.

Co-author

• Semantic And Sentiment Analysis for Arabic Texts Using Intelligent Model.

Bioscience Biotechnology Research Communications.(2019).

DOI:10.21786/bbrc/12.2/10
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sensation? an international exploration of sensationalism and social media

recommendations in online news publications. Journalism, 19 (11), 1497–

1516.

Kotsiantis, S. B., Zaharakis, I., & Pintelas, P. (2007). Supervised machine learn-

ing: A review of classification techniques. Emerging artificial intelligence

applications in computer engineering , 160 (1), 3–24.

Krishnan, S., & Chen, M. (2018). Identifying tweets with fake news. In 2018

ieee international conference on information reuse and integration (iri) (pp.

460–464).

Kulkarni, A., & Shivananda, A. (2019). Natural language processing recipes:

Unlocking text data with machine learning and deep learning using python.

doi: 10.1007/978-1-4842-4267-4

Lagutina, K., Lagutina, N., Boychuk, E., Vorontsova, I., Shliakhtina, E.,

Belyaeva, O., . . . Demidov, P. (2019). A survey on stylometric text fea-

tures. In 2019 25th conference of open innovations association (fruct) (pp.

184–195).

Layton, R., Watters, P., & Ureche, O. (2013). Identifying faked hotel reviews

using authorship analysis. In 2013 fourth cybercrime and trustworthy com-

puting workshop (pp. 1–6).

Layton, R., Watters, P. A., & Dazeley, R. (2015). Authorship analysis of aliases:

Does topic influence accuracy? Natural Language Engineering , 21 (4), 497–

518.

222



Appendix E. Publications

Lazer, D. M., Baum, M. A., Benkler, Y., Berinsky, A. J., Greenhill, K. M.,

Menczer, F., . . . Rothschild, D. (2018). The science of fake news. Science,

359 (6380), 1094–1096.

Learning, M. (2021). https://www.machinelearningplus.com/, jour-

nal=Machine Learning Plus.

Levenson, R. W., Ekman, P., & Friesen, W. V. (1990). Voluntary facial action

generates emotion-specific autonomic nervous system activity. Psychophys-

iology , 27 (4), 363–384.

Li, J., Ott, M., Cardie, C., & Hovy, E. (2014). Towards a general rule for identi-

fying deceptive opinion spam. In Proceedings of the 52nd annual meeting of

the association for computational linguistics (volume 1: Long papers) (pp.

1566–1576).

Lim, C. (2018). Checking how fact-checkers check. Research & Politics , 5 (3),

2053168018786848.

Liu, Y., Yu, K., Wu, X., Qing, L., & Peng, Y. (2019). Analysis and detection

of health-related misinformation on chinese social media. IEEE Access , 7 ,

154480–154489.

Loughran, T., & McDonald, B. (2016). Textual analysis in accounting and

finance: A survey. Journal of Accounting Research, 54 (4), 1187–1230.

Loukil, N., Haddar, K., & Hamadou, A. B. (2010). A syntactic lexicon for arabic

verbs. In Proceedings of the seventh international conference on language

resources and evaluation (lrec’10).

Manzoor, S. I., & Singla, J. (2019). Fake news detection using machine learning

approaches: A systematic review. In 2019 3rd international conference on

trends in electronics and informatics (icoei) (pp. 230–234).

Markowitz, D. M., & Hancock, J. T. (2014). Linguistic traces of a scientific fraud:

The case of diederik stapel. PloS one, 9 (8), e105937.

Martel, C., Pennycook, G., & Rand, D. G. (2020). Reliance on emotion promotes

223

https://www.machinelearningplus.com/


Appendix E. Publications

belief in fake news. Cognitive research: principles and implications , 5 (1),

1–20.

Massey, K. (2008). Intermediate arabic for dummies. John Wiley & Sons.

McGurk, Z., Nowak, A., & Hall, J. C. (2020). Stock returns and investor sen-

timent: textual analysis and social media. Journal of Economics and Fi-

nance, 44 (3), 458–485.

McKee, A. (2003). Textual analysis: A beginner s guide. Sage.

Mei, J., & Frank, R. (2015). Sentiment crawling: Extremist content collection

through a sentiment analysis guided web-crawler. In 2015 ieee/acm in-

ternational conference on advances in social networks analysis and mining

(asonam) (pp. 1024–1027).

Metts, S. (1989). An exploratory investigation of deception in close relationships.

Journal of Social and Personal relationships , 6 (2), 159–179.

Mihalcea, R., & Strapparava, C. (2009). The lie detector: Explorations in the

automatic recognition of deceptive language. In Proceedings of the acl-ijcnlp

2009 conference short papers (pp. 309–312).

Mishra, S. B., & Alok, S. (2017). Handbook of research methodology. Dimensions

Of Critical Care Nursing , 9 (1), 60.

Mohammad, S., Salameh, M., & Kiritchenko, S. (2016, May). Sentiment lexicons

for Arabic social media. In Proceedings of the tenth international conference

on language resources and evaluation (LREC’16) (pp. 33–37).

Mohdeb, D., Laifa, M., & Naidja, M. (2021). An arabic corpus for covid-19

related fake news. In 2021 international conference on recent advances in

mathematics and informatics (icrami) (pp. 1–5).

Molina, M. D., Sundar, S. S., Le, T., & Lee, D. (2021). “fake news” is not simply

false information: A concept explication and taxonomy of online content.

American behavioral scientist , 65 (2), 180–212.

Mourão, R. R., & Robertson, C. T. (2019). Fake news as discursive integra-

224



Appendix E. Publications

tion: An analysis of sites that publish false, misleading, hyperpartisan and

sensational information. Journalism Studies , 20 (14), 2077–2095.

Mouty, R., & Gazdar, A. (2018). Survey on steps of truth detection on arabic

tweets. In 2018 21st saudi computer society national computer conference

(ncc) (pp. 1–6).

Mubarak, H. (2017). Build fast and accurate lemmatization for arabic. arXiv

preprint arXiv:1710.06700 .

Mubarak, H., & Hassan, S. (2020). Arcorona: Analyzing arabic tweets in the early

days of coronavirus (covid-19) pandemic. arXiv preprint arXiv:2012.01462 .

Nagoudi, E. M. B., Elmadany, A., Abdul-Mageed, M., Alhindi, T., & Cavusoglu,

H. (2020). Machine generation and detection of arabic manipulated and

fake news. arXiv preprint arXiv:2011.03092 .

Nahar, K. M., Al Eroud, A., Barahoush, M., & Al-Akhras, A. (2019). Sap:

standard arabic profiling toolset for textual analysis. International Journal

of Machine Learning and Computing , 9 (2), 222–229.

Namly, D., Bouzoubaa, K., Tahir, Y., & Khamar, H. (2015). Development

of arabic particles lexicon using the lmf framework. In Colloque pour les

etudiants chercheurs en traitement automatique du langage naturel et ses

applications (cec-tal 2015), sousse tunisia.

Neil, J. (2007). Qualitative versus quantitative research: Key points in a classic

debate.

Newman, M. L., Pennebaker, J. W., Berry, D. S., & Richards, J. M. (2003).

Lying words: Predicting deception from linguistic styles. Personality and

social psychology bulletin, 29 (5), 665–675.

Obeid, O., Zalmout, N., Khalifa, S., Taji, D., Oudah, M., Alhafni, B., . . . Habash,

N. (2020). Camel tools: An open source python toolkit for arabic natural

language processing. In Proceedings of the 12th language resources and

evaluation conference (pp. 7022–7032).

225



Appendix E. Publications

Orange. (2022). Word cloud. Retrieved from https://orangedatamining.com/

widget-catalog/text-mining/wordcloud/

Osisanwo, F., Akinsola, J., Awodele, O., Hinmikaiye, J., Olakanmi, O., & Ak-

injobi, J. (2017). Supervised machine learning algorithms: classification

and comparison. International Journal of Computer Trends and Technol-

ogy (IJCTT), 48 (3), 128–138.

Ott, M., Choi, Y., Cardie, C., & Hancock, J. T. (2011, June). Finding deceptive

opinion spam by any stretch of the imagination. In Proceedings of the 49th

annual meeting of the association for computational linguistics: Human

language technologies (pp. 309–319).

Pandey, S., & Pandey, S. K. (2019). Applying natural language processing capa-

bilities in computerized textual analysis to measure organizational culture.

Organizational Research Methods , 22 (3), 765–797.

Pasha, A., Al-Badrashiny, M., Diab, M., El Kholy, A., Eskander, R., Habash, N.,

. . . Roth, R. (2014). Madamira: A fast, comprehensive tool for morpho-

logical analysis and disambiguation of arabic. In Proceedings of the ninth

international conference on language resources and evaluation (lrec’14) (pp.

1094–1101).

Patel, M., Padiya, J., & Singh, M. (2022). Fake news detection using machine

learning and natural language processing. In Combating fake news with

computational intelligence techniques (pp. 127–148). Springer.

Pennebaker, J. W., & King, L. A. (1999). Linguistic styles: language use as an

individual difference. Journal of personality and social psychology , 77 (6),

1296.

Penuela, F. J. F.-B. (2019). Deception detection in arabic tweets and news. In

Fire (working notes) (pp. 122–126).
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