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Abstract ' 

This thesis addresses issues related to the development of Collaborative 

Virtual Environments (CVEs) for architectural design use. Today a new level of 
complexity has been brought to the meaning of virtuality by the creation of network- 
based virtual communities and the use of avatars along with multimedia which 

provides the technology for remote presence and collaborative experience. 
Communication and especially collaboration among design teams are now key 

factors in making the design process faster and more efficient in order to achieve 
increased competitiveness in the construction market. 

The objective of this thesis is to present a tool that is capable of creating 3D 

shapes in a shared VR environment, therefore allowing the evolution of the design to 
be a shared process. Along with its companion thesis (Conti, 2002) it gives the 

description of a framework and software prototype which could help practitioners 

using Virtual Reality technology by being a new interface for collaborative design at 
the early stages of the design process. The prototype system that is described here is 

called JavaTm Collaborative Architectural Design tool in Virtual Reality QCAD-VR) 

and this thesis presents a description of its collaborative architecture. . 
This thesis gives a description of the phases and technical solutions in the 

development of the network architecture and collaborative features of the JCAD-VR 

system. In addition, several different communication tools were used to enhance 

communication and the flow of information among the design teams and they are 
integrated in a Virtual Environment specifically created for architects. 

After the description of the software development the results are given of a 

test of the collaborative architecture of JCAD-VR and its ease of use in a real multi 

participant design experiment which show the potential and efficiency of using CVEs 

in architecture. 
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I Introduction 

1.1 Introduction 

This chapter introduces the general aim of the thesis, its general framework 

and the most important concepts at the foundation of the project. 

The research outlined in this thesis addresses the issues concerning the 

support of the architectural design process by computer applications. In particular 
this project investigates the use of software that supports architects at the early stages 

of the design process, at the so-called conceptual modelling phase. Regarding 

conceptual design, Shukur (2000) stated, that designing a building or other artefact 
involves really great effort to produce an original concept. In fact due to its nature, 

concept modelling is to a certain extent more complex than the later design stages 

since it has less reference to reality. This can potentially cause many aspects and 
features of its design to be lost or inadequately handled depending on the subjects' 

capabilities (Shukur, 2000). 

Traditionally many architects have addressed the problem of abstraction that 
is typical of conceptual modeling by proving their design proposals using physical 

models. Unfortunately the most accurate 2D paper representations are not usually 

suitable to explain and transmit the complexity of some architectonic ideas. 

Nowadays advances in computer hardware and software have significantly 

contributed to this issue allowing 3D virtual modelling and animations to be used 
daily in the architectural practice. Similarly the relatively recent introduction of 
Virtual Reality (VR) has represented another step towards a fully comprehensive 

simulation technology. The next section will discuss the introduction and application 

of VR to the architectural design process. 

1.1.1 Virtual Reality as a New Means for Designing Architecture 

Although today the use of the third dimension has become a daily practice, 

the Computer Aided Architectural Design (CAAD) community is only now 
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experiencing the move from static representation, based on 2D renderings or pre- 

recorded animations, to dynamically generated 3D representations. Real-time 

navigation and interaction, typical of Virtual Reality environments, provide the 
fluent interface and that facilitates the exploration of the design proposal, that is the 

main omission of all the Computer Aided Design (CAD) packages commonly in use. 

Furthermore the access to desktop VR applications makes them a feasible 

approach in everyday practice thanks to the increasing growth of computational 

resources and hardware power. Moreover, the recent growth of network-based virtual 

communities and the use of avatars have brought a new level of complexity to the 

meaning of virtuality, providing the technology for remote presence and 

collaborative experiences. 

The use of VR in design broadens the boundaries of traditional perception by 

providing experiences of worlds not necessarily real or material. Therefore it gives 
the user the freedom to simulate and eventually to build up knowledge and skills 
dangerous or too expensive for human beings to acquire. In an architectural context 
the use of Virtual Reality provides the designer with an appropriate, quick and 

practical feedback that facilitates the search for design solutions. In fact, due to its 

visualisation power, it enables the capturing of more information than would be 

possible with the use of the traditional media and it makes the checking of the design 

solutions more efficient by enhancing simulation capabilities. Furthermore VR 

provides a natural and user-friendly inteýface between practitioners and clients 

enabling them to check the functionality of the design and ensuring that the design 

meets the clients' expectations. Consequently VR could become the ideal simulation 

medium for architects investigating design solutions and it could contribute to the 

production of a better-built environment by addressing sustainability through 

environmental simulations and appraisal, and engaging design creativity through 

immersive design. 

Thanks to all these advantages it is highly predictable that in the near future 

VR will become the interface for the next generation of CAD applications, the so 

called VRAD (Virtual Reality Aided Design) systems thus promoting VR from a 

mere presentation medium to a more powerful and effective design tool. Moreover 
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current research interest is in multidisciplinary working activities and collaborative 

networks which broaden the concept of VR itself through the development of multi- 

user applications that allow several remote participants to interact within the virtual 

environment and to accomplish, collaboratively, complex design tasks. 

1.2 The Aim of the Project 

The importance of VR technology with its revolutionary shift in visualization 

and the effect that VR-based applications could have for the architectural design 

process is stressed by Dagit (1993, p. 514) who states that "architects, as a group, are 

more aware than most of the profound impact that Brunelleschi's invention of 

perspective had on society following the fifteenth century. Perspective initiated a 
fundamental change in the way humans perceive themselves and their environment. 
Some are looking to virtual worlds as a similar key to opening up new levels of 
human perception. " 

In particular, the identification of the role of VR and its place within the 

practice of architecture has been the subject of a previous experience of the author 

published at the UK VR-SIG conference in Glasgow (Ucelli et al., 2000). During the 
first year of the PhD *course the author had the chance to work part-time at the 
Glasgow office of the internationally renowned engineering consultants company 
Ove Arup, & Partners. This office was particularly interested in coming closer to the 

new visualization and simulation capabilities allowed by Virtual Reality technology. 
The time spent working at Arup, provided the opportunity to investigate problems 

and issues about the use of 3D modeling and VR in ongoing projects. This 

experience gave the chance to work closely with both architects and engineers who 

were for the first time experiencing VR technology. During a6 months time a 

number of 31) models were created and architects and engineers were invited 

repeatedly to evaluate and discuss the progress of the projects at the Virtual 

Environment Laboratory (VEL) in the ABACUS unit of the University of 
Strathclyde, in Glasgow (University of Strathclyde, 2002). 

This experience confirmed what other authors had stated (Dorta et al., 1998, 

p. 144): "the design process is made up of two activities which are graphic ideation 
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or conceptual design and communication [ ... ] the first is a forniative process dealing 

with creating and evolving ideas [active phase]; the second is a descriptive process 

aiming at presenting to others fully-formed ideas [passive phase]". 

Unfortunately the results of the experience were such that, while proving the 

huge potential of VR for reducing designs "flaws", they highlighted that the present 

use of VR is limited only to the last phase of the design process, which Dorta et al. 

(1998) call the passive phase, when the visualization takes place and the result of the 

design process is eventually shown to the client. Figure 1.1 resurnes the most 

important phases regarding the development of CAAD and VR models. The schema 
is the result of direct observation of project dynamics in the real working 

environment experienced by the author. 
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Figure 1.1: The architectural design process from a 3D modelling/VR point of 

view 

It is evident from the graph in Figure 1.1 that the use of VR-based 

visualization techniques is confined to the end of the conceptual design phase after 

all the design choices have been taken. This is due mainly to the fact that the models 
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to be visualized in VR have been created using traditional CAD/CAAD packages and 

not directly within the virtual environment, making the use of VR more time 

consuming and therefore less effective. 

The knowledge gained through this valuable experience was the base of the 

concept of the framework reported in this thesis. 

The concept upon which the JavaTm Collaborative Architectural Design tool 
in Virtual Reality (JCAD-VR) framework is founded is to try to anticipate the use of 
VR within the active phase of the design process thus taking full advantage of VR 

technology and exploiting its creative potential. The aim is to provide the designer 

with a tool for creating 3D-shapes in a shared VR environment, thus allowing the 
design to be shared as it evolves. VR then becomes a new design tool and multi- 

participants can interact with the environment and each other while discussing, 

creating and modifying the 3D design solutions. 

1.3 The Approach Proposed: the Framework and the 

Working Prototype 

Observations of current architectural design dynamics showed clearly that-the 

use of external packages to create and modify models for VR applications is a key 

problem for an effective use of the technology. A preliminary research study was 

necessary to identify the type of software application that could better exploit the 

potential of VR technology in the design process, afid to follow the most suitable 

approach for its implementation. Figure 1.2 shows the most important steps that led 

to the development of the software framework and to its implementation. 
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1.3.1 Preliminary Research Study 

The previously mentioned research study provided the foundations of the 

whole JCAD-VR project and was the opportunity to clarify the role that VR 

technology occupies in the design process. 

During this phase a study was also carried out on: 

" Software programming approaches for VR 

" The characteristics of VR software packages 

" The computer platforms used 

" Related technical issues. 

This preliminary study provided the base for the development of the 

methodology for the implementation of the first part of the framework. This supports 

the creation of a virtual design environment for conceptual modelling in architecture. 

Furthermore an overview on collaborative applications and their use in the 

architecture practice was necessary, thus the following topics were investigated: 

9 Collaboration in the architectural practice and its impact on the organization 

of work 

o Collaborative software architectures 

e Software packages and their characteristics 

9 Communication tools and their implementation 

4, Related technical issues. 

These topics address issues relevant to the implementation of the second part 

of the framework. This part supports the development of a collaborative architecture 

and communication platform for the virtual design environment. 

1.3.2 The Development and Implementation of the Framework 

As anticipated in the preliminary research study it was possible to identify 

two independent, but related, research themes within the JCAD-VR project: 
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1. The creation of a Virtual Design Environment 

2. The implementation of its collaborative architecture. 

Each theme required addressing a multitude of theoretical and technical 

issues and a great deal of attention was paid to the creation of a coherent unique 

application using independent compatible software modules. Figure 1.3 shows the 

five main sectors that form the framework of the pro. ject: 3D Interface, 3D Geometry 

Core, Computer Supported Cooperative Work (CSCW) tools, Collaborative 

Architecture and Database Management. Those sectors marked in red refer to the 

development of the Virtual Design Environment, those in yellow to the 

implementation of Collaborative Architecture, including the necessary 

communication tools and a module for the management of shared databases. 

3D Geometry Core 

jo (L) 3D 
Interface 

r) 

Collaborative 
Architecture 

Fieure 1.3: Overview of the whole software framework with the two Darts 

marked in yellow and red 

Once the general framework of the project was established, each area of 

interest was independently developed, although every sector was checked against the 

general framework to ensure compatibility. 
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The implementation of the two sectors proceeded in parallel as shown in 

Figure 1.2 until the completion of the first fully working prototype. Then after finther 

software optimisations, the final prototype was developed. 

1.3.3 Tests and Experiments 

Many unreported tests were carried out during the implementation of the 

prototype in order to check for software mistakes and bugs in the code. Since the 

entire project focuses on the early stages of the architectural design process the final 

prototype was tested in a real working situation involving the creaticn of an initial 

conceptual model for a design project. 

The experiment that involved students of architecture will be discussed in 

detail in Chapter 7. It gave the opportunity to test the stability, ease of use and 

efficacy of the application. 

1.4 How to Read this Thesis 

The research described in this thesis is part of a broader project outlined in 

Section 1.3 that covers the following two project themes: 

1. The implementation of the stand-alone VR application for conceptual modelling 
in architecture. 

2. The development of its collaborative architecture. 

These themes are described in detail in two separate but coupled theses, 'this 

and its companion thesis (Conti, 2002). 

More specifically this thesis addresses issues related to communication and 

collaboration activities in architectural practice and it outlines the most important 

phases of the development of the collaborative architecture of JCAD-VR. The 

companion thesis (Conti, 2002) highlights theory on user-interfaces in VR 

environments and it describes the methodology followed to implement the stand- 

alone Virtual Reality application, called JCAD-VR, specifically designed for the 

early stages of architectural design. 
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Each thesis can be read separately, since each one covers different aspects of 
Virtual Reality applications, or read together as part of a broader project. It is 

nevertheless highly recommendable to read them together in order to gain a 

comprehensive view of the whole project. 

Both theses are structured symmetrically (See Figure 1.4), with four shared 

chapters. 

Figure 1.4: The symmetrical structure of the two theses with the shared 

chapters placed at the centre of the structure 

The Chapters number one, four, seven and eight are common and therefore 

they are included in both theses, since they refer to the general topics that were 

shared by the two theses. Specifically: 

0 Chapter One provides the overall introduction to the project 

0 Chapter Four describes the general structure of the framework and of the JCAD- 

VR prototype 
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" Chapter Seven highlights the exercises set up for the testing phase of the 

prototype 

" Chapter Eight draws the conclusions and proposes further developments. 

However, Chapters number two, three, five and sbc are specific to this thesis 

and they describe in detail issues and methodologies relevant to the individual work. 

1.5 Outline of the Thesis 

Section 1.4 clarified the symmetrical structure of the two theses covering the 

whole project. This section will provide a more detailed overview of the content of 
this particular thesis describing its chapters individually. 

This outline to the thesis will present first a general overview of 
Collaborative issues in VE and then the proposed working prototype: JCAD-VR. The 

common Chapter I introduced the general overview of the research themes and 

clarified how to view this thesis within the scenario of the whole project. 

Chapter 2 then introduces an historical overview on the role of 

communication within the design process. It outlines the evolution of theories and 
technologies related to communication issues within the design process and it 

proposes a classification of Collaborative Design solutions based on different types 

of communication systems. This chapter addresses issues related to Computer 

Supported Cooperative Work (CSCW) and general collaborative applications. 

Chapter 3 advances towards the cutting edge-technology and focuses on the 

use of VR as the ultimate medium for Collaborative Design systems. It introduces 

the basic concepts of a Collaborative Virtual Environment (CVE) and it offers a 

comprehensive classification of existing CVEs according to their purpose and 
technical solution. 

The common Chapter 4 is the start of the second, more technical part of the 

thesis, and it introduces an overview of the methodology followed to develop the 

project framework and the JCAD-VR prototype. It describes general technical 

choices, it presents the client-server architecture of the prototype and it introduces 
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the Collaborative-based unit which is described in depth in the following two 

chapters. - 

Chapter 5 provides a structured overview of the Collaborative-based unit: it 

introduces the methodology followed to implement the collaborative architecture of 
JCAD-VR, it justifies the choice of the programming language and it presents the 

adopted software libraries. This chapter describes in detail the server unit and it 

presents network solutions that are included in the framework, providing the reader 

with a comprehensive view of the package and its modules. 

Chapter 6 describes in detail the implementation and technical issues of the 

client network unit. All the relevant classes and software solutions are highlighted 

and justified in this chapter. The client unit, with its sub sections addressing network 

transfer and database handling issues, are described in depth. Technical solutions 

related to the implementation of communication channels such as video-conferencing 
facilities will be fully described. 

The common Chapter 7 reports on the preparation and the execution of an 

experiment in the actual use of the JCAD-VR prototype. The experiment offered the 

opportunity to test the functionality of the software while several users were 

accomplishing collaboratively a given design task. 

Finally Chapter 8 concludes the thesis with the results acquired during the 

simulation. It points out the research achievements and contributions, and it 

highlights fin-ther developments. 

1.6 Conclusions 

This first chapter gave a general introduction to the aspects to be covered in 

the rest of the thesis. It highlighted the structure of the JCAD-VR project especially, 

showing how this was developed by the combined effort of our research, 

As shown the coupled theses have some common chapters in order to make 

them easier to read. The introductory and concluding chapters are common ones, 

while the other chapters will address only the research literature relevant to their 

12 



aspects of the project, specific issues and different parts of the implementation of the 
JCAD-VR system. 

Chapter 2 will address more specific issues relative to communication and 

collaboration as the means to enhance the design and decision-making process. 
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2 An historical overview on the role of 

communication within the design process 

2.1 Introduction 

This chapter, and Chapter 3, will fonn the foundation of this research and 
they will present the theoretical background to the development of the JCAD-VR 

system. Communication and collaboration will be highlighted according to different 

perspectives: communication as a medium and communication and collaboration as a 

means to enhance the decision-making and design processes. The revolution in 

communication, the technology behind it with its impact on society and in work 

practice, and collaboration as a new approach to design activity will be also 
discussed. In particular, Section 2 will discuss the act of designing as a 

communication activity and communication in relation to the practice of architecture. 
Section 3 will present the phenomena of the communication era, the enhancement of 
telecommunication technology and its impact on modem working practises. Section 

4 will show the scientific disciplines that are the theoretical background for 

collaboration and cooperation in the work environment. 

2.2 Design as a Communication Activity 

Technology has changed the traditional design process allowing the 

realization of complex projects in a very short time. Design teams working 

collaboratively are now needed to satisfy the exigency of new construction 

industries. Moreover complex projects require the involvement of expertise from 

different disciplines making collaboration and especially communication crucial 

factors in the process (Fischer, 1999). The designer does not work individually 

anymore but he/she needs to share the design tasks and specific problems with 

specialists from other disciplines. As Fischer (1999, p. 117) suggests "the heart of the 

intelligent human performance is not the individual human mind but groups of minds 

in interaction with each other and minds in interaction with tools and artefacts". 
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Due to the continue growth and expansion of human knowledge and the 

increasing need to specialise (Arias et al., 2000) it has become extremely difficult for 

an individual to solve all the aspects of a problem, "the Renaissance scholar no 
longer exists"(Arias et al., 2000, p. 84). 

Williams and Cowdroy (2002, p. 947) have identified two main reasons for 

working collaboratively: 

" Complexity of designing requires specialists from diverse disciplines 

"A group's effectiveness in achieving design solutions is greater than that of 
individuals 

The increasing need for communication, not only among the design team but 

also with clients and contractors, is evident from the growing number of experiments 

using project hubs. Several organisations are taking part in these projects such as 
W. S. Atkins, the Charter Partnership, Crest Homes and British Telecom '(Brown, 

2001). The purpose of project hubs is to provide information bases that are useful for 

all the members of the design teams in order to provide "a co-ordinated library of 

managed knowledge "(Brown, 200 1, p. 129). 

The use of Information Technology seems to be proving the most promising 

solution to filling the communication gap that may occur during the design process. 
Many of the organisations extensively involved in using IT as a graphical medium 

and for information management are now leaders in the construction industry and 
they are becoming centres of excellence (Brown, 2001). A price for not adapting to 

this change in the design process will be paid by organisations that still retain the use 

of traditional presentation media and information techniques (Brown, 2001). 

As Shukur (2000, p. 116) pointes out "history shows that the methods of 

information handling are so important that they can result in changing the 

professional roles. [ ... ] Architects like Brunelleschi ( ... ] were not professional 

masons. [ ... ] They had by contemporary standard superior sketching and drawing 

skills, which enabled them to record examples from other places, elaborate their own 

ideas as well as visualising not only a building but an atmosphere". The master 

masons were not able to produce convincing drawings for the patron. Therefore the 
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profession of architecture was taken over by new players who were mostly strangers 
to construction sites and techniques (Shukur, 2000). 

As during the Renaissance, another shift is taking place and new skills are 

required of the designer. Delargy (1999) anticipates that IT "is shifting to managing 

project data, creating virtual teams and 3D intelligent modelling". The senior vice- 

president of the software company Bentley Systems, Etiel (Delargy, 1999) 

emphasises that many companies are currently abandoning 2D drawing and they are 

now moving towards using design software that allows collaborative working and 3D 

object modelling. The former head of Bovis construction's IT department, Crotty, 

has announced that "current stand-alone design tools fail to contribute to project 

management or cost management and make collaborative work more difficult" 

(Delargy, 1999). 

Three-dimensional object-based systems will become everyday tools, and 

will provide "a complete interaction between design, procurement and 
implementation" (Brown, 2001, p. 121). 3D packages and VR tools, allowing 

collaboration within the design team, will be incomparably effective design tools. 
Crotty (Delargy, 1999) predicts that in five years time collaborative networks will be 

in common use and "buying a building will become as predictable as buying a car". 

Further to this Atkin et al. (1996) have investigated the use of IT during the 
design process to enhance the communication between clients and designers. Their 

study shows that IT is involved during briefing and design stages but the industry at 
the moment is not taking full advantage of its potential. They conclude "much more 

emphasis needs to be placed on the early stages when Clients needs are articulated 
into, and interpreted into, a working design solution"(Brown, 2001, p. 39). They 

clarify the benefits that IT systems could bring (Atkin et al., 1996 in Brown, 2001, p. 
40) as: 

9 Control of design information 

e Better distribution of information 

Quicker turn-around of information 

Risk management, quality of information 
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e Cost reduction 

9 Increased efficiency and competitiveness 

These are all extremely important points in helping the development of a 

project. 

However, what is the role of communication within the architectural practise? 

2.2.1 Architecture and Communication 

The word communication comes from the Latin: communicare = to share, it 

essentially means "sharing by participation"(Cherry, 1985, p. 86). 

Cherry (1978, p. 17) states that true communication is involved when "there 

is a measure of symmetry between the parties, and the messages pass to and fro. 

There is a continual stimulus-response, cyclic action; remarks call up other remarks, 

and the behaviour of the two individuals becomes concerted, co-operative, and 
directed toward some goal". 

Concerning communication, in the field of architecture, Lawson (1990, p. 
184) has pointed out that "most architects spend more time interacting with other 

specialist consultants and with fellow architects than working in isolation". 

Broadbent (1988, p. 204) says that communication "is of vital importance to 

the architect because, literally, he spends almost his entire working day in tasks 

which in general terms may be described under the heading of communications". A 

study by Broadbent also involved the analysis of the various working activities of an 

architect sampling typical architectural behaviour (1988, pp. 205-206) (See Figure 

2.1). According to his analysis an architect would spend 87.9% of his/her time 

communicating over various matters, making communication their most time 

consuming activity. Moreover, as in all design disciplines, architects are now 

involved in more technologically challenging projects where interdisciplinary 

teamwork is essential. Therefore communication and information flows are key 

issues in achieving quicker and more complex design solutions. 
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Drawing and associated activities. 
Drawing and Icticring 19-2% 
measuring 2-3 
Sewing colour scheme 1-2 
Ewing 1-7 
Searching for pencil 1-6 
Sharpening pencil 0.3 
Setting up work space 2-7 
Colouring prints 3-9 
Obtaining prints or drawing pupcr 0-4 
Folding prints 0-1 

Total 31-4 

Information-seeking: 
Referring to catalogues 1-2 
Referring to drawing& 1.9 
Referring to speýifications. bills of quantitiex 0-6 
Checking zriabsts' drawings 0-1 

or or Searc or drawings 2-3 
Searching for other information 0.9 
Other information away from work place 0-6 

Total 7-6 

Discussion and verbal communication: 
Discussing with colleagues or admin. 14-5 
Internal telephone 0.5 
Consulting quantity surveyor or heating and ventilation 1-7 

engine" 
External telephone 4-0 
Discussion with contractor, client or rep. 0-7 
On site or visiting client 9.3 
Admin. or design session 1-4 

Total 31 -1 
Letters and written communications: 

Dictating letters 1-0 
Writing letters 1-0 
Signing letters 0-3 
Reading correspondence 1.0 
Makin; notes 1.0 
Prep ring reports, specifications, financial 1-1 
Writing schedules 0-3 
Costing work, filling in time sheets or expenses sheets 0-6 

Total 6.3 

Thinking 9.5 
Total 9-S 

Miscellaneous: 
Calculatin n 1 .0 Walking afout 2.9 
Waiting 0-4 
Personal 2-3 
Other 5-6 

Total 12.1 

100% 

Figure 2.1: Percentages of time spent in various activities in an architecture 

office (Broadbent, 1988, p. 205) 

Despite this as Kvan (1997, p. 49) points out "the concept that sharing can be 

mutually beneficial is not innate" and people will need to make some effort to 

change their working habits. 

What makes communication at the early stages difficult for an architectural 

design team is the natural approach of architects towards conceptual modelling. 
Shukur (2000, p. 136) states that "compared with for instance structural or service 
designers, the architect exercises very little initial analysis and jumps directly to 

produce a solution, a synthesis, from which he carries on". According to this 

approach architects often use sketches on paper to record information and to keep 

track of first ideas and solutions. Sketching is the architect's intimate thinking 
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medium, it is the predominant activity at the early phases of design and many authors 
have extensively studied its role and its influence on final design solutions (Lawson, 

1990; Suwa et al., 1998; Do, 2001). 

About sketching activities Shukur (2000, p. 35) says: "when dealing with 

complex information, the individual can utilise an 'intimate' medium during the 

production sequence/s. Such a medium assists him in downloading information from 

and to his brain and performing further processes like simulations, in a manner 

without which he may be unable to handle such information complexity. The 

architect's work toward his preliminary sketch paper is an example. " 

Although they are still widely in use in practice, traditional sketches are not 

effective media if concept modelling has to be shared with other participants 
involved in the project. Only things that can be written or drawn can be stored in a 

sketchpad, limiting the range of information that can be kept in mind by the 
designers. Abstraction and mental simulations have to be performed to successfully 

place the design solution in its 3D world context. Much of the material that is 

produced at this stage is not reusable and it is often undecipherable to any person 

other that the designer. 

Therefore the role of traditional sketches in a collaborative context is 

marginal and should be substituted by more flexible and collaborative conceptual 
modelling tools. This exigency has already been severely felt in other design 

disciplines such as mechanical engineering, automotive engineering and industrial 

design. In fact the extreme competition that pushes these industries has made firms 

and companies aim to reduce the time consumed and to optimise the production 
development process from the very beginning of the design process (Bylund et al., 
2002; Hansen et al., 2002; Cera et al., 2001). By the early 1990s Reimann and Huq 

(1992) had already stated that American firms, due to this increasing 

competitiveness, had to reconsider the way they were managing their business and 

they were theref6re 'forced' to introduce new production methods. Among the new 

approaches that of concurrent engineering and Computer Supported Cooperative 

Work (CSCW) emerged to enhance both production and management. 
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These new collaborative approaches in design are mainly possible thanks to 

technological enhancements that occurred over the last thirty years. As Cherry (1971 

p. 98) states "technology has this essential nature, that it opens up new degrees of 
freedom, new modes of action which, hitherto, may not have been physically, 

economically or even conceptually possible. Once these new possibilities are 

realized, then new forms of organization and operation become possible for industry, 

business, government and individuals". 

The following sections will explain the most innovative technological 

advancements and the most significant phases in the evolution of communication in 

the Information Technology age. Communication and ease of access to information 

are key issues for the success of a complex project and the use of IT is proving to be 

the most successful approach to satisfy these crucial needs. 

2.3 The evolution of Communication during the IT era 

Sumerians (3000 BC), Egyptians (2100 BC) and eventually Greeks (700 BC) 

developed and adopted one of the greatest triumphs of the human mind: the alphabet. 
Leading classical scholars believe (Havelock, 1982) that this conceptual technology 

was at the base of the development of Western philosophy and of science, as it is 

now known. The alphabet has allowed separation of the information of the 

communication from the speaker making conceptualisation possible. 

The spread of literacy happened over many centuries from then on, partially 
due to the invention of the printing press and the introduction of the paper industry. 

Yet it was the alphabet that was the mental infrastructure of this type of cumulative- 

knowledge communication (Castells, 2000). Neill Postman (1985, p. 87) summarises 

the quality of written communication in this way: "Typography has the strongest 

possible bias towards exposition: a sophisticated ability to think conceptually, 

deductively and sequentially; a high valuation of reason and order; an abhorrence of 

contradiction; a large capacity for detachment and objectivity; and a tolerance for 

delayed response". 
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Centuries later other technological achievements were involved in improving 

communication. Since the first introduction of the telegraph many other artificial 

channels have been invented which are based on systems where letters and numbers 

are replaced with signals. These coded communication systems needed to be learned 

and people had to be trained to be able to use them efficiently. Even later systems, 

using punch cards, were not found to have a user-friendly interface and they needed 

some training before use. 

The telephone was the system that changed this kind of attitude. It was easy 

to use and accessible to ordinary people without particular training and unlike the 

telegraph it did not use coding and decoding cycles. In short this form of 

communication was very close to real face-to-face oral communication and people 
became accustomed to it. 

Later on, the advent of television was a revolution on a massive scale. Its 

incredible success was clearly explained by media critic Russell Neuman, (1991, p. 
103), who believes that TV became so popular "simply [because] people are attracted 
to the path of least resistance". Socially TV represented the abandonment of the 
"typographic mind", where written communication dominated. Its communication 

modality is seductive and its ease of use is certainly in line with Neuman's theory of 
it requiring very little psychological effort to decode and obtain its information. TV 

was a radical shift in the information broadcasting process and spread the 

communication of information to the masses but it has a significant limitation in that 
it is a one-way only communication. The audience is largely seen as one 
homogenous entity passively receiving information from a few centres. Contrary to 

this human communication is normally based on an interaction between the sender 

and the receiver. 

A technological transformation comparable in its effect to the invention of the 

alphabet was achieved in this decade with the total merging of many communication 

modes into an interactive network. The achievement crucial to this was the formation 

of a meta- language, a hypertext, which was able to transmit, for the first time in 

human history, all the methods that had been developed for communicating: written, 

oral and audio-visual. "The potential integration of text, images, and sounds in the 
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same system, interacting from multiple points, in chosen time (real or delayed) along 

a global network, in conditions of open and affordable access, does fundamentally 

change the character of communication. [... ] Because culture is mediated and 

enacted through communication, cultures themselves - that is, our historically 

produced systems of beliefs and codes - become ffindamentally transformed, and will 
be more so over time, by the new technological system. " (Castells, 2000, p. 357). 

What made the advent of the network era possible what is now known as the 
"information superhighway", was mainly the introduction of computers into our 

everyday life. This was possible due to the newly successful combination of 

increased power and ease of use. 

A visionary paper by Christopher Evans (1971), titled "Chatting with 

computers", gave an occasion to reflect on the incredible advancements in computer 
technology and the improvements in computer user interfaces in these last thirty 

years. The paper addressed a crucial topic that is still interesting nowadays but was 

revolutionary at the time the research was carried out- human/computer interaction. 

Evans analysed the use of computers in seventies society. Computers had been in use 
for more than 25 years at the time the author was writing, but they were far from 

widespread and they had a very little impact on the lives of ordinary people or even 

of scientists. Nowadays, technology has changed and advanced in such a way that 

computers have made a major impact on ordinary life in almost every field, and they 
have especially improved our methods of communicating. Evans (1971) also 

analysed the reasons why computers were not then in greater use, identifying three 

main issues: cost, size and language. Regarding cost, the author reported that the 

average price for a reasonably good computer during the 70s was 1250,000. Today 

an entry level PC, that certainly performs better than the ones Evans was referring to, 

would cost less than 11000. 

Concerning the issue of their size, the author reports that in all the public 

offices where computers were in use lack of space was an issue. Nowadays a 

computer requires a normal desk at most, and laptops and palm-tops are increasingly 

commonly used, which solves the space problem. 
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The learning curve involved in their use is not as steep as it used to be. The 

training period is reducing thanks to the implementation of more natural and human- 

fhendly interfaces. Awkward and complicated machine language has been hidden 

behind icons and human language dialogs, making the use of computers possible 

even for children. The measure of this achievement can be felt when reading Evans 

(1971, p. 68) commenting on computer interfaces " One gets the impression that 

before one can make really good use of the computer - or even use it at all - one has 

got to have a special mathematical ability, some marvellous gift, or have been given 

a complicated course in programming. [ ... ] People feel: < How can I possibly find the 

time to learn about computers -- and even if I can find the time, am I capable of 

learning how to use them? >". Nowadays people have realised that being able to use 

computers is not a matter of being gifted, it simply takes a little time. 

It is clear that something changed in the 1970 and it is still affecting our 

society. On this change Castells (2000, p. 7) says that "while technology per se does 

not determine historical evolution and social change, technology (or the lack of it) 

embodies the capacity of societies to transform themselves, as well as the uses to 

which societies, always in a conflictive process, decide to put their technological 

potential. " 

Looking at the broader picture, without the development of computer 

networks, large firms could never have built that complex web of strategic alliances, 

subcontracting agreements and decentralized decision-making processes that are now 

at the base of the growth of productivity. The result is the increasing need for 

software that helps users interact with computers in a more flexible and practical 

manner. From this prospective it is clear why the software industry is one of the most 
dynamic segments of the market, and why "the information-producing activity [ ... ] 

is likely to shape processes of production and management in the future. "(Castells, 

2000, p. 185). Networking has now gained a crucial role in achieving organizational 
flexibility and business performance. 

Bar and Borrus (1993) have shown that the exceptional increase in 

information networking technology in the 90s was mainly due to three factors: the 

digitisation of telecommunications, the development of broadband transmission and 
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a significant improvement in the performance of the computer- network system, 

which was mainly due to the development of suitable software and the micro- 

electronic industry. 

The growth of network capability was possible due to the development of the 

telecommunication industry during the 70s and to synergic improvements in 

microelectronics. The revolution in telecommunication was mainly due to the 

introduction to the networks of electronic switches, routers and transmission 

technologies. ESS-I was the first electronic switch industrially produced by Bell 

Labs in 1969. Less than 10 years later digital switches were introduced enhancing 

speed, power and flexibility, while at the same time being less energy and space 

consuming (Castells, 2000). 

Opto-electronics (fiber optics and laser transmission) and digital packet 
transmission technology enhanced dramatically the capacity of the transmission 
lines. The new integrated hroadband networks (IBNs) are now much more powerful 
than the previously revolutionary 1980s integrated services digital networks (ISDNs) 
(Lucent Technologies, 2002). These surprising improvements in telecommunication 

and the convergence of these electronic technologie's into computer-mediated 

communications (CMC) together with the introduction of a transmission control 

protocol/interconnection protocol (TCP/IP), formed the basis for the development of 
the global, horizontal communication network called the Internet, which Castells 

considers is " the most revolutionary technological medium of the Information Age" 
(Castells, 2000, p. 45). 

2.3.1 The Internet and its Development 

The Internet originated in the 60s from a US Defense Department Advanced 

Research Projects Agency (DARPA) scheme to prevent the destruction or control of 

the American communication networks. in case of a nuclear war or invasion by 

USSR. Paul Baran at the Rand Corporation, J. C. R. Licklider at NUT and Donald 

Davies and Roger Scantlebury at NPL working in parallel, conceived the underlying 
idea (Leiner et al., 2000). Baran (1964) officially presented his network framework at 

DARPA in 1964. The research aimed at the development of a network architecture 
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that was based on non-centralized communication technology using packet-data 

control which could link thousands of computers attached to autonomous networks 
independent from control centers. The first system developed by DARPA was called 
ARPANET (See Figure 2.2) and by the end of 1969 it linked only four institutions: 

the universities of Utah and California, in Los Angeles and Santa Barbara, and the 

Stanford Research Institute (Leiner et al., 2000). 
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Figure 2.2: ARPANET Topology (image courtesy of Computer History 

Museum) (Computer History Museum, 2002) 

The system was then opened up to involve research centers cooperating with 
DARPA and to scientists of many disciplines started to use it for all sort of purposes, 
from scientific communications to personal exchanges. In 1983 the original system 

was divided in two, ARPANET for scientific purposes and MILNET for military 

applications. At the same time the National Science Foundation was involved in the 

creation of aiýother network for scientific research, called CSNET and together with 
IBM released BITNET to the wider public. The control of the whole system was still 

the responsibility of the Department of Defence and of the National Science 

Foundation, since these networks originated from the initial ARPANET system. The 

total system including all the networks was firstly called the ARPA-INTERNET, and 

then the INTERNET. After 20 years of service the ARPANET system became 

technologically obsolete and it was suspended on February 28,1990. From then until 

April 1995, NSFNET of the National Science Foundation took over using 
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ARPANET as the backbone of the Internet until it was finally privatised and control 

by any government authority was Suspended (Castells, 2000). 

Many institutions were informally involved in the task of' coordinating the 

relevant technological issues until Cerf announced the creation of what is now the 

Internet Society during the INET'91, the annual international meeting of CSNET 

participants in June 1991 (Rutkowski, 1991). 
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Figure 2.3: Timeline of the Internet (Internet Society, 2002) 

The Internet is now a mature and reliable network system but many 

improvements have been required to achieve this state. In the beginning transmission 

at a global scale was impossible due to the lack of a common communication 

protocol between the different networks around the world. In 1978 Cerf, Postel and 

Cohen split the communication protocol into two parts: the Transmission Control 

Protocol (TCP) and the Internet Protocol (IP). In 1980 the resulting protocol, TCP/IP 

became the standard computer communication protocol for the United States. With 

some adaptation to European networks, the TCP/IP protocol won the battle to 

become the international standard protocol for computer communication (Castells, 

2000). 
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One of the first significant applications of the Internet was in allowing e-mail 

communication between network users. This was achieved by Ray Tomlinson at 
BBN, who was recently honoured by the International Academy of Digital Arts and 
Sciences earning the organization! s ever Lifetime Achievement Award. It is now the 

most widespread computer communication first application in the world (Marchand, 

2001). 

In the 1960s, parallel to the development of the Internet by American 

authorities and research centers, have emerged a community of individual scientists 
and students who believed in the creation of publicly accessible network, free from 

constraints. The development of the modem originated from this community that was 

originally labelled "hackers" before the term acquired a negative connotation. In fact 

it was two students in Chicago who first invented the modem for PCs in 1978: Ward 

Christensen and Randy Suess. Christensen and Suess developed a way to transmit 

their data over the phone in order to avoid meeting each other during the winter. In 

1979 they released with no charge their technology believing in the need for free 

access to technology and the maximum spread of communication capabilities. In the 

same year three other students at Duke University and the University of North 

Carolina, which were not included in the ARPANET network, modified the UNIX 

protocol to allow themselves computer communication over the phone. This then 

originated the on-line discussion system called Usenet which is one of the most 

popular conversation forums in the world today (Castells, 2000). 

While in the late 1980s many companies and some millions of computer 

users were still communicating through alternative commercial networks without 

using Internet compatible protocols, by the 1990s most of them had finally adopted 

the TCP/IP making the Internet grow even ftirther (Castells, 2000). 

Until 1990 the Internet was still a relatively clumsy tool but the arrival of a 

new technology: the World Wide Web changed it completely. The new system 

(Gribble, 2001) allowed the organization of Internet sites by content rather than 

by location, changing the Internet into the powerful tool that we know today. The 

World Wide Web was invented in 1990 by the research group of Tim Bemers-Lee 

and Robert Cailliau at the Centre Europden pour Recherce Nucleaire (CERN) in 
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Geneva. The same research team was responsible for the creation of a format for 

hypertext documents, called HyperText Markup Language (HTML). In their research 

they elaborated on the vision of Ted Nelson (Wedeles, 1966) who was active within 

the hacker culture of the 1970s. Nelson developed a new way to organize 
information within the Internet, hypertext, which was based on the idea of linking 

information in a horizontal fashion instead of vertically. A HyperText Transfer 

Protocol (HTTP) was also set up to ease communication between browsers and 

servers, and a standard address format, called the Uniform Resource Locator (URL) 

was implemented (Gribble, 2001). 
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Figure 2.4: Berners-Lee's diagram describing 'hypertext', 1989 (image courtesy 

of Computer History Museum) (Computer History Museum, 2002a) 

In 1993, Marc Andreessen, who was then an undergraduate at the University 

of Illinois at Urbana-Champaigne, became involved in a project for the National 

Center for Supercomputing Applications (NCSA), and developed the first web 
browser for PC's called Mosaic. Mosaic was a graphical user interface software for 

browsing the web. It became immediately popular due to its ease of use especially 

among non computer experts. In March 1994 Andreessen left NCSA and together 

with Jim Clark, who had created Silicon Graphics Inc. with great success, he formed 
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a company later known as the Netscape Communication Corporation (Gribble, 

2001). 

New programming languages, such as JavaTm (of 1995), and JiniTm network 

technology (designed by Bill Joy at Sun NEcrosystems, Inc. in 1999) were to enrich 

the web even further, making the Internet a global communication network with over 
300 million of users by the year 2000 -a total which is still growing fast (Castells, 

2000). 

2.3.2 The Internet Revolution in Communication 

The Internet network evolved dramatically from its original purpose into a 

communication system that is suitable for any purpose by any individual or group on 
a global scale. On the Internet anyone can be an information provider or an 
information consumer. It is now accessible in almost every location thanks to the 

spread of the wireless technology. 

Networked computer interactions are rapidly evolving from acting as mere 
linkages between computers to increasingly allow sophisticated cooperative systems, 

regardless of the geographical location of the partners involved. This has brought a 

new paradigm of interaction and work with computers that is gradually leading us to 

another social revolution. As Castells (2000, p. 394) says: "Multimedia, as the new 

system was hastily labelled, extends the realm of electronic communication into the 

whole domain of life, from home to work, from schools to hospitals, from 

entertainment to travel. " 

From a mass society, which was dominated by TV, we are evolving to a 
"segmented society" (Ito, 1991) where the audience is becoming more selective in 

choosing the information it want to access and is getting more accustomed to having 

an individual relationship between the sender and receiver. 

Electronic mail, virtual forums, electronic journals, the World Wide Web, 

bulletin boards, chat lines and now collaborative working, offer great advantages if 

compared with traditional methods of storing and transferring information. In most 

cases they allow communication exchanges not provided by the traditional media and 
"the most important difference is [ ... ] immediacy" (Feather, 1998, p. 108). E-mails 
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and chat lines are virtually instantaneous and they are more and more frequently used 

as new means of personal communication that is an alternative to telephone calls. 

The ease of their communication is even leading us to a new written style, 

since e-mails and chat lines stimulate informal, spontaneous and anonymous 
interpersonal communication (Sul6r, 2002). Electronic discussion groups allow 

active participation in rather than passive reception of information. The World Wide 

Web assures widespread, unlimited and uncharged access to information. 

Collaborative work enhances interaction and sharing of tasks between users. Virtual 

Communities of every sort are proliferating on the Web taking full advantage of both 

the fast dissemination of information typical of mass media and the effectiveness and 

pervasiveness of personal communication. Moreover computer mediated 

communication can integrate many forms of expression including written and audio- 

visual, and it enhances the communication by allowing diversification, multimodality 

and versatility (Castells, 2000). 

In 1994 two surveys on multimedia were published in United States. They 

provided information about the social acceptance of these new communication media 

while highlighting some very similar findings. Lou Harris (Brook et al. in Besser, 

1998) found that 63% of the people he surveyed were interested in using TV or PCs 

to receive mostly useful information on services, business, health-care and charities 

etc. Within this group three-quarters of the people were interested in receiving 

custon-dzed news reports and asked for some form of interactive communication. 
40% of those interviewed however were more interested in movies-on-demand, 
interactive shopping and entertainment. 

Charles Piller (1994) carried out the second survey commissioned by 

MacWorld. He discovered that consumers desired to use the emerging networks 
largely for "on demand access to reference materials; educational courses or how-to 

programs that allow interaction with a class or instructor (distance learning); 

interactive reports on local schools; and access to information about government 

services and training". Both surveys showed the interest of people in accessing 

information that was not easily achievable in the past and also that personal 

communication facilities were desirable. 
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These radical technological innovations have even led to a new working 

paradigm that, as Dutton (2001, p. 128) states, "requires major social and 

organisational change". 

At an individual level, the customers of commercial online systems and the 

Internet, which is now growing by an estimated 100,000 or more users per month, 

have demonstrated that they form a large market for online communication and 

interactive information services, as well as showing great interest in all types of 

educational resources. (Piller, 1994). Castells (2000, p. 393) observed that "people 

shape technology to fit it to their own need". Nowadays society needs 

communication capabilities and access to information at levels justifying the 

popularity of the Internet and this is the reason why it has overtaken all the other 

media in terms of penetration rate. In the U. S. A. it took 30 years for radio to reach 60 

million users, 15 years for TV but only 3 years for the Internet after the introduction 

of the WWW (Castells, 2000). 

2.4 The Collaborative Design Approach 

Several authors (Bodker et al., 1988; Fischer, 1999; Arias et al., 2000) refer 

to Collaborative Design or Cooperative Design as research that analyses and 
investigates the possible communication and interaction between design practitioners 

and design end-users by means of computer-based collaborative systems. In this 

thesis the term Collaborative Design or Design Collaboration (Geisler et al., 2000), 

will be used to refer to the scientific field that investigates feasibility and provides 

support for the implementation of systems for remote collaboration between 

designers (Kvan, 1997; Laiserin, 2000a). Geisler et al. (2000) state that in design 

collaboration "members of project team go beyond the simple coordination of still 

individualistic work to engage in joint activity aimed at the co-construction of 

collective work products". 

From universities to architectural, engineering and software firms the interest 

in this innovative design method is growing. This is mainly due to the advance of 

Internet technology and the telecommunication infrastructure that support it. Most 
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research on the topic has taken advantage of extensive work already done in the field 

of Computer-Supported Cooperative Work (CSCW) (Kvan, 1997). 

In 1984 Paul Cashman and Irene Grief coined the term Computer-Supported 

Cooperative Work during a workshop of specialists from various disciplines who 

were all interested in the dynamics of group work (Grudin, 1994). Pfeifer et al. 
(1995), in an attempt to define CSCW, states that it is the scientific discipline that 

"looks at the way people interact and collaborate with each other, and attempts to 

develop guidelines for developing technology to assist in the communication 

process". Poltrock et al. (1994, p. 355) define CSCW as "a broad designation that 

focuses on work - the tasks that people carry out, their workspaces, and technology 

that does or could provide support". Grudin (1994) observed that CSCW started as 

the efforts of technologists to establish closer contact with experts in other 
disciplines such as economists, psychologists, anthropologists, organizational 

theorists and educators to help their research. The development of these technical 

systems, whose theoretical background is provided by CSCW, is addressed by 

grou, pware applications (Pfeifer et al., 1995). Groupware is the hardware and 

software that supports and augments group work (Pfeifer et al., 1995) or, as Poltroch 

et al. (1994, p. 355) defined it "software designed with groups in mind". 

Desktop conferencing and video conferencing systems, collaborative 

authorship applications, e-mails, electronic meeting forums, collaborative 

applications in Computer-Aided Design (CAD), workflow management, concurrent 

engineering, distance learning and telemedicine are all specific areas of CSCW 

(Grudin, 1994), and subsequently Collaborative Virtual Environments (CVE) could 
be added to this list. 

As discussed earlier in the chapter building construction is one of the most 

collaborative activities. Unfortunately so far the AEC industry has not taken 

advantage of the support that this technology can provide in enhancing 

communication (Laiserin, 2000a). Laiserin (1999b) suggests that this delay by the 

AEC sector is due to its intrinsic characteristics and its fragmented nature, with 

thousands of participants involved in the process. Laiserin (2000a) criticises that 
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"even the Internet, the much-heralded "mother of all collaborative environments" has 

been deployed in AEC to little more effect than "automating" FedEx out of the 

document-distribution chain". Similarly the "Web" has been used until now 

primarily as a passive display medium for 2D images. According to John Macomber, 

founder of Boston-based Collaborative Structures, Inc. (=, constructures. com) 
"the technology is ahead of most firms' ability to digest it" (Laiserin, 1999a). 

During A/E/C SYSTEMS'99 in Los Angeles, the conference Director Brad 

Holtz coordinated with AEC firms and vendors to present a series of real-time 

project-communication demostrations (Laiserin, 1999b). According to Holtz this 

initiative, called the "Day in the Life" project clarified that there was a general 
demand for communication software from AEC practitioners (Laiserin, 1999b) in: 

9 Simple, proven technologies 

o Affordable, off-the-shelf tools 

* Web-centred project information and messaging 

Information received via each participant's preferred medium (for example 

email or fax) 

9 Real-time collaboration via whiteboarding and videoconferencing 

* Team-working in parallel, rather than sequentially 

Kenneth H. Stowe, Director of Project Services at Macomber, investigated 

the possibility of developing this new generation of SORware, and eventually 
integrated CAD tools that could introduce interoperability to the system through the 

Internet (Laiserin, 2000a). Stowe also created a model of the existing AEC design 

collaboration process in order to quantify the potential beneficial impact on cost and 

schedule that might occur when using alternative scenarios of improved 

communication (Laiserin, 2000a). On this research Stowe was working in association 

with researchers of the Stanford University Center for Integrated. Facility 

Engineering (CIFE), and they developed a "project-strategy optimisation" tool called 

Vite Project (Laiserin, 2000a). The Vite model can evaluate more than 70 activities 

and the relationships between these activities within the design process (Laiserin, 

2000a). The results of Stowe's pilot project indicated that about 20% of project time 
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and its relative cost could be saved by using Web-based collaboration. The systern 

should allow the project participants to share the use of an integrated 3D model from 

the earliest stages of the design. Collaborative design can then be an efficient way to 

optimise and enhance the design process. 

In the next section the historical evolution of CSCW and groupware will be 

given with examples of possible means of collaboration the effect of time and 

location on them. 

2.4.1 Evolution of Computer Supported Cooperative Work and 

Groupware 

In Figure 2.5 is shown Grudin's (1994) summary of the research areas and 

the development context for CSCW and groupware, and their evolution. 

Figure 2.5: U. S. research and development contexts for CSCW and groupware 

(Grudin, 1994, p. 20) 

The outer circle represents the introduction in the 1960s of Data Processing 

(DP), management information systems (MIS), information systems (IS) and 

infori-nation technology (IT). IS was primarily focused on organizational support and 
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partly on the management of large projects, and this showed the beginning of interest 

in studying work organization and the division of labour (Grudin, 1994). In the 1970s 

Software Engineering (SE) and Office Automation (OA) (now called "workflow") 

emerged, offering computer support for large groups and projects (Grudin, 1994). 

Group Decision Support Systems (GDSS) included all the technologies that 

contribute to decision-making, such as electronic mail and other common 

applications (Grudin, 1994). 

The third circle represents the introduction of CSCW, during the first 

workshop in 1985. This was followed, in 1986, by the ACM conference on 

computer-supported cooperative work in Austin, Texas. The inner circle refers to 
individual applications and advances in Computer Human Interaction (CHI) (Grudin, 

1994). 
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Figure 2.6: A 30 map of groupware options (Grudin, 1994, p. 24) 

In Figure 2.6 several types of groupware are listed together with attributes of 
CSCW systems (Grudin, 1994). The activities are divided in a 30 matrix, according 
to the Time when the collaborative activity is carried out (X-axis) and the Place of 

the collaboration (Y-axis). In the diagram's left hand column are placed the activities 

that can be carried out in real time. In the middle column are those that can be carried 

out at different but predictable times, such as in the example of the limited time delay 

that normally occurs to reply to e-mails. In the right hand column are placed the 
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activities that are carried out at different and unpredictable times, such as open-ended 

collaborative projects (Grudin, 1994). The same type of categorisation occurs for the 

place where the collaborative activities are carried out (Y-axis). 

Nickerson (1997) then analysed various communication possibilities and 

expanded the previous categories of Figure 2.6, developing a list of collaborative 

computing applications according to time, space and mode (See Table 2.1). 

Type of collaborative 
application 

Temporal 
dimension Spatial dimension Modal dimension Example 

software 
Synch Asynch Proidmal Distal Document Audio l Visual 

Electronic mess Novell 
GroupWise 

x x x 

Information sharing Lotus 
Notes 

x x x x x 

Doctunent 
conferencing DataBeam 

x x x FarSite 

Audio conferencing Quarterdeck 
WebTalk 

Video conferencing Intel 
ProShare 

x x x x 

Electronic Silicon Graphics 
conferencing InPerson 

x 

Electronic meeting Ventana 
Support GroupSystems 

x x x x 

Group calendming 
andscheduling 

C=pbefl 
Services OnTime 

Workflow 'eNet 
management Visual Wo 

x x x 

Table 2.1: Summary of collaborative applications (Nickerson, 1997) 

Communication is divided into three parts (Nickerson, 1997): 

Temporal Dimension: synchronous, which means that activities are carried 

out at the same time by the participants; or asynchronous, meaning activities 

are carried out at different times. 
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Spatial Dimension: proximal, which means that the group members are 

working in the same place; or distal, meaning group members working in 

different places. 

Modal Dimension: audio, through which a person's voice or other sounds 

are communicated; visual, through which the sight of real objects or people 

are communicated; documents or data in general, through which text, 

numbers, graphs, or other written information is communicated. 

Nickerson's (1997) taxonomy also provides, as well as the communication 

types, a comprehensive list of the collaborative software that was available in 1997. 

Some of these packages are still on the market today, such as IBM Lotus Notes. 

Laiserin (2000c) refers to Lotus Notes as "the first commercially viable system to 

"think" outside the "personal" box of personal computing". At the beginning of the 

1990s some authors based their research on it (Orlikowski, 1992). Lotus Notes has 

now been listed as one of the ten most important products of the decade by both 

Information Week and Network Computing (www. lotus. com, Wittmann, 2000). 

Lotus Notes and similar applications are general-purpose communication 
tools. However several authors and research teams are trying to develop customised 

software to respond to a more specialised demand. This is the case in Compadres 

(Johnson, 2000a and 2000b) developed at the Design Machine Group, of the 

University of Washington in Seattle. The Compadres workgroup system was 
developed to address the need for a shared group workspace and it attempts to 

virtually reconstruct the same conditions as working in an actual architectural studio. 
It provides a passive presence monitor, the opportunity to share and review work-in- 

progress and several means of communication such as messages (Johnson, 2000a and 

2000b). 

Reinhard Goethert, Principal Research Associate at the School of 

Architecture and Planning at MIT carried out an example of the use of groupware for 

distal communication in urbad planning in 1998. Goethert led a project funded by the 

World Bank that aimed to use community action planning to create master plans for 

several cities in Mozambique. The project was run at a distance making use of video- 

conferencing facilities. A series of virtual meetings were held between MIT and 
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Mozambique, to focus on current aspects of the planning practice in the African 

country. The success of the proj ect led to proposals for other experiments including 

the use of distance leaming techniques to give support to planners working in remote 

areas, video-conferencing meetings to provide suggestions and advice to 

practitioners and opportunity for easy access to information (Plan Newsletter, 1998). 

Apart from these examples and the work of some researchers and university 
teams in the application of groupware in an architectural context (Christiansson, 

1999; Christiansson, 2000; Modin, 1995; Jun et al., 1997; Qun et al., 2000; 

Hirschberg et al., 2000; Shakarchi, 2000; Tuzmen, 2000), AEC firms are still failing 

to take full advantage of Computer Mediated Communication (CMC) technology in 

their everyday work. Walter Hainsfurther, principal of Kurtz Associates in Des 

Plaines, and the 1999 chair of AIA's Advisory Group on Computer-Aided Practice, 

says: "architects want a suite of tools that is preconfigurated and easy to use. They 

want to manage their computing costs-hardware, software and staff-more effectively, 

and they want collaborative environments that help them offer more and better 

services. Ultimately, designers want tools that help their clients make better 

decisions" (Laiserin, 1999a). Laiserin (1999a) proposed an ideal set of features for 

the CAD package of the future. He combined all the exigencies that are shown by the 
AEC industry in a software package that would feature: 

* Low cost and ease of use 

Easy 2D drawing output 

Navigable documents 

Intuitive solid modelling, seamless 2D/3D integration 

Broad-base standards support 

Intelligent, parametric, interoperable objects 

Lightning speed 

Integrated 3D input/output 

Photo realism 

Every available mode of flyby, drive-through and walkabout 
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Universal communication capability over any type of wire or ether currently 
known. 

AEC firms, due to the increasing pressure for attaining quality and the 

shortening of the time allowed for project development, will have to investigate 

several means of communication to enhance the relevant design processes. The 

sharing of information in these firms does not only involve the public domain of the 
Internet but also extends to IP networks within and between enterprises (Laiserin, 

1999b). The term Intranet, coined in 1994 by the software analyst Steve Telleen 

(Telleen, 1995), means an IP network accessible only by authorized people, for 

example the employees of one firm. Booz Allen and Hamilton Inc., a major 

management-consulting firm, has used Intranet technology since 1995 to provide its 

6000 employees with access to information and documents supplied by 80 offices 

around the world (Dutton, 2001). 

The theory of the extranet was developed in 1996 by the inventor of Ethernet 

Bob Metcalfe (Kirsner, 1998). It is an intranet that has been opened to selected 

external businesses, firms and clients, through a secure IP connection (Laiserin, 

1999b). Because these sites can be hosted by Web-servers within the firms, in AEC 

contexts they are now referred to as project-specific Web sites, project Webs or more 

commonly as project collaboration networks (PCNs) (Laiserin, 1999c). Within a 
PCN clients can browse documents and view CAD files on-line without being 

obliged to install a suitable CAD package on their computers (Laiserin, 1999c). Most 

PCNs include memos, notices and message features and they also have pan and 

zoom tools to help to navigate documents. Leading firms such as Bechtel (w3yw. 

bechtel. com , Zimmer Gunsul Frasca (www. zszf. com), Parsons Brinckerhoff 

(www. pbworld. com began developing communication tools in order to explore the 
impact of more efficient communication on the design process (Laiserin, 1999b). 

Lawrence Rocha, chief information officer of Wimberly Allison Tong & Goo, 

predicts that PCNs "are. paving the way for centralized building-data models. This 

technology provides a foundation, a single place, where intelligent building data can 

exist and evolve along with the project. Over the next couple of years every sizable 

project will require data-centric project sites that allow design teams to collaborate 

more effectively" (Laiserin, 1999c). 
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Nevertheless these PCN services require a certain degree of conscious effort 
to upload and publish all the documents that are in progress to the Web, making the 

consistency of information on these systems an important issue. To solve this 

problem the general approach is to integrate and link the software used for design 

generation, such as CAD packages, with software that allows the sharing of drawings 

and documentation among all the participants in the process (Laiserin, 1999c). 

According to Laiserin (2000b) in manufacturing design the use of collaborative 

environments, evolved from model-based tools, CAD packages or developed by 

CAD tools makers, is already well established. This approach has a 3D model as the 
focus of the collaboration, and the communication tools are integrated in software 
that is already a familiar interface for the users. 3D models can be shared over the 
Web allowing the participants to interact in real-time and concurrently with other 
designers and with the model. Examples of these packages are IronCAD 

(www. ironcad. com , Alventive (www. alventiVe. com), Alibre (www. alibre. com) and 
Cooperative ARCADE, developed at the Fraunhofer Center for Research in 

Computer Graphics, Inc. In AEC the software for collaboration did not evolve from 

existing CAD packages but was mostly originated by management consultants 
(Laiserin, 2000b). The result is that AEC designers still communicate via a 
discontinuous and asynchronous exchange of 21) drawings which makes the 

collaboration time consuming and less effective than it could be. For Laiserin 

(2000b) the real success of design collaboration in AEC is dependent on the decision 

of CAD vendors to make their 3D modelling tools compatible with Web- 

collaboration. "When designers can collaborate with the rest of the project team 

while staying within their familiar design interface [ ... ] then AEC design 

collaboration will follow the success of mechanical and manufacturing design 

collaboration"(Laiscrin, 2000b). 

According to Laiserin (1999a) the next step in collaborative design will 
involve yet more challenging technology. Don Weinreich, senior associate at Polshek 

Partnership Architects LLP of New York, complains that the tools available at the 

moment "deliver only 20 percent of what we'd like to have" and he argues that "we 

necd to get rid of the keyboard and the mouse, and we need much larger displays 
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with much fmer resolution if computers are to become as natural for architects as 

pencil and paper" (Laiserin, 1999a). 

One possible approach to address these emerging needs in the design and 
AEC industries could be the use of virtual reality tools and devices which are now 

also able to secure collaboration and concurrent presence over the Internet. 

Collaborative Virtual Environments (CVEs) are, at the moment, the ultimate tools to 

simulate, visualise and interact in 3D shared environments. 

2.5 Conclusions 

This chapter highlighted various aspects of communication and collaboration 

activities and their role in modem working practices. The Internet and the increasing 

growth of network capabilities have brought a great change to the work environment 

and its management. Advances in technology have led to a new working paradigm 

where teams are geographically dispersed and activities and information are shared 

over the net. The AEC industry is starting to experiment with these new challenging 

possibilities in order to enhance quality and shorten the time needed for the 

realization of the final design product. Several firms and institutions have developed 

collaborative systems for concurrent design, collaboration and exchange of 
information. Unfortunately it has been difficult to establish a common working 

practice resulting in a very fragmented use of these new Collaborative applications. 
Architects complain of the inadequacy of most of the software available at the 

moment, as being mainly focused on document management rather than on 3D 

modelling, but they look with growing interest at the future possibility of employing 

the new technologies and visualization devices to fill this gap. 

The next chapter will be highlighting the use of Collaborative Virtual 

Environments (CV`Es) as a new means of collaboration and some examples of CVEs 

systems will be presented. 
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3 The use of VR in CoRaborative Design 

3.1 Introduction 

The last chapter highlighted the importance of communication, information 

sharing and collaboration in design activity and especially in the architectural 

practise. The latest achievements in CSCW systems, concurrent engineering and 
distributed working systems have enhanced productivity, the exchange of 
information and work dynamics. As the scale of the project increases the sharing of 
the workload becomes even more crucial especially when remote parties are 
involved. 

This chapter moves towards the development of collaborative systems and 

related technology and it will focus on the use of Virtual Reality (VR) as the new 
means of collaboration. The features of Collaborative Virtual Environments (CVEs) 

are outlined and there will be an overview of CVEs systems, from the earliest to the 

most recent Collaborative Virtual Design Environment (CVDE). 

3.2 Virtual Reality Technology 

Nowadays computers are opening up possibilities that were unimaginable in 

the past and this revolution is changing the way we relate, communicate and possibly 
work, with others. 

Authors in the 1980s felt the excitement that exploring these new frontiers 

offered. One of these was William Gibson and with his book Neuromancer (1989) he 

is considered by many to be the father of Cyberpunk, which is not only a body of 
literature but also a popular cultural movement. 

The cyber aspect of cyberpunk stories is usually the existence of a system that 
dominates the lives of the ordinary people involved. These systems are promoted by 

several technologies and particularly by information technology. Often the 

technological system extends to involving human components and humans 

themselves become part of "the Machine" (Schneider, 1996). 
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From the revolutionary Cyberpunk movement, William Gibson coined the 

term cyberspace meaning an "information-space loaded with visual cues and 

navigable with brain-computer interfaces called cyberspace decks" (source The Free 

On-line Dictionary of Computing www. Dictionary. com, key entry: cyberspace). 

The author of the Autodesk Cyberspace Project, Randy Walser, proposed 

another definition: "Cyberspace is the medium that gives people the feeling they 

have been transported, bodily, from the ordinary physical world to worlds purely of 
imagination" (Walser, 1992 in Kramarae, 1995, p. 38). 

Some authors use the terms Cyberspace and Virtual Reality as synonymous 

although Cyberspace usually refers to the global network of computer-mediated- 

communications (CMCs) where graphic worlds and inter-relationships coexist in the 

same imaginary space (Kramarae, 1995). 

Virtual Reality allows the interaction with virtual worlds that Dagit (1993, p. 
513) deftes as "multidimensional, interactive, computer-generated environments, 

which enable people to act in and upon a space with varying degrees of real-time 
interaction, as they would in the real world. These systems allow the user to enter a 
highly effective information environment, which heightens data awareness and 

understanding, and thus leads to enhanced productivity. " 

France was one of the first countries where interest was shown in Virtual 

Reality (Burdea et al., 1994). The first major international conference on the topic, 

drew hundreds of papers, was organized in Montpellier in March 1992, and had the 

title Interfacesfor real and virtual worlds (Burdea et al., 1994). 

Another major event followed in San Diego, where the first conference on 

Medicine Meets Virtual Reality was organized (Burdea et al., 1994). The conference 

was the occasion for 180 doctors and 60 scientists to meet and discuss the potential 

applications of Virtual Reality in medicine. After these conferences the first 

scientific journals were published and the first books on the topic appeared 

(Aukstankalnis et al., 1992; Pimentel et al., 1993). 

The turning point for the development of Virtual Reality technology was the 

involvement of the world's largest professional society, The Institute of Electrical 

and Electronics Engineers (IEEE), which organized its first conference on VR in 
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Seattle in September 1993 (Burdea et al., 1994). VR was then included in the 

mainstream of scientific research and it is now one of the most challenging topics of 
the engineering community (Burdea et al., 1994). 

In 1992, which was the same year of the first international conrerence on VR 

technology, the Electronic Visualization Laboratory (EVL) of the University of 
Illinois, Chicago, presented an immersive projection system called CAVE (CAVE 

Automatic Virtual Environment) (Cruz-Neira et al., 1993) at SIGGRAPH'92, the 
Annual International Conference on Computer Graphics and Interactive Techniques. 

The introduction of this revolutionary system was a turning point for the 

technology due to the amazing improvement of the sense of presence experienced by 

the user. Thanks to the highly immersive displays, the high resolution of the images 

and the least physically awkward hardware and equipment available at that moment, 

no system could compete with the CAVE in effectiveness and feasibility for 

commercial applications (Dagit, 1993). 

In fact, before the introduction of the CAVE, most of the VR systems 

available were based on Head Mounted Displays (HMDs) for stereovision and they 

used gloves to interact with the environment (Dagit, 1993). Despite this experiment 
in exploring the new frontiers that VR was opening up it was hard to use the 

equipment due to the high degree of physical discomfort due to the HMD and this 

affected practically the exploitation and commercial use of the technology. 
Furthermore most of the systems available had very poor resolution and did not 

allow multi-user capabilities (Dagit, 1993). The layout of the CAVE however 

permitted several users on the system concurrently and this innovation was of 
dramatic importance for the commercial application of the technology (Dagit, 1993). 

Today VR is a broad field with a multitude of companies and research bodies 

actively involved in developing, producing and studying software, hardware and 

theory for VR technology. 

VR is a way to experience worlds that are not necessarily real or material. 
Therefore it gives the user the freedom to simulate and eventually build up 
knowledge and skills that would otherwise be too dangerous, too expensive or simply 
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impossible for human beings to achieve. VR enhances users' simulation capability 
by providing (Dagit, 1993): 

9 Immersion: Users perceive themselves to be completely surrounded by the 
information environment. 

Presence: The participant actually has the sensation of being in the enviromnent. 
The Virtual Enviromnent (VE) is a place on its own, with different characteristics 

compared to an ordinary environment. Real world constraints can either be easily 

simulated, i. e. gravity or collision detection, or removed to provide impossible 

experiences to the users, i. e. flying or viewing microscopic particles as if they 

were of a size comparable with human beings. 

Interactivity: This is surely the most important feature that VR gives its users. 
The environment involves the participant through the real time feedback which 
follows each user's actions. 

Autonomy: Participants are neither constrained in paths or views preset by others 
but they have the freedom and autonomy to explore every part of the 

environment. 

Collaboration: Multiple users are able to take part and they can interact in the 

very same VE. These systems are now referred to as Collaborative Virtual 

Enviromnents (CVEs). Different levels of collaboration are available in CVEs, 
depending on the systems adopted, but the most common manner of 

collaboration is users co-existing in the same VE. 

The collaborative dimension of virtual worlds is a fast growing research area 

and it is the main topic of this thesis. Morningstar et al. (1990) consider this aspect so 
important that they state that "at the core of our vision is the idea that cyberspace is 

necessarily a multiple-participant environmene,. 

The next sections will describe in detail what a Collaborative Virtual 

Environment is and will present several types of CVEs with a variety of purposes. 
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3.3 Collaborative Virtual Environments 

Snowdon et al., (2001) observe that books such as Neuromancer (Gibson, 

1989) describe the Collaborative Virtual Environment (CVE) as "distributed virtual 

reality systems that offer graphically realized, potentially infinite, digital landscapes. 

Within these landscapes, individuals can share information through interaction with 

each other and through individual and collaborative interaction with data 

representation" (Snowdon et al., 2001, p. 4). 

The authors (Snowdon et al., 2001, p. 4) consider this definition too 

restrictive and they suggest that "a CVE is a computer-based, distributed, virtual 

space or set of places. In such places, people can meet and interact with others, with 

agents or with virtual objects. CVEs might vary in their representational richness 
from 3D graphical spaces, 2.5D and 2D environments, to text-based environments. 
Access to CVEs is by no means limited to desktop devices, but might well include 

mobile or wearable devices, public kiosks, etc. " 

CVEs provide a space that contains data representation and users. Individuals 

and data inhabit the VEs, the first in the form of embodiments or avatars, the second 

mostly as geometrical 3D representations. Furthermore CVEs combine the graphical 

representation potential of VR technology with communication capabilities proper as 

seen in more traditional CSCW systems. Therefore VR brings several advantages to 
CSCW, such as: 

" The ability to present a large amount of information 

" Three-dimensional representation of data 

" Support for many sensory modalities 

" Natural multi-user interaction 

Awareness of co-workers' activities. 

Thanks to their flexible capabilities CVEs are increasingly being used for a 

variety of tasks, from military and industrial team training, collaborative design and 

engineering, education and social behaviour study, to entertainment as in multiplayer 

games. 
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According to Snowdon et al. (2001) software for CVE systems should 

support some key features, such as shared context, awareness of others, negotiation 

and communication, flexible and multiple viewpoints, and the following paragraphs 

will describe these concepts in detail. 

3.3.1 Shared Context 

Shared context is a crucial feature in CVE systems and Snowdon et al. (2001) 

stress that its meaning can vary and several interpretations can be provided according 

to the specific application. The authors (2001, p. 9) define shared context as "shared 

knowledge of each other's current activities, shared knowledge of other's past 

activities, shared artefacts and shared environment. Together, these lead to shared 

understanding". 

In practice, the most common approach in CVEs is to provide the users with a 

shared space where they can accomplish shared activities through gestures that reveal 

their intentions. Shared artefacts should be visible and available to negotiate and the 

current focus of the users attention should be indicated in order to help 

communication. As Snowdon et al. (2001, p. 9) suggest "when artefacts are shared, 

not only do they become the subject of communication between users, but also the 

medium of communication; as one user manipulates an object, changes to it are 

visible to others in an extemalisation of the processes of change". 

3.3.2 Awareness of Others 

Dourish et al. (1992, p. 107) define awareness as "understanding of the 

activities of others, which provides a context for your own activity". 

In this regard CVEs adopt a number of metaphors to achieve group 

awareness. Most commonly users are represented in the virtual scenario through 

virtual embodiment, in the literature this is described as avatar, which inhabit the VE 

and represent the position of the users in the virtual scene. 

Capin et al., (1998, p. 158) list the most important functions of avatar 

representation in CVE: 
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* Perception of other participants 

4, Awareness of users' location in the VE 

* Identification 

9 Manifestation of participants' interests 

Visualization of participants' actions. 

In short avatars are acting as links between participants and the VE. Their use 

enhances a person's psychological involvement in the virtual environment thus 

intensifying the relationship among users within the environment. 

In CVE it is crucial to differentiate the virtual representations of the 

participants from the rest of the VE at a glance. Human shaped avatars are clearly 
different from the objects in the VR scene thus the human metaphor is commonly 

used. Nevertheless avatars can be of various types, according to the metaphor that the 

CVE application embraces and the degree of realism that they are supposed to 

achieve: from human shaped 3D models to 3D hands or faces, animals or objects, 'or 

even video avatars. 

3.3.3 Negotiation and Communication 

Communication among the participants in CVEs can be of a verbal or non- 

verbal nature, and it is established through a multitude of channels, from textual to 

auditory and/or visually. 

Textual communication is often by means of virtual chat boards or white 
boards. Auditory channels involve the use of voice-conferencing facilities and 

equipment, such as microphones and loudspeakers. Visual channels embrace both the 

movement and behaviour of the avatars in the VE and/or video streaming for video 

conferencing facilities. 

Some applications, when focused on the achievement of realistic virtual 

environments, aim at recreating face-to-face (f2f) natural communication among the 

participants by using avatars and video conferencing facilities. This approach 
involves many aspects of human communication such as facial expressions, lip 
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movements, body postures and gestures. These redundant communication channels 

contribute to the achievement of better comprehension and clarity. 

According to Capin et al. (1998, p. 158), these more natural representations 

of the participants in virtual contexts have the following qualities: 

9 The visual embodiment of the user by means of avatars 

e The means of interaction with the world is through the free movement of the 

avatars 

9 The means of feeling the various attributes of the world by using the senses. This 

is achieved through mutual awareness among participants and a sense of 

proximity through avatar representations. 

e Enriching the communication to increase understanding among participants when 

using video conferencing facilities. 

Even though f2f implies enriched communication, it is difficult to achieve 
due to the large amount of data required. A variety of data from different sources has 

to be streamed across the network such as captured audio and video and data 

representing tracked gestures and body postures. 

For computer-supported collaborative work applications and especially 
CVEs, the closer proximity to face-to-face communication felt among participants 
the better the applications allow group work and collaboration. 

On the other hand traditional computer chat features, hiding the real identity 

of the users, can have the effect of increased interaction as this can eliminate shyness 

and embarrassment. 

Suler, in The Psychology of Cyberspace (2000), addresses the psychological 
issues related to cyberspace communication. He noted that in chat-based cyberspace 

communications people are free to express their identities fully, partially, or not at all 

and they have the means to hide or disguise themselves and they can eventually 

achieve what the literature describes as Identity Flexibility (Suler, 2002). 
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3.3.4 Flexible and Multiple Viewpoints 

In the traditional CSCW paradigm viewpoints are often managed following 

the simple WYSIWIS (What You See Is What I See) concept. According to this 

metaphor, users are forced to the same view of the document they have to share 
(Valin et al., 2001). 

CVEs have demonstrated a need for more flexible multiple viewpoints 

allowing all the users independent views and providing participants with flexible 

viewpoints according to the task that they have to accomplish (Stefik et al., 1987 and 
Valin et al., 2001). 

The WYSIWIS approach was found to have limits dealhig with two- 
dimensional collaborative applications, such as shared whiteboards, but its use 
became really inadequate in CVEs where multiple participants interact independently 

in the virtual scene (Stefik et al., 1987 and Valin et al., 2001). 

3.4 Collaborative VR Systems 

The previous sections introduced the concept of CVE and surnmarised the 

most important issues related to its implementation. Following this, the next 

paragraph outlines a classification of CVE systems according to five main categories, 

which depend on the systems' architecture and features: 

1. Large distributed virtual simulators 

2. Text based shared VE: MUDs 

3. Multiple user navigation systems 

4. Platforms for implementing VR shared applications 

5. Collaborative Virtual Design Enviromnents. 

This categorization excludes the examples of tele-presence and augmented 

reality that are out of the scope of this thesis. In the following paragraphs each of the 

five categories will be explained in detail and examples will be provided. 
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3.4.1 Large Distributed Virtual Simulators 

The military research into Distributed Simulations applications, carried out in 

the United States by the Defence Advanced Research Projects Agency (DARPA), 

was a central contribution to the development of the history of shared virtual 

enviromnents. 

In 1983 the United States Army (McCarty et al., 1994) started a project called 
Simulator Networking (SIMNET) with the goal of developing a wide-area network, 
involving hundreds of simulators exchanging information over a communication 
network. 

In 1989 DARPA and the Army Project Manager for Training Devices 

(McCarty et al., 1994) started a project to develop a more efficient protocol for 

simulation known as the Distributed Interactive Simulation (DIS) standard. The DIS 

was based on SIMNET but its technology went beyond this early distributed 

application thanks to advances in communications technology (McCarty et al., 1994). 

The DIS was essentially a group of standards addressing the relevant topics, 

such as (Macedonia et al., 1994): 

* Communications architecture 

* Format and content of data 

* Entity information and interaction 

e Simulation management 

9 Performance measurement 

* Radio communications and emissions 

* Field instrumentation 

o Security 

9 Database fonnats 

o Fidelity 

* Exercise control and feedback. 
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It also provided specifications to be used by the government agencies and 

engineers building simulation systems. 

In Figure 3.1 is an overview of the first distributed applications. It is to be 

noted that research towards military simulators and research by the computer games 

community were at the base of the early technological achievements in distributed 

applications (Fujimoto, 2002) (See Section 3.4.2). 

Historical Perspective 
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second generation algorithms 
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(I 983-199M (1990 - today) 
DH*Wod Interactive Simulation (DIS) 

Aggregate Level Simulation Protocol (ALSP) 

Dungeons and Dragons 
(11990 - 19971sh) 

Board Games MuWUter Dungeon (MUD) 
Adventure M ld-User Mdoa Games, Games Laru Otenur PARC) go-wale Internet Gaming 

Figure 3.1: Historical overview of Distributed Computing and Simulation 

(Fujimoto, 2002) 

The following two sections will outline two examples of virtual simulators: 
The Virtual Cockpit and the NPSNET system. 

3.4.1.1 The Virtual Cockpit 

In 1991 DARPA commissioned the Air Force Institute of Technology (AFIT) 

to develop a low-cost flight simulator to be used for distributed simulations 
(McCarty et al., 1994). The outcome of the research was published by McCarty et al. 
(1994) in a special edition of IEEE Computer Graphics and Applications on Virtual 

Reality. 

ART developed a virtual cockpit consisting of a Silicon Graphics 

workstation connected to a SININET simulator system which had a head -mounted 
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display device and position trackers. The virtual cockpit had the fundamental 

capability to broadcast and receive network distributed simulation messages. 
Messages were transmitted which had the information required to upgrade the 

current position of all the participants in the simulated scenario in real time. The 

system had to control, in real-time: 

The flight dynamics and cockpit instruments 

9 The disPlay of the virtual scenario 

o The network interface. 

The software for the flight dynamics was based on a mathematical model 
developed at the Naval Postgraduate School (NPS) by Major Joe Cooke (Cooke et al, 
1992). This numerical model incorporated data such as the virtual aircraft's speed, 

position, velocity and acceleration, in the simulated environment. 

The display of the virtual scenario required two major functions: database 

construction and database rendering. The database was built using Software System's 

MultiGen, a commercial polygon-based modelling package that stores descriptions 

of geometrical objects in its proprietary format, called Flight. The database of the VE 

consisted of terrain, stationary entities and dynamic objects. 

The rendering of the database was achieved through minor changes to the 

code using the Silicon Graphics graphics library, GL. 

Networked communications to and from the virtual cockpit involved the 

transmission of the current state of the vehicle. This included information such as the 

location, orientation, speed and appearance of the vehicle e. g. if it was on fire or 
damaged etc. 

In terms of software implementation the network interface had two main 

parts: a set of Unix-style network daemons that provided access to the Ethernet 

messages contents and a C++ class, called the "entity object manager" that handled 

the content of the messages and maintained the description of the simulated 

environment. 

The entity object manager also performed remote vehicle approximation of 

simulated objects, known as dead reckoning, used to reduce network load. Dead 
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reckoning allows interpolation of the intermediate positions of the remote 

participants, based on the last received network message. During their virtual motion 

remote vehicle simulators do not transmit every change in their position but they 

broadcast their position and orientation only when these cannot be predicted. This 

reduces considerably the amount of data to be sent through the network. 

Fii! ure 3.2: Ima2es from the virtual cockpit svstem (McCartv et al., 1994, up. 50, 

3.3) 
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3.4. L2 NPSNET 

NPSNET (Naval Postgraduate School Networked Vehicle Simulator) 

(Shaffer, 1995) is an ongoing project that investigates the implementation of a 

networked, distributed simulation system which allows multiple users to interact 

within the same virtual environment. NPSNET is a low cost, real-time networked 

vehicle simulator which was developed at the Computer Science Department of the 

Naval Postgraduate School (NPS) in Monterey, California. 

The current, still under developernent, version of this framework is NPSNET- 

V (NPSNET-V, 2002) that follows the succesfully completed, NPSNET-IV project. 

NPSNET-IV (Macedonia et al., 1994) was the first 3D virtual enviromnent 

that incorporated both the IEEE 1278 Distributed Interactive Simulation (DIS) 

application protocol and the IP Multicast network protocol for multi-player 

simulation over the Internet. The system allowed users to choose between several 

simulated environments: 

o Air 

* Ground 

e Nautical, surface or submersible 

9A virtual vehicle, which is a non-invasive entity that exists in the VE, but it is not 

represented in the virtual scene by a virtual model e. g. a stealth vehicle 

9 Human 

Users could manoeuver the vehicle using three interface devices: a flight 

control system, a six degree of freedom SpaceBall and a keyboard. 

In this simulation configuration the virtual vehicle, provided with munitions 

to be used during the combat simulation, could move on the ground surface, on the 

sea surface, below the sea surface or in the atmoshere. 

Other vehicles within the simulation could be directly controlled by other 

participants, rule-based autonomous entities, or entities with scripted behavior. 
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The virtual environment created by NPSNFT-lV included a variety of static 

and dynamic objects exhibiting numerous visual qualities and multimedia behaviors 

including sound, flying over a farrn for instance evoked a chorus of animal noises. 

NPSNET-IV was mostly written using Perfon-ner, a mid-level Application 

Programming Interface (API), created by SGI, which perforins the movement and 

viewpoint computations automatically (Macedonia et al., 1995). 

Figure 3.3: An image of the NPSNET simulator scenario (Darken et al., 2001) 

Figure 3.4: A soldier being trained and his virtual embodiment using NPSNET 

(Darken et al., 2001) 
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3.4.2 Text-based Shared VE: MUDs 

MUDs come from a very special family of multi-user computer programs. 

MUD originally stood for Multi-User Dimension, the name given by Richard Bartle 

and Roy Trubshaw (Reid, 1995). Now the term most commonly refers to Multiple 

User Dungeon or Multiple User Dialogue: it is a networked, multi-participant system 

mostly found on the Internet. 

Roy Trubshaw (Bartle, 1990) wrote the very first MUD programme in spring 

1979, while he was student at Essex University. The game was originally little more 

than a series of inter-connected locations where the users could move and chat to 

each other. Trubshaw rewrote it almost immediately, and the next version was much 

more sophisticated, but also called IýM (Bartle, 1990). The database (rooms, 

objects, commands etc. ) was defined in a separate file, but it could be added to 

during the game. Due to concerns over its memory and because this first version of 

the programme was becoming unmanageable Trubshaw rewrote it from scratch. The 

new release was completed by Easter 1980 (Bartle, 1990). This version, (which is in 

fact version 3), is now considered as the original MUD (Bartle, 1990). At the 
beginning of the 1980s Essex University, USA, was linked to the ArpaNet through 

an experimental packet-switching system, called EPSS (Bartle, 1990). This link 

offered the chance to test the program with external players. In the December 1980 

issue of Byte the first reference to MUD appeared in print (Bartle, 1990). MUD 

software was then developed and maintained by Richard Bartle (Bartle, 1990). 

Jim Aspnes (Burka, 1993), a graduate student at Carriegie Mellon University, 

USA, wrote a game called TinyMUD over one weekend of August 1989. It was a 

simple, multi-user game that was available to anyone via the Internet. While 

TinyMUD wasn't the first MUD, its easy interface and portability to Unix systems 

was the origin of its success and it caused an explosion of MUD popularity that has 

not yet waned (Burka, 1993). 

These systems were technically very simple and did not involve the use of 

any special devices as for immersive VR. The game was played in several separated 

virtual spaces, or rooms, so that people and objects in one room could not directly 

interact with people and objects in others. All the interactions took place through text 
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since neither pictures nor sounds were supported. The transfer of information to the 

network was handled through TCP sockets and at the beginning of the session each 

user would take control of a computerized avatar to interact with others. The 

participants could walk around, chat with other characters, explore areas, solve 

puzzles and even create their own rooms, descriptions and items. 

The first environments were initially simply textually described, but 

subsequently they became more graphically realistic. 

There are many different types of IýMs (Burka, 1993), and each specializes 
in a different sort of user-interaction and scope. The Tiny- and Teeny- family of 
Mýs are usually more socially oriented; the players in those MUDs tend to gather, 

chat and meet friends to discuss all kinds of topics (Burka, 1993). The LP- family of 
MUDs, including Diku and AberMUD are usually based on role-playing adventure 

games (Burka, 1993). Many others have appeared such as MOOs and UnterMUDs 

and each has its own unique style (Burka, 1993). 

Elizabeth Reid describes MUD systems as the first form of Collaborative VR: 

"A MUD program is, in essence, a set of tools that can be used to create a 

sociocultural environment. It is this that sets MUDs apart from other textually based, 

computer-mediated communication tools. The latter merely provide an interface that 

separates what a person types from that of another and so allows a form of written 

conversation. MUDs, by contrast, allow the depiction of a physical environment that 

can be laden with cultural and communicative meaning. They allow imagination and 

creativity to furnish the void of cyberspace with socially significant indicators. It is 

this that makes a MUD system a form of virtual reality" (Reid, 1995, p. 167). 

A MUD creates a non-graphical virtual environment that exists not only in 

databases or in the computer networks supporting the systems but also in the 

imagination of all the participants. In short a "MUD program serves to actualise what 
is imagined in ways that can be communicated to or retrieved by other users" (Reid, 

1995, p. 183). 
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3.4.3 Multiple-Users Navigation Systems 

This category of CVE systems includes all the systems that allow multiple 

users to navigate virtual environments and to communicate with each other using 

several communication channels. In this category virtual environments are not text- 

based, as in N4TJD systems, but are displayed using a variety of VR visualization 
devices. 

This is the most popular CVE category and very many systems have been 

built for a variety of purposes. A sub-categorization that divides these systems into 

seven groups follows: 

9 Cyber-communities: for entertaimnent purposes or educational and social 

research 

9 Virtual cities: for entertaimnent and education 

9 CVEs for design: to explore design solutions interactively and for educational 

purposes 

9 CVEs implementing realistic avatars: to enhance serious communication or for 

entertaimnent 

e CVEs for education: used primarily as didactic tools and for virtual storytelling 

CVEs as artistic expression: shared VEs are unconventional spaces that can 

generate creative fillings and unusual sensations in their visitors 

Multi-disciplinary CVE systems: often broad projects that can offer the 

opportunity to investigate several aspects of CVEs involving different 

disciplines. 

In the following pages examples of different categories will be provided and 

the relevant collaborative issues will be discussed. 
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3.4.3.1 Cyber-Communities: the HABITAT example 

Lucasfilm's Habitat (Morningstar et al., 1990) was a distributed virtual 

enviromnent capable of connecting thousands of users in a single shared cyberspace. 
It was one of the first attempts to create very large-scale commercial multi-user VE 

for entertaimnent purposes and it was inspired by the cyber culture of the 1980s, in 

particular by Vernor Vinge's novel, True Name (Vernor, 198 1). 

Habitat was built on an ordinary commercial online service and was 

accessible through ordinary PCs. 

Habitat gave a real-time animated view to the online simulated world in 

which users could communicate and interact in a virtual community. 

The initial release of the system was for Commodore 64 home computers. 
This version of the system was able to display the virtual world and the embodiments 

of the participants in real time. The virtual scenario consisted of a number of objects 

such as houses and trees, and the animated avatars, who were often of human 

appearance were commanded using a joystick. Avatars were able to navigate the 

scene and also to interact with the objects by choosing and manipulating them. 

Communication among the participants was accomplished by using textual 

chat-lines and the typed text was displayed above the users' avatars in a cartoon style 
"word balloon". 

The architecture of Habitat was based on a large number of locations, called 
regions, which were interconnected to create a continuous virtual space. Using 

doorways passages or moving to the edge of the screen were among the means to 

access various linked regions. 

In each region avatars could interact with a set of objects which could 

perform certain functions (See Figure 3.5). 
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Object Class Function 
ATM Automatic Token Machine; access to an Avatar's bank account 
Avatar Represents the player in the Habitat world 
Bag, Box Containers in which things may be carried 
Book Document for Avatars to read (e. g, the daily newspaper) 
Bureaucrat-in-a- Communication with system operators 
box 
Change-o-matic Device to change_Avatar gender 

- Ches% Sýýfe Coviain ers_in which be stored 
Club_. 

_. 
Gun, Knife� Various Weapon$ 

- - Compass ntoWestPole -------- Points alrectio 
Do" Passage from one region to another. can be locked 
Dr. ugý- Various tMs; changes Avatar body state. e. g., 

_ýure, 
wounds 

Elevator Trans ortation from one floor of a tall building ýo another 
Flashlight 

-Provides. 
liSht. in-dark plsic; ý 

Foiintain Scenic highlight; provides communication to system designers 
Pýý_piece Enable s variou s bo ard garn e s: b ackga= o n, che ckers, c he s 9. etc. 
Garbage can Disposes 

- 
of unwanted objects 

Glue. System ýuilding tool, attaches objects together 
GýO §ky 7ýeA*rpiýnings of the world 

' - ' - - - Head An ýkvatar'l head, comes in m any st yi e s. 
Rey andother containers Unlocksdoors 

------- Knick-knack -. --------- , Gcneric, inert objec% for decorative purposes 
Magic wand Various types, can do almost anything 
Paper For writing notes. making maps. etc.. used in mail system 
Pawn machine Buys back pre viouily purch asFd objects " P&iiýRý-Oý Tree ý ' be neii-c-s'c'enic 'objects 
Region The foundation of reality 
Sensor Various types. detects otherwise invisible conditions in the world 
Sign Allows attachment of text to other objects 
Stun gun Non-lethal weapon 
Teleport booth Means of quick long-"tance transport; analogous to phone booth 
Tok ens . ., Habitat money 
VenAroid Vending machine; sells things 

Figure 3.5: Objects and related functions in Habitat (Morningstar et al., 1990) 

Habitat was very close to the multi-player games that are now proliferating 
throughout the Internet. It was one of the first attempts to involve a large number of 

users, around 20,000, and therefore it gave the researchers the opportunities to study 

cyber-community behaviour and observe problems in communication which has 

been mediated by computers. 

3.4.3.2 Virtual Cities: the VR-Glasgow example 

The Glasgow Directory (Maver et al., 2000; Ennis et al., 2001; The Glasgow 

Directory, 2002) and its multi-user version, VR-Glasgow (VR-Glasgow, 2002) were 
launched in 1999 by the ABACUS group at the University of Strathclyde in 

Glasgow. This web site allows the user to explore a three-dimensional model of 

Glasgow, to meet multiple participants in the virtual city and to retrieve information 

through many links to various information sources. These links can be accessed 

either by using traditional lists, tables and search engines or while still navigating the 
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25 km 2 
-wide VRML model of the city (Peng et al., 2002) directly by clicking 

information categones in a Menu (See Figure 3.6). Once a category of interest has 

been chosen, the location of related buildings or sites are directly visualised in the 

virtual city, and links to more detailed information are provided. The system can 

provide the user with infon-nation from: 

9A multimedia database of General Tourist Infori-nation 

*A multimedia database of Glasgow Architecture 

An alphanumerical database of property addresses and street names 

External Web sites 

Figure 3.6: The Glasgow Directory, a screenshot from the web site (The 

Glasgow Directory, 2002) 
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Figure 3.7: The multi-user interface to VR-Glasgow (Maver et al., 2000) 

Once the user logs in the multi-user version (See Figure 3.7) he or she is asked to 

insert a name and to choose an avatar. The chosen name is displayed close to the 

avatar's head in order to distinguish them from any other participant. 

Communication among the virtual visitors is enabled by a chat-board. 

In terms of used technology, the shared virtual environment is based on the 

VNET client/server package, a JavaTm application that allows multiple users to 

communicate using chat boards. The VRML virtual world is downloaded onto each 

user's computer once they are connected to the VNET server. This reduces the 

amount of data transmission to only the coordinates of the various users positions 

and the text for the chat board. 

3.4.3.3 CVEs for Design: CASA, CALVIN and LCD-VR Systems 

CASA (Leigh et al., 1995) is the acronym for Computer Augmentation for 

Smart Architectonics and it was developed at the Electronic Visualization Laboratory 

(EVL), at the University of Illinois, Chicago, where the CAVE was also developed 

(Cruz-Neira et al., 1993). 

It is a system that was designed to explore virtual architectura! spaces using 

the immersive VR devices that were available at EVIL. In addition to the interaction 

provided by norinal use of the CAVE consisting of moving a tracked wand fitted 

with three push button inputs and a pressure-sensitive joy-pad, the CASA system 
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allowed three more means for interaction; through voice-recognition, continuous- 

stroke gesture recognition and a virtual visor. 

This voice recognition module was an integration of commercially available 

packages for speech recognition. The continuous-stroke gesture recognition feature 

allowed the user to train the system to recognise continuous movements of the wand. 
By pressing one of the three buttons on the wand the system starts the gesture 

recognition procedure until the user releases the button. Once the movement of the 

wand has been completed, the system examines its database looking for the gesture 
that was just executed. For example CASA is able to recognise the 26 characters of 
the alphabet (See Figure 3.9). 

Finally the virtual visor is a head-up display (HUD) on which information on 
instrumentation is displayed. HUD technology has been extensively investigated for 

military applications (Fisher, 1980) and it provides a successful interface to interact 

with the virtual world. When the visor is activated a targeting cursor appears in front 

of the user that can be moved through a gaze tracking system. When the user moves 
the cursor he can select a visor item by pressing a button on the wand. 

I 
CASA allows including a number of sensors in the virtual building and these 

can be triggered once the user approaches them. The "smart" objects are 

programmable, via a scripting language, in order to control for instance the 
illumination of a room or to perform other actions. 

Within the CASA framework a CAVE-to-CAVE project has been carried out 

with the goal of linking multiple networked participants exploring the same CASA 

space. Avatars in this case consist of a separate head, body and hand, whose 

positions and gestures are transmitted to the other participants. 

The networked version of CASA was implemented using a communications 
library developed at EVL, called SpiffNet that was coded in C++. The underlying 

client/server architecture has a central server that maintains a listing of all the clients 

connected and it broadcasts data according to data rates compatible with the various 

clients thus preventing slow clients from receiving unmanageable superabundant 
data. 
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Figure 3.8: An image of a 3D space navigated using CASA (Leigh et al., 1995) 

Figure 3.9: Gesture recognition in CASA (Leigh et al., 1995) 

Figure 3.10: Virtual visor of CASA (Leigh et al., 1995) 

Another example of a CVE for design is CALVIN (Leigh et al., 1996), which 

stands Ibr Collaborative Architectural Layout Via Immersive Navigation. It is a 
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prototype system developed on the CASA framework at EVL that allows multi- 

camera perspectives and multiple participants to concurrently navigate in a shared 

architectural environment. Participants can interact in the VE using two perspectives: 
the global view and the miniaturised view, according to the task they have to 

accomplish in the virtual scene (See Figure 3.11). 

A selection of avatars is provided whose design was studied carefully in order 
to obtain the highest visibility when placed in the virtual world (See Figure 3.12). In 

CALVIN avatars are capable of gesture just as they are in CASA thus enhancing 

communication (See CASA in this section). 

Users are provided with LCD shutter glasses to give a view in stereo and with 

a 3-button wand. Both devices are attached to a magnetic tracker that streams the 

user's head and hand positions to the network. CALVIN was originally conceived to 

work in a CAVE virtual environment but it also supports other VR configurations 

such as ImmersaDesk, BOOM, fish-tank VR systems and simple graphic 

workstations. 

In terms of the users' interface the system allows two means for this 
interaction: the virtual visor (See Figure 3.13) and a speech recognition module. The 

virtual visor is the previously mentioned HUD inherited from the CASA system. 

As an alternative to the virtual visor CALVIN also incorporates a speech 

recognition module that enables voice commands to be used. 

In terms of network architecture and collaboration, CALVIN is built on a 

client-server model with the number of remote clients limited only by bandwidth and 
latency. A central repository assures data consistency throughout the network by 

managing the transfer of information related to the collection of objects placed in the 

VE, the avatars present in the virtual scene and the collection of scene description 

files. 

CALVIN's implementation relies on the use of Open Inventor as a graphics 
library and it is entirely coded in C++. 
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Figure 3.11: Participants can switch from a global view to miniaturised view 
(Leigh et al., 1997) 

Figure 3.12: A selection of CALVIN's avatars (Leigh et al., 1996) 

Fiaure 3.13: A view of CALVIN's virtual visor (Leiuh et al., 1996) 
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The last example of CVE for design is LCD-VR (Low Cost Distributed VR) 

system, a stand alone or multi user system which can visualize and interact with 3D 

models over the net. Figure 3.14 shows the graphic user interface of the system and a 
detail view of the control panel through which most of the important functions are 

accessed. These include: 

9 Network functions: icons in this section allow the connection to the server, the 

disconnection of the system and showing the status of the connection. 

* Movement: this section allows the user to navigate in the 3D world. The control 
is designed as a virtual joystick. Moving it up or down on the panel moves the 

user forward or backwards. Left or right moves will tum the user left or right. 

e View: this section deals with the camera's viewpoint within the virtual window. It 

allows the rotating of the camera viewpoint, down, left and right at the 

convenience of the user. 

VR functions: icons in this section affect functions relating to the virtual 

environment. It is possible to create "virtual notes" regarding future actions, to 

turn on and off the VR environment and to access the viewing controls. 

Generalfunctions: this section provides the ability to open, save and clear the 3D 

models and to open a chat window. 

In terms of software implementation and architecture, LCD-VR consists of two main 

parts: the VR-Server that displays and manages three-dimensional data, and the main 

program that establishes network connections and maintains a database and a 

geometric description of the model. The system is entirely coded in C++ and the 

management and visualization of 3D models in VR-Server is achieved using the 

Renderware library. 
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Figure 3.14: LCD-VR interface and a close up view of the control panel 
(Lindemann, 1996) 

3.4.3.4 CVEs Implementing Realistic Avatars: the VLNET System 

The Virtual Life Network (VLNET) (Capin et al., 1998) is a CVE system 
incorporating highly realistic virtual human representations and intelligent avatars. 
VLNET supports a shared virtual environment and allows multiple users to interact 

with the environment and the other participants. Users are represented in the VE via 

3D virtual actors resembling human beings, in order to enhance the virtual 

experience and the sense of presence in the VE. The human form of representation 

also allows facial and gestural communication between the users. 

The system incorporates different media and integrates them in a single 3D 

world. In order to enhance communication participants are provided with control of 

body postures, facial expressions using real-time video analyses or by accessing a 

menu of emotions. They also have the possibility of projecting real-time video onto 

any 3D object in the virtual scene. 

NF 

VR functions 

General functions 
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The environment works as a general-purpose framework allowing the use of 

various models for different applications and future custornised expansion. 

Figure 3.15: Several views of the VLNET virtual scene (Pandzic et al., 1995) 

Figure 3.16: Real-time video mapped onto a 3D object (Pandzic et al., 1995) 

In terms of object manipulation, olýjects are classified into two groups, fixed, 

(walls), or free (pieces of furniture). Only free objects can be chosen, moved and 

edited. 

A great deal of attention was given to the implementation of the behavioural 

abilities of the avatars or "virtual actors" (Pandzic et al., 1995). Walking behaviour 

is based on the human walking and gesture model that includes custornisable 

kinematic parameters depending on the user that moves the virtual actor. By setting 

the speed, orientation and the user's personification parameters, the walking module 

generates the movement of the avatar by articulating its virtual body. 

Grasping of objects ability was also implemented in order to achieve realistic 

looking motion by the virtual actors. The user indicates the object they have chosen 
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and the grasping module automatically identifies the appropriate movement that the 

virtual actor has to perform suited to the type of object. 

Facial expression and therefore interaction was achieved in the virtual scene 

by the mapping of the users' face onto the virtual actors' heads. In order to transmit 

the moving image of the users' face, captured by a video camera, an analysis of the 

real-time video stream is completed: once the image of the face is isolated, it is first 

compressed, using the SGI Compression Library MVC1 compression algorithm, and 
it is then sent to the other participants screens. At the receiving end the streamed 
image is mapped onto the virtual actor's head as a texture map. 

VLNET allows asynchronous collaboration among the participants through 

support of action such as the change of position and orientation of the avatars, as 

well as the grasping and releasing of objects. Once a change in the VE is made it is 

broadcasted to all the users. 

The system uses the IRIS Performer environment to manage the real-time 

graphic application and an ATM pilot network for the video-conference streaming. 

3.4.3.5 CVEs for Education: the NICE example 

The Narrative Immersive Constructionist/Collaborative Environments project 

(NICE) (NICE, 2002) is the result of collaboration between the Interactive 

Computing Environments laboratory (ICE) and the Electronic Visualization 

Laboratory (EVL) at the University of Illinois in Chicago. 

NICE (Johnson et al., 199 8 and 200 1) is a collaborative environment built for 

educational purposes, based on two previous systems implemented at EVL: CALVIN 

and the Graphical StoryWriter. CALVIN (See Section 3.4.3.3) is a networked 

collaborative environment for designing architectural spaces. The Graphical 

Storywriter is a shared workspace where young children can develop and create 

structurally complete stories. In 1996 the combination of these two applications was 

used in the development of the NICE prototype, which was specifically designed to 

help children understand the basic concepts of plant growth and gardening. 

The virtual scenario here is of an island where the children are invited to 

construct micro ecosystems. The children decide where to build their garden, 
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rainforest or grapevine, depending on the different types of soil, altitude and weather 

conditions etc. Moreover on the island there are a variety of exciting spaces that 

invite exploration such as a dormant volcano and a labyrinth of caverns under the 

island. 

Children are represented in the scene through avatars with gesture capabi I ities 

inherited from the CALVIN system, (See Section 3.4.3.3). They can collaboratively 

plant, grow and pick vegetables and flowers. The children's tasks are also to ensure 

that the plants have sufficient water, sunlight, and space to grow and they must also 

avoid hungry animals eating them. 

Ak". 7"w 

, ýý . 4ýý, ý ý" 

Figure 3.17: The virtual garden of the NICE VE (NICE, 2002a) 

Figure 3.18: A boy using NICE in the CAVE (Johnson et al., 1998) 

Children can also change their avatars size and transform themselves into 

mice in order to walk under the flowers and see the roots of the plants etc. 
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NICE is developed for use in the CAVE and cornimmication arnong the 

participants is by using microphones connected to a conference call system. Unlike 

the CALVIN system, (See Section 3.4.3.3), it is a persistent environment, which 

means that the virtual environment continues to exist even if there are no users 

connected, for example the plants keep growing and the autonomous creatures that 

inhabit the island will stay active. 

NICE was shown in several SIGGRAPH conferences since 1996 where it was 

a successful socialising space and a useful test bed for tele-immersion. 

3.4.3.6 CVEs as Artistic Expression: the Distributed Legible City 

The Distributed Legible City (Crabtree et al., 2000 and West et al., 2001) is 

an example of a shared electronic artistic space. People are invited to cycle into a 

virtual city and communicate using audio links. 

The Distributed Legible City (Distributed Legible City, 2002) is based on 

The Legible City, an original art piece created by Prof. Jeffrey Shaw at the Center for 

Art and Media (ZKM) in Karlsruhe, Germany. 

The Legible City consisted of three models of the cities of Amsterdam, 

Manhattan and Karlsruhe where the facades of the buildings were created from 

textual narratives that the viewer could read while exploring (See Figure 3.19). 

Figure 3.19: The Legible City implemented in Maverik (Distributed Legible 

City, 2002) 
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Participants could navigate the virtual scenario by riding a modified exercise 
bicycle placed in front of a large multi projector display system. The original 

implementation by Gideon May was in 1990 when it was run by SGI workstations. 

The next step m its development was the implementation and optimisation of 
the Legible City in Maverik, a publicly available VR system that had been under 
development by the Advanced Interfaces Group (AIG) since 1995. 

Ma%-cnk includes the Level-of Detail (LOD) function to lighten the model 

and it has three levels of accuracy in the text rendering depending on its distance 
from the user: when text was close to the viewer it was rendered in full detail, once 
the distance between them increased it was rendered as a solid box and eventually as 
the distance increased it was removed completely from the scene. 

Fogging was employed to mask the transition between these stages. Texture 

maps and an overview map were also added to the original code. The last version, 

which was called the Distributed Legible City, used the Deva system, also developed 

at AIG to add multi-user network capabilities to the Maverik virtual environment. 
The code written for Mavenk was wrapped and used within Deva to achieve a 
distributed version of the -, ytteni (See Flinire 3.20 and Figure 3.21 ). 

1 114111 (I. 2 11 : flit. I)i%tlil)tllt'(l I uj4iblt. ( ilý during a Illulti-Ilser %ussion 

(Distributed Legible City, 2002) 

The Distributcd LegibIc City features animated avatars in the form ofcyclists 

who pcdal and stccr as in the real world, and who have cornmunication capabilities 

through an audio link and an ovcrvicw map accessible from a button on the user's 

cycic's handichars 
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Several installations of the system were shown at various events, including 

the ESPRIT IST98 conference and the Surrogatel exhibition, where three bicycles 

placed in ZKM were connected to different museum halls. 

Figure 3.21: A screenshot of the system with the virtual cyclist avatar and the 

overview map (Distributed Legible City, 2002) 

3.4.3.7 Multi-Disciplinary CVE Systems: the COVEN Project 

The COVEN (Collaborative Virtual Environments) (COVEN, 2002) system 

was the outcome of a four-year (1995-1999) project funded by the European 

Community. It was a broad based project under the co-ordination of Thomson-CSF 

and it included many partners from several different countries. The research focus 

was to develop a computational service for teleworking and virtual presence. 

The project explored the development of several virtual scenarios as a test for 

using a variety of communication tools, techniques for ground navigation, speech 

interactions and real-time animated virtual human figures. Among these scenarios 

were: a Virtual Conferencing scenario, a Business Game scenario, an Interior 

Arrangement scenario, a Travel Rehearsal scenario and the City of London. 

The Virtual Conferencing scenario is the generic scenario that was used to 

provide the set of supporting generic functions that would be used in the other 

scenarios. 

The Business Game scenario (See Figure 3.22) allows the exploring of the 

communication needs in negotiation situations. 
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The Interior Arrangement scenario (See Figure 3.23) provides a collaborative 
3D design task scenario where 3D objects can be changed and manipulated 

collaboratively by the users, and actual speech ensures communication among the 

participants. 

The Travel Rehearsal scenario (See Figure 3.24) is a large virtual 

environment of parts of the city of London and surroundings areas, and it was built 

mainly to benchmark future network performances, when dealing with very large 

VEs. 

Finally the citizen-oriented scenario (See Figure 3.25) is a large Virtual 

Travel Agency scenario where users are able: 

1. To access a large quantity of data in several formats such as text files, images and 

audio 

2. To experience virtual visits to archaeological sites 

3. To access on-line information through the WWW 

4. To meet other people with the same holiday interests to gather information 

together and eventually to book trips together. 

Within this a number of separate virtual environments are linked each has its 

own purpose and the users are able to freely move from one of these environments to 

another. 

In terms of implementation the entire COVEN project extends and is based 

on the Distributed Interactive Virtual Environment (DIVE) system (Normand, 1996 

and Normand, 1998) (See Section 3.4.4.2). This was an internet-based multi-user VR 

system that allowed the user to navigate in virtual scenarios and to interact freely 

with other participants and applications. Its first version appeared in 1991. 
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Figure 3.22: The Business Game scenario (COVEN, 2002a) 

Figure 3.23: The Interior Arrangement scenario (COVEN, 2002b) 
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Figure 3.24: Travel Rehearsal scenario (COVEN, 2002c) 

Figure 3.25: The Virtual Travel Agency of the citizen-oriented scenario 

(COVEN, 2002d) 

3.4.4 Platforms for Implementing VR Shared Applications 

Several systems have been implemented by various institutions, companies 

and universities to provide customisable base-line platforms for building 

collaborative virtual environments. These systems are usually implemented on 

complex and well-optimised network architectures. 
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Among these systems are: VEOS (Bricken et al., 1994), AVIARY (Snowdon 

et al., 1994), MASSIVE (Greenhalgh et al., 1995), DIVE (Fr6con and Stenius, 1998) 

and dVS/dVISE from Division Ltd (Ghee, 1995). 

The following two sections will provide details of the software architecture of 
two of the systems most used, MASSIVE and DIVE. Several CVE applications 
based on these systems are also outlined. 

3.4.4.1 MASSIVE 

MASSIVE (Greenhalgh et al., 1995) is a collaborative virtual environment 
for teleconferencing that allows multiple users to communicate through a 

combination of media, including audio, graphics and text, over local and wide area 

networks. MASSIVE uses a complex spatial model of interaction, which is based on 
the concepts offocus, nimbus and aura, which depend on users' relative positions 

and orientations and will amplifies or weakens the user's awareness of other 

participants in the VE. Focus describes spatially the observer's allocation of 

attention: the more an object is within an user's focus the more that user will be 

aware of that object. Nimbus describes the observed object's manifestation or 

observability: it is a subspace in which an object makes some aspects of itself 

available to others. The combination of focus and nimbus results in the mutual level 

of awareness of objects in the virtual scenario (See Figure 3.26). 

B's nimbus 

.. --A's focus 

re El A's awareness of B n sof I 

ý-J, 00 

A'sfocus 

A's awareness of B 

Figure 3.26: Focus and Nimbus define the level of awareness between objects in 

MASSIVE (Greenhalgh et al., 1995) 
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Finally aura defines the volurne of space within which the intcraction is 

possible: two objects start interacting only when their aura collide or overlap (See 

Figure 3.27). This structured spatial interaction model provides great flexibility to the 

system and ensures supportability for a large number of users. 

D 

E 

Sei)ai ate group coniprisiii, - otijrcis D and F- 

Figure 3.27: Object interactions based on auras in MASSIVE (Greenhalgh et 

al., 1995) 

In terms of functionality, the MASSIVE universe is built upon a set of virtual 

worlds connected via portals (See Figure 3.28). Users can access one or all of the 

worlds in the MASSIVE universe freely and they can choose from three different 

interaction interfaces: graphics, audio and text. 

Figure 3.28 : An image of the multi-world structure in MASSIVE (MASSIVE, 

2002) 
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The graphics interface renders 3D objects in a 3D virtual space where users 

can freely navigate. The audio interface provides users with both real-time 

conversation and the playback of stored sounds. Finally the text interface allows 

users to interact through a MUD-like view of the world by sending text messages 
(See Section 3.4.2). 

Users can interact using one or more interfaces according to the performance 

of their computers. Furthermore users can be embodied in media that they cannot 

actually display or use themselves. For instance audio users are represented in the 3D 

virtual scene by 3D models of ears or text users by having a letter "T"' close to their 
heads thus showing clearly the communication capabilities of each participant. 

MASSIVE's spatial model checks for possible interactions in each medium. 
Interaction in a given medium is established only when collision of auras occurs in 

that medium. Furthermore information transfer, in the three media, between two or. 

more interacting users, is controlled through awareness values computed from focus 

and nimbus. For example awareness levels in the audio interface are mapped onto 

volume. Thus volume will be set according to the mutual distance and orientation of 

the participants. 

Aura, focus and nimbus are based on the user's current position and they are 

upgraded accordingly while the user is navigating the VE. Users can. also change 

general settings for focus and nimbus resulting in narrowing or widening of the area 

of the objects awareness. Furthermore some physical objects in the virtual scenario 

can trigger attention and change the spatial interaction settings, for example: 

A podium which extends auras and nimbi allowing the user to address all the 

users present in the VE 

A conference table which sets aura, focus and nimbus parameters to include the 

conference table 

A text-to-speech translator which converts text messages into synthesised speech 
for audio interaction 

A text-to-graphic translator, which displays text messages on a large screen in the 

graphic medium. 
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Figure 3.29: A virtual scenario using MASSIVE (MASSIVE, 2002) 

Many collaborative virtual environments are based on MASSIVE or later 

versions of the system and many of these projects were developed at the University 

of Nottingham where MASSIVE was created (Multimedia Networking for Inhabited 

Television, 2002; eRENA, 2002; HIVE, 2002). 

3.4.4.2 DIVE 

The SICS (Swedish Institute of Computer Science) has developed the 

Distributed Interactive Virtual Environment (DIVE) since 1991. DIVE (Fr6con et al., 

1998) is a platform for the development of virtual environments, user interfaces and 

applications based on shared 3D virtual environments. 

DIVE especially allows networked multi-user applications, and because of its 

flexible architecture it has been used as base for many collaborative virtual 

environment projects (See Section 3.4.3.7). 

DIVE allows: the import of several fon-nats such as Autocad, 3D Studio and 
VRML, the editing of objects such as translation, rotation and scaling manipulation, 

the handling of texture mapping using a Coloreditor, the assigning of level-of-detail 

to its objects and it deals with the objects locking mechanisms to ensure data 

consistency throughout the system. 
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Figure 3.30 :A collage of images from several projects implemented over the 

DIVE environment (DIVE, 2002) 

Users are represented in the VE through virtual bodies with the capability of 

movement and posture. Audio and video are also transmitted to the multiple 

participants. 

DIVE focuses on peer-to-peer multicast communication, thus minimising 
demand for bandwidth especially when continuous streams of data (i. e. audio and 

video) have to be sent to multiple participants. DIVE also offers several compression 

methods to optimise the transmission of audio and video balancing quality and 

network load. 

The organisation of the DIVE world is based around a hierarchical distributed 

database of entities. These entities can be compared to objects in object-oriented 

approaches, although DIVE was entirely written in plain ANSI C. 

Whenever something in a DIVE world changes, the modification is first 

notified to the local database and then the message is distributed to all DIVE users 

that are viewing this world. 
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Entity persistence is ensured for as long as a participant interacts with a 

world. Once the last user of a world has exited, the current world vanishes and its 

content is stored in a URL file, located in a local database or on remote servers, 

waiting to be reloaded by the first participant that connects with the world. 

DIVE runs on many platforms, including SGI, Solaris, WindowsNT and 
Linux. 

As already mentioned DIVE is a toolkit and many applications and projects 

were based on it, such as: 

MDraw (Stenius, 1996), one of the first applications implemented on the DIVE 

system. It is a collaborative virtual whiteboard that allows multiple-users 

collaborative sketching (See Figure 3.3 1) 

9 VR-VIBE (Brown et al., 1996) is an application to browse and search large 

databases in VR (See Figure 3.32) 

the DIME (DIME, 2002) project, which aims at developing and studying the use 

of Collaborative Virtual Environments (CVEs) as the base of computer 

supported meetings for geographical dispersed collaborators 

the DIVEdit (Stenius, 1996) project, which allows the creation of objects and 

their modification in real time within a multi-user virtual environment (See 

Figure 3.33). 
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Figure 3.31: A screenshot of MDraw, one of the first applications implemented 

in the DIVE environment (Brown et al., 1996) 

Figure 3.32: A screenshot of VR-VIBE, implemented in the DIVE environment 

(Brown et al., 1996) 

Figure 3.33: A screenshot of DIVEdit, running in the DIVE Interactive Virtual 

Environment (Stenius, 1996) 
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In particular DIVEdit (Distributed Interactive Virtual Editor or simply DIVF 

Editor) (Stenius, 1996) fills any deficiencies in DIVE in terms of tile creation of' 

objects in real-time while navigating the virtual environment. DIVIdit allows users 

to navigate the VE freely and select any object in the virtual scene for niodification. 

The user selects the objects with a 2D mouse using a marking area, which is a box 

bounded by eight sensitive points at the comers, to highlight the selected object (See 

Figure 3.33). Objects now bound by the marking area can be rotated, translated and 

scaled using the "handles". 

A material editor handles changes to the surface of the objects. In particular 

users can change parameters such as ambient reflection, diffuse reflection, 

specularity and transparency as they wish (See Figure 3.34). 

Figure 3.34: The material editor of DIVEdit (Stenius, 1996) 

A shape selection panel provides the means for creating new geometries in 

the virtual scenario. The user can create several basic shapes while he/she is 

navigating the VE. These primitives are: boxes, spheres, cylinders, cones, lines and 

ellipses (See Figure 3.35). 

Figure 3.35: The shape selection panel of DIVEdit (Stenius, 1996) 

Users are also provided with an object inforination panel that allows finer 

position control over the objects than just visual feedback. A virtual compass, always 

aligned with the virtual world's coordinate system, provides information on the 

position of both objects and users (See Figure 3.36). 
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Figure 3.36: The object information panel of DIVEdit (Stenius, 1996) 

Due to its real-time creation capabilities DIVEdit could be included ill the 

fifth and last category of CVE systems: Collaborative Virtual Design l"nvironments. 

3.4.5 Collaborative Virtual Design Environments 

Collaborative virtual design environments (CVDEs) represent flic fourth 

generation of CAD systems (Horvdth et al., 2002). They are "the VR application to 

product and system design activities, allowing the viewing and review of entire 

systems, assemblies, and parts" (Ragusa et al., 2001, p. 41). CVDE systems enable 

remote users to share resources, models, and knowledge and allow them to 

accomplish design tasks concurrently while taking advantage of VR technology to 

achieve realistic 3D visualization and enhanced interaction. 

HorvAth et al., (2002, p. 67) found seven basic requirements that form the 

base of a complete implementation of a CVDE system, which should: 

1. Establish a distributed virtual office for remote teams 

2. Support synchronous communication and interaction 

3. Allow genuine three-dimensional imaging and simulation 

4. Support interactive collaboration based on virtual presence 

5. Ease creative conceptual isation 

6. Allow the sharing of knowledge and put it to work 

7. Broker knowledge and expertise for virtual enterprises 
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Figure 3.37: Components of a collaborative virtual design environment 
(HorvAth et al., 2002) 

Figure 3.37 shows the basic comporients of a CVDE that enhances the 

functionality of traditional CAD packages through: 

0 Advanced interaction and visualization capabilities typical of VR systems 

9 The use of computer networks as the medium for the distribution of CAD 

functionality and for connecting the collaborating parties 

0 The creation of a suite for creative collaboration. 

Collaboration support in CVDEs aims to facilitate team understanding and 

creativity, to support the execution of collaborative functions based on shared models 

and to bring a virtual presence to remote locations. 

The paradigm of CVDE is still in its infancy but many systems can already be 

included in this category from early experiments to more complex systems. The 

following sections outline some early examples of CVDE systems together with 

more recent applications. 

3.4.5.1 The Workroom 

The Workroom is one of the first multl-user VR systems developed for PC's 

computers and it could be considered an early attempt at a CVDE system. It was 
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developed in 1992 by Sense8 in collaboration with the Institute for Simulation and 
Training at the University of Central Florida (Pimentel et al., 1994), and it was 

unveiled at the Boston Computer Museum in April 1992 (Burdea et al., 1994). 

The Workroom is an interactive shared virtual environment that allows 

multiple users to collaboratively create a virtual building using a limited set of pre- 

constructed elements. Users can change their size in the environment switching from 

the role of creators to the role of inhabitants of the built environment. 

Each user requires two Intel-based PCs and two graphics boards to generate 
the stereo images in a tracked head-mounted-display (HMD). The interaction with 
the virtual environment is handled through a six-degree-of-freedom wand and a 

standard joystick. An electromagnetic sensor keeps track of the position and 

orientation of the wands to replicate the VE users' actions and interactions with the 

3D objects. Communication among the participants is enhanced, through having 

microphones located inside the HMDs. At the receiving end a 3D sound processor 
deals with the voice signal and sends it to the headphones located in the HMD as 

speech. 

Users are provided with a virtual wand through which they can interact with 

virtual objects by creating, editing, deleting 3D elements and assigning materials as 

texture maps. A locking mechanism assures data consistency and prevents more than 

one user at a time selecting or editing an object. 

The Workroom networking architecture relies on a client-server architecture 

where the server co-ordinates the simulation activities and upgrades the virtual 

environment of all the clients and the clients manage the local simulation, handle the 

mechanical devices such as HMDs and trackers and perform image generation. 
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Figure 3.38 : An image of the Workroom VR environment with a user selecting 

a wall (Pimentel et al., 1994, p. 61) 

Figure 3.39: The system in use (Pimentel et al., 1994, p. 61) 

3.4.5.2 Collaborative Interior Design 

In 1994 the European Computer-Industry Research Centre (ECRC) 

developed a system for collaborative interior design (Whitaker, 1996) that combined 

the use of augmented reality with the ability to share a 3D model over the network. 

The scenario of this application was of an office manager working collaboratively 

with an interior designer to rearrange the layout of an office. The pair could monitor 

the state of the room from a camera viewpoint and interact with manufacturers by 

browsing a furniture database through the net to retrieve information and pictures. 
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Once the piece of furniture was selected it was possible to drag it into the room using 

a 3D mouse or move it around the room or delete it. In terms of collaboration the 

system allowed consultation with colleagues at remote sites who were running the 

same software. Changes made by one user were instantaneously sent to the other 

participants and a distributed locking mechanism assured data consistency by 

allowing objects to be modified by only one user at a time. The 3D graphics and the 

augmented reality components of the system were implemented witli GSP, a 

software platforrn that combines interactive 3D graphics and computer vision 

technology that aligns 3D models with real-time video. The collaborative part ofthe 

application was implemented using Facile, a high-level programming language for 

concurrent and distributed computing developed at the ECRC. 

V"A., t 

Figure 3.40: A screenshot of the Collaborative interior design application 
(Whitaker, 1996) 

3.4.5.3 A Web-based VRML Collaborative Design Tool for Architects 

(Yeung, 1997) 

In 1997 Yeung (1997) presented a Web-based VRML Collaborative design 

tool for architects, based on Java TM . The aim of the system was to give students and 

practitioners worldwide the ability to view 3D models and discuss related 

architectural issues. The system was a web page consisting of two Java Tm applets 

and a display window for 3D models. The client/server architecture allowed retrieval 

of URL locations of VRML files from the server and it allowed browsing these files 
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using a database of 3D models. Thanks to the use of Java"'m and the web-based 

approach the entire system was platfon-n independent. 

In terrns of user-interface the systern was divided into three main parts shown 

in Figure 3.41: the database module on the left; the view port for the visualization of 

VRML models at the centre-top; and the communication tools module at the centre- 

bottom. 

Figure 3.41: A screenshot of the application (Yeung, 1997) 

The database module hands the queries to a distributed database of VRML 

models. The results of the queries were visualized in the VRML view port. Users 

were also able to make modifications, add new VRML objects and scale and change 

the colour of the existing models. Synchronous communication with other users was 

achieved via a chat-line and a virtual whiteboard. 

3.4.5.4 VDM 

Horvdth and Rusdk (2001) developed a collaborative systern for Vague 

Discrete Modeling (VDM), a constructive modelling method that represents the 

shape of the objects created through particle clouds. A particle cloud is an 

arrangement of particles in a finite region of space within which the 3D model is 

defined and therefore the 3D model is called "vague". The advantage of this 

approach is that designers no longer have to assign precise geometrical parameters to 
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free form or not precisely defined shapes. The participants are all represented in the 

virtual space by models of hands, each having a different colour, and they can 

synchronously create vague shapes via gestural sweeping. The system also supports 
interactive modification of the vague models, in ways such as sculpting, through 

which designers can collaboratively add or remove virtual parts from the vague 

model. 

a. Identification of the region to be 

I b. Modification by the first designer. 

Figure 3.42: Multi-user interaction in VDM (Horvith et al., 2001) 

3.4.5.5 MUG 

The MUG (Multi-User Groups for Conceptual Understanding and 

Prototyping) system (MUG, 2002 and Foster et al., 2001) is a collaborative 3D 
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enviromnent to support knowledge-based conceptual design that lets users author the 

structural, behavioural and functional knowledge of a design in a 3D virtual 

enviromnent. 

This application was developed to help at the conceptual design stage while 

working in a shared environment. Users can not only define geometries, such as 
blocks, tori, spheres, cylinders and NURBS-based curves and surfaces, but they can 

also import pre-existing geometries in VRML format, attach functions to these 

objects and then define functional links with the other components of the design. 

From a collaborative point of view MUG is based on client/server 

architecture and thanks to this its synchronous collaboration is assured over the 

network. During the collaborative session, all the changes on the objects caused by 

the users are sent to the other active users. Communication is assured through an IP- 

based audio channel for group discussion. 

MUG also allows the recording of all of the history of the collaborative 

session, including the audio discussion and the design generation. This feature can be 

used as a reference to help document the design process. 

The system was entirely written in JavaTm. Specifically Java3DTMwas used to 

build the 3D environment and the geometry kernel, the collaborative side of the 

application was implemented using JavaSpaces*r'4, while the audio conferencing tool 

relies on JavaTm Media Framework (JMFrm). Unlike other voice conferencing 

packages that are peer-to-peer, JMFTm allowed the authors to implement a "many-to- 

many" audio conferencing tool that worked perfectly on both Suns and Windows 

operating systems. 

The choice of JavaTm and Java3DTm as the basis for MUG, instead of C++ 

and OpenGL, which were usually used, was motivated by its ease of integration with 

other supporting packages for shared worlds and multimedia, as well as by its cross 

platform abilities. 
MUG was used as a test application to prove the concept that a sophisticated, 

multi-platform collaborative modelling environment, also capable of interactively 

handling complex CAD models could be created entirely in JavaTm. 
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Figure 3.43: A screenshot of the MUG interface (Cera et al., 2001) 

w 

Figure 3.44: A collaborative sequence from MUG (Cera et al., 2001) 
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3.5 Conclusions 

This chapter gave an overview of the use of Virtual Reality in creating 

collaborative environments. CVEs extend the capabilities of VE allowing concurrent 

collaboration by remote participants. 

The first sections of the chapter highlighted the basic features of CVEs and 
then suggested their categorisation by type. There were five main categories 
identified, depending on the systems' architecture and features: 

* Large distributed virtual simulators 

9 Text based shared VE: NIUDs 

" Multiple user navigation systems 

" Platforms for implementing VR shared applications 

" Collaborative Virtual Design Environments. 

In addition, several examples from each of these categories were included. These 

showed some of the different issues relevant to the development of CVE systems and 
formed the basis of the development of the JCAD-VR prototype. 

The following common Chapter 4 will give an introduction to JCAD-VR and will 
highlight the main features of the system. 
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4 Development of a Framework: JCAD-VR (JavaTm 

Collaborative Architectural Design Tool in Virtual 

Reality) 

4.1 Introduction 

The previous chapters have provided an overview of current research in the 
field and have supplied the theoretical background to the following chapters. This 

chapter will introduce the proposed research framework and show the development 

of the working prototype called JCAD-VR: JavaTm Collaborative Architectural 

Design tool in Virtual Reality. 

The aim of this chapter is to show the overall structure of the research 
framework and to provide a broad picture of the entire system. Technical details 

along with theoretical and practical choices will then be discussed in depth in the 
following two chapters. 

The first part of this chapter provides reasoned justification for the way the 

framework was developed, it introduces the system and it outlines the technical 

choices. The second part provides a general introduction to the framework, to its 

features and to its architecture as well as a description of the number of modules that 

comprise JCAD-VR. The end of the chapter summarises the scope of the research 

and gives consideration to the technical choices arising from the project. 

4.2 VR as a Collaborative Design Tool for Conceptual 

Design 

Conceptual design at the initial creative phase of the design process is a 

complex activity characterised by the use of intuition rather than mathematical 
formulae. During this stage designers try to give concrete form to their abstracted 

models through mental simulation. Designers traditionally make sketches as a way of 
doing this, exploiting their abstract and ambiguous nature to explore new design 
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solutions. As Shukur (2000) notes, sketches on paper are a natural and intimate 

medium that allows the down/uploading of complex information to and from the 

designer's brain, they are also easy to correct or change, portable, extremely flexible 

and they can store information conveniently and keep track of ideas and solutions. 

During this complex undefined phase computer-based systems are not usually 

employed due to the discrepancy between the designers' conceptual models and the 

limits of present-day Computer Aided Design (CAD) interfaces. These bind the 

designers' freedom through their imposition of a formal and constrained graphic 
language rather than them supporting uncertainty, flexibility and dynamic 

manipulation. Consequently, as Turner et al. (1999) note, this means designers have 

a large conceptual gap to bridge between their abstract and possibly vague mental 

representations in sketches and the formally defined shapes created by current CAD 

systems. 

In addition, the CAD industry often trades the qualities of having advanced 

geometrical control for the qualities of interactivity and usability, therefore 

delivering complex interfaces that often lack in flexibility and user-friendliness. The 

effect of this is that although CAD systems can feature a great number of functions 

allowing the modelling of complicate shapes, they cannot be used at the very early 

stage of product design where pencil and paper are still the most effective. 

Commercial CAD systems are designed to fulfil the needs of a wide range of 

engineering fields and to support the construction process, they have not been 

designed to promote the creative acts typical of the initial stages of design. 

As a consequence, the early design phase is disassociated from the product 
definition stage that uses CAD/CAAD because the designers are forced to adopt 

traditional tools like paper and pencils. This creates an amount of inefficiency within 

the design cycle and consequently higher production costs. There is an evident need 
for innovative computer-based tools specifically tailored to support creativity within 

the design community. 

In the last few years, the growing awareness of more natural, user centred 

form of interaction, has promoted interest in expanding the field of Human- 

Computer Interface (HCI). As a result, a new generation of computer-based 
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applications has embraced innovative technologies whosc adoption in turn, has 

fostered original interfaces aimed at promoting user-friendliness and more interactive 
behaviour. 

The speed at which technology is evolving is bringing the application of VR 

technologies within the sphere of the design professions. The Increasing growth of 

computational resources and hardware power is facilitating a transition to the use of 
desktop VR applications as truly feasible tools for everyday use. 

As a consequence, some design and manufacturing companies have already 

started to investigate how VR could be used effectively within the design process. 

Although VR is now a mature technology, it is seldom used in architecture during the 

design process it is more often merely used as a powerful presentation technique. 

Virtual worlds are often created using CAAD/CAD packages and deriving world 

representations by conversion, in this way, becomes a tirne consuming and theretore 

expensive task. 

Figure 4.1: The traditional scenario showing the relationship between the 3D- 

modelling phase and VR 

A virtual model, if it is employed, is usually only created at the end of the 

design stage when most key decisions have been evaluated, and mainly to impress 

contractors and clients (See Figure 4.1). It is therefore evident that under these 

circumstances the use of VR is inefficient and consequently leads to growing costs 

rather than fostering creativity and ultimately improving design quality. 

With the benefits brought by its highly dynamic nature, the early use of VR 

could allow the designer to study design solutions directly through the manipulation 

of simple shapes in a virtual space, and hence successfully combine the creative and 

modelling stages (See Figure 4.2). 
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Figure 4.2: The proposed scenario 

It is also highly predictable that in the near Future VR will become the 

interface for the next generation of Computer Aided Drawing (CAD) applications 

described in research literature as Virtual Reality Aided Design (VRAD) systems. 

VR-based systems have the potential to become highly effective tools letting the user 

explore design solutions in a more intuitive and natural way. The use of VRAD tools 

has a number of potential advantages over traditional CAAD systems: 

" it provides real-time interactivity 

" It involves the designer's imagination to a greater degree 

" it provides quick visualisation of mathematical entities 

" It enhances creativity in the conceptual isation phase (Sener et al., 2002) 

" It promotes a more natural approach to computers 

" It helps designers make the transition to digital format earlier 

" It has the potential to shorten the time taken to manufacture physical models 

through rapid prototyping processes (Ucelli et al., 2000) 

" Ultimately it improves design quality by increasing the level of control on the 

design of the product. 

Another crucial problem of current CAAD systems is their complete absence 

of any forrn of synchronous collaboration between architects within design teams. 

With the present CAAD technology there is little room for multi-user interaction 

during the creation of a 3D-model since most systems allow only asynchronous 

collaboration. The recent growth of network-based virtual communities however has 

brought a new level of complexity to the notion of virtual spaces by providing the 

technology for remote presence and collaborative experiences. 
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The research described in the ensuing chapters takes advantage of these new 

emerging technologies through the development of a system specifically designed to 

help architects in the initial stages of the design process. The JCAD-VR frarnework 

pursues the articulated vision of VR as an instrument developed to assist the 

participants in the design process - the professional or clicrit body - during these 

early stages. It is a collaborative design tool developed to ease the initial stage ofthe 
design process providing the capability to create 3D-shapes and to share them among 

the users in the virtual world. 

4.3 Justification of the Project 

As noted by Lawson (1990), design methodologists in tile past agreed oil the 

need for iterative cycles between several phases of the design process. From studies 

of designers' behaviour many authors observed that there were an indefinite number 

of return loops from the moments when the gathering of information and structuring 

of the design problem took place, known as analysis, to the time when design 

solutions were generated, known as synthesis (See Figure 4.3). 

Doci. ion Makinq P, u 
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Figure 4.3: The use of CAAD and VR in the traditional decision making process 

The development of JCAD-VR provides the designer with ail appropriate, 

quick and practical response to their need for iteration in their search for design 

solutions. Therefore JCAD-VR provides the means for a more effective use of VR at 

the very beginning of the decision making process thus helping architects bridge the 

gap between the analysis and synthesis phases (See Figure 4.4). 
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Figure 4.4: The role of JCAD-VR in the decision making process 

The development of the JCAD-VR framework proposes an innovative 

approach to deal with some important issues: 

* The use of VR in the early stages of the design process 

9 The traditional complexity of creating a VR environment 

* The lack of a VRAD tool specifically tailored for architects' needs 

9 Lack of true, synchronous collaboration in commercial CAAD packages. 

JCAD-VR was designed to tackle these issues through a number of characteristics 

and features: 

0 It is a system that proposes the use of VR technology at the early stages of the 

design process 

0 It is a user-friendly interactive environment that promotes a visual approach 

to design 

It is an application that combines the advantages of both VR and Computer 

Supported Cooperative Work (CSCW) systems. 

0 it supports communication through multimedia features 

0 It has an overall architecture that encourage synchronous collaboration 

It is intrinsically cross platform and hardware independent promoting 

platform portability. 
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4.3.1 The Choice of JavaTm as the Programming Language 

Due to the amount of flexibility required by the project the entire framework 

has been implemented in the multi-platform Object-Oriented Programming (OOP) 

language JavaTm (Sun Microsystems Inc., 2002a). As stated by Eckel (2000, p. 30) 

"all programming languages provide abstraction [ ... ] Assembly language is a small 

abstraction of the underlying machine. Many so-called 'imperative' languages that 
followed (such as Fortran, BASIC, and C) were abstractions of assembly language". 

Object-Oriented Programming (OOP) languages, such as JavaTm or C++, 

have introduced a new level of generalization. In contrast with traditional procedural 

languages where the level of abstraction provided still forces the programmer "to 

think in terms of the structure of the computer rather than the structure of the 

problem" (Eckel, 2000, p. 30) OOP languages help the user develop code in a 

manner that is closer to the mental process that the programmer would normally 

follow. 

As Eckel (2000, p. 3 1) notes, "the idea is that the program is allowed to adapt 
itself to the lingo of the problem by adding new types of objects, so when you read 

the code describing the solution, you're reading words that also express the problem. 
This is a more flexible and powerful language abstraction than what we've had 

before. Thus, OOP allows you to describe the problem in terms of the problem, 

rather than in terms of the computer where the solution will run". These objects are 

self-enclosing elements of the software that can be used to accomplish a certain task 

and whose mutually logical relationships with other objects significantly facilitates 

code development and efficiency through code reuse. 

More specifically, JavaTm is a last generation mature and complete Object- 

Oriented programming language that is extremely flexible and relatively easy to 

implement, deploy and maintain. It is intrinsically multi-platform and it supports 

multithreading and multiprocessing making it possible to develop programs that run 

on simple PCs as well as supercomputers (Sun Microsystems Inc., 2002a). 
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A number of features made JavaTm the perfect choice for the development of 

a VR-based multimedia collaborative environment such as JCAD-VF, these include 

its: 

a) Multi-platform nature 

b) Network-oriented architecture 

c) Easy database management 

d) Availability of existing APIs dealing with: 

" 3D Graphics through Java 3DTM (Sun Microsystems, 2002b) 

" Audio and video support and real-time network streamlng through 

JavaTm Media Framework (JMFTm) (Sun Microsystems, 2002d) 

Networking within standard JavaTm 2 Software Development Kit (Sun 

Microsystems, 2002c). 

Although it is sometimes less efficient in terms of performance if compared 

with other languages, the adoption of Javgm as the programming language offered 

great flexibility, true scalability and last but not least, complete multi-platform 

support. The system demonstrated JavaTm platform's independence successfully 

when tested in different configurations where PCs and Sgi workstations were 

concurrently used. The network-centric nature of JavaTm, and its multimedia 
integration and multi-processor support make it the obvious choice for the 
development of a real-time multimedia collaborative system. 

4.4 JCAD-VR: The Framework 

As described the overall JCAD-VR framework has been developed to allow 
dynamic interaction with the virtual environment during the early stages of the 

design process. The following paragraphs will provide an overview of the functions 

and of the architecture of both the overall framework and the working prototype. The 

description in this chapter provides a general picture of the system while specific 
details of the technical implementation will be provided in the following two 

chapters. 

104 



4.4.1 The Idea behind it 

JCAD-VR has been developed based on two main ideas: 

1. All the users present in the virtual world have to be able to share the very same 

virtual envirorunent in a "transparent fashion" 

2. Instead of being based on traditional WIMP (Window, Icon, Menu, Pointer), the 

Human-Computer Interface is part of the virtual world itself where each element 

of the HCI becomes an object belonging to the 3D world and so can be 

manipulated like any other entity within the environment: the HCI becomes a 
3D-HCI perceived as part of the virtual world itself. 

The first point results in the development of a collaborative architecture for 

the system. Every user that logs in can seamlessly interact with the environment, 

communicate with other users and manipulate objects while the system ensures that 

the enviromnent in the background is fully consistent across all the users. 

The second point has totally influenced the way the Human-Computer 

Interface has been developed. The implications of an interface that is a part of the. 

virtual world are twofold: 

1. From the technical point of view, once the interface has been designed, it 

becomes independent from the visualisation device used. The system can 

therefore be easily adapted for different devices by just rewriting the code 

that is handling the device. No matter whether the application is running on a 

simple screen, on a Reality CenterTm or linked to an HMD, the interface will 

always be consistent and placed in the virtual world where specified by the 

programmer. 

2. From a more theoretical point of view, the interface also becomes one of the 

elements of the virtual world and can therefore be treated like any other 

object in the virtual scene. Elements of the HCI such as panels, icons and 

rulers, are treated just like any other 3D entities within the VE. Each element 

can be moved or scaled according to the user's needs. The user interacts with 

the objects through elements of this interface such as arrows which are placed 
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to help them edit the object, and, feedback is provided through the visual 

modification of the same object in the scene. 

The result of this approach is that any object in the virtual environment can 
be replaced, dragged or re-scaled at the convenience of the user, regardless of 

whether it is something they created or whether it was created by someone else 

present in the virtual world. In addition the same direct approach is followed for the 

interface which becomes just another part of the environment contributing towards 

an increase in the feeling of presence. 

The 3D engine renders all the changes possible in the VE: movement of 

avatars, video conferencing streams rendered on 3D panels, textual communication 

through 3D chat, changing of the interface and most importantly, the creation and 

modification of objects created within JCAD-VR. 

4.4.2 System Features 

When JCAD-VR is initiated, the user is asked for a login name to be used to 

communicate within the virtual world, and through an options panel they decide 

which server to connect to and choose the server port (See Figure 4.5). In case no 

value is given the application can run in stand-alone mode. 

The user can also decide whether to initiate the system in single or multiple 

screen modes. The former is provided for standard computer screens whilst the latter 

has been custornised for the multi-projector Reality CenterTm used throughout the 

research. Finally from the initial panel it is also possible to activate or de-activate 

the video conferencing facilities and if video conferencing is activated then support 
for video capturing device recognition and checking is provided. 
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Figure 4.5: The initial panel and the option panel of JCAD-VR 

Once the system is initialised every window disappears freeing tile space for 

the 3D graphic user interface of the system and to the environment loaded during the 

start-up. A set of 3D menus and icons appears on the screen and throvigh them each 

user can interact with the system and with the other participants (See Figure 4.6). 

Through these menus it is possible to access a number of functions such as 

navigation and creation of objects. In the latter case a number of 3D shapes such as 

cones, boxes, spheres etc., and architectural objects such as walls, doors, windows 

etc., can be created and shared with other participants. An automatic procedure 

routinely checks for constraints and allows only the modifications that are possible. 

For instance, it will prevent a door being moved onto or too close to another door. A 

313-ruler and a 3D-panel close to the object constantly provide the user with feedback 

on the parameters that can be edited such as size, materials and cost. 
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Figure 4.6: The interface of JCAD-VR after the systein is started 

The user can translate, rotate and scale the objects in the environment III 

every direction through the visually simple dragging of the arrow representing the x, 

y or z axis. 

Users are represented in the environment through avatars labelled with their 

names and they can communicate through traditional chat as well as via voice and 

video conferencing or they can sketch freehand drawings on a shared electronic 

whiteboard. Moreover, due to its collaborative nature, any user can contribute to tile 

creation and manipulation of the environment. Every time a user changes an object 

the system automatically upgrades this object's geometry and/or position throughout 

the network and the new configuration is made available to all the users in the world. 

This raises the issue of the possible concurrent action on the same object by more 

than one user. An object locking mechanism, implemented in JCAD-VR, tackles this 

problem by ensuring that every time an object has been selected it becomes 

inaccessible for any other user until it has been released. 

Finally the system supports communication and interaction between users, it 

allows real synchronous collaborative design and it makes the design process a true 

multi-user collaborative experience. 

4.4.3 The Modular Approach 

The overall structure of the JCAD-VR system is shown in Figure 4.7. The 

system is divided into two different packages: a server and a client. 
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Following the Object-Oriented paradigm the architecture oI'JCAD-VR has 

been developed in a modular fashion. This has allowed scheduling of' the 

implementation of independent self-functioning modules, concurrent software 

development and ultimately the delivery of a working prototype as a functioning 

core. Simultaneously this ensures the future expandability of the system through the 

implementation of new modules. 

Each package is made of different units each containing one or more cores. 

Each core can be accessed through a number of modules that have a specific function 

within the main framework. 
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Figure 4.7: The JCAD-VR framework schema 

The adoption of this approach gives a very high level of flexibility to the 

overall architecture since specific functions can be included at different times 

without interfering with the general structure of the framework. Rather than 

developing a monolithic closed design system, the modular approach provides ready- 

to-use sub-systems dealing with different functions. This way of working is therefore 
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less error-prone, since it allows the control of independent sub-sections, it 

strengthens the general structure of the system and it brings extreme flexibility and 

expandability to the entire system. 

In the following paragraphs an overview of Figure 4.7 will be provided and 

the meaning of the different elements will be given. The set of hatched modules in 

the diagram represent modules not developed and of lower priority. They will be 

subject of the last chapter which discusses the conclusions and possible finther 

developments of the system. 

4.5 The Client-Server Architecture 

The system has been entirely developed around a client-server architecture 

where every user logs into a virtual world and starts sharing design tasks with other 

users in a concurrent and synchronous fashion. 

Each user can start a client application from a remote location and can log 

into the server software. Once the connection is established, if some other users are 

already present in the virtual world and have already created objects, they receive the 

data content describing the environment and they can start interacting with it. To do 

so, the user is provided with a set of tools to create and edit objects and to 

communicate with other users present in the virtual world. 

4.5.1 The Server 

The server application is the backbone of the collaborative features of JCAD- 

VR. It is the data-delivering unit that looks after the information to be broadcast 

between several client applications performing actions and queries through a TCP/IP 

network and relying on the server for receiving data updates. 

The server application is made of two cores (See Figure 4.7): the JCAD-VR 

Data Server which looks after the VE information to be broadcast, and the JCAD-VR 

Multimedia Server which streams audio and video for the video-conferencing tool. 

Both parts are closely linked to each other and they are seamlessly integrated to 

comprise the general server package. 

110 



As an independent part of the framework the server has an autonomous and 

simpler interface that provides primarily information about the network status. 

The intrinsic multi-platform nature of JCAD-VR, inherited from the language 

used to code it, allows the server to transmit data to a broad range of platforms, from 

normal PCs to a supercomputer running a Reality CenterTm. 

4.5.2 The Client 

The client is the application used to run the virtual environment. To do so two 

closely connected units have been developed (See Figure 4.7): a 3D unit and a 

services unit, each made of three different modules. Using the analogy of the human 

body the former could represent the heart while the latter could be considered the 

nervous system. 

The 3D unit is the broad part of the framework that handles all the 
information regarding the "visible" aspects of the virtual world. It is the logical 

container of three cores: geometry, interface and visual core. The first-includes the 

code necessary to create and modify geometric entities, the second to interact with 

the human computer interface and the third to deal with several different display 

devices. 

The services unit instead is the section of the framework that handles all the 
information regarding the management of the virtual world. It is the centre for the 

interconnection between users: it manages network connections and the exchange of 
data between users through a network core, it handles the sharing of the virtual 

environment through the sharing core and finally, through the database core, it 

keeps track of the state of the virtual world and it makes the retrieval of information 

possible about objects present in the scene. 

4.5.2.1 The Geometry Core 

The geometry core handles the creation of 2D and 3D objects. It permits the 

retrieval of 3D-objects present in- the library and it allows the creation of three- 

dimensional geometrical primitives such as cones, boxes and spheres. Il also allows 

the creation of more complex and specific architectural entities, referred to in the 
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following chapters as AEC (Architecture Engineering Construction) objects, for 

example walls, slabs, windows, and doors. 

Even though ftuther details will be provided in the following chapters it is 

worth mentioning the great difference between "simple" shapes and specific AEC 

objects. For instance, although a wall is essentially a box from the visualisation point 

of view the system treats it in a completely different way. In fact, while a box is just 

regarded as a simple shape without any extra qualities apart from low-level attributes 
like material or cost, the wall is considered as an entity with "topological" properties. 
First of all it is made of two different surfaces - the internal and external face - and of 

an internal core. Furthermore it can be the parent of another object - such as a 

window or a door - and therefore it can hold information of a different type such as 

the number of windows or doors attached to it and their relative position. 

The geometry module also provides the means for attaching materials to 

objects. These materials are stored, together with a number of 3D objects, in a library 

available to the user. 

4.5.2.2 Interface Core 

The interface core, as its name suggests, handles the Human-Computer 

Interface. As previously mentioned one of the main goals of the JCAD-VR 

framework was to achieve a transparent interface. The concept of transparency 

refers to the idea of an interface that is not detached from the 3D world but on the 

contrary is an integral part of it. As mentioned, instead of using traditional menus 

and toolbars, this 3D interface allows the user when immersed in an environment to 

find the means for the interaction within the VE itself. Therefore the user can interact 

through 3D widgets present in the virtual world which can be manipulated at their 

convenience just like any other object in the environment. 

Likewise visual feedback is also provided within the environment, for 

instance in the form of 3D-rulers showing the size of objects or 3D-icons showing 

the operation being performed on an object. 
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Due to the limited need for advanced settings, such as front or clipping 
distance, field of view etc., a traditional window-based control panel was provided to 

complete the interface for advanced visualization options. 

4.5.2.3 ViSual Core 

The visual core is the part of the framework that allows the interface with the 

visualization devices through display modules. The obvious computational 

constraints imposed by the use of different hardware is solved by creating a structure 
that is flexibly scalable which can also deliver images for a range of viewing devices, 

from the simple desktop monitor to the more complex tessellatcd screen for 

immersive environments. When JCAD-VR is loaded the user is asked to choose 

whether to work on a single screen or in a multiple screen mode and they can switch 
between these two modes according to the machine the application is running on. 

The adoption of a modular approach to the framework shows clearly its 

advantages in the development of these modules. In fact in response to the obvious 
hardware limits imposed by the use of different platforms, the system had to be 

written to be easily custornised to run on PCs as well as on the Sgi supercomputer. In 

the former the system runs on PCs whose video-card displays the virtual world on a 

traditional window or at full screen while in the latter JCAD-VR can take advantage 

of the 12-processors Sgi Onyx2 system which power the Reality CenterTm, 

ABACUS, in the University of Strathclyde, Glasgow (University of Strathclyde, 

2002). 

The modular architecture of JCAD-VR allowed the development of 
independent modules that can be easily customised to respond to the needs of each 

specific hardware configuration. Therefore when JCAD-VR is launched on the Sgi 

the display module customised to handle the Reality Centefrm can take advantage of 

the supercomputer's graphics power to run on a 5-metre wide 2-metre high, 

tessellated screen where 3 Barco projectors create a 160-degree panoramic image. In 

addition to this approach, other display modules might be easily adapted to allow use 

of different VR devices such as CAVEs or Head-Mounted Displays without 
interfering with the general structure of the system. 
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4.5.2.4 Network Core 

The network core connects the independently coded client and server 
packages of the framework providing the means for the transmission of information 

through a communication channel based on a TCP/IP network. 

To ensure communication between users, represented in the 3D world by 

avatars, different means are provided, from basic chat to voice and video 

conferencing. Freehand sketching in 2D is also possible through a shared electronic 

whiteboard. Every user can take advantage of the synchronous multimode 

communication media while working collaboratively on a design task. 

4.5.2.5 Sharing Core 

Like the network core the sharing core bonds clients and server through the 

exchange of numerical information. This part of the system broadcasts information 

about the objects present in the virtual environment and transmits actions and 

modifications performed on them thus providing much of the foundation for the 

collaborative features of the system. 

This core ensures network consistency through a distributed network-locking 

mechanism that attributes a unique number, consistent for all the users in the system, 

to any object created across the network and sets the user priority on selected objects. 
When a user selects an object, this becomes locked and an event is sent through the 

network to other users to prevent them accessing the object. Locked objects can no 
longer be chosen by other participants until they are unlocked. This mechanism does 

not allow more than one user to edit an object at the same time and it is designed in 

order to ensure consistency throughout the system. 

4.5.2.6 Database Core 

Finally the database core handles the internal database that keeps track of the 

creation or manipulation of objects in the virtual scene by all the users present in the 

environment. Through it the system can retrieve information on geometric primitives 

and materials, etc. The internal database is closely coupled with the network core. It 

does not only keep track of what is happening within the user's virtual world but 
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most importantly, upgrades through the network, the information broadcast by other 

users' internal databases. If for instance a new object is created or its status is 

changed, the system will upgrade the internal database of each user in real-time no 

matter who is performing the action on the object. 

Finally, for the convenience of the user, an 1/0 module allows storing and 

retrieval of the database content for the save/load operation. 

4.6 Delimitation of Scope 

The framework proposed in the previous pages tries to address the major 

issues of a collaborative VR-based design tool for architecture. Nevertheless a 

number of limitations narrow the scope of this framework, specifically: 

The implementation of the application is only at the prototype stage and it has 

to be considered as a proof of concept rather than a finished commercial 

package. 

In general the implementation of new tools was preferred and has been 

considered of greater scientific interest than the optimisation of already 

developed modules. 

The application has been specifically designed for architects and not for 

Virtual Reality experts therefore particular attention was paid to having a 
familiar graphical user interface and its ease of use. 

The research focuses on the early stages of the architectural design process 

thus the software application has been developed to be used during the 

conceptual modelling phase and not as an advanced modeller. 

e JCAD-VR is a tool to promote flexibility in design not a CAD/CAAD 

package and therefore it lacks the routines and algorithms that can handle 

complex geometries and solid modelling tools usually provided in 

commercial applications. The abstraction required at the first stage of the 

design process justifies the support for elementary shapes. 
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9 Although it has been shown to provide support for immersive and semi- 
immersive VR configurations, the implementation of the system as mainly a 
Desktop-VR application is justified by the collaborative nature of the system. 
The need to run several clients concurrently makes the Desktop-VR choice 
the only realistic approach for a feasible multi-user VR experience. 

As already mentioned, due to the evident complexity of the framework 

proposed, the developed prototype represents a limited, yet fully functioning, part of 

the main schema represented in Figure 4.7. Therefore the result should be considered 

as proof of the feasibility. of such an application for architecture. 

The previously mentioned shaded modules of Figure 4.7 represent modules 

with a lower priority which have not been developed and their further development 

will be subject of the last chapter of the thesis. An order of priority was imposed on 

the modules in order to deliver the most important or innovative features of the 

framework. In this way the overall system was provided with a substantial set of 
functions addressing all the main issues mentioned in the research and making the 

final prototype a fully functioning application. 

4.6.1 General Technical Issues 

From the technical point of view, the approach followed when programming 
JCAD-VR has mostly favoured functionality or user-friendliness over efficiency, 

both in the code and in the overall performance of the system. The choice could be 

surnmarised by stating that programming paradigms, as well as coding solutions, 
have been chosen to privilege the user's point of view rather than the absolutely 

perfect performance of the system. The choice has been justified by the ever- 
increasing power of the hardware that has brought the overall system to a satisfactory 
level of performance on most systems, well above the threshold of 30 frames per 

second. 

Further, the multi-platform nature of the JavaTm programming language has 

raised the issue of performance across different platforms and operative systems. The 

wide range of hardware configuration available across the number of platforms 

virtually supported by the system has lead to a choice in the optimisation of the code. 
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Due to its wider availability, and its achievemenf of excellent rendering performance 
the Windows platform was considered of greater importance to the scope of the 

project. In contrast a lower priority was given to the optimisation of the code for the 

Sgi Irix platf6rm, due to its range of hardware configurations, graphics subsystems 

and visualisation devices which would make it too limiting to use this particular 

configuration as the sole benchmark to evaluate the application. 

The different ways the JavaTm Virtual Machine (JVMTm) handles threads in 

Unix-based systems, together with the thread-related issues typical of multi- 

processor systems and the inefficiency of the Irix port of the JVMTm, specifically 

produced a lower, yet satisfactory, performance on the Sgi system used. In addition 

the system has not been fully tested using Linux and it has not been tested at all with 

the other supported operative systems such as Solaris, MacOs X, etc. 

The fact of the always-increasing number of new releases of JVMTm and of 

the APIs used by JCAD-VR might contribute to incompatibility issues. Therefore 

Appendix D has been reserved to specify the hardware and software used to fully test 

the application. 

4.7 Conclusions 

The multidisciplinary nature of this research was the opportunity to 

investigate collaborative design issues, the role of interfaces inside CAAD packages, 

the design process in the first stage of its conception, the use of Virtual Reality in 

architecture as a design tool, the issue of collaborative systems and finally a number 

of technical issues. 

As previously shown JCAD-VR proposes a user-centred prototype of a 

collaborative VR application where intuitiveness and control over the environment 

results in an innovative and more involving design experience. 

The following chapters will detail the development of the system, and they 

will focus on the part of the framework depicted in Figure 4.8 and will provide an in- 

depth view of its features and the technical solutions. 
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5 General Methodology and Implementation of the 

Server Package 

5.1 Introduction 

The previous chapter presented the general features of the JCAD-VR system 
introduced the framework and provided a description of the main software cores and 

modules. As shown in Chapter 4, JCAD-VR is a flexible and modular application 
that was implemented by developing independent modules and other parts of the 

software concurrently. This approach made it possible to have two main research 

efforts: the 3D interface and the network-based collaborative platform. The following 

two chapters will describe the development of the networking architecture of the 

system, including technical solutions and implementation choices. Chapter 5 will 
focus on the general introduction to the networking methodology and the server 

package, while Chapter 6 will present the client side of the networked application. 
This chapter will include comments on the methodology followed, a comprehensive 

overview of the software libraries used and the software architecture of the server 

core of the system. Several diagrams will help in explaining in detail the technical 

solutions for developing the system and will help to minimise the need to examine 
the less understandable underlying source code. Hughes et al., (1997) inspired the 

graphic convention for these diagrams. 

5.2 Justification of the Methodology and Technical Choices 

JCAD-VR is an original application designed specifically to address the use 

of VR in collaborative design. This particular approach was preferred to the adoption 

of existing complex CVE platforms (See Section 3.4.4) covering all the requirements 

of setting up of a CVE but forcing the programmers to extend their system's features 

using their programming languages. In addition the development of the JCAD-VR 

application was the opportunity to build an original framework and to address 

theoretical as well as technical issues which were specific to the needs of architects. 
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The Collaborative unit of JCAD-VR, together with the rest of the software, 

was implemented entirely in JavaTm language. The choice of a JavaTm-based network 

system was based on its suitability for networked applications programming and its 

portability. Historically, network programming has been difficult, error-prone, and 

complex due to the various layers of the networking protocol and the multitude of 
different functions in each library (Eckel, 2000). Procedures such as handshaking, 

connecting, packing and unpacking data and finally transmitting data over the 

network had to be individually handled by programmers. JavaTm language allows the 

abstraction of the underlying form of the network making the implementation of an 

application more efficient and less time consuming. Also the core Application 

Programming Interface (API) of JavaTm provides a number of standard classes, or 
data types which describe a set of objects having identical characteristics and 
behaviors (Eckel, 2000), and this allows access to networking protocols across a 

number of platforms. Since JCAD-VR is a collaborative VR application letting a 

number of clients from different remote locations work together on design tasks, it 

has to support flexibility in computer configurations and portability to the various 

platforms, which makes JavaTm the most suitable language for implementing this 

networking architecture. 

The collaborative unit of JCAD-VR is based on a server/client framework, 

which consists of a multithreaded server broadcasting data to a number of users, and 

on a client application that manages a world database, containing information about 

the VE while receiving updates of data from the server. The choice of a server/client 

architecture, instead of peer-to-peer connections, was mainly due to the degree of 

control that it permits over the whole application, especially in a multi-client context. 
A peer-to-peer approach requires a large number of connections to allow the multiple 

clients to transmit data among themselves, as it aims to establish communication 

with one computer at a time. Furthermore the server manages client connections and 

transmission in a centralized manner, with all the distinct components of the 

application communicating over a single communications channel (See Figure 5.1). 
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Figure 5.1: Peer-to-Peer networking architecture versus Server/Client 

architecture 

On the use of a client/server approach for distributed applications, Macedonia 

et al. (1994) suggest that in dynamic large scale worlds servers can become 

"bottlenecks" for the application increasing the inherent latency of the virtual 

environment. This becomes crucial in large distributed virtual applications, such as 

military simulators described in Chapter 3 (See Section 3.4.1). By contrast JCAD- 

VR is a small scale multi-user application, it has been designed for relatively small 

groups of users and since each client holds data about the virtual world locally, the 

server broadcasts much smaller messages to update their databases, resulting in a 

relatively use of the underlying networking channel. 

In choosing the communication channel that eventually allows transmission 

of data through various transport protocols with various characteristics, the TCPAP 

approach was adopted for the general transmission of data and the UDP protocol was 

restricted to the transmission of audio and video. The TCPAP infrastructure is 

organized on several levels, in which the lowest is the Internet Protocol (IP). IP 

handles addressing and routing and its packets can be sent over different media, such 

as the Ethernet, telephone lines, or by fibre optics. At the upper level of the 

infrastructure is the Transmission Control Protocol (TCP) that allows the reliable 

transmission of byte streams through which software applications can establish the 

connection and send and receive data. TCP handles the task of breaking the stream 

of data into smaller portions before being sent, operates checksums to ensure no data 

is missing, sorts received packets ensuring their correct order, performs 
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retransmission requests for missing packets and has control over the communication 
flow. TCP guarantees data integrity and it checks all the phases of the network 

connection. As it allows secure transfer of data TCP is the protocol most used for 

Internet applications, therefore it was employed within the JCAD-VR prototype. 

User Datagram Protocol (UDP) is also located on the IP layer but its 

characteristics are very different from those of TCP since it provides an unreliable 

way of sending packets, which are called datagrarns. The datagrams sent are not 

guaranteed to be received and neither checks nor retransmission requests in case of 

missing of data are performed. Although UDP permits only this unreliable form of 

transmission of data, if compýred with the other protocol, it has some advantages 

when dealing with significant quantities of data, such as in the case of the real time 

transmission of audio and video. TCP therefore performs all the controlling and 

checking of data flow adding considerably to the network transmission while UDP 

packets do not contribute to the congestion. If problems arise some packets would 

simply be droped from the transmission. The use of UDP is limited to self-contained 

transmissions of data where no assumption of the receipt of previous data is required 
because in the case of missing datagrams consistency in the data received is still 

assured. Because of these characteristics UDP is often used when significant network 

traffic and large amount of transmitted data are involved, such as in the case of audio 

and video streaming for the videoconferencing in the JCAD-VR application. 

5.3 Overview of the APIs used 

The collaborative unit of JCAD-VR was implemented using the standard API 

of JavaTm Software Development Kit (SDK) (See Sections 4.3.1 and 5.2), the 

Prominence library and the JavaTm Media Framework (JMFTm) API. 

The Prominence library is a network specific collection of classes, written in 

JavaTm, that include a generic server/client framework for collaborative applications 

(Hughes et al., 1997). This library provided a flexible collaborative platform that was 

at the base of the development of the server/client architecture of JCAD-VR. 

JMFrm was used in this case to develop the video-conferencing module of the 

JCAD-VR application, since it provides a unified architecture and messaging 
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protocol for managing the acquisition, processing, and delivery of time-based media 
data such as audio and video streams (JMFTm, 2002). 

The Prominence library and the JMFTm API will be described in more detail 

in the following sections. 

5.3.1 Prominence Library 

The standard JavaTm API provides several classes for general streaming of 
data but these are not readily available to perform the higher level of operations 

common to server/client communications. Prominence Dot Com, a company that 

develops and markets JavaTm-based Internet products designed the Prominence 

library to facilitate the development of server/client architectures for collaborative 

applications in the JavaTm environment (Hughes et al., 1997). This provides the 

programmer with filter streams to ease advanced networking issues, such as the 

handling of message headers, of placing stream messages into queues for later 

processing, of routing messages to named recipients and it was especially useful 

multiplexing and demultiplexing capabilities. In addition the Prominence library 

provides a readily available and easily extendible server/client framework using this 

new library of network streams. 

The next three sections will describe the qualities of message streams data 

encapsulation, of multiplexing and demultiplexing message streams, and it will 
introduce the general server/client framework included in the Prominence library. 

5.3.1.1 Message Streams 

Many applications communicate through "conceptual packets" (Hughes et al., 
1997, p. 230) where the server and the transmitted data can be seen as a "self- 

contained unit" (Hughes et al., 1997, p. 230). In other words many applications do 

not need a byte-stream communication channel such as the one provided by TCP 

(See Section 5.2), but they require self-contained independent data packets carrying 
information of their origin. This approach is essential when the server has to deal 

with many client applications concurrently and since it receives data from different 
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sources, using standard streaming classes, the risk of mixing data from different 

messages is increased (See Figure 5.2). 
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Figure 5.2: Encapsulation of discrete packets of information minimises the risk 

of mixing data from different data sources (Hughes et al., 1997, p. 230) 

UDP (See Section 5.2) provides a packet-based transport mechanism but 

unlike TCP, it does not guarantee the recipient receives the data content. Therefore 

because in TCP the creation of packets is not automatic, it has to be performed 

manually specifying a unit of information, or packet, to be sent and it is necessary to 

assure that these are sent separately. Message streams, developed in Prominence 

library, allow message-based communication of arbitrary size and data format for 

complex multi-user networked applications. Further, the encapsulation of messages 
into discrete packets rather than just transmitting a continuous stream of data brings 

significant advantages to the communication. Advantages include the possibility to 

transmit several distinct messages using a single communication channel and the fact 

that errors in a single message do not spread to the subsequent messages (See Figure 

5.3). In addition, without encapsulation, if we assume that every message is 

formatted in the same way, in the case of wrong data formats the system cannot solve 
the problem and so it spreads to the subsequent messages affecting the entire data 

transmission. While using encapsulation, since messages are extracted separately, the 

problem is limited to only the message with the wrong data format. 

Finally encapsulation also hides network failures and assures data 

consistency, for instance in the case of network problems during the transmission of 

a message, the received part of the message will simply be discarded without causing 

the interrupted delivery of the rest of the message. 
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Figure 5.3: Encapsulation prevents errors in particular messages affecting 

subsequent messages thus minimising problems In networking communication 
(Hughes et al., 1997, p. 231) 

The Prominence library provides encapsulation by introducing the abstract 

classes MessageOutput and MessageInput streams (Hughes et al., 1997, p. -232), and 

then by implementing specific classes according to the particular communication 

needs. An abstract class, in JavaTm language, is an empty class that defines its 

general internal architecture, including the declaration of all its internal routines, or 

methods, without providing exact definitions of the methods functions. In other 

words it is a common interface that can be expressed differently for each subtype that 

extends it, but it does not provide any particular implementation. It also defines 

abstract methods that are incomplete by having only "declarations but not method 

body" (Eckel, 2000, p. 326) which means that they are empty. 

Therefore MessageOutput is a superclass of Prominence message output 

streams and it extends the standard DataOutputStream class of JavaTm by including 

all its commonly required methods while adding some completely new ones. 
MessageOutput operates encapsulation of messages into packets by attaching a 
header to the message body thus, as Hughes et al., (1997, p. 232) define it, it is "an 

encapsulation wrapper for a DataOutputStream". In practise messages are buffered 

until the call to its send method is performed and then this attaches the header, 

sending the message and resetting the buffer (See Figure 5.4). 

The header can be of different fon-nats, depending on the particular subtype, 

and it provides information for the extraction of messages from the data packets. For 

instance a simple implementation, the header carries information on the length of the 
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message body or, in a more sophisticated implementation such as III multiplexed 

streams, it transmits information on the application that originated the data. 

Data stmd() mellsages 
T-I-. -I-ký t7pw-ý 

Figure 5.4: MessageOutput encapsulates messages into packets through its send 

method (Hughes et al., 1997, p. 232) 

While MessageOutput provides a common interface for message output 

streams, MessageInput is a superclass for all the input message streams of 
Prominence library. A message input stream perforrns decapsulation of messages 

from the network stream and presents the extracted data to an application. It extends 

the standard JavaTm DatalnputStream class by adding a receive routine to the usual 

methods of this class (See Figure 5.5). 

MeS5ages Data 

maggagainpw --I 

Figure 5.5: Messagelnput decapsulates messages from data packets through its 

receive method (Hughes et al., 1997, p. 234) 

This new method waits "until a complete message has been received, 

unwraps the body of the message from the header, and then makes the message body 

available for reading" (Hughes et al., 1997, p. 233). In effect, the meeive method 

receives a packet from the stream, opens it and makes its content available for the 

application. 

As described MessageOutpul and MessageInput cannot be used but they have 

to be implemented in some form in order to fill their empty methods of specific 
functions. Within the Prominence library there are a number of specific 
implementations including classes allowing the queuing of messages, routing and 

most importantly allowing multiplexing mechanism. The next section will describe 

in detail multiplexing and demultiplexing streams and will provide basic information 

on the management of networking for concurrent multi-application software. 
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5.3.1.2 Multiplexing and Demultiplexing Message Streams 

In general collaborative software allowing concurrent work involves the 

development of a number of applications, or tools, that are linked via 

communications channels to their equivalent remote applications. For instance, every 

time a participant is working collaboratively using a tool, their actions are notified to 

all the remote clients by modifications to the tools of the same type. In practise every 

user's action is able to send a certain type of data convenient for that kind of tool, 

through a communication channel, while the same tool, at remote locations, is ready 

to receive data of a suitable typology carrying infon-nation about remote users' 

actions (See Figure 5.6). Once the data has been received its content is translated into 

a chant-w of stattis of the tool and the remote users' actions are theii visualized. 

Communication Channels 

Figure 5.6: Communication among remote applications within a collaborative 

software involves sending and receiving of predefined types of data through 

communication channels 

As shown Prominence library offers a number of network streams with more 

advanced capabilities than the standard Java TM classes. Among these are the 

multiplexing and demultiplexing message streams that extend the MessageOutpul 

and MessageInput superclasses of Section 5.3.1.1 bringing significant advantages to 

the standard classes allowing the development of complex networked applications. 

In the Collins concise English dictionary (1982, p. 740) multiplex means "The 

use of a common communications channel for sending two or more messages or 

signals". The purpose of multiplexing is therefore in order to enable several 

independent components, applications or tools of a client to communicate through a 

single communication channel (See Figure 5.7). 
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Figure 5.7: Multiplexing allows the connection of two or more tools using the 

same communication channel 

In particular, multiplexing is based on the concept of adding a header, or 
label, specifying its origin at the beginning of every message before sending it to the 

communication channel through a MessageOutpul strearn. The 

MultiplexingOutputStream is the class that specifically deals with this labelling 

mechanism and it has its symmetrical opposite in the MultiplexingInputStreant class, 

which extracts multiplexing headers from each message received through a 

Messagelnput. Figure 5.8 shows the multiplexing and demultiplexing routines and 

depicts the path that the client's messages have to follow in order to be received by 

remote participants. 

Figure 5.8: Multiplexing and Demultiplexing processes are based on the 

insertion of headers at the beginning of the packets to be streamed 

Messages from each of the client's applications, shown in the figure as a 

sketch application and a chat board, have arbitrary application-specific labels added, 

SK for the sketch and Chat for the chat board, and then they are sent through a 
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message output stream to the underlying network. On the recipient side, these 

messages are received through a message input stream class and they are passed to 

the MulfiplexingInputStream which will eventually, when coupled with a 
demultiplexer, extract the label from each message and deliver the content to the 

appropriate tool. 

In conclusion, by following these simple steps, the multiplexing and 
demultiplexing classes allow data, originated by multiple tools, to be streamed 
through a unique communications channel offering increased flexibility to the 

network. 

The Prominence library, apart from the message streams just discussed, offers 

a complete multipurpose server/client framework based on the multiplexing 

approach. This framework makes the management of the streaming of data 

significantly easier especially when the software is designed to allow many types of 

collaboration through a number of tools. The following section will examine this by 

outlining the general architecture of the server/client framework included in 

Prominence library, therefore providing a general description of the basis of the 

JCAD-VR networking system that originated from it. 

5.3.1.3 Server-Client Architecture 

The multipurpose server/client framework of the Prominence Library is based 

on a multithreaded server coupled with a generic client. Starting from the server 

package, it has two main classes: the main server, called GenericServer, and a class 
dedicated to the communication with each client, called ChatSystemHandler. 

The GenericServer class deals with the opening of network sockets, it accepts 

connections from clients, it keeps a list of all the currently connected users and most 
importantly, it creates a new handler of the ChatSystemHandler class for each new 

client. This handler is then responsible for dealing with a particular client and it has 

the specific role of processing all its communications. Figure 5.9 shows the general 

architecture of the multithreaded GenericServer with the communications, which 
have been already established, conducted through handlers to the 
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ChatSystemHandler class. The connection of a new client makes the GenericServer 

create a new handler and start an independent process. 

Figure 5.9: The GenerieServer framework, image adapted from Hughes et al., 
(1997, p. 289) 

The ChatýystemHandler class has the important role of prooessing client 

connections, separately from the main thread used by the server, hence it fon-ns the 

basis of the multithreaded structure of the server. In addition every new client 

connecting to the server sends a username that is checked by the ChatSvstenillandler 

in order to verify if it is already in use. Once the checking is successfully completed, 

the communication proceeds using the message streams discussed in Section 5.3.1.1 

and 5.3.1.2. Figure 5.10 shows the internal architecture of the ChatSystentHandler 

class and the following list will help in clarifying the path that all the messages 

follow within the class before being sent to the client: 

1. The RoutingInputStreani, which allows the routing of messages to specified 

clients, receives as input an array of possible final targets from the multiplexed 

stream sent by the client. 

2. The message is then passed to a Multiplex OutputStreanz that attaches a header 

giving the name of the client that sent the message. 

3. The message is temporarily stored in a hashtable, titled "routes" in Figure 5.10 

that is a bidimensional data container linking a content to a key identifying it, in 

this case the clients' names. This hashtable is shared among all the handlers of 

the ChatSystemHandler. In practise the hashtable represents the repository of all 

the communication content between the clients and the server. In short, "routes" 

stores the data content transmitted by all the clients sorted in temporal order, 

together with the client's name that sent the message. This hashtable is also 
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synchronized in order to prevent concurrent access to its contents by more than 

one handler at a time. 

4. The messages stored in "routes" that are still multiplexed, are finally sent to the 

queue waiting to be streamed back to the client. Messages transmitted by the 

client are excluded from this phase. 

Figure 5.10: The ChatSystemHandler class, image adapted from Hughes et al., 
(1997, p. 315) 

Each client's handler autonomously follows this procedure only sharing with 

the other clients the hashtable that holds the entire contents of the communication 
between server and clients. Note that the communication is kept generallsed and the 

server is not aware of the exact content of the information since demultiplexing is 

never perforined within the server package. 

Finally ChatSysteinHandle? - is responsible for performing the transmission to 

the joining participants of a list containing all the currently connected users and it 

announces joining or leaving clients. 

Included in the client side of the Prominence framework, is the 

ChatSystem Client class that perforrns the network and stream set-up for those clients 

wishing to communicate with the GenericServer, and also the ChatClient interface, 

or the client's tools base class, that must be implemented by any client's tools 

wishing to join the server/client architecture. 

The ChalSystemClient class will first of all open a socket connection with the 

server and then attempts to register the client's username. Once the server has 
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successfully performed the username registration, the ChatSystenzClient class creates 

communication streams for the specified client's tools. 

Figure 5.11: The ChatSystemClient class, image adapted from Hughes et al., 
(1997, p. 316) 

Figure 5.11 shows the path that messages have to follow from each client's 

tool to the network and vice versa and the following list describes it step by step: 

1. A hashtable, called "registry" in the figure, is created to map multiplex labels to 

registered client tools and each tool receives a MultiplexOutputStream to 

communicate. 

2. Multiplexed messages are wrapped in RoulingOutputStream messages thus 

allowing the client to route them to specific users. 

3. A queue temporarily stores the messages before being delivered. 

4. The messages are finally sent to the server using a routine called 
GenericMessageCopier in the figure. It copies messages from the queue and 

sends them out to the network through a MessageOutput stream. 

5. Concurrently a MultiplexlnputStream receives incoming messages from the 

server, extracts the initial header with the client's name and then passes the 

packet to another MultiplexInputSlream. Coupled with a demultiplexer this strips 

the second header indicating the too]. 

6. The crude message and the label indicating the tool are now checked against the 

"registry" hashtable, which holds a list of all the client's tools, and the message is 

finally sent to the appropriate application. 
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All the client's tools must implement the ChatClient interface in order to be 

included in the client framework. The interface specifies methods for 

ChatSystem Client to set message streams for the communication. In particular 

message streams are assigned to: 

1. The client's too] in order to send messages 

2. Receive messages from the server 

3. Disconnect the client from the communication, this implies ceasing the 

communication over the assigned message stream. 

The ChatClient interface therefore deals with the management of all the 

incoming and outcoming messages from the tool, without showing the underlying 

architecture of the ChatSystem Client class. 

Figure 5.12 and Figure 5.13 show the overall server/client architecture and 

the use of different types of message streams according to the needs of both the 

server and client. 

The use of GenericServer and the relative client mininilses the need to handle 

low-level networking issues for the implementation of collaborative applications. In 

addition Prominence library provides the programmer with a full range of classes 

that makes the development of networked applications easier and allows the effort to 

be focused only on the development and optimisation of the features of the shared 

applications and their related issues. 

Direct Unk Internet 
peer Communication Recipient names K- 

Tool name: Sender_name 
--------------- 

Figure 5.12: Use of several filtered streams in the server/client architecture 
(Hughes et al., 1997, p. 314) 
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Figure 5.13: The sequence of various message streams in the server/client 

framework, image adapted from Hughes et al., (1997, p. 314) 

5.3.2 JavaTMMedia Framework API 

JMFTm 2.0 is an additional package of Java, rm 2 SDK designed by Sun 

Microsystems, Inc. and IBM Corporation, which provides the user with a ready to 

use library for the deliver and rendering of synchronized data. It enables audio, video 

and other time-based media to be added to JavaTm applications and applets, allowing 

the capturing, playback, streaming and transcode of multiple media formats. In 

particular JMFTM includes dedicated APIs for accessing and managing the Real-Time 

Transport Protocol (RTP). This enables the transmission and reception of real-time 

media streams across the network and the implementation of conferencing 

applications in JavaTM. Figure 5.14 shows the layer structure of the APIs and the 

general architecture of JMFTM, including the RTP APIs and plug-ins. 

The following section will discuss in further detail the most important 

features of RTP APIs. 
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Figure 5.14: High-level 3MFIIm RTP architecture (JMF"m, 2002) 

5.3.2.1 Real-Time Transport Protocol 

An important aspect of streaming real-time multimedia data over the network 
is that clients must be able to play the received media streams while the process of' 
downloading is still in progress and a stream might not even have a predefined 
duration. Real-time transmission will also very often require significant use of 

network bandwidth. The approach used for streaming real-time data therefore will 
differ from the one used for transmitting static data, such as files, where the concern 

is mainly whether all the data has arrived at its final destination. In addition real-time 

transmission gives priority to the speed of the streaming regardless of any eventual 
loss of data. These specific requirements are achieved by the use of different 

networking protocols other than the usual TCP (See Section 5.2). The RTP protocol, 

a product of the AVT working group of the Internet Engineering Task Force (IETF) 

(RTP, 2002), is now the Internet standard for transporting real-time data such as 

audio and video. RTP is network and transport-protocol independent but it is often 

used over UDP (See Section 5.2) since the latter performs less checking on the data 

achieving higher transmission rates. Data packets sent via RTP are not guaranteed to 

be received therefore the receiver has to perforrn checks for data loss and has to 

reconstruct the correct order of the data packets. To make these tasks easier RTP is 

augmented by a control protocol, called RTP Control Protocol (RTCP) (RTP, 2002), 

which allows monitoring of the quality of the data distribution, permits retrieval of 

information about the data source and provides statistics on the transmission of data. 
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Real-Tme Media Frameworks and Applications 
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Figure 5.15: The RTP architecture (JMFrm, 2002) 

Finally RTP synchronizes media streams from different data sources thus 

allowing for instance the transmission of audio and video that have been captured 

from live sources of data such as microphones and digital cameras. This last feature 

makes RTP the perfect protocol for streaming data for video-conferencing 

applications. 

5.4 The Network Package and its Implementation 

Chapter 4 introduced the JCAD-VR framework and offered a general 

overview of the JCAD-VR networking architecture and its main features. The last 

sections of this chapter and all of chapter 6 will discuss in detail Its Implementat'011 

also in conjunction with the APIs and libraries described in Section 5.3.1 and Section 

5.3.2. 

Figure 5.16 illustrates the part of the JCAD-VR framework relating to the 

networking architecture and it shows the separate features of both the server and 

client packages. This section and Chapter 6 will present the server side of the system 

first and then the client application. 

In general terrns the JCAD-VR networking system extents and custormses the 

server/client framework included in the Prominence library. Its low-level architecture 

is based on the Prominence library but JCAD-VR adds several original features to it 

and includes a networking architecture dedicated to video conferencing based on the 

JMFTm API. 
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Figure 5.16: The JCAD_VR networking system extracted from the general 

JCAD-VR framework 

The following section will offer a comprehensive explanation of the server 

package. To make the description easier its architecture will be illustrated through a 

series of graphs. 

5.5 Implementation of the Server Core 

Figure 5.16 shows the server and its components: a data server, called JCAD- 

VR Server, and a multimedia server, called JCAD-VR Media Server. JCAD-VR 

Server deals with the management of all the client connections, together with the 

transmission of geometrical information and it broadcasts data for the collaborative 

tools. On the multimedia side, the. JCAD-VR MediaServer handles the streaming of 

audio and video for the video-conferencing tool. Both servers are closely linked to 
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each other and they are seamlessly integrated to forrn the general server package. 

Figure 5.17 illustrates the initial steps that establish the communication between 

clients and the server. The first two steps constitute the creation of network sockets 

and the aperture of a network connection between a client and the JCAD-VR Server. 

Once the connection has been successfully established in step three, JCAD-VR 

Server fires an event to the JCAD- VR Media Server that initialises its components for 

the transmission of audio and video. Step four shows both servers finally 

broadcasting data and audio/video streams to the clients. As illustrated in Figure 

5.17, note that the server is able to broadcast information to normal computers as 

well as to supercomputers powering a Reality Center TM , due to its multi-platforni 

Java Tm-based architecture (See Section 4.3.1 ). 

CLIENT 

CLIENT 

REALITY CENTRE 
WENT 

DATAI MEDIA SERVERs 

CLIENT CLIENT 

CLIENT/SERVER 

HAND-SHAKING 

MULTITHREADED 
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WITH JCAD-VR 
MEDIA SERVER 

BROADCASTING 
DATA AND 

AUDIO/VIDEO 
STREAMS 

Figure 5.17: This sequence illustrates the initial phases of the communication 

between the clients and the server 
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The next sections introduce the software architecture of JCAD- VR Server and 

JCAD-VR Media Server describing their specific features in detail. 
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5.5.1 JCAD-VR Server 

The JCAD-VR Server package is responsible f6i the transmission ot'data and 

geometrical information for upgrading both the Virtual Environment and the clients' 

collaborative tools. 

It is based on the JCAD_ VRSystemServerABA CUS and the 

ystemHandlerABACUS classes and on its simple Graphic User Interface JCAD VRS 

(GUI). Figure 5.18 shows the internal relationship of its classes, the graphic user 

interface and the underlying network. 

-- 

H 

1]; 

fflPME NFTWORK 

Figure 5.18: The JCAD-VR Server package with its internal classes and GUI 

ServerInterface (GUI) is the class that deals with the graphic user interface of 

the server and it allows the user to access and start the internal classes of the 

package. This class will be discussed in Section 5.5.1.1 and the GUI of the server 

will be described in detail. 

The JCAD VRS ystemServerABACUS class, (abbreviated to JCAD-VRServer 

in Figure 5.18), is called by the ServerInterface class and it extends the 

GenericServer of the Prominence library (See Section 5.3.1.3). This class asks for a 

server port through which it establishes the initial connection with the network that 

preparates the server for establishing communication with incoming clients. 

Moreover JCAD_VRSystemServerABACUS makes calls to the JCAD-VR Media 

- 
ystemHandlerABACUS, (titled JCAD-VRHandler Server package and to JCAD VRS 

in Figure 5.18), passing information on the newly established clients' streams. All 
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the necessary operations to manage the transmission of data are then handled by the 

inherited GenericServer methods of the Prominence library. 

- ystemHandlerABA CUS is responsible for processing the messages JCADý VRS 

coming from the client through the methods inherited from the ChatSystemHandler 

class (See Section 5.3.1.3), and it also extends these methods by adding new features. 

I The internal architecture of the class, see Figure 5.19, is described as follows: 

ystemServerABACUS when a new client has 1. The class is called by JCAD VRS 

established the connection with the server. The client, before starting the 

normal transmission of data, sends their username and IP address and these 

are received by the handler through a DataInputStream. 

ystemHandlerABACUS checks the received username against the 2. JCAD VRS 

64routes" hashtable (See Section 5.3.1.3), which contains the list of connected 

clients, in order to assure that other users have not used the same login name. 

This checking routine, performed by the accept method (shown in Figure 

5.19), results in two possible scenarios: 

e The username is already in use therefore accept sends a false boolean 

value to the client through a DataOutputStream notifying that the 

connection has been refused. 

The checking has been successful, the client's username is included in 

44routes" and the inherited methods of the ChatSystemHandler class (See 

Section 5.3.1-3) prepare their components to process the messages 

coming from the client. 

3. Once the client has been accepted, the NexthandlerNum method defines a 

name for the new thread that will be responsible for handling all the messages 

coming from the new client as an independent process,. This method 

performs a routine that attaches a number from I to 99, to the new thread. 

This number is also the client's identification number, ID, and it is sent back 

to the client, together with the notification of acceptance, through a 

DataOutputStream. The NexthandlerNum method also sends an event, 

ServerUserEvent, to JCAD-VR MediaServer with information on the status of 
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the client, for example if they are connected or disconnected, their usernanie, 

IP address and ID number. 

4. Both username and IP address are finally sent to the Serverlnfeýfýcc class that 

manages the GUI of the server and holds the lists of clients connected 

together with their IP addresses. 

ED-: VR ; edi 
I ServerUsefLi 

Username I IP add; ess 
List Li ,I 

Figure 5.19: The internal architecture of 3CAD_VRSystemHandlerABACUS 

As in GenericServer and ChatSystemHandler classes (See Section 5.3.1.3), 

the JCAD-VR Server is not aware of the data content received from the client since 

the streams are managed at a high level. The type of data that is transmitted and its 

composition will be illustrated in detail in Chapter 6 with a description of the client 

side of the network package of JCAD-VR. 

The following section will complete the descnption of the JCAD-VR Server 

package illustrating its GUI. 

5.5.1.1 GUI 

The ServerInterface class extends the JFrame class that is part of the standard 

Swing package of JavaTM. Swing offers a number of custornisable classes to help 

implement the GUI of a JavaTm application including the JFrame class, which is used 

as container of GUI elements, i. e. buttons, tables, menus etc. (Eckel, 2000). 
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The ServerInterface class is responsible for commanding important functions 

of the server including the initialisation of its components and the opening of the 

connection with the network. Visually its window is divided into four main areas 

(See Figure 5.20): 
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Figure 5.20: The GUI of the server consists of four areas, each with different 

functions 

I. Area I allows the user to check the connection status of the server and it 

shows the server port currently used to communicate with the network. 

2. Area 2 contains a table that holds lists of connected clients and their IP 

addresses. 

3. The menu bar includes the three following choices: 

a. File: it accesses the Exit dialog that allows the user to close the server 

and to quit its GUL 

b. Connection: it contains three options, Start Server to start the 

communication, Close Server to close the communication without 

exiting the GUI and Choose port that has a default value of 8080. This 

allows the user to specify another server port through a server settings 

dialog (See Figure 5.2 1). 

c. Help: it provides information about the server package and the 

contact details of the JCAD-VR authors (See Figure 5.22). 
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4. In area 4 are the video settings for the JCAD-VR Media Server package. A 

radio button and a slider allow the user to set the resolution and the 

compression quality of the video streamed by the server. 

Set (lie sawir PDFI --------- 

r 

Figure 5.21: A screenshot of the Server Settings dialog, which allows the user to 

specify the server port for the communication 
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Figure 5.22: A screenshot of the Info panel that provides general information 

about the JCAD-VR Server package and the contact details of the authors 

5.5.2 JCAD-VR Media Server 

The JCAD-VR Media Server package is responsible for broadcasting audio 

and video streams for the video conferencing tool of JCAD-VR. 

It is based on two types of classes: the first type handles the transmission of 

RTP streams (See Section 5.3.2.1) and includes the A VReceiver and A VTransmitter 

classes, while the second type includes "service" classes such as MediaServer and 

Broadcaster, which manage and organise the transfer of the streams from a particular 

client to the correct recipients. In other words the former classes allow the input and 

output of data streams and the setting up of RTP connections, while the latter 

administer the data to the right clients. 

A VReceiver and A VTranmitter are custornised versions of classes developed 

by Sun Microsystems, Inc. to make use of video conferencing tools easier. 
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Implementing RTP sessions with several distributed clients and streams can be a 

tedious and complicated task but JMFTM (See Section 5.3.2) provides readily 

available and easily extendible solutions to the management of video conferencing 

applications. In particular AVReceiver deals with the reception of incoming 

audio/video streams, while A VTranmitter sends audio and video streams out to the 

underlying network. 

Figure 5.23 shows the whole server architecture of JCAD-VR emphasising 

the relationships between the classes of the JCAD-VR Server package, oil the left of 

the figure, and of the JCAD- VR Media Server, on the right. 

IL 
JMF"' 

Figure 5.23: The server architecture with the JCAD-VR Server package, (left), 

and JCAD-VR Media Server package, (right) 

ystemServerABA CUS class, (titled JCAD-VRServer in Figure The JCAD VRS 

5.23), Is part of the JCAD-VR Server package (See Section 5.5.1), and is responsible 

for calling the MediaServer class of the JCAD- VR Media Server package once a new 

client has asked for connection to the server. Then the 

ystemHandlerABACUS, (titled JCAD-VRHandler in Figure 5.23), JCAD VRS 

perforins the username check, establishes the network connection with the new client 

and finally sends an event, (titled ServerUserEvent). When this arrives at the 

MediaServer it makes it start the procedures to receive and transmit audio/video 

streams from/to the clients. As already mentioned in Section 5.5.1.1, the 

ServerInterface contains the GUI video settings for the JCAD- VR Media Server 
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package. Specifically a radio button permits the user to set the resolution of the 

video, while a slider regulates its compression quality. The A VTransmitter class of 

the JCAD- VR Media Server then sends out these video streams. 

The internal architecture of the JCAD- VR Media Server package is illustrated 

in further detail in Figure 5.24. The description of its internal classes will follow this 

logical progression: 

1. The MediaServer class listens for notification of connections or 
disconnections of users through the ServerUserEvent sent by the JCAD-VR 

Server package. 

2. In order to connect a new client, MediaServer assigns the network ports to the 

new user. To receive and transmit streams it then calls the A VReceiver class 

providing it with information on the new client, for example ID number, IP 

address and the ports to receive/transmit. In particular the ServerPortR 

method is responsible for assigning the values for these data ports, and its 

internal routine uses an algorithm based on the client's identification number. 
This minimises the risk of assigning the same value to more than one client. 

3. A new A VReceiver is created for each client. It is responsible for opening 
RTP session and receiving streams of live audio and video from the new 

client RTP. These streams, (referred to as data source (ds) in Figure 5.24), 

together with other information about the new client, are sent to the 
Broadcaster class. Broadcaster creates a new handler for the new client that 

will hold all the information on that user. All the Broadcaster handlers, 

holding information and data sources of all the clients currently connected, 

are then stored in the "UserLisf 'of MediaServer. "UserList" is a container of 
Broadcaster objects and it can be accessed even from outside the 

MediaServer class. 

4. After the creation of a new handler of Broadcaster for the client, the method 

addListUsers of AVReceiver upgrades the "UserLise' of MediaServer. In 

particular addListUsers performs three actions on "UserList": 

a. It notifies to the other clients that a new user has to receive their 

audio/video streams. 
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b. It retrieves inforination about the clients already connected in order to 

include them as recipients of the new user's streams. 

c. It includes the Broadcaster handler of the new client in the list. 

5. Finally the A VTransmitter class is called to stream to the network the data 

source of the new client through RTP streams. Its addTarget method, filled 

by the "UserList", is responsible for holding an internal list of all the possible 

clients ready to receive these RTP streams and it also calls other internal 

methods that transmit the audio/video streams to these clients. 

6. MediaServer is also responsible for the disconnection procedures. When the 

ServerUserEvent notifies that a client has left, the "Userl-ist" is upgraded 
deleting the appropriate handier of the Broadcaster class and the relative 

A VReceiver and A Uransmitter classes are quit. 

cc. 
CHent Event 

Figure 5.24: The internal architecture of the JCAD-VR Media Server package 

In conclusion, as shown in Figure 5.25, the JCAD-VR Media Server package 

receives audio/video streams from the client N through the handler N of the 

A VReceiver class and it sends audio/video coming from the same client N to the 

other clients through the handler N of the A Uransmitter class. 
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Figure 5.25: Management of the AVReceiver and the AVI'ransmitter classes in 

the JCAD-VR Media Server package 

5.6 Conclusions 

This chapter described the general methodology followed to develop the 

networking architecture of the JCAD-VR software. It gave an overview of the 

software libraries, Prominence and JMFTM' which were used as starting points for the 

software implementation, and it introduced the server core of the system. The last 

sections gave a detailed description of the internal architecture of the JCAD-VR 

server, with its packages, JCAD-VR Server and JCAD-VR Media Server, and the 

GUL 

Chapter 6 will present the client-side of the networked application of JCAD- 

VR with its collaborative tools and GUI, and it will illustrate the final package, 

called Database Core, which handles the internal database of objects created and 

modified in the VE. 
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6 The Implementation of the Collaborative Client 

Unit 

6.1 Introduction 

Chapter 5 gave the general methodology followed to develop the 

collaborative unit of JCAD-VR, it illustrated the APIs and libraries at the base of its 

implementation and the server core of the system. This chapter will complete the 
description highlighting the client side of the networking system and the database 

package. In particular, it will describe the client application with its Packages, 
Collaboration and Sharing, and it will illustrate in detail its collaborative tools and 
the related GUL Special attention will be paid to explaining the internal architecture 

of the collaborative tools and then showing the relationship between the network- 
based system and the Virtual Environment. The description of the collaborative unit 

will be completed with information on the client's video conferencing -core and on 
how network persistence has been resolved in JCAD-VR. As in the previous chapter, 

several diagrams will augment the explanation of the internal classes of the packages. 

Finally, a section will explain the database core of JCAD-VR which handles 

the internal database of objects in the virtual scene and manages the saving and 
loading routines. 

6.2 The Implementation of the Client Unit 

The client side of the networked unit of JCAD-VR is based on the Network, 

Sharing and Data cores. The general framework shows these packages and their 
functions schematically in Figure 5.16. The Network core handles the Collaboration 

Module which includes the collaborative tools of the system and the video 

conferencing package. The Sharing core is responsible for the streaming of 

geometrical information related to the virtual world and it regulates the priority of the 

users interacting with the virtual objects. In addition the system has been augmented 
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with a mechanism that assures objects persistence even when the prograin is not 

running. 

The client side of the networked JCAD-VR system has been implemented by 

using the APIs and libraries described in Chapter 5 (See Section 5.3). 

Sketch3D 
1ý1 Is% 

FR; e gI S" GUI) 

, UIRMAUl (GUI) L (GUI) 

J_ 
----------------------- --- -------- 

Vfteboard-7 [ Avatar Chatboard AE Object 
(GUI) (GUO I 

1 II 

E AVSwitchBoard ýj 
.,, 'F 

JCAD-VRecei 
JCAD- 

VRTransmitter 

JMF T" JMF Tfl 

Figure 6.1: The most important classes of the client side of the JCAD-VR 

networked unit 

Some of the collaborative tools of the client application are represented 

visually within the virtual scene but, as already mentioned in Chapter I (See Section 

1.4), the management, implementation, visualisation, creation and manipulation of 

objects in the virtual world are outside the scope of this thesis. Nevertheless, when 

necessary, some screenshots of the VR system will be provided to help to explain 

and visualise the results of network communication. The implementation of the VE is 
described in detail in the companion thesis that runs parallel with this project (Conti, 

2002). 
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The client application includes the Data Module that manages the database 

internal to every user's computer, it allows input from CAD/CAAD packages and it 

performs loading and saving routines'from/to a proprietary file format. 

Figure 6.1 illustrates the internal architecture of the packages and their 

mutual relationships. Sketch3D is the initial class of the software and it is shared 
between the networked side of the JCAD-VR and the side handling the VE. It allows 
the user to launch JCAD-VR through an initial panel and an option panel (See Figure 

4.5) and it performs the initialisation of the application. 

Sketch3D up calls classes of other packages which will be described in detail 

in the following sections. 

6.2.1 The Network Core 

The Network core implements the collaborative tools of the system and the 

video conferencing package. Figure 6.2 shows its most important classes apart from 

the video conferencing package that will be described later in this section (See 

Section 6.2.1.5). 

The communication tools included in this package are: a chat board, a 

whiteboard, the list of participants currently connected in the VE and a class 
handling the user's avatar. ChatboardABACUS, "iteboardABACUS, 

RegistryABACUS and AvatarsBehaviour classes, (which in the figure are shortened 
Chatboard, Whiteboard, Registry and Avatar respectively), are the implementation of 
these tools and they will be illustrated in detail in the following sections (See 

Sections 6.2.1.1,6.2.1.2,6.2.1.3 and 6.2.1.4). 

The Network package implements the client side of the server/client 

architecture in the JCAD-VR system and it is based on the networking framework 

included in the Prominence library (See Section 5.3.1). 

150 



Eve 

K ii 

: 1ý 
D 

Figure 6.2: The most important classes of the Network core apart from the 

video conferencing package 

The system description will begin with the classes Sketch3D that calls both 

the JCAD- VRSystem Client class, (called JCAD-VRClient in Figure 6.2), and the 

ClientInFrame class. The JCA D- VRSystem Client class extends the ChatSystem Client 

(See Section 5.3.1.3) class and it handles all the routines necessary to set up the 

network sockets and establishes the connection with the server. In particular, this 

class allows the connection with the JCAD-VR server (See Section 5.5.1) and it 

attempts to register the client name specified in the initial panel of JCAD-VR with 

the server (See Figure 4.5). It then waits for the notification of acceptance/refusal 
from the JCAD-VR server. JCAD- Mystein Client responds to the notice of the 

server as follows: 

a. If the server has refused its registration it closes the connection and quits the 

application. 

b. If the server has accepted its registration, after sending its ID number, it 

checks whether the user made the video conferencing tool active. It then calls 

151 



the JCAD-Wransmitter class (See Section 6.2.1.5) passing on its newly 

retrieved ID number. 

The rest of the network procedures and mqnagement is the responsibility of 
the underlying methods of the ChatSystem Client class. 

The ClientInFrame class is responsible for registering the clients' tools with 
the server/client framework and it implements the 2D GUI of these tools. In 

particular, it registers the ChatboardABACUS, nifeboard4BACUS, 

RegistryABACUS and AvatarsBehaviour classes with the network architecture, 

assigning message streams to them (See Section 5.3.1.1) for their transmission of 
data. The implementation of the GUI will be discussed in Section 6.2.1.6 of this 

chapter. 

The following sections will provide detailed information on the collaborative 

tools. 

6.2.1.1 Chatboard 

The ChatboardABACUS class is a simple chat board that custornises the 
implementation of the Chatboard class of Hughes et al., (1997). It implements the 

ChatClient interface of the Prominence library (See Section 5.3.1.3) thus it is 

included in the general communication framework. It uses message streams to 

transmit its data through the communication channel. It communicates with the 

currently connected remote clients ChatboardABACUS classes providing a quick and 

effective means of communication. 

The communication channel transmits Strings, or a sequence of characters, 

carrying the message typed by the user, and in order to make communication among 

the participants easier, it also attaches the name of the client that sent the message. 

The incoming messages can be visualised on either a traditional 2D panel 
(See Section 6.2.1.6) or as 3D text within the Virtual Environment. Using the 2D 

interface messages can be written in the text area provided or alternatively they can 
be simply typed by clicking on the 3D chat icon in the virtual scene. 3D chat is 

managed by the VirtualMenq-Chat class (See Section 6.5.3.3 of the companion 

thesis Conti, 2002). 
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6.2.1.2 Whiteboard 

Based on the Whiteboard class of Hughes et al., (1997), the 

Whiteboard, 4BACUS class provides a surface on which the user can sketch freely 

using a normal mouse. The principle behind this tool is that the scribbles are 

generated by sequences of points whose x and y coordinates can be tracked and then 

sent, each time a user releases the appropriate button of the mouse. 

WhiteboardABACUS implements the ChatClient interface (See Section 

5.3.1.3) and the underlying network architecture allows the remote 
WhiteboardABACUS classes of the other participants to receive the coordinates of 
the points drawn by the other users in real-time. 

NiteboardABACUS allows drawing using different colours which are 

retrievable from a colour palette. The use of colours has been recognised by the 

author to be an advantage for the clarity of the communication since it helps to 

differentiate between each user's sketches on the common drawing surface. 

The GUI of the class is very simple and intuitive. It features only a black 

board which is sensitive to mouse movements, a button for accessing the colour 

palette and a delete button which can erase the content of the whole black board 

surface on demand (See Section 6.2.1.6). 

6.2.1.3 Registry 

The RegistryABACUS class is a tool that allows each client to determine 

which users are currently connected to the session. It is a customised version of the 

Registry class developed by Hughes et al., (1997) and along with the other tools it 

implements the ChatClient interface (See Section 5.3.1.3) to access message streams 
(See Section 5.3.1.1) for communication. RegistryABA CUS has a particular function 

which is to listen for announcements from the server that users are joining or leaving 

the collaborative session and it shows the participants' names visually in a 2D panel 
(See Section 6.2.1.6). 

RegistryABACUS class is then responsible for notifying changes to the 

current list of users and so it fires an event, called UserEvent. This carries 
information on the user's status, whether they are joining or leaving, their usemame 
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and ID number, for the video conferencing package (See Section 6.2.1.5) and the 

AvatarsBehaviour class (See Section 6.2.1.4). 

6.2.1.4 Avatar 

The AvatarsBehaviour class handles the dataset necessary to run the avatars 

mechanism. First it creates a 3D avatar in the VE and then it reads the position of the 

point of view of the user in the virtual scene and it sends it to the network module. 
When it receives the position of the other users from the communication channel, it 

upgrades the relevant values in the Virtual World. 

This class implements the ChatClient (See Section 5.3.1.3) and the 

UserListener interfaces and so it is therefore called on every time a user in the virtual 

world changes their position or logs in or out. The UserListener interface provides 

the means for listening events of the UserEvent type which are fired by the 

RegistryABACUS class (See Section 6.2.1.3) and then the relevant user's avatar is 

created or deleted from the VE accordingly. Through the UserEvent method titled 

getUserName it is possible to retrieve the username that then will be shown in the 

Virtual World next to the avatar to easily identify the participants. 

To optimise the performance of the avatars mechanism, its position 

coordinates are received from the network and are queued and processed every time 

the processSfimulus method is called on. This makes sure that the avatars' positions 

are not upgraded more frequently than every 30 milliseconds, freeing the use of the 

network for other communication. 

Finally the Avatar class manages the user's embodiment in the Virtual World, 

handles the avatar's visual components and the upgrading of the virtual scene (See 

Section 7.7 of the companion thesis Conti, 2002). Figure 6.7 in Section 6.2.1.6 shows 

a screenshot of JCAD-VR depicting an avatar of human appearance with a 3D text 

area which shows the log in name of the user. 

6.2.1.5 Video Conferencing Package 

The video conferencing package is responsible for sending audio and video 

streams to the JCAD-VR Media Server (See Section 5.5.2). Figure 6.3 shows the 

intemal classei of the package with the JCAD- VReceiver and JCAD- VRTransmitter 
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classes which are responsible for handling the reception and transmission of RTP 

streams (See Section 5.3.2.1). The A VSwitchBoard class that manages the handlers to 

the JCAD-VReceiver class and links them to the rest of the networked system is also 

shown. Figure 6.4 illustrates in greater detail the internal architecture of the package 
dividing the reception from the transmission procedure. 

1.1 tt h(A 
F, ýr, t , 

AVSwitchBoard 

F -JCAD-VReceiver JCAD. 
VRTransff can 

L 

JMF Tfi JMF TIA 

Figure 6.3: The most important internal classes of the video conferencing 

package 

As described, starting from the reception process the RegistryABACUS class 

(See Section 6.2.1.3) sends a new UserEvent to announce that a new client has joined 

the collaborative session. The AVSwitchBoard class, which implements 

UserListener, listens for this announcement and acquires information on the new 

participant from the UserEvent only if the video conferencing facility has been 

activated by the user in the initial option panel (See Figure 4.5). Then, according to 

the "status" of the client, one of the following two scenarios will take place: 

1. The client has Just joined the session (status=connected). The 

clientPorfToReceive method of the AVSwitchBoard class, (shortened In Figure 

6.4 to clientPortR), creates a port number for the reception of incoming streams 

using an algorithm based on the ID number of the new client. Then 

A VSwitchBoard calls the JCA D- VReceiver class and creates a new handler of this 

class, passing the port for the opening of the RTP session. Finally the handler to 

155 



JCAD-VReceiver class is stored in a list, (called "receiversList" ill Figure 6.4), in 

order to ease its retrieval in case of the disconnection of the relevant user. The 

JCAD- VReceiver class is the equivalent for the client of the A VReceiver class 

included in the server package (See Section 5.5.2). It is responsible For listening 

out for RTP streams sent by the JCAD-VR Media Server and it performs all the 

connections necessary with the underlying network using the RTP protocol (See 

Section 5.3.2.1). The streams retrieved are sent to the VideoCotyýrencer class 

(See Section 6.5-3.3 of the companion thesis Conti, 2002) to be v1suallsed in the 

Virtual Environment and played as sound from the loudspeakers. 

2. The client is leaving the collaborative session (status=disconnected) therefore its 

username is retrieved from the UserEvent, which holds information about the 

relevant client. Its handler to the JCAD-VReceiver class in the "receiversList" is 

identified and deleted. Concurrently the handler to JCAD-VReceiver that was 

responsible for receiving that client's streams is stopped. 

Reception 

rRegllstryABACýUS UserEwfif Di-., -ýt. d -j 

Con-ded I 

L--L 

rn 

Dotý s"ce ý ýds-rl) 

Transmission 

[JCAD-VR 
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Figure 6.4: The internal architecture of the video conferencing package 

Figure 6.4 also illustrates the transmission procedure of the video 

conferencing package with the KAD-Wransmitter class that is the equivalent of 
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the AVTransmitter class for the client (See Section 5.5.2). It is responsible for 

sending audio and video streams through the RTP protocol (See Section 5.3.2.1). 

The JCAD- VRSystem Client class (See Section 6.2.1) activates the 

transmission of media streams after establishing the connection with the server and it 

then calls the JCAD- VR Transmitter class and passes the user's ID number to it. The 

clientPortTo Transmit method of KAD-Wransmitter, (shortened clientPorfT ]n 

Figure 6.4), is then called to assign a port for the transmission to the server. 

Concurrently a call to the Capturer class (See Section 6.5.3.3 of the companion 

thesis Conti, 2002) is performed in order to start capturing the audio and video 

streams from the digital camera and microphone connected to the computer. These 

media streams are eventually sent to the JCAD-VR Media Server through a RTP 

session. 

JCAD-VR Media Server 

4ý1ý'. 

1c, Client 1 < 

Client 2 

D. 

Client N 

1: 3 

Figure 6.5: The transmission and reception mechanism of the media streams 

between clients and server in JCAD-VR 

The overall path of the media streams from the server to the clients and vice 

versa is shown in Figure 6.5. Each client transmits its audio and video streams 

through the JCAD- VR Transmitter class. The server receives these streams through 
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the A VReceiver class dedicated to this client (See Section 5.5.2) while an 
A VTransmitter per client accomplishes the transmission of the datasources originated 
by the remote participants. The initial client eventually receives audio and video 

streams from the other users through the handlers of the JCAD- VReceiver class 

which are dedicated to each remote client. 

6.2.1.6 GUI 

As already mentioned the ClientInFrame class (See Section 6.2.1) manages 

the GUI of the ChatboardABACUS, "iteboardABACUS and RegistryABACUS 

classes (See Sections 6.2.1.1,6.2.1.2 and 6.2.1.3). It extends the JFrame class, which 

is a standard class of JavaTm (Eckel, 2000), and it implements a multi function panel. 

This panel (shown in Figure 6.6) allows the user to interact with the 2D sketch board, 

the chat board and to monitor the list of participants. The sketch board also provides 

two buttons, one at the top for accessing the colour palette, and one below which is 

an erase button that deletes the content of the board. 

The chat board provides an area at the top where the incoming messages are 

visualised and another area which is a field for composing new ones. 

The participants' registry shows the usernames of the clients connected to the 

collaborative session and it is automatically upgraded every time a client joins or 

leaves the session. 

The communication panel has an empty area for the avatar tool, a ftuther 

development that will be discussed later (See Chapter 8). 

Describing two menus, File and Help, situated in its menus bar, completes the 

description of the ClientInFrame class. The File menu permits the closure of the 

connection and of the communication panel, while the Help menu allows the opening 

of an Information panel which provides general information about the client 

application of the JCAD-VR software and contact details of the authors. 
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Figure 6.6: A screenshot of the client application of JCAD-VR with the tools 

available in the communication panel: a participants' registry, a whiteboard for 

sketching in 2D and a chat board 

Figure 6.7 shows another screenshot of the client application of JCAD-VR 

with the 3D video conferencing panel, an avatar with its username and the 3D chat 

area. These are parts of the 3D interface of the VE therefore their detailed 

descriptions will not form part of this thesis (See Section 6.5 of the companion thesis 

Conti, 2002). 

The following section will describe in detail the Sharing core of the system 

which is responsible for the streaming of geometrical information related to the 

Virtual Environment. 
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Figure 6.7: A screenshot of the client application of ICAD-VR with an avatar, 

the video conferencing panel and the 3D chat area 

6.2.2 The Sharing Core 

The . 
Yharing core allows the streaming of information about the obýjects 

included in the virtual world and it also regulates the priority of the users and their 

interaction with these objects. Every user can create, modify and delete 3D objects 

while navigating the VE and so the particular responsibility of the Sharing core is the 

transmission of geometrical information about these objects. The Sharing core 

upgrades in a synchronous manner the virtual scene every time an object has been 

created or manipulated by the remote participants. 

The most important class of the Sharing core is the NetworkAECOýjeclslO 

class, which is directly responsible for the streaming of objects' geometrical 
information. 

Figure 6.1 illustrated the general internal architecture of the client side of the 

JCAD-VR networked unit and it showed the relationship that the 
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NetworkAECObjectsIO class, (shortened AECObject in figure), had with the rest of 
the unit. 

The following sections will describe in detail the internal architecture and 

related classes of NetworkAECObjectsIO and show the mechanism that regulates the 

priority of the users' over the virtual objects, which is called the Locking 

Mechanism. 

6.2.2.1 AEC Objects 

The NetworkAECObjectsIO class is registered to the server/client framework 

(See Section 5.3.1.3) by the ClientInFrame class (See Section 6.2.1) together with 
the communication tools of the Network core, and it implements the ChatClient and 
the AECObjectListener interfaces. The first interface, (as already mentioned in 

Section 5.3.1.3) provides the class with the message streams necessary for 

connection with the communication channel. The AECObjectListener interface lets 

the class listen to the AECObjectEvent that holds information on every object 

created, modified or deleted in the VE. More specifically every time the user creates, 

modifies or deletes an object from the virtual scene the relevant information has to be 

transmitted to the other participants in order to keep the VE upgraded. Moreover 

information about the object has to be in numerical format to be sent and received 
through the underlying network and so the development of an information structure 

able to describe every aspect of the object numerically was necessary. This data 

model translates the actions performed on the object, their type, material and 
dimensions, into numerical values providing a unequivocal geometrical definition of 
the object. In other words every object that is created, modified or deleted by any 

user is described through figures which entirely define its status, object type, material 

and dimensions. Figure 6.8 shows how object's parameters, except dimensions, are 
translated into predefined numerical values. 
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Figure 6.8: An object's parameters in JCAD-VR defined numerically 

Figure 6.8 shows the expression of the different parameters of an object 

numerically, for example, if this new box had been just created, its Status value 

would be 1.0 (1.0=created), its Type value 7.0 (7.0=box), Material value 13 and its 

Dimensions would be expressed in meters. 

Status Type 

Created 1.0 Roorn-Generic - 2. 

Changed 1.1 Wall-Default 3.0 

Changed Materi al Only Slab Square 3.5 
- 

Door_ I=4.0 
Locked 1.2 1 

Door 5=4.4 
Window I= 5.0 

Unlocked 1.3 
Window 8 5.7 

Refreshed 1.4 Sphere 6.0 

Deleted 1.5 Box = 7.0 

Cylinder = 9.0 

Cone= 10.0 

Stair_l = 501 

Stair 6= 506 

Objectl = 1000 

Obiect 24 = 1023 

Table 6.1: The data model in AECObjectEvent 
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The AECObjeciEvent class is responsible for assigning these unequivocal 
figures for the object's Status and Type and these are shown in Table 6.1. 

The unequivocal numbers that defte the materials of the object are assigned 
dynamically when launching JCAD-VR (See Section 6.5.3.5 of the companion thesis 
Conti, 2002). The material library is custornisable by the user, and allows them to 
insert new materials into the package. Therefore a predefted rigid data structure 

appropriate for the Status and Type aspects of the object, was inappropriate for the 
Materials. 

Once all the object's parameters in numerical format have been obtained, the 
data has to be arranged in a structured manner in order to represent the object 

correctly. Consequently the object's parameters are stored in an array of figures with 

a predefined structure and length that is able to represent any type of object included 

in JCAD-VR. In particular every array defines an object and every position of this 

array provides numerical information about a predefined parameter of the object. 
Table 6.2 clarifies the structure of the array, showing which parameter is being 

described by each of its positions. 

Within JCAD-VR then every object is defined by an array of 76 positions that 

can be easily transmitted through the communication channel to the remote 

participants in order to upgrade the virtual scene. In many cases the object does not 

need 76 parameters in order to be properly defined therefore some of the positions of 
the array may contain null values. 

Note that positions 26 to 31 are actually there to allow storing any parameter 

which would be useful for the implementation of further tools. 

The information about the object is stored in the array during the interaction 

with the VE (See Section 7.3 of the companion thesis Conti, 2002). In particular, 

every time a virtual object is created, modified or deleted its array is stored in a 
AECObjectEvent class and this is sent in the form of an event to the other internal 

classes of JCAD-VR (See Section 7.4 of the companion thesis Conti, 2002). 
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POSITION 
0 

I 

2-13 

14 

15-16 

17 

CONTENT 

Status: Shows if the object was Created, Changed, Locked etc. 

Type: Defines the type of object i. e. box, sphere, cylinder, wall etc. 
X, Y, Z coordinates of the four points which define the majority of the 

primitives 
Total volume of the object 

Materials 

Width 

18 Height 

19 Length 

20 Internal Surface 

21 External Surface 

22 Total Surface 

23 Radius 

24 Radius 2 

25 ID of the parent wall for applying windows and doors 

26-31 Empty 

32-63 Transform3D (Java3DIm) 

64-75 Parameters for modification of walls 

Table 6.2: The composition of the array with every position occupied by a 

predefined type of information about the object 

The AECObjectEvent class holds another important piece of information 

about the object. This is its identification number, called the Key. The key of an 

object, or of its array, allows quick identification of the different objects present in 

the VE and makes the routines of storing and retrieval from objects containers (such 

as vectors) easier. Therefore it is possible to easily identify one relevant object 

among many others through its unique key. Since the key has to be sent through the 

network with the object's other parameters, although it is a number it has to be 

unique for each of the objects present in the shared virtual scene. To ensure 

uniqueness throughout the networked system the key number is defined by an 

algorithm that combines the client's unique ID number which was assigned by the 

server after connection (See Section 5.5.1), and a shape ID number, called 
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keyDouble, that is assigned to every object at its creation (See Section 7.4.3.1 of' the 

companion thesis Conti, 2002). 

Once a key number and the array for the ob . ject are defined, the 

NetworkAECObjectsIO class is responsible for sending and receiving these arrays by 

using message streams (See Section 5.3.1.1) and then for transmitting retrieved 

information to the VE. Further before sending any message to the network, 
NetworkAECObject, 40 extends the object's array by adding one more position to the 

initial 76. This position allows the storing of the obJIect's key number and therefore 

the final array that is transmitted to the communication channel finally looks as it 

does in Figure 6.9. 

affaytWij 

label 
double '17\7 

NetAEC Kev array[761 

System's unique +1 Local unique System's unique 
User ID number Shape 10 number Shape ID number 

Figure 6.9: The array sent and retrieved through the communication channel 

has the label indicating the tool for multiplexing, the key that identifies uniquely 

the object and the array of 76 positions 

Figure 6.9 shows the array sent and received from the communication 

channel. It shows the label for the multiplexing routine indicating the AECObject 

too] (See Section 5.3.1.2), the key that uniquely identifies the object and the array of 

76 positions that defines the geometry of the object. 
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6.2.2.2 Locking Mechanism 

The Locking Mechanism regulates the priority of the users over the virtual 

objects. This is activated any time a user selects an object in the VE and it results in 

the object turning red in the virtual scene of the remote participants, and the 

impossibility of it being edited by any other user apart from the one who selected it 

first. The concept behind its implementation is fairly simple and is strongly related to 

the value of the Status of the object. The structure of the information model of the 

virtual objects was described in Section 6.2.2.1 and among the parameters Status was 

the one responsible for notifying if the object had been Created, Changed, or Deleted 

etc. but especially if it had been Locked or Unlocked. 

NetAEC Kev arra-, -[76] 

Created - Primitives (Box, Sphere, Cone, Cylinder) 
Changed - Architectural Objects (Wall, Slab, Door. Window) 

%ROWPI Generic Objects (Tree. Chair. Railing. etc. ) 
Locked 
Unlocked 

00* 

Figure 6.10: The Locking Mechanism that regulates the users priority over the 

virtual objects 

Figure 6.10 illustrates this mechanism with the array carrying all the 

information about the object, and also contains information about the Locked or 
Unlocked status. The change from one status to another is regulated by the 

interaction procedures with the VE (See Section 7.4.3.1 of the companion thesis 

Conti, 2002). If the object's Status is Locked, for the classes dealing with the 

management of the VE, this means it is impossible to edit the object and it will have 

an automatic change of colour to clearly express its status to the user. If the object is 
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then released or Unlocked, as soon as it is deselected by the first user it will return to 

its initial matenal in the remote VEs and it will be available for selection again. 

6.2.3 Coexistence of Tools 

The Network and Sharing cores embrace all the classes that allow 

collaboration in the client application of JCAD-VR. In particular, the Network core 

provides classes that focus mostly on "human" communication among the 

participants and the Sharing core focuses mostly on the transmission ot'geometrical 

information for the virtual world. Figure 6.11 shows a table with most of' the tools 

available in JCAD-VR with their arrays filled with the data relevant to each tool. 

Note that the video conferencing facility has not been included in this figure since it 

is transmitted through independent RTP sessions (See Section 5.3.2.1). 
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Figure 6.11: The coexistence of different tools in JCAD-VR is achieved using 
Multiplexed streams 

Figure 6.11 shows the advantage of using Message Streams (See Section 

53.1.1) and especially in using Multiplexing and Demultiplexing mechanisms in 
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networked applications (See Section 5.3.1.2). These streams allow tile coexistence of 

various collaborative tools by using a unique communication channel and by so 
doing they make the implementation of the network-based unit significantly easier. 

All the tools were developed independently and their implementation did not require 

any special work in order to avoid conflict during transmission. 

"Client 
USER'S ACTION USERINTERFACE DATA foiFROM- 

THE NET 

-I '' 
Nam. - Lý j u, 

J L 

' Avatar with us Atrayolusers 
"a"Ie names 

W31k Delvitoo avalm Stfing L(. ji. 1 
T'll Natne 

Pan Upqrmie avalm 
IlDsition Ar, ay of 

cooftlinales Create 
Pick Up rxleVE. ind 
Modify "a'ahase A, ray object 

Locking State= 
k,, y. type, 

unpickablemil coordinates 

change of Colm meilemll 
upyWe obl"cl 

Flkiq ob)ect in 

Asýiqn Malowil 311114f, 113nco kjýe 

Texture 
mA, f-l 

(). I, qv 11 .; Show selection MF u EýEfil 

Open me ' L- V, sual feedback 
Sfelec( 

. election NO DATA 
optio" ChInge, osilm, P 
moý'ý Woo of 3D menti in 

the VE 

Chat Commu N EWN 
2D Sketch 

C-l"t WlAdOW A,, iV of V, d#o 
2D Sketch boa, d A, , IV of Coliferelice di l V Video pan#1 ow na e, 
Voice , nd St, eam of bytos 

ýh- - of 

Figure 6.12: The JCAD-VR collaborative architecture from a user centred point 

of view 

In conclusion of this section on the network-based client side of JCAD-VR, 

Figure 6.12 schematically summarises the effects that a user's actions generate on the 

network in terms of transfer and exchange of data. When the user Logs in JCAD-VR 

this has a visible effect in the v1sualisation of the username by the RegistlýVABACUS 

GUI and the creation of the new user's avatar in the VE. In terms of networking, the 

effect is the transmission of the user's Login name to the server and the reception 

from the server of the list of usernames. Finally the figure illustrates the visual 
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feedback resulting from actions that may be performed by the user and it shows the 

type of data that is consequently transferred to the communication channel. 

6.2.4 Network Persistence 

A Virtual Environment created within JCAD-VR exists in the memory of the 

computers that are involved in the collaborative session until the last participant has 

left the session. As already mentioned, the server does not have the capability of 

reading and retaining data coming from the clients and then of storing the virtual 

scene (See Section 5.5.1). From this point of view the networked architecture of 
JCAD-VR is limited as it does not offer a centralized information repository. Further 

in the case of a new client connecting midway through a session the server cannot 

send them a copy of the created virtual scene resulting in the dramatically unpractical 

scenario of waiting for all the clients to be successfully connected before a session 

can be started. 

To avoid this inconvenience the system delegates one of its clients to deal 

with this issue. Thus every time a new client connects to a commenced session, a 

mechanism called Network Persistence offers a way to transmit a copy of the created 
VE to the new participant. Every time a new participant joins the session, as already 

mentioned the RegistryABACUS class of all the clients creates a new UserEvent and 
it passes information about the status of the new user, e. g. their username and ID 

number (See Section 6.2.1.3). UserEvent holds a list of clients IDs internally and the 

new ID is stored or deleted (in the case of them leaving). Within the UserEvent class 

a routine checks if the ID number of the local client is the lowest on the list. This 

routine requires the identification of one client among those connected as the 

responsible client for the transmission of the VE to the new participant. Each of the 

clients holds this list of IDs locally and each of them makes checks concurrently. 
Finally the client with the lowest ID number saves the objects in the VE in a file (See 

Section 6.2.5.3), deletes the whole environment and then reloads the environment 

using this saved file (See Section 6.2.5.3). This procedure is performed in few 

seconds and it allows the creation of a replica of the objects present in the scene and 
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their transmission to the other participants, including the one that joined the session 
last. 

It is less efficient in terms of networking usage than the centralized option 

with a server holding infonnation on the virtual scene and dispatching the virtual 

objects to the sole joining participant, however this mechanism ensures access to the 

collaborative session at any time and in case of the network failure of one or more of 

the clients it offers the possibility of keeping the virtual scene alive. 

The last part of this chapter is the description of the Data core that manages 

the clients' internal database and the loading and saving routines of the system. 

6.2.5 The Data Core 

The client application of JCAD-VR includes the Data core that manages the 

database internal to every user's computer, it allows input from CAD/CAAD 

packages and it performs save and load routines to/from a proprietary file format 

calledjcad. 

The following three sections will cover these topics and will describe the 

intemal architecture of the module. 

6.2.5.1 The Internal Database 

This is a local database that stores all the objects present in the virtual scene 
in an internal data container and then allows the users to see its contents. Its structure 

consists of four classes, the DataAECCollector and the DatabaseManager with its 

GUI classes, the DataAECInterface and the JInternalFrameAECObject class. The 

first manages the routines for storing the objects by type while the second organises 

the set of data to be visualized in a 2D panel called object viewer. This viewer is 

implemented in DataAECInterface, which calls on the RnternalFrame'IECOIject 

class to show the user information about each of the object types. 

The DataAECCollector class implements AECObjectListener and 

AECNetworkedObjectUstener. The last listens to the AECNetworkedObjectEvent 
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class that is fired by the NetworkAECObjeclsffi class (See Section 6.2.2.1) every 

time a new object is received through the network. AECNetworkedObjectEvent 

extends the AECObjectEvent class (See Section 6.2.2.1) therefore it has the same 

structure. It was only included in the package to manage the difference between the 

events that were notifying the local creation of a new object from the events that 

were fired after the reception of a new object from the communication channel. In 

other words the AECObjectEvent class notifies when the user creates a new object 
locally while AECNetworkedObjectEvent announces that objects have been created 
by remote participants and are being received through the network. 

DataAECCollector is primarily responsible for the creation of object 

containers for each of the object types included in the JCAD-VR system. These 

containers, which are called Maps or associative arrays, hold key-value pairs of 

objects (Eckel, 2000) and they can be seen as small databases where it is possible to 

store and retrieve information through key entries. The DataAECCollector class 

checks for the type of object, e. g. box, sphere etc., and for the status of the object, 

e. g. created, deleted etc., and accordingly stores or deletes the object in the 

appropriate map. Figure 6.13 illustrates the general mechanism, showing the array 
(held either by AECObjectEvent or AECNetworkedObjectEvent), checked against its 

object type and the key and its relative array being stored or deleted from the 

appropriate object's map. 

The DatabaseManager class is a service class that sorts the information 

contained in the object's array into the right format before it is visualised in the 

object viewer. 

As mentioned, the DataAECInterface and the RnternalFrameAECObject 

classes hold the GUI of the internal database. In particular, the DataAECInterface 

class provides a 2D window where the user can retrieve numerical information about 

all the objects that are stored in the various maps. In particular, this class is 

responsible for creating a frame that contains a handler of the 

AnternalFrameAECObject class for each type of object allowed by JCAD-VR. More 

specifically, as shown in Figure 6.13 every handler of the AnternalFrameAECObject 

class is responsible for the visualisation of numerical information about one object's 
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type only, with the data held by the object's array that was previously sorted by the 

DatabaseManager. 

The result is a simple presentation tool that allows the user to monitor all the 

objects created in the virtual scene and also provides the nicans for the fast retrieval 

of numerical infori-nation otherwise not easily accessible. 

Even at this initial stage this tool, paves the way towards a system that will 

allow the integration of 3D modelling and visual simulation with control over the 

numerical parameters of the model. 
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Figure 6.13: The internal database holds information about all the objects 

present in the VE and visualises their data in a 2D window 

6.2.5.2 Input from CAD/CAAD 

JCAD-VR allows the user to load pre-existing 3D models to form a 

background context for their design. These environments can be built using standard 

CAD/CAAD packages and can be simply loaded into the JCAD-VR system as 
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VRML files. The user can then create new objects and primitives conveniently 

within the environments which have been loaded. See Section 7.6 of the companion 

thesis (Conti, 2002) for a detailed description of the use of this facility. 

6.2.5.3 Save/Load jcad Files 

JCAD-VR allows saving and loading of a proprietary file format for the 

convenience of the user. The user can save the virtual objects created during a 

collaborative session to the hard drive and then load them at their convenience. 

This routine is evident in two main classes: JCAD_VRFiIeType and 
FileDialogABACUS. 

The JCAD_VRRIeType is the class that is responsible for storing the 

information about the VE and it implements the Serializable interface. Eckel (2000, 

p. 613) describes the JavaTm's object serialization mechanism as follows it, "allows 

you to take any object that implements the Serializable interface and turn it into a 

sequence of bytes that can later be fully restored to regenerate the original object". 
Object serialization then allows turning any object into byte streams that can easily 
be stored in the local hard drive or even be sent across a network. This also includes 

classes since in JavaTm "everything is an object' '(Eckel, 2000, p. 10 1). Consequently 

to deserialize an object means performing the opposite procedure: the regeneration of 

an object from a sequence of bytes. 

This simple concept is at the base of the saving/loading mechanism of the 

JCAD-VR system, as mentioned the JCAD-VRFileType implements the Serializable 

interface hence it can be serialized into a stream of bytes and then stored locally in 

the user's hard drive. In particular, JCAD_VRFileType has been implemented 

because of its function as a data receptacle. It holds four vectors, or object containers, 

each storing the following elements: 

1. The arrays of the virtual objects, e. g. boxes and walls 

2. The keys of the virtual objects 

3. The arrays of the virtual sub objects, e. g. doors and windows included in a 

wall 
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4. The paths of the VRML files that are loaded as contexts ofthe VE. 

These four vectors cover all the relevant aspects of a VE and being part of the 

JCAD_VRFileType class, once serialized they store a copy of its content in tile local 

hard disk. 

The FileDialogABACUS class is responsible for providing data to fill the 

vectors and it performs the procedures of serialization and deserialization for the 

handlers of the JCAD_ Wile Type. More specifically FileDialogABACUS retrieves 

all the virtual objects, sub objects and the paths of the VRML files from the internal 

classes of the VE (See Section 7.2.1 of the companion thesis Conti, 2002). It then 

calls up a new handier of the JCAD_VRFileTvpe class, passes inforniation about the 

VE to it and finally it activates the serialization procedure. Concurrently, the new 

handier stores the data in the appropriate vectors and gets serialized in ajcad file, 

whose path is defined by the user through the save window as shown in Figure 6.14. 

.A 

Figure 6.14: A screenshot of the save/load 2D window of JCAD-VR 

Finally the loading procedure is based on the deserialization of the wanted 

jcad file. In detail, FileDialogABACUS deserializes the handier of the 

JCAD_VRFileType class, accesses the vectors and starts decoding the data in order to 

reconstruct the VE. First it decodes the paths of the VRML files and passes this 
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information to the routine that imports the files (See Section 7.6 of the companion 

thesis Conti, 2002), then it decodes objects, keys and sub objects that are eventually 

passed to the AECObjectCreator class that will recreate the virtual objects in the VE. 

Note that the user will be able to reload the context of the VE only if the 

appropriate VRML file is placed in the same location which was stored in the vector 

of the file paths, because the vector that holds the contexts does not store the VRML 

files but only their file paths. 

6.3 Conclusions 

This chapter described in detail the internal architecture of the client side of 

the network based unit of JCAD-VR. First it gave an overview of the client unit and 

then it described in detail the three cores of the client application: the Network, 

Sharing and Data cores. 

It also provided a description of their internal classes and their main routines 

clarifying, when necessary, their links to the VE and providing references to relevant 
information in the companion thesis that together with this work fonns the JCAD- 

VR project. 

Lastly several networking mechanisms such as the Locking Mechanism and 
Network Persistence were described in detail since they provide the means for data 

consistency and stability in the network system. 

The following Chapter 7 will address the testing phase of the JCAD-VR 

system. In particular it will report on an experiment that used JCAD-VR and 
involved students in accomplishing a real design task. 
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7 Testing JCAD-VR: a Collaborative Session 

0 7.1 Introduction 

The three previous chapters highlighted the most important aspects of the 

JCAD-VR framework and described its internal architecture in detail. This chapter 

will report on the testing of the functionality of the software. An actual collaborative 

scenario was established to evaluate the effectiveness and ease of use of JCAD-VR 

in practise and the following sections will describe the experiment in detail. 

The following section will also outline the JCAD-VR Me Version of the 

software. This is the version of the prototype specifically custornised for use in this 

experiment. This version features a number of mechanisms for monitoring and 

recording the progress of the design and communication processes. 

7.2 The JCAD-VR TU/e Version 

The JCAD-VR Me Version of the software was originally designed for a 

collaborative experiment between the Technische Universiteit Eindhoven (TU/e) in 

the Netherlands and the University of Strathclyde in Glasgow (See Chapter 8). 

This version of the client application is enhanced with several features that 

help to monitor both the progress of the design and the information flow among the 

participants. In addition to the tools available in the standard JCAD-VR system, 

which have been outlined in the previous chapters, this version also features a 

number of routines specifically developed for the testing of the software, providing 
in particular: 

Automatic loading of a 3D-model of the context area chosen for the design 

task 

9 Automatic saving of the content of the VE 

e Automatic capturing of screenshots; during the session 

* Automatic recording of the content of the communication by chat. 
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The first feature makes the setting up of the environment for the collaborative 

session easier. As soon as the system is started a routine automatically loads the 

VRML97 file that was specifically chosen as the context for the design task rather 

than the user being asked to choose a file. This routine performs the loading 

procedure (See Section 7.6 of the companion thesis Conti, 2002) automatically. The 

participants are however free to load ftu-ther 3D-models of virtual contexts by 

clicking the "load" 3D-icon and selecting the preferred VRML97 files. 

The remaining three routines were developed to track the evolution of the 

design process throughout the experiment. The second routine specifically performs 

an automatic saving of the content of the VE injcad files (See Section 6.2.5.3) every 
10 minutes. The files are then automatically stored in the "JCAD- 

VR\automatic 
- saveV' folder with sequential numbers assigned (e. g. file 1, file 2, file 

n). In case of application failures this helps to prevent the loss of data and gives the 

ability to keep track of the progress of the design. 

The third routine provides the means to progressively visualise the stages of 

the VE over certain intervals of time. Every 10 minutes this routine saves a 

screenshot of the scene in a jpeg file that is stored in the "JCAD- 

VR\automatic_saveV' folder with a sequential number (e. g. screenshot 1, screenshot 

2, screenshot n). 

The fourth routine records the content of the communication through the chat 

and saves it automatically in a text file placed in the same directory as before. This 

allows the recording of the flow of information among the participants and it is a 

useful tool for checking the dynamics of the communication. 

7.3 The In-House Collaborative Session 

The JCAD-VR Me Version system was tested in an experiment located at 

the faculty of Architecture of the University of Strathclyde in Glasgow. Three fourth 

year architecture students were selected for the experiment. They were all familiar 

and skilled in the use of CAAD packages but none of them had previous experience 

of Virtual Reality Aided Design (VRAD) systems. The students were first introduced 
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to the functions of JCAD-VR and then they were asked to participate in a 

collaborative session. 

7.3.1 The Choice of the Conflguration 

It was decided to give the experiment a set of very precise and constrained 

conditions for a sample collaborative session. This required: 

* The use of several different operative systems to test the multi-platform 

nature of JCAD-VR 

9 The simulation of a limited bandwidth 

9 The use of standard computer monitors as visualisation devices 

Consequently two standard PCs, two SGI computers, one Onyx2 and one 02 

were used for the experiment. Their detailed hardware and software specifications 

are included in Appendix D. Specifically the two Pes and the Sgi Onyx2 were used 
for the client applications and the Sgi 02 was used to run the server. To ensure the 

network consistency in the unlikely event of all the three clients accidentally quitting 

at the same time (See Section 6.2.4) the Sgi 02 was used to run a further client 

application remotely on the Onyx2. 

in addition, in order to simulate having only a limited bandwidth available, 

the communication was restricted to the use of the chat and whiteboard tools. 

Furthermore, as illustrated in Section 4.6.1, due to the limited ftinctionality of the 

JavaTm Virtual Machine which was available for the Irix OS, JCAD-VR's 

videoconferencing module was not available on the Sgi computers. Therefore the 

decision not to use the videoconferencing module made it possible to use Sgi 

machines and at the same time provide all the students with the same tools. However, 

the video conferencing module had been informally tested during the introductory 

session, as shown in the video provided with this thesis (See Appendix C). 

Finally it was decided that none of the students should use the Reality 

CenterTm at the ABACUS Unit. As explained this was justified, by the purpose of the 

test which aimed to reproduce a realistic daily working scenario where architects 
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would be interacting from several different locations by using standard monitors as 

visualisation devices. 

It is predictable however that the efficacy of JCAD-VR would improve if 

either the videoconferencing module or the Reality Centeir" were used, although this 

has not yet been rigorously proven by further formal experiments. 

7.3.2 The Training Session 

An introductory session of only twenty minutes duration was held to show 

the students the features of JCAD-VR and to illustrate the tools accessible to them 

from its 3D-GUI. 

The students were already aware of the basic concepts of VR and had some 

experience with Desktop-VR. As mentioned earlier all of them were skillful in 3D 

modelling. However, none had previous experience in using either VRAD systems or 

collaborative applications and none had used the JCAD-VR software before. 

During the introductory session students showed immediate interest and 

quickly demonstrated that they comprehended the simple logic behind the 3D-GUI. 

After the short introduction they all proved to be quite confident with the system. 

7.3.3 The Design Task and the Outcome of the Experiment 

The three students were located with their own workstation (See Appendix 

in three different rooms within the Department of Architecture. Fixed and hand-held 

video cameras constantly filmed their behaviour (See Figure 7.1). 

None of the students were previously aware of the design task being set 

before they were informed at the beginning of the experiment. In this way the 

students did not have the chance to previously agree on design choices. Instead they 

were forced to only use the communication tools available within JCAD-VR to 

discuss their possible design solutions. 
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Figure 7.1: Images of the experiment with the students working on PCs and an 

SGI Onyx2 

The three students were invited to design an information centre over the two- 

hour design session. The context area was already provided and it was loaded 

automatically by the system when it started. It consisted of a public square aqjacent 

to a park. 

Observing the video made during the session (See Appendix Q and studying 

the content of their communication through chat (See Appendix A) revealed several 

noteworthy aspects of the experiment. 

First of all the system proved to be quite easy to use. Students did not have 

any particular difficulty in working with JCAD-VR and were able to use the system 

immediately after the 20-minute long training session. As mentioned (See Section 

7.4 of the companion thesis Conti, 2002) due to a fault in the JavaTM Virtual Machine 

for Windows OS, navigation with the PCs resulted in a slightly more complicated 

arrangement than originally planned. This resulted in the two students who were 

using PCs having to click on the relevant icon to switch to navigation mode rather 

than pressing the central button of the mouse. However, both students got 

accustomed to this after a few minutes. 

The experiment was characterised by intense interaction amongst the three 

design participants. The students could communicate efficiently through the chat 

(See Appendix A) although they all stressed the potentially positive effects of having 
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a more direct means of communication, such as through voice or by a video 

conferencing tool. 

The students also felt it was important to be able to draw sketches during the 

design session on the digital whiteboard provided. This helped them to express their 

design ideas quickly, clearly and efficiently. 

The students also remarked on how the collaborative approach led to a real 

sense of teamworking. Several design scenarios were in fact discussed, modified and 

agreed on within the common design environment. Interestingly the shared design 

system was a cause of satisfaction as well as frustration among the participants. It 

was noted that students frequently changed or modified their own design solutions as 

well as everyone else's. This raised an interesting issue: the students suggested the 

development of some form of priority routine through which each user could decide 

whether the object being created could or could not be modified by other users. 

Finally from the technical point of view the experiment highlighted the lower 

stability of the system on the Sgi platform if compared to PCs. The Sgi version 

suddenly stopped running three times while the PC versions were stable for the entire 
duration of the experiment. This was the result of the lower efficiency of the Java TM 

Virtual Machine for Sgi and the higher level of optimisation reached on the PC 

platform. As already mentioned (in Section 4.6.1) a higher priority was given to 

achieving efficiency of the system for the PC platform. This choice was justified by 

Figure 7.2: Screenshots of three different stages of the design during the 

experiment 

In addition to the sequence of screenshots taken during the experiment (See 

Figure 7.2 and Appendix B), a video camera was running in each of the rooms 
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filming the students. The collaborative session was then fully documented by a video 

that was later edited in order to show the most significant moments of the 

experiment. 

The video is included in the thesis in Appendix C. It shows firstly the 

introductory session when the authors introduced JCAD-VR to the students and then 

the most relevant moments during the collaborative part of the experiment. The video 

also illustrates the final outcome of the design task (See Figure 7.3) and shows the 

students comments on both the JCAD-VR software and the collaborative session that 

were recorded at the end of the experiment. 

Figure 7.3: The final design of the collaborative session 

From the students' interviews at the end of the experiment some suggestions 

emerged for further enhancements of the prototype. In particular they recommended 

the implementation of two other tools that would ease the dynamic of the 

collaboration: in their view a tool to help with the orientation in the VE, and a 2D 

map that would show from above the positions of all the participants in real time. 

182 



7.4 Conclusions 

This chapter outlined the most important elements of the practical testing of 

the JCAD-VR system. The outcome of this limited experiment entirely proved that 

JCAD-VR, even at this prototype stage, is a fairly stable application that efficiently 

allows multiple participants to take active parts in a collaborative design session 

while communicating across the network. 

Thanks to the specific features, which were implemented in the JCAD-VR 

TU/e Version, the experiment could be recorded in a number of ways: 

" The sequence of screenshots (See Appendix B) 

" The sequence ofjcad files 

" The text of the chat (See Appendix A) 

" The video of the experiment (See Appendix C). 

The positive outcome of this experiment will certainly stimulate further trials 

and tests, such as the setting up of a collaborative session between different 

institutions possibly between different countries, building on the in-house experience 

reported. 

Chapter 8 will outline the contributions that this thesis, together with its 

companion thesis, has brought to the field of research into design in VR and 
Collaborative Virtual Environments. It will also provide the conclusions and suggest 

the future for the JCAD-VR framework. 
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8 Summary, Contributions and Further Work 

8.1 Introduction 

The previous chapter highlighted the methodology followed to test the 

JCAD-VR system, which provided useful feedback on the application. 

This last chapter will provide a summary of the JCAD-VR project and will 

also outline the positive contributions that the development of the software prototype 
brought to the field of architectural design. This was achieved due to the 

development of the features typical of Virtual Reality Aided Design (VRAD) and 
Collaborative Virtual Environments (CVE) systems. 

Conclusions to this work will be proposed along with plans for further work 

and developments to improve the system. 

The section describing further works will in addition describe the 

methodology and preparation of an experiment at a much larger scale which will 
involve students from the University of Strathclyde in Glasgow, and the Technische 

Universiteit Eindhoven in the Netherlands. 

8.2 Summary 

This research project fulfilled four main tasks (See Figure 1.2). The first task 

was the research study that allowed the identification of the users requirements and 

also provided an overview of the basic characteristics of VRAD (See Chapter 3 of 

the companion thesis Conti, 2002) and CVE (See Chapter 3) systems, along with an 

attempt to categorise them into taxonomies. 

The second task was the development of the JCAD-VR framework. This 

phase contained the following four sub-tasks: 

* Object Oriented Approach. The choice of the 00 approach is explained with 

separated modules to address different functions of the system and to allow 
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concurrent development of the system prototype. This led to the choice of JavaTII 

as the programming language for the project. 

* Systems specifications and requirements. The defmition of the characteristics 

necessary for a collaborative VR system to allow synchronous collaboration and 

communication while designing in the VE. 

9 Identification of the systems components. The definition of the most important 

functions of the system and of its two main components, the VR design 

environment and the collaborative platform. 

9 Separation of the competency in the two main themes. The definition of the 

sub modules belonging to the VE and to the collaborative platform and the 

consequent separation of the competency. During this phase the final framework 

for the JCAD-VR prototype was defined. 

The accomplishment of the third task was the implementation of the JCAD- 

VR system, and this was achieved through the combined efforts of the two authors. 
This was first done by choosing software packages and libraries which were 

compatible and by completing their integration into one application. Secondly, by the 

concurrent development by each of the authors of relevant modules of the framework 

and by checking their successful integration at the most crucial stages of the 

development. 

The fourth task was the testing of the final prototype. An actual collaborative 
design session was conducted and documented using several different media. The 

results of the test were collected and reported in Chapter 7. 

8.3 Contributions 

JCAD-VR is an original application specifically designed to improve the 

architectural design process. The project embraces different aspects of the 

development of VR systems for collaborative design environments tailored for the 

conceptual design. 

JCAD-VR brings several original contributions to the design process by 

allowing the earlier use of VR technology and by providing practitioners with an 

185 



effective and easy to use collaborative tool. Section 8.3.1 lists the advances in design 

methodology which were achieved by the implementation of JCAD-VR and its 

Human-Computer Interface. Section 8.3.2 illustrates the contributions offered by the 

development of both the system's collaborative platform and communication tools. 

Finally Section 8.3.3 outlines the original contribution that the implementation of 
JCAb-VR brought to the development of the first example of a new generation of 
Computer Supported Cooperative Work (CSCW) system (See Section 2.4) called the 

Collaborative Virtual Design Environment (CVDE) (See Section 3.4.5). 

8.3.1 Effective Design in VR 

As mentioned in Section 3.2 of the companion thesis (Conti, 2002) traditional 

CAD systems are not suitable for using in the early stages of design. They are 

specifically made for the engineering stage and therefore do not encourage 

experimentation. For this reason architects usually tend to use traditional media and 

make the shift to digital tools at a later stage. VR is traditionally used as a 

visualisation tool rather than a design instrument. 

JCAD-VR promotes instead, the earlier use of VR thus exploiting its superior 

visualisation capabilities to convey a new design experience. Through JCAD-VR the 

user is encouraged to experiment with several design solutions done quickly. This 

system makes VR available to architects and at the same time it promotes their 

creativity. 

8.3.1.1 VR-Based Conceptual Design for Architecture 

JCAD-VR, albeit at a prototype level, is a tool specifically designed to 

support conceptual design. The interactivity of the system helps the user experiment 

with the design. Specifically the system has been tailored to the needs of an architect. 

The architect can create a number of simple shapes, such as geometric primitives, as 

well as architecture-related objects. In addition a library provides a number of ready- 

to-use 3D-objects. 

Objects are created in a very simple way. The user does not need to type in 

values but they use mouse commands to create and change geometries. 
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The user can conveniently import a 3D-model of the context area and can 
then start designing on top of it. In this way, the user can rapidly create several 
design prototypes and evaluate their qualities within the real context of the design. 

JCAD-VR can be considered a true VRAD system for architecture since: 

9 It provides real time interaction 

e It hides the mathematical description of the geometries 

9 It encourages experimentation and creativity through a responsive visual 
feedback 

9 It helps the architect to adopt digital tools early in the design process 

* It helps architects by using new technologies that can enhance the efficiency 

of the design process 

e It promotes a user-friendly environment that does not require special 

expertise 

8.3.1.2 User-friendly Human-Computer Interface 

As shown in Chapter 6 of the companion thesis (Conti, 2002) JCAD-VR 

features a user-friendly Human-Computer Interface (HCI). As shown in Chapter 7 an 

experiment proved that typical users can become familiar with the software within a 
few minutes. 

Users can navigate easily within the virtual world in a way that resembles a 

real-life experience. As shown in Section 6.5.2.1 of the companion thesis (Conti, 

2002) navigation has been constrained to avoid the confusion of most VR systems. 
This has been done by emphasising the separation of horizontal and vertical 

translations and limiting rotations to those around the vertical axis. 

However, interaction with the system is not only limited to navigation. As 

shown in Chapter 7 of the companion thesis (Conti, 2002) the user can create a 

number of different types of shapes through a 3D-GUI. 

The adoption of the 3D-GUI brings the intuitiveness of traditional 2D-GUIs 

to JCAD-VR's HCI. In this way the user can control the system through an HCI that 
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is part of the virtual world. This is done through a number of 3D-menus and a set of 
tools used to communicate with other users: two 3D-panels which show images from 

the videoconference and the text of the chat. 

For the convenience of the user, any element of the 3D-GUI can be moved, 

scaled or rotated just like any other object in the virtual world. 

JCAD-VR proved to be easy to use even with a conventional 2D mouse. The 

entire system has been engineered in order to be intuitive yet effective. The user can 

move, rotate or scale objects in a very simple way. The user selects the object, 

without need for typing in values and manipulates it using a choice of 3D-widgets. 

This makes the interaction less error-prone, user-friendlier and very visual. 

8.3.2 The Flow of Information between the Participants 

As mentioned in Chapter 2 the conventional design process often limits the 

collaboration between groups of practitioners to an inefficient and fragmented 

exchange of information. 

JCAD-VR instead allows a simple and reliable flow of information between 

the participants in the design process and provides the means for fast communication 

of design ideas through a number of different communication methods. In traditional 

offices the collaboration among the practitioners is very often still accomplished 

orally and through the exchange of paper based documents such as sketches and 

plans. In contrast JCAD-VR offers an integrated, synchronous and fully digital 

means for collaboration and exchange of design choices. 

8.3.2.1 Design Information Exchange 

JCAD-VR provides the means for establishing an effective design 

information exchange among remote participants and offers a major contribution 

towards the creation of a distributed virtual architectural office. It supports 

synchronous collaboration and communication of design ideas by allowing several 

participants to interact with virtual objects. It provides the users with a virtual design 

arena that encourages the collaboration of remote design teams through the 

possibility of direct interaction with all the virtual elements present in the shared VE. 
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It also enhances the communication by offering a choice of several different tools 

that enable the flow of design ideas among the participants. 

8.3.2.2 Communication Methods 

JCAD-VR provides the user with various communication methods. Its 

modular and flexible architecture allows the implementation of a number of 

communication tools that can be easily combined or used separately according to 

either the network bandwidth, the power of the computers or the users needs. The 

users can choose between the three following configurations at their convenience: 

9 Video, audio, chat and whiteboard 

o Audio, chat and whiteboard 

0 Chat and whiteboard 

JCAD-VR also provides the means for fully collaborative experience by the 

use of avatars as virtual embodiments of the participants. These communication 
features, along with support for the synchronous exchange of design information 

through a shared VE, are the most significant contributions brought by the JCAD-VR 

prototype to the field of architectural design. 

8.3.3 Integration into a Collaborative Virtual Design Environment 

(CVDE) System 

JCAD-VR combines features typical of both CSCW systems and VR 

environments. From this point of view it is an original software prototype that can be 

considered a successful attempt towards the integration of the VR application and the 

CSCW means of communication, into a comprehensive collaborative tool. In 

addition JCAD-VR owns all the characteristics of the new CVDEs (See Section 

3.4.5) and it can be considered one of the first examples of this category of system. It 

supports: 

* The establishment of a distributed virtual office for remote participants 

9 Synchronous communication and interaction 
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9 Three-dimensional imaging and simulation 

* Interactive collaboration based on virtual presence 

* Ease of creative conceptualisation 

9 Flow of information and the sharing of knowledge 

* The sharing of knowledge and expertise for virtual enterprises. 

Lastly, as mentioned in Section 4.6, JCAD-VR is not a complete and fully 

optimised software package rather it has to. be currently considered as the 

unpretentious proof of a concept. Its contribution then is in offering a valuable 

starting point towards the development of a fmished commercial package. 

8.3.4 Extendable Architecture and Portability 

As mentioned in Section 4.4.3 JCAD-VR was developed in a modular fashion 

enabling the scheduling of the implementation of independent self-functioning 

modules and allowing concurrent software development. This open architecture 

gives developers the freedom to improve the system by implementing further tools or 

routines at any time according to their needs. From this point of view JCAD-VR 

inherits the qualities of the object-oriented approach that JavaTm offered by providing 

easy extendibility, maintainability and portability to several different platforms. 

8.4 Further Work 

As mentioned earlier in this chapter, JCAD-VR is based on a flexible and 

expandable architecture that can be easily improved with newly developed tools and 

routines. During its development a priority list was established to set the order for the 

implementation of the modules of the framework. 

This procedure led inevitably to the selection and implementation of some 

modules while others with less priority were left for further development. These 

lower priority modules, (marked in black in Figure 8.1), will be given in this section 

as examples for further development of the JCAD-VR system. Valuable suggestions 

for the implementation of new tools were provided by the previous experiment 
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described in Chapter 7. This provided a valuable occasion to collect significant 

feedback about the software prototype. 

The following sections will outline further development of the system and it 

will finally describe the methodology and preparation of a cross university test that 

would require the involvement of a number of students from two schools of' 

Architecture. 
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Figure 8.1: The JCAD-VR framework with the unimplemented modules 

marked in black 

8.4.1 Enhancements to the Visual Core 

Currently JCAD-VR supports only monoscopic visualisation using traditional 

monitors or a Reality Center TM. 

However, (as demonstrated in Section 6.4.3.3 of the companion thesis Conti, 

2002) the display module was developed in order to be easily expandable. The 

--------------------- 
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successful development of the code necessary to support stereoscopic views and 
tracking devices would lead to the support of more visualisation devices including 

CAVEs, Virtual Tables or HMD. 

Additionally, support for multiple screen desktop based configurations could 

also be supported. In this case, the development of a "wizard" that would allow users 

to configure the system at start-up, could also be included. Users could configure a 

simple semi-immersive environment quickly, according to the number and position 

of screens available. 

8.4.2 Improvements in the Interface Core 

At the present stage the interface module (illustrated in Section 6.5 of the 

companion thesis Conti, 2002) uses a standard mouse. Further development would 
include support for more sophisticated pointing devices such as SpaceMouses 

(3DConnexion, 2002) or other tracked devices like virtual gloves (Immersion 

Corporation, 2002). 

To provide the user with a more user-friendly system a Voice Control 

Module could be developed and interfaced to the system through the use of JavaTm 

Speech API (Sun Microsystems, Inc., 2002e). This is an API whose implementation 

is provided by a number of vendors, (such as Speech for Java (IBM, 2002) from 

IBM), that can be used to develop voice driven HCI for JavaTm based applications. 
Likewise a speech synthesis system could be used to provide the user with useful 
feedback. 

The entire Interface Core could also be re-developed to support a multimodal 
HCI that, based on the use of immersive visualisation technologies, would effectively 

combine different modalities such as sketches, gestures, speech and gaze to help the 
designer accomplish tasks in a natural user-centred way. In fact, as cognitive 

scientists have proved, the design experience strongly benefits from the support of 

multi-sensorial, or multimodal, interactions. 

Different modalities can be considered as complementary conceptual 

channels that can transmit information not easily acquired spatially. One of the main 

advantages of the integration of different modalities lies in the widened perceptual 
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and conceptual bandwidth available to the user to convey information regarding the 

object he is creating. Such integrated approach is founded upon the effective support 

of human communication patterns that can provide, if combined, spatial description 

and mutual intqrrelation hardly achievable through other means. 

This way JCAD-VR could be thought of as a design tool that would allow the 
designer to freely sketch and manipulate 3D-shapes in a transparent fashion within 

an immersive Virtual Environment (VE) augmented through natural interactions such 
as speech, gesture or gaze interpretation. 

Students involved in the experiment (described in Chapter 7), proposed 
further improvements by the development of a panel showing a plan view of the 

virtual world. This would be used to provide an overview of the enviromnent as well 

as to indicate to other users where a specific object is. 

8.4.3 Further Developments of the Geometry Core 

As illustrated in Chapter 7 of the companion thesis (Conti, 2002) the JCAD- 

VR Geometry Core provides the means for the creation of a number of shapes. It has 

been also proven how the development of fully parametric shapes can be integrated 

into the existing framework. Therefore, further improvements should include the 

development of more parametric objects. A number of existing objects, such as 

stairs or fumiture, could also be made fully parametric. 

The library of objects could be extended to include more objects and more 

materials. This could also include lights and pre-recorded sounds such as people 

chatting and street noise etc. In this way users could quickly create specific 

environmental conditions in the VE. 

The system could also be extended by implementing Boolean functions. This 

could be done in Java3DTMor simply interfacing the Geometry Core with an external 

modelling kernel. 

Another module could also provide support for semantic recognition of 

sketches. Similar to the Space Pen system (Jung et al., 2002, described in Section 

3.4.2.5 of the companion thesis Conti, 2002) users could sketch shapes directly into 
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the virtual enviromnent. However in JCAD-VR, the shape once recognised could be 

replaced by the relevant 3D-model, which could be sent to the other users through 

the network. 

8.4.4 Enhancements to the Data Core 

As described in Section 7.6 of the companion thesis (Conti, 2002) currently 

JCAD-VR loads files created with external CAD packages through a VRML97 

loader (See Appendix D. 5). In addition the system can also save and retrieve the 

content of the virtual world in jcad format. Further development would include 

support for more file formats. This would facilitate the integration of JCAD-VR with 

the existing workflow. 

8.4.5 Enhancements to the Sharing Core 

Enhancement to the Sharing Core would include the development of an 

Applet version of JCAD-VR. This would allow the system to be run inside an 

Internet browser. This would facilitate the use of the system since it would not 

require the user to install the system. This would be automatically launched once the 

relevant web page was loaded. 

However, due to the actual size of the software (approx 50 Mb) further 

optimisations and a modular download system should be developed. The applet 

would start the download of a central core and then access the relevant sections as 

required. To partially solve this problem the jar archives could be cached inside the 

user's hard drive the first time the system is loaded. 

8.4.6 Enhancements to the Collaboration Tools and Network 

Architecture 

The network architecture of JCAD-VR could be improved by adding new 

collaborative tools and by optimising its transmission routines. The video 

conferencing system is not optimised and can result in being too demanding in terms 

of bandwidth usage when more than two clients are connected to the system. Under 
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these circumstances communication could be allowed by the transmission of only the 

audio channel and by replacing the video stream with a 3D representation of the 

participants simulating the oral communication through the movement of the mouth 

and facial expressions. 

In the standard version, the JCAD-VR Server offers support to only one VE 

at a time. However, it could be modified to handle multiple worlds concurrently. At 

the moment this can only be achieved by launching several JCAD-VR Server 

applications on different computers. 

The information flow about the virtual objects would be improved by 

optimising some of the routines for the transmission of data. For instance, at present 

every time the user deletes an object in the VE, the network again transmits all its 

parameters to the remote participants. Instead, the same information (the object being 

deleted) could be broadcast transmitting only the Deleted Status and the object's ID 

number. The same simplification could be applied in the case of the user wishing to 

modify of only a few of the objects parameters. This would partially reduce the 

amount of information that has to be transmitted across the network. 

Section 6.2.2.1 described in detail the array used to transmit the parameters of 

virtual objects. This array contains some empty positions that could be filled with 

extra information about the existing objects or with parameters of newly 
implemented objects. The same array could be elongated to accommodate other 

relevant information if required. 

In JCAD-VR the embodiment of a user is allowed through only one 3D 

model resembling a human. This is used together with 3D text showing the login 

names, to differentiate the participants of the session. The virtual scene could be 

enriched by providing the possibility of using several different 3D-models for the 

avatars. This would allow the possibility of choosing among embodiments 

resembling women or men, children, wheelchair users or simply using abstract 

models. For this purpose the ClientInFrame panel (described in Section 6.2.1.6) 

contains an empty area for the avatar tool, which could be filled with a list of models 

from which users could select their preferred virtual appearance. 
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During the test (described in Chapter 7) students suggested the 

implementation of a tool that would allow users to point at directions and areas in the 

VE while discussing design solutions. According to the students this would provide a 

clearer reference for the discussion. In this way users would point at an object, 

stating for instance that it was "North" from the square, or "Easf ' from the red house. 

This issue would be solved by simply including in the virtual scene an object acting 

as an absolute reference for directions, e. g. a virtual compass, indicating North, 

South, East and West. As an alternative the system could include a routine that 

would allow users to point at virtual objects visually and use appropriate visual 

marks to annotate the object in the VE. 

Students also suggested the implementation of a more sophisticated Locking 

Mechanism than the one included in JCAD-VR, which would still allow the 

possibility of choosing whether an object can be edited or not by other participants. 
This routine should extend the one already implemented by adding the possibility of 

temporarily locking objects which should not be modified by other users. 

As mentioned in the introduction the methodology to run a cross-university 

test was developed, and therefore this is included as part of further work proposals. 

The following section will describe in detail the guidelines for this future experiment. 

8.4.7 Preparation of the Collaborative Session between the two 

Universities 

This section illustrates the general methodology that was developed to set up 

a more ambitious experiment than the in-house test described in Chapter 7. This test 

will involve architecture students from the University of Strathclyde in Glasgow, and 
from the Technische Universiteit Eindhoven (TU/e) in the Netherlands. This 

collaborative session has not yet been carried out due to the complexity of matching 

timetables and classes between the two institutions. However, the preparation work 

described in the following sections was included in this thesis because it offers a 

structured guideline for further experiments in the future. 
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8.4.7.1 The Methodology 

The experiment would be divided into two sessions of' 2 hours each, and 

would involve a minimum of 6 students in Glasgow and 6 students in F. indhoven (3 

students at each session in both institutions). 

The two sessions would be programmed as follows: 

0 15 minutes to explain the exercise to the students and to distribute the 

material 

01 hour and 45 minutes to ftilfil the design task. 

During each session 3 students in Glasgow would be working with 3 students 

in Eindhoven. One student at the University of Strathclyde and one at the TU/c 

would be matched and treated as a group. For each session there would therefore be 

3 groups of 2 people. 

Each group would work on the assigned task, to design an infori-nation kiosk 

by collaborating over the net. Different groups would use either JC11D-VR TUA, 

Version packages or emails with files as attachments. Specifically, as illustrated in 

Figure 8.2: 

C 

GROUPI 

I student Strathclyde 

I student TU/c 

I student Strathclyde 

GROUP2 
1 student TU/c 

I student Strathclyde 

\, 
GROUP3 

I student TU/c 

IgE::: ý ICAD- VR 
flaborative Mode 

Vtan 
JCA D- IN 

d-alone+e-mails 

JOE:: * Traditional 
Sketch ing+e-mails 

Figure 8.2: Schema for the cross-university experiment 

Group I would be asked to accomplish the design task during a collaborative 

session using JCAD-VR TU/e Version. 

197 



* Group 2 would be using JCAD-VR TU/e Version which was not connected to 

the network plus emails, as their means of collaboration and for sending and 

receiving files with the upgraded version of their design. 

9 Group 3 would be asked to use traditional sketches and emails to allow the 
flow of infon-nation. 

Activitv for Group I 

The couple would be asked to fulfil the design task using JCAD-VR TU/c 

Version running in collaborative mode. They could use JCAD-VR's tools to 

participate and thus they would test the capabilities of the software to let users 

collaborate in a synchronous manner. Both students would work concurrently on the 

design task as described in Appendix F. 

The material to be produced at the end of the 2 hours would include 2 

screenshots per student. The points of view chosen have to clearly visualize the final 

stage of their design. Possibly one of the two views (illustrated in Figure 8.3) should 

be chosen: 

Figure 8.3: Two screenshots per student will show the final design achieved 

through the JCAD-VR collaborative session 

These screenshots would be saved manually by clicking on the screenshot 

icon. JCAD-VR would then automatically assign a sequential name to each of them. 

These files would be eventually stored in the directory JCAD- VR ýcqpture. Potentially 

students could take several snapshots and then choose the two most representative 
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ones. The final two images (in jpg format) for each student would be named 
StudentNamejl and StudentName-02 and saved in the directory JCAD- VRIcapture. 

A record track for the collaborative session of Group I would be kept using 

the automatic routines implemented in JCAD-VR TU/e Version (See Section 7.2). 

The system saves screenshots of the VE in jcad format automatically every 10 

minutes. The entire environment would be stored with a sequential number (i. e. 

screenshot 1, screenshot 2, screenshot n... File 1, File 2, File n) in the JCAD- 

Mautomaticjave folder. In addition the content of the chat board would be 

recorded. These routines would help keep a sequential track of the most relevant 
design achievements during the experiment and would highlight any problem during 

the collaborative session. 

Activitv for Grout) 2 

The pair would be asked to fulfil the design task described, by using JCAD- 

VR TU/e Version as a stand-alone application. As a consequence of not being 

connected to the server, the system would not activate any collaborative tools. 

Students would communicate through emails and exchange files saved in 

JCAD-VR format Ocad) as email attachments. Students of both universities would be 

free to communicate as much and as frequently as they wish (See Appendix F). 

Similar to the first group two screenshots; per student (2 screenshots; from 

Strathclyde +2 from TU/e =4 screenshots per pair) would be asked for at the end of 

the 2 hours. The points of view chosen for the screenshots would have to clearly 

visualize the final stage of their design (See suggested points of view in Figure 8.3 

and see Activity for Group I to learn about how to save screenshots manually in 

JCAD-VR). 

Students would be also asked to keep all the information, which flowed 

within their group, by keeping all the emails received and the jcad file$ exchanged. 
This would keep track of the frequency of the exchange of information and would 

record the evolution of the design. The emails received during the experiment would 
have to be saved in a separated folder whose path in the hard-drive would have to be 

agreed with a tutor before the beginning of the session. In addition, JCAD-VR TU/e 

Version (See Section 7.2) would automatically save screenshots in its internal folder 
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(JCAD-Mautomatic-save) every 10 minutes, and every 5 minutes it would perform 

a back-up saving ofj cad files in JCAD- VR lautomatic-save. 

Activitv for Group 3 

The pair would be asked to fulfil the design task using traditional free hand 

sketching. Students would exchange scanned files of sketches etc. as email 

attachments and use emails to communicate. Students from both universities would 
be free to exchange information and files over the net as frequently as they wish. 
They would also require a scanner and printer in order to produce the final design. 

The paper format for the experiment would be A4 size. 

The material to be produced at the end of the 2 hours would be, I perspective 
drawing per student (I from Strathclyde +I from TU/e =2 perspectives per group) 

where the point of view chosen would have to clearly visualize the final stage of their 

design (Figure 8.3 shows the suggested points of view). 

Students would be asked to keep all the evidence of the flow of information 

within the group by keeping all the received emails and the exchanged files. In this 

way it would be possible to keep track of the frequency of the exchange of 
information and to record the evolution of the design. Similar to Group 2, the emails 

received would have to be saved in a local folder. The location of this folder in the 

hard-drive would have to be agreed with the tutor before the beginning of the 

session. 

Material to be Provided to the Students to fulrill the Design Task 

Once launched, the system would be ready for the experiment and supplied 

with the appropriate background for Group I and Group 2 (See Section 7.2). 

For Group 3, a tutor would provide the students with several plans of the site 
including: 

9A general plan 

* An elevation of the site, showing where to locate the kiosk 

92 sections 

o2 perspectives. 
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Additional Introductory Session for those Students using Software 

An introductory session of one hour would be necessary to introduce the 

students to the software package and to allow some practice before the experiment. 

This session could be arranged separately by the students in each university. 

Evaluation 

This experiment would help in evaluating the collaborative capabilities that 

JCAD-VR offers to users and it would make a comparison of it possible, against 

other collaborative methods. This test would allow the monitoring of the information 

exchange, the working conditions and the design solutions through the sequences of 

snapshots (for those students working with JCAD-VR TU/e Version) and the 

exchange of files. The consistency of all the students' final products would give the 

opportunity to qualitatively evaluate the efficiency of JCAD-VR against the more 

traditional methods. In this experiment the snapshots recorded at a fixed time 

interval, and the data, such as the time recorded on the emails, would provide the 

means for reconstructing the students' design processes. Moreover, through each 

group's final perspectives it would be possible to evaluate if the communication 
between the two members of each group was precise enough to allow them 

accomplish a common design task. 

In addition, the tutors would be provided with a questionnaire for each of the 

three groups involved in the experiment (See Appendix E). Through the students 

answers to these questionnaires it would be possible to obtain further feedback on the 

effectiveness of each of the collaborative methods and about the JCAD-VR system. 

8.4.7.2 The Informal Testing 

The cross-university test has not taken place. However a short and informal 

session to check for problems in the connection between the two institutions was 

carried out. The main concern was on the delay in the flow of information due to the 

distance between the universities and on potential network problems arising from the 

presence of firewalls. However, this informal session was successful and proved the 

feasibility of a long distance experiment. 
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8.5 Conclusions 

The JCAD-VR prototype promotes the change of usage of VR from being a 

mere presentation medium to being a more powerful and effective design tool. It 

proved the feasibility of using VR systems as the future interface for the next 

generation of computer aided design applications for architecture and it provided the 

user with multimedia tools and a network platform for enhancing communication and 

allowing collaboration among remote participants. 

JCAD-VR is an original software package specifically developed for 

architects and even if not yet complete or optimised as a commercial application, it 

has allowed collaborative sessions and the effective exchange of design information. 

This chapter summarised the contribution towards enhancement of the 

architectural design process brought by the JCAD-VR project, and it illustrated 

further developments and improvements for the prototype. 

The development of JCAD-VR gave the authors the possibility to investigate 

and solve many theoretical and technical issues. In several occasions the authors 

experienced both excitement and frustration caused by the nature of the research and 
the fast progress of the technology involved. In particular the implementation of the 

Visual Core of the system took months of intense work in order to allow the use of 

the Virtual Environment Laboratory (VEL) (University of Strathclyde, 2002), and to 

achieve flexibility in the use of visual devices for the framework. Today the same 
issue would be solved in less time and more efficiently thanks to ýhe newly released 
Java3DTm API 1.3, which supports multiple screen configurations by default through 

a much simpler mechanism. 

This highlights the issue of working with cutting edge technology where 

advances in hardware and software can in some cases vanish efforts or make research 

results soon obsolete. However, to conclude with a personal comment the most 

exciting moment of the entire project was the testing of the software. During the 

experiment, in fact, people other than the authors were involved in using JCAD-VR 

and their quick understanding of the system along with their enthusiasm has been a 

source of great excitement and encouragement for the authors. 
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Appendix A: The Content of the Chat during the 

Experiment 

A. 1 Ov&view of the Content of the Chat 
The following pages report the text of the- chat recorded during the 

experiment described in Chapter 7. The first part of the text was recorded during the 
introductory session (lines I- 20), the second during the experiment (lines 21 - 171). 

Four users are registered in the session, three students named Ross, Eddie and 
Christoph, and one of the authors, Giuseppe, was included to supervise the outcome 

of the experiment. He intervenes at points to announce the beginning of the 

experiment (line 21), to communicate the crash of the application run on the Sgi 

machine (lines 37,39,154), to wam students of the imminent end of the experiment 
(lines 149,151,153 and 157,158) and to announce the end of the test (lines 167, 

168). 

From the analysis of the text it is possible to appreciate some interesting 

features of the system, for example line 39 stresses the network persistence 

mechanism described in Section 6.2.4. 

The text also contains suggestions for improvements highlighted by the 

students. Specifically need to use a virtual compass or a grid to help localise the 

object is reported at lines 72 and 83. The development of a mechanism to place 

objects perpendicularly is suggested at line 73. The further development of the 

navigation mode is suggested at line 83. 

Finally the text shows the relative unreliability of JCAD-VR on the Sgi Irix 

platform. While the two PCs used in the experiment proved to be reliable throughout 

the Sgi Onyx2 crashed three times (lines 37,150,154). 

A. 2 The Text of the Chat 
1. Nothing received 
2. Eddie - hi we are here ... giuseppe ????????????? & ed 
3. Ross - hello 
4. Christoph - open chat window for sketching, please 
5. Eddie - are you asleep Christoph ? 
6. Christoph -i am not sleeping, just busy 
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7. Christoph - who is sketching? \\ 
8. Eddie - not me 
9. Christoph - was me, Christoph 
10. Christoph - was this somebody's design????? 
11. Christoph - eddie are you Edward 7? 
12. Christoph -. eddie is that you?? sketching with red?? 
13. Christoph -i am white, Christoph 
14. Christoph - who created stair?? \anybody answere me\ 
15. Ross - it wasnt me 
16. Christoph - cleaned up the mess 
17. Ross - who is cleaning up the mess?? 
18. Eddie - you didnt like it?? 
19. Eddie - um probably 
20. Christoph i am talking about the geometry mistake?? 
21. Giuseppe hi guys , shall we start?? go... 
22. Ross - ? ok 
23. Edward - ok 
24. Christoph - ok 
25. Ross - ok 
26. Eddie - ? how about a big wall?? 
27. Ross - thats ok with me 
28. Ross - ok 
29. Christoph - hi, il, m there ?: ) 
30. Ross -i put a cylinder on the coner 
31. Eddie - what is it made of?? 
32. Eddie - this is a kiosk ...... how big?? 
33. Eddie - is it selling hot dogs?? 
34. Ross - Dis that too big???????????????????? 
35. Eddie - anybody?? 
36. Eddie - probably 
37. Giuseppe - guys Christoph crashed he's re-booting 
38. Ross - ok so what will do do then?? 
39. Giuseppe - guys if someone crashes keep on working it's no 

problem. Once on-line again the system loads the content of 
the world automatically 

40. Christoph - hi, guyst guess who's back??! 
41. Ross - its looking very abstract 
42. Christoph -i would put a roof on it, like this, check 

sketchpad 
43. Ross - ?????????????????????? where will the entrance be?? 
44. Christoph na, the whole thing is the kiosk, like a pavillion 
45. Christoph have to check the roof it does look a little bit 

nasty 
46. Eddie - what's going on?? 
47. Ross - ? are theyre any windows?? 
48. Christoph - well, that's the trouble with prefab components 
49. Christoph - where's glas? 
50. Christoph - ross, are you ross? \ 
51. Ross - yes i tink so 
52. Ross - opps i del the wall 
53. Christoph - sometimes is tricky, where are u? 
54. Eddie - is this still a small kiosk?? 
55. Ross - not any more ?:? ) 
56. Christoph - na, not really, small elements are tricky, though 
57. Christoph - can u copy elements????? 
58. Christoph - barcelona pavillion i guess ;) 
59. Ross - do we want steps up to the platform??????????????? 
60. Eddie - yes why not.. big ones 
61. Christoph - why not, give it a shot 
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62. Eddie - steps?? 
63. Ross - ? stpes or st\irs?????????? 
64. Eddie - ones like this 
65. Christoph - can we reduce the height of the cylinder, please 
66. Ross - ok 
67. Eddie - what should the stairs be made from?? 
68. Christoph - you can't change materials of symbols 
69. Eddie - no 
70. Christoph - na, can't apply material to stairs 
71. Eddie -i think we need to do some site analysis 
72. Christoph - where; s south, would really like 9 grid or 

something 
73. Christoph - hard to get objects perpenticular 
74. Christoph - what's that ? 
75. Ross - what?? 
76. Christoph - that grey misobject, 
77. Christoph - the design is a mess, gonna be a labyrint 
78. Eddie - where is the entrance?? 
79. Christoph - guess? i don't know it's on the lifeft side, from 

my point of view, i will highlight it 
80. Christoph - that?? M! 
81. Christoph - you see? 
82. Eddie - that roof is f loating 
83. Christoph - navigation mode would be really nice, like in 

airplanes, like 2 o'clock high, and a definite no9rthpoint 
84. Ross - do we need the large wall on the left?? 
85. Christoph - where? 
86. Ross - there 
87. Eddie - minimalists 
88. Christoph - who's creatring the; e massive walls 
89. Christoph - all the time? 
90. Eddie -i made one of them. 
91. Ross -i made 1 
92. Christoph - skyhigh, lets go 3d 
93. Christoph - anybody, please answere, what's that on the left? 
94. Christoph - must be a wall with negatyive thickness including 

windows? 
95. Ross - the wall that i just deleted?? 
96. Ross - ? the roof is floating now 
97. Eddie -i think it should be lower 
98. Ross - should it sit on the cylinder?? 
99. Eddie - is the roof a creche then?? 
100. Christoph - youyoulook at it, kiosk?? 
101. Eddie - there is no entrance to the park??!? 
102. Ross - did we decide on an entrance yet?? 
103. Eddie - no , but it needs one i think 
104. Ross - where?? 
105. Eddie - 
106. Eddie - nice door sould be wider though 
107. Ross - 0??????? is that ok?? 
108. Eddie - like it ys 
109. Christoph - other side towards the buildings 
11O. Ross - what do we have happening on the street?? 
111. Ross - ??? 
112. Eddie - what have i missed?? 
113. Ross - what is happening?? 
114. Eddie -1 th19nk christoph is going mad 
115. Ross - is it going to be open to the street?? 
116. Eddie - is it ?? 
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117. Ross - ? what do u think?? 
118. Eddie what happened to the wall with the windows?? 
119. Eddie timber?! 
120. Ross - for the wall on left?? 
121. Eddie - yeah 
122. Ross - pannels??? 
123. Eddie - yes thats good 
124. Eddie - did anyone really ant the slide?? 
125. Ross - not me . 126. Ross - should the back wall be higher?? 
127. Eddie - just a bit 
128. Eddie - maybe make a balustrade to the roof 
129. Eddie - or maybe not 
130. Christoph - single storey for a kiosk, please 
131. Eddie - lighten up Christoph 
132. Eddie - it's falling water now 
133. Ross - ?:? ) 
134. Eddie - how about it doubles as a beer garden?? 
135. Ross - in a kiosk?? 
136. Eddie - why not?? 
137. Ross - should there be something on the leftside?? 
138. Eddie - hmmm just a small intervention 
139. Eddie - whoose is the cylinder?? 
140. Ross - which 1???? 
141. Eddie - the big un 
142. Ross - me 
143. Ross - should it go?? 
144. Eddie -i think we should buy up some of the park for a new 

site then 
145. Eddie - put it on stilts 
146. Eddie - where is Christoph?? 
147. Eddie -i was just getting used to that 
148. Eddie - not really 
149. Giuseppe - guys 10 min to go from now 
150. Christoph: ?i crashed again 
151. Giuseppe - got it ??? 
152. Eddie - are we keeping this monstrosity?? 
153. Giuseppe -I repeat 10 mins to go from now ok ? 
154. Giuseppe - chris is crashed again... sgi is bit unstable 
155. Ross - guys hang on 4a min 
156. Christoph hi guys, finally back 
157. Giuseppe ok now everything is f ine u have 5 min 
158. Giuseppe repeat again 5 mins to go, ok ?? 
159. Eddie ok 
160. Christoph - ok 
161. Ross - ? what is in the middle of the park now??? 
162. Christoph - back again 
163. Ross - ? ok 
164. Christoph - are we not takiung that alittle bit far? 
165. Eddie - is that the motorway?? 
166. Ross - thats what i thought 
167. Giuseppe - I'm deleting all objects now... 
16B. Giuseppe - that's you guys ... thankx very much 4 your time 
169. Ross - ok 
170. Christoph - Ok 
171. Eddie - ok! 

227 



Appendix B: Screenshots from the Experiment 
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Appendix C: The CD-ROM with the Video of the 

Experiment 

CO/tjpqr 
/&4, 

lip 
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Appendix D: Specification of Hardware and 
Software used for the Experiment 

D. 1 Specification Computer n. 1 (client) 
Hardware 

* Model: Dell Precision 530 

9 Processor(s): 2x Intelt Xeorfrm 1.4 GHz 

s Memory: 512 MB Ram 

e Graphic Card: nVidia Quadro2 EX with 32Mb Video Memory 

Software 

9 Operative System: Windows 2000 SP2 

e JavaTm 2 SDK Enviromnent, Standard Edition 1.3.101 

9 Java 3DTMI. 2.1_03 SDK (OpenGL Version) 

D. 2 Specification Computer n. 2 (client) 
Hardware 

* Model: Viglen Genie 

is Processor(s): IntelID PentiuniTm IH 933 MHz 

* Memory: 256 MB Ram 

e Graphic Card: nVidia RIVA TNT2-Model64 with 32Mb Video Memory 

Software 

9 Operative System: Windows 2000 SP2 

* JavaTm 2 SDKEnvirorunent, Standard Edition 1.3.101 

* Java 3DTM 1.2.1_03 SDK (OpenGL Version) 
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D. 3 Specification Computer n. 3 (client) 
Hardware 

* Model: Sgi Onyx2 

9 Processor(s): 12 x MIPS R12000 40OMHz 

* Memory: 6GB 

e Graphic Card: 2x MniteReality 

Software 

4P Operative System: 

9 JavaTm 2 SDK 1.3.1 for Sgi Irix: MR Release 

o Java 3DTm 1.2.1 SDK for Sgi Irix: MR Release 

DA Specification Computer n. 4 (server) 
Hardware 

* Model: 8 02 

o Processor(s): MIPS R5000 30OMHz 

9 Memory: 128 MB 

o Graphic Card: CRM graphics 

Software 

4, Operative System: 

9 JavaTm 2 SDK 1.3.1 for Sgi Irix: MR Release 

9 Java 3DTMI. 2.1 SDK for Sgi Irix: MR Release 

D. 5 External Libraries used in JCAD-VR 

* Prominence library (Hughes et al., 1997) 

* Xj3D loader release 3 (Web3D Consortium, 2002) 
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Appendix E: Questionnaires Proposed for the Cross- 

University Experiment 

QUESTIONNAIRE - Group I- (JCAD-VR CoflaboraUve) 

Patt 1: 

a Session: 0 Momi ng 
0 Afternoon 

a Year of study: ............. 
a What kind of software do you normally use? 13 Microsoft Office 

C3 CAD/CAAD packages 
If selected please specify: 

13 Other 
N selected please specify: 

Have you had any exped once Wth Virtual Reality before? 

[I Yes. many firnes 

11 Yes, few bmes 
0 Yes, once 
[: ] No 

Part 2: 

1. How do you find navigating within the virtual environment using this 

software? 
[] Very easy 
0 Easy 
1: 1 Fairly easy 
Cl DiffiCUlt - specify why ............................................................ 

........................................................................................................ 

........................................................................................................ 
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[I Very difficuft- specify why ...................................................... 

.............................................................................................. 

........................................................................................................ 

2. How did you find creating objects using this software? 
13 Very easy 
" Easy 
" Fairlyeasyl 
0 Difficult -specify why ............................................................ 

........................................................................................................ 

................................ I ....................................................................... 
[3 Very difficult- specify why ................................................. ... 

........................................................................................................ 

........................................................................................................ 

3. How did you find modifyng objects using this software? 
0 Very easy 
[3 Easy 
[3 Fairly easy 
0 DiffiCUlt-spedywhy ............................................................ 

........................................................................................................ 

........................................................................................................ 
[3 Very difficult- specKy why ...................................................... 

........................................................................................................ 

........................................................................................................ 

4. How did you find worldng with your partner simultaneously? 
13 Very easy 
[] Easy 
0 Fairly easy 
0 Difficult - specffy why ............................................................ 

................................... I .................................................................... 

............................................................................................. I 
C] Very difficult- specify why ...................................................... 
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5. Did you find it interesting to work with a partner over the not? 
13 Yes, a lot 

0 Yes 
1: 1 Not so much - specify why ..................................................... 

0 No - specify why .......... ! ....................................................... 

........................................................................................................ 

................ ....................................................................................... 
11 No, absolutely- specify why ................................................... 

........................................................................................................ 

........................................................................................................ 

B. In your view did you and your partner have enough exchange of 
information in order to accomplish the design task? 

0 Yes, a lot 

0 Yes 
0 Not so much - specify why ..................................................... 

[3 No - specify why .................................................................. 
........................................................................................................ 
........................................................................................................ 

13 No, absolutely- specify why ................................................... 
...................................................................................................... 
...................................................................................................... 

7. Do you think that your partner could have misinterpreted your design idcas 
during the collaboration? 

11 Yes, many times we had pmblems and we could not explain our 
ideas 
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Thanks for your kind help. The information that you have provided will be very 
useful for us. 
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QUESTIONNAIRE - Group 2- (JCAD-VR Stand-alwe) 

Part 1: 

" Session: Momi ng 

0 Afternoon 
" Year of study: ............. 
" What kind of software do you normally use? 0 Microsoft Office 

CI CAD/CAAD packages 

.............................................................................. 

N selected ple ass spe0y: 

............................................. 

.............................................................................. ............................................. 

D Other 

.............................................................................. 

K selected ple ass specify: 

............................................. 

.............................................................................. 

" How frequently do you use e-mails: 

............................................. 

0 Very often 
0 Otte n 

0 Sometimes 

C] Seldom 

Never 

" Have you had any experience with Virtual Re ality before? 

[I Yes, many times 

13 Yes, few times 

0 Yes, once 

D No 
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Part 2: 

1. How do you find navigating within the virtual environment using this 

software? 
[I Very easy 
0 Easy 
11 Fairly easy 
0 DiffiCult- specify why ............................................................ 

.............................................................................. I ......................... 

............ .......................................... I ............................................ 
[] Very difficult- specify why ...................................................... 

..................................................................................................... 

....................................................... I ................................................ 

2. How did you find creating objects using this software? 
0 Very easy 
[3 Easy 
[I Fairly easy 
11 Difficult -specify why ............................................................ 

........................................................................................................ 

........................................................................................................ 
0 Very clifficult-specffy why ...................................................... 

............................................................. I .......................................... 

........................................................................................................ 

3. How did you find modifying objects using this software? 
13 Very easy 
[3 Easy 
0 Fairy easy 
0 Difficult- specify why ............................................................ 

........................................................................................................ 

................................................................................................... 
0 Very difficult- specffy why ...................................................... 
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4. How did you find the collaboration vAth your partner? 
Cl Very easy 
Cl Easy 
0 Fairly easy 
0 Difficult - specify why ............................................................ 

........................................................................................................ 

........................................................................................................ 
[I Very difficult- specify why ...................................................... 

.......................................................................................... ............. 

........................................................................................................ 

5. Did you find itinteresting to work with a partner over the net? 
Yes, a lot 
Yes 

El Not so much - specify why ..................................................... 

........................................................................................................ 

........................................................................................................ 
[I No - specify why .................................................................. 

........................................................................................................ 

................................................................................. ...................... 
11 No, absolutely -specify why ................................................... 

........................................................................................................ 
................................................................................................... 

6. in your view did you and your partner have enough exchange of 
information in order to accomplish the design task? 

13 Yes, a lot 

0 Yes 
0 Notso much- specify why ..................................................... 

........................................................................................................ 

........................................................................................................ 
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0 No - specify why ......................... :I................................... 

................................................................................................ 

................ ....................................................................................... 
13 No, absolLiely -specify why ................................................... 

........................................................................................................ 

7. In your view is the collaborative method you have used in this experiment 
(software+e-mails) a feasible approach for collaborative design? 

11 Yes, I found it effective 
11 Yes. but ........................................................................... 

.......................................................................... I ............................. 

................................... I ........ I ...................................... I .................. 
[I No, but .................................................................. 

........................................................................................................ 

...................................... I ................................................................. 
[I No. I found it unpractical 

8. Do you think that your partner could have misinterpreted your design ideas 

dud ng the collabored on? 
C1 Yes, many times we had problems and we could not explain our 

ideas 
Yes, but eventually we succeeded in explaining our ideas 

0 No. but the communication media available were just enough to 

show our ideas 

[I No, the communication media available allowed us to show our 
ideas 

9. Do you think that this software could help in proposing design solutions at 

an initial. conceptual, stage in relatiori with the urban conte)d? 
Yes, a lot 
Yes 

0 Not so much - specify why ..................................................... 

... .... ... ... ... ... ... ...... ... ... ... ... ... ... ... ...... ... ... ...... ... ... ... ...... ... ... ... ... ...... ... . 

..... I .................................................................................................. 
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D No - specify why .................................................................. 

........................................................................................................ 

.................................................................................................. 
0 No, absolutely - specify why ................................................... 

........................................................... I ................................ . ....... 

...................................................................................................... 

1O. We warmly encourage any Idnd of comment on the software and on the 

experiment itself: 

................................ ..................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

........... I .......................................................................................... 

....................... I .............................................................................. 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

....................... .............................................................................. 

.................. .......................................................................... I ........ 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

...................................................................................................... 

Thanks for your kind help. The information that you have provided will be very 

useful for us. 
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QUESTIONNAIRE - Gmup 3- (Sketching) 

Patt 1: 

Session: [] Morning 
0 Afternoon 

Year of study: ............. 

m Are you confident in using: 

a printer [] Yes 
0 Fairly 
0 No 

a scanner: [] Yes 
[I Fairly 
0 No 

How frequently do you use e-mails: 
0 Very often 
13 Often 
0 Sometimes 
[] Seldom 
13 Never 

Patt Z 

1. How did you find expressing your design Ideas and solutions sketching? 
0 Very easy 
0 Easy 
0 Fairly easy 
0 DiffiCUIt- specify why ............................................................ 

................................................. I ...................................................... 

................................ ....................................................................... 
[3 Very difficult- specify why ........................................... .......... 
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2. How did you find the collaboration with your partner? 
0 Very easy 
0 Easy 
0 Fairly easy 
0 Diffi cut -specify why ..................................................... 

................................................................................................. 

....................................................................................................... 
0 Very difficut- specify why ...................................................... 

........................................ I .............................................................. 

................................ I ...................................................................... 

3. Did you find it interesting to work with a partner over the net? 
11 Yes, a lot 
C1 Yes 
0 Not so much - specify why ..................................................... 

........................................................................................................ 

........................................................................................................ 
0 No-specifywhy .................................................................. 

........................................................................................................ 

................ ....................................................................................... 
1: 1 No. absolutely -specify why ................................................... 

........................................................................................................ 

........................................................................................................ 

4. In your view did you and your partner have enough exchange of 
information in order to accomplish the design task? 

11 Yes. a lot 
0 Yes 
0 Not so much- Specifywhy ..................................................... 

........................................................................................................ 

........................................................................................................ 
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0 No - specify why .................................................................. 

........................................................................................................ 

................ .................................................................................... . 
13 No. absolutely- specify why ................................................... 

........................................................................................................ 

........................................................................................................ 

5. Do you think that your partner could have misinterpreted your design ideas 
during the collaboration? 

13 Yes, many times we had problems and we could not explain our 
ideas 

0 Yes. but eventually we succeeded in explaining our ideas 
11 No. but sketches were just enough to show our ideas 
[I No. sketches allowed us to show our ideas 

B. In your view is the collaborative method you have used in this experiment 
(sketches+e-mails) a feasible approach for collaborative design? 

13 Yes, I found it effective 
0 Yes, but ........................................................................... 

........................................................................................................ 

........................................................................................................ 
0 No, but ........................................................................... 

..................................................................................................... 

........................................................................................................ 
0 No, I found it unprectical 

7. We warmly encourage any Wnd of comment on the collaborative method 
and on the experiment itselt 

...................................................................................................... 
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Thanks for your kind help. The information that you haye proyided Wll be very 
useful for us. 
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Appendix F: Notes for Tutors and Troubleshooting 

F. 1 Notes for tutors 

A General Record 

In both universities it would be appropriate to record the experiment with a 

video camera (preferably a digital one) and to take some pictures with a digital 

camera. 

Other Notes 

9 It would be useful to set up a communication line between the tutors via ICQ 

or similar chat-lines during the experiment (addresses would be required). 

* Both universities have to provide email access for groups 2 and 3, and also a 

printer, a scanner at A4, A4 paper and sketching materials for group 3. 

9 At the end of each session tutors should copy the content of the following 

folders where all the screenshots, back-up files, final images and emails are 
located: 

1. JCAD-VRIautomatic_save, 

2. JCAD-VRIscene 

3. JCAD-VRIcapture 

4. Folder with the emails of group 2 

5. Folder with the emails of group 3 

Before deleting the files contained in these directories their content has to be saved in 

another directory in order to start the second session with empty folders. This will 

avoid mixing up the files produced by the different students in the two sessions. 
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F. 2 Notes and Troubleshooting for group 1 

Loading jead Files when Starting JCAD-VR 

JCAD-VR will automatically load the environment to be shared by the 

students working synchronously. This means that new objects created within JCAD- 

VR will be visualized in every computerjoining the concurrent design session. These 

are the instructions to follow to load the scene at the beginning of the exercise: 

1. Start JCAD-VR 

2. During the loading of JCAD-VR a window will appear to allow the selecoon 

of a VRML file, click on CANCEL 

3. After few seconds the scene will be loaded, and when all the partners joining 

the session are ready, every object created will be visualized and shared with 

the others. 

IMPORTANT NOTE: Before starting to create objects in the collaborative 

mode all the users have to be connected with the application running and connected 

to the server. Make sure that all your partners in the collaborative session are 

already connected properly before starting to create objects. The best way to do 

thsi is simply by monitoring the text of the chat; if you are able to chat with your 

partners you will be also able to share objects. If geometries were already created 

before your partners were connected we suggest you to delete all the objects by 

clicking on the delete all icon, unless you wish to continue by sharing the 

objects with your partners. 

Loading Files without Restarting JCAD-VR 

1. Load your new file by clicking on the loadm= icon 
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2. If the system is in collaborative mode, once you load tile file the other user 

connected will receive the scene. Therefore this operation has to be done by 

only one person involved in the collaborative session. Double check with 
your partner by chat to see if they have the scene upgraded before starting to 

work. 

In case of the Crashing or Interruption of JCAD-VR while a 
Student is Working with a Partner: 

1. Close JCAD-VR by clicking on the exii 'Im icon or using tile 

CTRL+C button sequence on the MS-DOS console. 

2. Restart JCAD-VR 

3. During the loading of JCAD-VR a window will appear to allow selection of a 
file, click on CANCEL 

4. Wait for some seconds and the software will automatically upgrade the scene. 

Saving with JCAD-VR 

In order to make back-up files, JCAD-VR will automatically save students' 

work every 5 minutes and the files will be placed (with a name and sequential 

number) in the directory JCAD-VR\automafic_save. Nevertheless students can also 

FOR 
save their design by clicking on the save iconý and by giving these names 

to their files: groupl_01, groupl_02, ... groupl_20 etc... in the JCAD-VR\scene 

directory. 
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IMPORTANT LAST NOTE: For normal reasons JCAD- VR can also crash 

or halt if some unexpected operations have been done. We would therefor 

recommend saving your work fi-equoWL. 

F. 3 Notes and Troubleshooting for group I 

Loading jead Files when Starting JCAD-VR 

JCAD-VR automatically loads the environment where you have to place your 
design. You need only to start JCAD-VR, and the environment will appear. 

Loading Files without Restarting JCAD-VR 

The loading routine of JCAD-VR is such that more than one jcad file cannot 
be loaded together. You can load your new file by clicking on the 

loadý icon and by selecting the file to open Ocad and wrl forniats are 

supported). 

In case of the Crashing or Interruption of JCAD-VR 

1. Close JCAD-VR by clicking on the exit mýficon or using the CTRL+C 

button sequence on the MS-DOS console. 

2. Restart JCAD-VR 

3. During the loading of JCAD-VR a window will appear to allow the selection 

of a file, click on CANCEL 

4. Load the jcad file you were working on again (for instructions on how to load 

a file in JCAD-VR see Loading jcad files when starting JCAD-VR on the 

previous page). 
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Saving with JCAD-VR 

ffir 

01 , HM 
Students can save their design by clicking on the save iconý and by 

giving these names to their files: group2_01, group2_02, ... group2_20 etc... in the 

JCAD-VR\scene directory. 

IMPORTANT LAST NOTE: For normal reasons JCAD- VR can also crash 

or halt if some unexpected operations have been done. We would therefore 

commend savinz vour work frequentIv. 
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Appendix G: The JCAD-VR Project's Publications 

The following pages include conference papers reporting on the JCAD-VR 

project: 

1. Conti, G, Ucelli, G. and Mayer, T. (2001). JCAD-VR-. Java Collaborative 

Architectural Design Too] in VR. In H. Pentfild (Ed. ), Proceedings of 
Architecture Information Management, 191h Conference of eCAADe. Helsinki, 

2001 (pp. 454-459). Espoo, Finland: Otamedia Oy. 

2. Ucelli, G., Conti, G., Petric, J. and Maver, T. (2002). Real Experiences of Virtual 
h Worlds. In D. Marjanovid (Ed. ), Proceedings of the Design 2002, ;ý 

International Design Conference, 2002, Cavtat (pp. 561-566). Zagreb, Croatia: 

Faculty of Mechanical Engineering and Naval Architecture, Zagreb and The 

Design Society, Glasgow, UK. 

3. Petric, J., Maver, T., Conti, G. and Ucelli, G. (2002). Virtual Reality in the 

Service of User Participation in Architecture. In K. Agger, P. Christiansson and 
R. Howard (Eds. ), Distributing Knowledge in Building. Proceedings of CIB W78 

Conference, Aarhus (pp. 217-224). Aarhus, Demnark: Aarhus School of 
Architecture and Centre for Integrated Design. 

4. Petric, J., Ucelli, G. and Conti, G (2002). Real Teaching and Learning through 

Virtual Reality. In K. Koszewski and S. Wrona (Eds. ), Design e-ducation. 
Proceedings of the 201h Conference of eCAADe, Warsaw, 2002 (pp. 72-79). 

Warsaw, Poland: Drukamia Braci Ostrowskich. 

5. Conti, G., Ucelli, G. and Petric, J. (2002). JCAD-VR: a collaborative design tool 

for architects. In Proceedings of the 41h international conference on 
Collaborative virtual environments, Bonn, Germany, 2002 (pp. 153-154). New 

York: ACM Press. 

6. Petric, J., Ucelli, G. and Conti, G. (2002). Participatory Design in Collaborative 

Virtual Environments. Accepted paper at the 6h SIGRADI Conference, Caracas. 

7. Petric, J. Conti, G. and Ucelli, G. (2003). Designing Within Virtual Worlds. 

Accepted paper at the CAAD Futures 2003 Conference, Tainan, Taiwan 
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JCAD-VR: Java Collaborative Architectural Design 
Tool in Virtual Reality 
A Java3D based scalable framework for real-time, multi- 
platform VR environments 

CONTI, Giuseppe; UCELLI, Giuliana; AM VER, Tom 
ABACUS, University ofStrathclyde, Glasgow, UK 
http: //Www. strath. ac. ukIDeparhnenIsIArclzitecturel 

This paperproposes aframework thatprovides the architect with a tool that uses rjrjual 
Reality (VR) as part of the design path. It offers the possibility to deploy as I ystem capab e 
of assisting the design profession during the early stages of the design process. This way 
VR becomes the meansfor a new experience where the architect can, freefrom constraints 
of the 2D world, create and manipulate the space shelhe is designing. 
ne idea upon which JCAD- VR is being built is that all the users present in the virtual 
world have to be able to share the same virtual environment in a "transparentfashion " 
where the user interface, instead ofthe traditional menulwindows based layout, it ispart 
ofthe virtual world itsetf 
The aim is to provide the designer with a toolfor creating 3D-shapes in a shared VR 

environment, thus allowing the design to be shared as it evolves. 
Keywords: Collaborative Design, Hirtual Reality, Java 3D, Distributed Environment. 

Introduction 
Traditionally many architects have experienced the 
need to prove their design proposals using physical 
models: even the most accurate 2D paper 
representations are usually not suitable enough to 
explain and transmit the complexity of some 
architectonic ideas. 

If the use of a third dimension is nowadays part 
of the daily practice, the 'CAAD community" Is only 
now experiencing the move from static representation, 
based on 2D renderings or pre-recorded animations 
(considered as a sequence of 2D images), to 
dynamically generated 3D representations. Real-time 

navigation and Interaction, typical of VR environments, 
provide just that fluent interface and that enUrety in 
the exploration of the design proposal that Is the main 
lack in all CAD packages commonly in use. 

Furthermore, the increasing growth of 
computational resources and hardware power eases 
the access to desktop VR applications making it a 
truly feasible approach in everyday practice. 

Although VR Is a quite mature technology, it Is 
seldom utilised throughout the design process: often 
in fact it Is just used as a more powerful presentation 
technique. Moreover, the recent growth of network- 
based virtual communifies and the use of avatars have 
brought a new level of complexity to the meaning of 
virtuality, providing the technology for remote presence 
and collaborative experiences. 

Background 
In two case studies part of a previous research project 
of the authors (Ucelli, Conti, Lindsay and Ryder, 2000), 
the research team worked closely with both architects 
and engineers experimenting the use of VR in a real 
ongoing project. 
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During the creation of 3D models continuous 
access to all the information regarding the design 

progress and changing priorities were provided. 
Architects and engineers were invited to evaluate and 
discuss the project in a Virtual Reality lab. 

The outcome of the research confirmed what other 
authors had stated (Dorta and LaLande, 1998): "the 
design process is made up of two activities which are 
graphic ideation or conceptual design and 
communication [ ... 

] the first is a formative process 
dealing with creating and evolving ideas [active 

phase]; the second is a descriptive process aiming at 
presenting to others fully-formed ideas (passive 

phase] "[1]. 
Unfortunately the result of the experience, if on 

the one side it has proved the huge potential of VR 
for reducing designs "flaws", on the other side it has 
highlighted that the present use of VR is limited only 
to the last phase of the design process, what we call 
the passive phase, when the visualization takes place 
and the result of the design process is eventually 
shown to the client (fig 1). 

It is evident from the Figure 1 that the use of 
modeling and Rapid Prototyping (RP) is confined, with 

1, igin cI lhc rolc o/ 

% rwalivaiton inside the de. vign 

pincews where the graphir 

ideation tactive pha. vc) i. v 
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only a few exceptions (such in the. innovative 

architectural practice of Frank 0. Gehry) at the end 
of the creation process after which all the design 

choices have been taken. 
The idea upon which the JCAD-VR framework is 

founded is to anticipate the use of VR within the active 
phase thus taking full advantage of the technology. 
The aim is to provide the designer with a tool for 
creating 3D-shapes in a shared VR environment, thus 
allowing the design to be shared as it evolves. This 
paper will report the present state of the JCAD-VR 
framework and will highlight its future development. 

JCAD-VR: a framework 
The idea upon which JCAD-VR is being built is that 
all the users present in the virtual world have to be 
able to share the same virtual environment in a 
"transparent fashion" where the user interface (Ul), 
instead of the traditional menu/windows based layout, 
it is part of the virtual world itself. 

The entire project is based on client-server 
architecture where every user logs into a virtual world 
and starts sharing designing tasks with other users. 
The entire structure is organised in an object-oriented 

repre. vemed with the 
airhiiecionic and engineering 
planning and the 
communication wa, vvivc 
phaw) 1, frim"enled M. Me 
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fashion, where each module is able to fulfill to a certain 

task and it is independently coded. This approach has 

allowed the delivery of an initial functioning core of 

the JCAD-VR system whose capabilities will be 

expanded in the near future with several modules 

currently under development (fig 2). 

The entire framework is handling the virtual 

environment through two closely connected parts: a 

3D engine and a services unit each made of different 

modules. In a human body analogy the former might 

represent the heart while the latter might be 

considered as a nervous system. 

The 3D engine unit 
The 3D engine is the broad part of the framework 
that handles all the information regarding the "visible" 

aspects of the virtual world. It includes the code 
necessary to create and modify geometric entities 
(geometry core), to show the interface (interface 

core) and to deal with several different display devices 
(visual core). 

The first module of the geometry core handles 
the creation of 2D and 3D objectsý the last ones being 
both geometric primitives (cones, boxes, spheres etc. ) 
and architectural entities (walls, slabs etc. ). Although 
from the visualisation point of view a wall might be 
seen as a box, the system treats it in a completely 
different way. In fact while a box is just regarded as a 
simple shape without any further quality, the wall 
instead is handled as an entity owning "topological" 
properties: it is first of all made of two different surfaces 
(internal and external faces) and a core. It can be the 
parent of another object (such as a window or a door) 
and it can hold other types of information such as 
number of windows attached to it. 

Quite obviously the geometry module will also 
provide the means for attaching materials to objects 
and add lights and objects from a library to the virtual 
world through the database module. Further 
development will implement real-time shape 
recognition routines. This would allow the user the 
freedom of drawing shapes in the virtual world that 

Figun-2 111"getic"JI 
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Figure 3. An image of. l(', 4D- 
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would be converted in 3D objects by the system. The 

complexity of such a process requires some Artificial 
Intelligence (AI) routines and it has convinced the 

authors to code the Al module only in a second stage 
of development. 

The interface core, as the name itself says 
obviously takes care of the graphic user interface 
(GUI). As previously mentioned the system aims to 

achieve an interface as "transparent" as possible. 
Here the term "transparency" is to be considered as 
the interface which is not a separate part of the 3D 

world but as an integral part of the virtual world itself. 
The idea behind it is that instead of the traditional 

menus and toolbars the user is immersed in an 
environment providing the means for the interaction 
itself. 3D menus pop up showing 3D icons and the 
3D menus themselves can be moved for the 

convenience of the user. Visual feedback is provided, 
for example, in the form of rulers showing the size of 
objects or 3D icons showing the operation to be done 

on the object. A voice driven interface is due to be 

coded to help push further the level of "transparency" 

and enhance user friendliness of the interface. For 
the sake of completeness a traditional window based 

control panel is provided for advanced settings. On 
the first functioning core traditional pointing devices 

are used but support for 6-clegree of freeclorn/virtual 

(110ve will he cnded irl the noxt flitilre 

Go to content,, 16 
The visual core is the part of the framework that 

allows interfacing with the visualization devices. For 
the sake of flexibility the entire framework has been 

coded in a multi-platform language (Java). The 

obvious computational constrains imposed by the use 
of different hardware is solved by creating a structure 
that is flexibly scalable arid can deliver iniages for a 
range of viewing devices, from the simple desktop 
monitor to the more complex tessellated screen [21 
for immersive environments. The user can switch 
between two different modes according to the machine 
it is running on. When the software is loaded the user 
is asked to choose whether to work on a single screen 
or in multiple screen mode. At the present stage, on 
common PCs the video card displays the virtual world 
on a traditional window or on full screen The systern 
also runs on a Sgi supercomputer whose display is a 
Reality Centre. The internal architecture of this module 
is entirely flexible such that it might be easily adapted 
to allow use of other VR devices (CA VIE, H. M. D. 
etc. ) (fig 3)ý 

The services unit 
The services unit is the part of the framework that 
handles all the information regarding the 
'management" of the virtual world. It is the backbone 
of the interconnection between users: it manages 
network connections and exchange of data between 
ý, ,f rWVýOfý , 1(1ý 1! ý; 1. , 1, ý 1, ý. 
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the virtual world in a database from which it also 
retrieves information from libraries of objects 
(database core). 

As already mentioned the entire framework is 
based on a client/server architecture. 

The services unit is indeed developed across two 
independently coded packages of the framework - 
client and server- and the network core is allowing 
the transmission of data between the two (fig 4). 

The network core is thus based on a server, 
several clients and the network allowing the 

communication. The server is the data-delivering unit 
that looks after the information to be broadcast. The 

clients are the users themselves who perform actions 
and queries, when active, and when passive, rely on 
the server for receiving data update. The intrinsic 

r-nultiplatform nature of JCAD-VR, inherited from the 
language used to code it, allows the server to transmit 
data to a broad range of machines, from normal PCs 

to the supercomputer running the Reality Centre, and 
leaves the research team the freedom to test the 

software with several operating systems. The 

communication channel ensures the link between 

server and clients through a TCP/IP network. As an 
independent part of the framework the server has an 
autonomous and simpler interface that provides 
primarily information about the network system. A 

number of components are envisaged such as the 

communication status, the users on line and VR 

shared environments. Since the clients are 
communicating through independent processes in the 
future a further enhancement will allow the server to 
be capable of dealing with several VR environments 
simultaneously. At the present stage the network 
module is supporting use of avatars representing the 

users inside the virtual world, and it gives also the 

possibility to interact between the users through a chat 
system and a whileboard for sketching. Support for 

voice communication is being considered for further 
development as well as a web based applet version 
of the client side of the software. 

The database core includes an internal database, 

that keeps track of the creation or manipulation of the 

RfAL! tl CEN71ý,: 
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objects in the virtual scene, and an external database 
through which users will be able to retrieve geometric 
primitives, materials, lights etc. The internal database 
is closely coupled with the network core. It is not 
only keeping track of what is happening in the user's 
virtual world but, most importantly, it receives, through 
the network, information sent by other users'internal 
databases. If a new object is created or its status is 
changed the system will upgrade the internal database 
of each user no matter who is doing the action. For 
the convenience of the user an 1/0 module will allow 
import/export of objects from/to other packages. 

Technical overview 
The entire systern is coded in Java'. The choice, even 
if less efficient in term of performances if compared 
with some other languages, offered indeed great 
flexibility, true scalability and last but not least fully 
multi-platform support. Moreover the use of Java' 
programming language became a natural choice when 
its 3D suite was released (Java3D'). Its network- 
centric nature, its multimedia integration together with 
the use of native hardware acceleration (OpenGL) and 
mu Iti -processors support (in the case of Sgi 
workstation) makes it the perfect choice for the 
development of a real-time multimedia collaborative 
system. Furthermore thanks to Java"s performance 
scalability and hardware independence the concept 
of CAAD has been pushed even further creating a 
VIR environment that can co-exist between high-end 
supercomputers and common PCs. 

The client application, in response to the obvious 
hardware limits imposed by the use of different 
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hardware, has been written to be easily customised 
to run on PCs as well as on a Sgi supercomputer. 
The former are normal PCs whose video-card Is 
displaying the virtual world only on a traditional window 
or at full screen. The latter Is a 12-processors 6Gb 
Ram Sgi Onyx2 system running the Reality Centre at 
ABACUS, University of Strathclyde, Glasgow. When 
the JCAD-VR Is launched on the Sgi it can take 
advantage of its computational power to stretch itself 

on a5 metre wide 2 metre high tassellated screen 
where 3 Barco projectors create a 160 degree 
panoramic image. 

Conclusions and further 
developments 
The multidisciplinarity of this research Is giving the 
opportunity to investigate collaborative design Issues, 
the role of interfaces Inside CAAD packages, the 
design process in the first stage of its conception, the 
use of Virtual Reality In architecture and last but non 
least, a number of technical Issues. 

As already pointed out, JCAD-VR is an ongoing 
project and several enhancements are planned for 
the next releases aiming to get that feeling of 
Intuitiveness and that control over the design that 
should be the goal of every application using Virtual 
Reality. 

Go to contents 16 
Footnotes 
[11 Dorta, T. and LaLande, P., 1998, p. 144-148. 
[21 A tessellated screen Is a composite screen 

consisting of several projectors creating an unique 
high resolution Image. 
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1. Introduction 
The present use of 3D simulations or more effective virtual worlds has provided the designer with new 
media capable of storing several levels of information traditionally obtained only with the help of 
multiple media, usually more time and resource -consum mg. 
Virtual models in particular can store information about planning issues, geometric design, material 
choices or even furniture and lighting conditions. This level of representation provides the designer 
with all the necessary tools to represent an architectural environment and facilitate the research of 
potentially good design solutions. 
The use of Virtual Reality (VR) within the design process has not only enabled the designer to store 
more information than with the use of tile traditional inedia and to check the design solutions more 
efficiently but furthermore it has enhanced the level of simulation providing: 

" Immersion: Users are completely surrounded by the environment. 
" Presence: Being surrounded the participant has actually the sensation of being t. n tile 

environment. The Virtual Environment becomes then a place on its own and its perception is 
similar to real environments. 

" Interactivity: This is surely the most important feature provided by VR: the ctivironnieni 
allows the participant to be involved and the result of the actions done by tile participant is 
visualized in the VE. 

" Autonomy: Participants are neither constrained in paths nor in views preset by others but have 
the freedom and autonomy to explore any single part of the environment. 

" Collaboration: Multiple users are able to take part and to interact in tile same VE. 
Tile use of VR can also broaden the boundaries of traditional perception to give the experience of 
worlds not necessarily real or material and to give tile freedom to safely simulate dangerous or 
expensive condition for training purposes. In fact some applications can simulate something 
completely different from anything we have ever directly experienced such as the visuallsation of the 
ebb and flow of the world's financial markets or the information of a large corporate database. Other 

applications provide ways of viewing from an advantageous perspective not possible or too expensive 
in the real world, like scientific simulators, tele-presense systems and air traffic control systems. 
The speed at which technology is evolving is making the application of VR within the design 

professions a feasible approach. AEC companies have already started to evaluate how time consuming 
the traditional presentation path call be where animations or walkthroughs are used to show designs 

solutions to their clients. In fact traditional CAD/CAAD systems are used as rendering tools more than 
design tools. Any change on design solutions is subject to the inevitable delay of having to step back 
to the CAD/CAAD systems and then the result must be rendered again to be eventually visualized. 
This approach is obviously not only unconvenient but time consurning and therefore costly. The 
consequence of these issues is that some design and manufacturing companies have already started to 
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investigate how VR can be used within the design process, 

2. Background 
Since the presentation of The CAVE at the SIGGRAIIII conference in 1992 all the media have been 
presenting VR technologies as the new tools that designers were waiting for and in particular they 
have been erroneously assumed that it would have triggered the architects' interest for its power to 
communicate design ideas. 
Unfortunately VR is far from being used on a large scale during the architectural design activities 
although it would provide a natural and easy-to-understand interface between practitioners and clients. 
Moreover VR would enable architects to test the design functionality and to see whether the design 
solutions reach the clients expectations; it would increase the possibilities to design a bcttcr-built 
environment by: 

addressing sustainability through environmental simulations and appraisal 
engaging design creativity through immersive design 

We have identified two important reasons why VR has not been widely used in tile architectural 
context: the lack of interfaces designed for architects and tile wrong positioning of the VR phase inside 
the design process. 
if we observe the software available on the market from a user-centric point of view It is clear that 
none of the current packages used by architects provides ail easy interface to generate virtual 
environments during the creation phase of the design process. CAAD packages are often complex 
rendering tools more than design tools and the funtionalities related to VR they provide arc 
subordinated to the creation of 3D models and exportation. Consequently any change oil design 
solutions is subject to the inevitable delay of going back to the CAAD systern to refine the 31) model. 
Thus the recreation of 3D models is so impractical and time-consuming that becomes worth doing 
only when every design decision has been already taken. III these circumstances the use of VR would 
just increase costs. 
Furthermore the lack of interfaces suitable for architects has as a consequence the wrong positioning 
of VR technologies in the design process. In fact if tile virtual environments created using CAAD 
packages arc generated as refinements, adjustments and exportation frorn traditional 3D sccncý, it is 
clear that practitioners will consider their use only as presentation tools. Keeping up to date 3D models 
is ail expensive task and obviously even more expensive is to upgrade VEs generated from them, 
Therefore we could say that VR is relegated to the end of the design process rather then being used to 
engage design creativity through immersive design. 

Figure 1. Traditional Schema 

Having identified these problems behind the difficulty of using VR from the very beginning of the 
design phase, the research group has thought to engage itself in the development of a VR system that 
provides a flexible user-friendly immersivc environment to support collaborative design on a 
synchronous co-editing base, being called JCAD-VR. 
This paper will report the present state of the JCAD-VR system and will highlight its future 
development. 

3. The JCAD-VR schema 
The idea upon which the JCAD-VR framework is founded is to anticipate the use of VR within the 
creation phase thus taking full advantage of VR technology. The system in fact allows the creation of 
simple virtual environments through a user-friendly interface without forcing the user to model it with 
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traditional CAAD packages. The use of CAAD 
project, where further refinements are needed. 
It creates simple parametric 3D-shapes directly in 
to be shared as it evolves. 

packagcs is thereforc 1cft to the final stýigc of' ific 

a co-edit VR environment, thus allowing the (Icsign 

Figure 2. JCAD-VR Schema 

To allow constant collaboration between several users the entire project is based on clicnt-scrvcr 
architecture where every user accesses the virtual world, interacts with the VE and shares design tasks. 
The whole framework is organised in an object-oriented fashion, where each module fulfils a certain 
task and it is independently coded. This approach has allowed the delivery of an initial functioning 
core of the system, whose capabilities will be expanded in the near future. 

From the implementation point of view JCAD-VR handles the VE through two closely connected 
sections: a 3D engine and a set-vices unit each made of sevcral modules. 

3.1 3D engine unit 
The 3D engine handles all the information regarding the visual aspects of the VE. It includes the code 
necessary to create and modify geometric entities (geometry core), to run the 3D-interface (interface 
core) and to deal with several different output devices (visual core). 
The first module of the geometry core handles the creation of 3D objects: both geometric primitives 
(cones, boxes, spheres etc. ) and architectural entities (walls, slabs etc. ). To the architectural entities 
some extra properties were provided such as: information on internal and external faces or windows 
and doors attached to them. 
The geometry niodule will also provide the means for attaching materials to objects and add lights and 
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objects from a library to the virtual world through the database module. 
The Interface core does not implement a traditional graphic user interface (GUI): JCAD-VR has been 
provided with a 3D interface that is an integral part of the virtual world itself. The idea behind it is that 
instead of the traditional menus and toolbars the Ul is immersed in VE providing the means for the 
interaction: 3D menus pop up showing 3D icons and the 3D menus themselves can be moved for the 
convenience of the user. Visual feedback is provided in the form of rulers showing the size of objects 
or 3D icons helping the user in the operations to be done on the objects. 
The visual core is the part of the framework that allows the interfacing with the visualization devices. 
The client application has been implemented in order to be used on PCs as well as on Sgi 
supercomputers. The former are normal PCs whose video-card is displaying the virtual world only on 
a traditional window at full screen, the latter is a 12-processors 6Gb Ram Sgi Onyx2 system running a 
Reality Centre. When JCAD-VR is launched on the system running the Reality Centre it can take 
advantage of the increased computational power stretching its visual output on a5 metre wide 2 metre 
high tassellated screen where 3 projectors create a 160 degree panoramic image. 
For the sake of flexibility the entire system is coded in JavaTm. The choice, even if less efficient in 
terms of performances if compared with some other languages, offered indeed great flexibility, true 
scalability and last but not least fully multi-platform support. Moreover the use of JavaTm 
programming language became a natural choice when its 3D suite was released (Java3DTM). 
This choice has provided the flexibility neceessary to deliver images for a range of viewing devices 
and the internal architecture of the visual core is such that modules might be easily adapted to allow 
use of different VR devices such as CAVEs or Headmounted Displays. 

3.2 Services unit 
The services unit handles all the circulation of data within the system. 
it is the backbone of the interconnection between users: it manages network connections, it exchanges 
data between users (network core) and it keeps track of the state of the virtual world through a 
database from which it also retrieves objects information (database core). 
The services unit is based on a client/server architecture therefore it is implemented across two 
independent packages of the framework the client and the server and the network core allows the 
transmission of data between them. 
The network core is thus based on a multi-client server, several clients and the network allowing the 
communication. The server is the data-delivering unit that looks after the information to be broadcast. 
The clients are the users themselves who perform actions and queries, when active, and when passive, 
rely on the server for receiving data update. The intrinsic multiplatform. nature of JCAD-VR, inherited 
from the language used, allows the server to transmit data to a broad range of machines across several 
operating systems. The communication channel ensures the link between server and clients through a 
TCPAP network. 
As an independent part of the framework the server has a simple and autonomous interface that 
provides primarily information about the network system. 
At the present stage the network module supports: 

Broadcasting of new geometries in the VE 
Notification of creation of new geometries in every user's internal database and broadcasting 

of their numerical information 
Broadcasting of modifications applied on geometries in the VR scene 
Notification of changes on geometries in every user internal database 
Checking for user priority on the objects through a distributed locking mechanism 
Avatars representing multiple clients in the VE 
Interaction between users through a chat system and a whiteboard for freehand sketching in 
2D. 

it will be soon expanded to include new functionalities such as the transfer of voice and video accross 
users. 
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Figure 4. The client/server architecture of JCAD-VR where the server broadcasts to several 
clients including the Reality Centre 

The database core includes an internal database, that keeps track of the numerical parameters of the 
geometries created or modified within the virtual scene, and an external database through which users 
will be able to retrieve more complex 3D shapes, AEC objects, materials, lights etc. 
The internal database is closely coupled with the network core, Not only it keeps track of what It Is 
happening in the user's virtual world but also, most importantly, it receives, through the network, 
information sent by other users' internal databases. If a new object is created or its gcornctric 
parameters are changed the system will upgrade the internal database of each user no matter who is 
doing the action. 
For the convenience of the user an 1/10 niodule supports loading of external files thus allowing inipon 
from traditional CAAD packages. 

Figure 5. Avatars and communication tools in JCAD-VR. Figure 6. JCAD-VR running on a PC, 
Sgi and in the Reality Centre 

4. Further Developments 
Further developments and cornpletion of several modules of the framework arc planned to be carried 
out in the near future: 

9A voice driven interface enhancing user friendliness of the UI 
Implementation of the Audio/Video module and introduction of Video Conferencing facilities, 
Support for driving devices such as 6-degree of freedom/virtual glove 
Implementation of a multi-environments server capable of dealing with several VR 
environments simultaneously. 

5. Conclusions 
The JCAD-VR framework has confirmed the possibility of anticipating the use of VR within the 
creation phase thus taking full advantage of VR technology. It allows access to VR in an easy and 
direct way not obliging users to model in traditional CAAD environments. 
Moreover it creates simple parametric 3D-shapes directly in a co-edit VR environment, thus allowing 
the design to be shared as it evolves. 
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As already pointed out, JCAD-VR is an ongoing project and several enhancements are planned for the 
next releases aiming to get that feeling of intuitiveness and that control over the design that should be 
the goal of every application using Virtual Reality. 
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Abstract: The issue of userparticipation in the processes ofbuilding and urban design is 

enjoying renewed attentionfollovting its relative neglect over the last 20 years due, 
in large measure, to significant advances in emerging information technologies, 
particularly multimedia, virtual reality and internet technologies. 

7his paper re-established the theoreticalframevwrkforparticipatopy design 
evolved in the late sixties and early seventies as part of the movement towards a 
more explicit design methodology and attempts an explanation of why the concept 
failed to gain commitmentfrom the architectural and urban design professionals. 

The paper then gives an account of two significant developments in the evolution of 
the application of infor7nation technologies with which the authors have been 
engaged. These are: 

i. a responsive and interactive interface to wholly immersive and realistic 
virtual reality representations ofproposed buildings and urban 
neighbourhoods. 

ii. an intuitive andplaVorin-independent VR modelling environment allowing 
collaborative evolution ofthe schemefrom within the virtual world. 

The impact of these IT developments is demonstrated in the context of the design of 
a leisure facility for a community of users with physical impairment. 

Keywords: user, design, participation, VR, CAAD 

Design Decision Making 

Architectural design is a multi-faceted occupation which requires, for its successful performance, a 
mixture of intuition, craft skills and detailed knowledge of a wide range of practical and theoretical 
matters. It is a cyclical process in which groups of people work towards a somewhat ill-defined goal in a 
series of successive approximations. There is no'correct'method of designing and, although it is 

recognised that the process can be divided into separate phases, there is no generally accepted sequence of 
work that might guide design teams in the direction of achieving a satisfactory solution. Indeed, there are 
no solutions to design problems in the way that there are solutions to mathematical problems: the best 
that can be hoped for is an outcome which satisfies the maximum number of constraints which bound the 
area of concern. Furthermore, design is not an algorithmic process in which the desired conclusion can be 

reached by the application of step-by-step procedures - first finalising this aspect, then that. It is a fluid, 
holistic process wherein at any stage all the major parts have to be manipulated at once. In this sense, it is 
less like solving a logical puzzle and more like riding a bicycle, blindfold, whilst juggling. 
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Despite the complexity of the design decision-making process the emerging new generation of computer- 
based models is already having an impact on how design is performed and, hence, on the quality of 
design. The impact stems from the fact that the new models, as opposed to paper-bascd plans and 
elevations or other conventional forms, are predictive rather than descriptive; dynamic rather than static; 
explicit rather than implicit and, above all, permit a more-or-less continuous and interactive assessment of 
the effects of a developing design on cost and performance. 

Evidence is growing of the advantages offered by the application of computers in design, and these can be 
surm-narised as follows: 

Widening the Search for Solutions 

Access to programs which dynamically predict the cost and performances characteristics of optional 
design proposals can increase the scope of search for good solutions by as much as ten-fold. Not only is 
the search coverage extended, it is also more purposefully directed because designers are able to compare 
the quality of any one tentative solution against the quality of all previous solutions. 

Greater Integration in Decislon-Making 

In conventional working, a great deal of design time is lost as proposals are passed to and fro between the 
architect (who tends to be the originator) and the other specialist members of the design team (who tend 
to the "checkers"). Quite frequently the scheme on which the architect has lavished time and effort is 
found by one or other of the specialists to be infeasible. With access to appropriate appraisal techniques 
embodied in computer programs, it is possible to check a proposal against a wide range of criteria from 
the outset of the design activity. Moreover, it is entirely practical (though not yet a widespread working 
method) for all members of the design team to have access to, and operate on, the common design model 
whether or not they share a design office. The models, then, can provide a strong integrating force in 
design team working. 

improving Design Insights 

Apart from the use of appraisal programs to search for better designs, the programs can be used in a 
research and development context to provide insights into the way in which particular design decisions 
affect cost and performance. Typically, a designer working in this mode would select an existing 
building for study, then, keeping all other design variables constant (insofar as this is possible), 
systematically vary one factor while recording the cost/performance output from the program. In this 
manner, the architect can establish sets of causal relationships which provide powerful insights into 
structure of design decision-making. 

Differentiation of Objective and Subjective Judgements 

Contrary to the early fears of many architectural practitioners, the use of CAAD techniques focuses 
increased attention on subjective value judgements rather than less. As measurable attributes of optional 
designs are made more explicit, the necessary value judgements are forced to the surface of design 
activity and thereby, themselves become more explicit. The effect of this is to make it clear to designers 
and their clients, which judgements are based on quantifiable criteria and which on subjective and 
intuitive concepts. 

Evidence of the degree to which computer-generated cost/performance information promotes effective 
value judgement, throws into sharp focus the crucial question: whose value judgement? This question 
was, for the first time, seriously addressed in the Design Participation Conference in Manchester in 1971 
(1). At that time, however, the human-machine interface was too primitive for the concept of useful - 
participation by the users of buildings to be achieved. The new technologies of VR and Multimedia give 
real prospects for participation. 

2 International Council for Research and Innovation in Building and Construction 
CIB w78 conference 2002 
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Virtual Reality 

The present use of 3D simulations or more effective virtual worlds has provided the designer and user 
participants with new media capable of storing several levels of information traditionally obtained only 
with the help of multiple media, usually more time and resource-consuming. 
Virtual models in particular can store information about planning issues, geometric design, material 
choices or even furniture and lighting conditions. This level of representation provides the designer with 
all the necessary tools to represent an architectural envirorunent and -facilitate the research of potentially 
good design solutions. 
The use of Virtual Reality (VR) within the design process has not only enabled the designer to store more 
information than with the use of the traditional media and to check the design solutions more efficiently 
but furthermore it has enhanced the level of simulation providing: 

?? Immersion: Users are completely surrounded by the environment. 
?? Presence: Being surrounded the participant has actually the sensation of being in the 

environment. The Virtual Environment becomes then a place on its own and its perception is 
similar to real environments. 

?? Interactivity: This is surely the most importantfeature provided by VR: the environment allows 
the participant to be involved and the result of the actions done by the participant is visualized 
in the VE. 
Autonomy: Participants are neither constrained in paths nor in views preset by others but have 
the freedom and autonomy to explore any single part of the environment. 

?? Collaboration: Multiple users are able to take part and to interact in the same VE. 

The use of VR can also broaden the boundaries of traditional perception to give the experience of worlds 
not necessarily real or material and to give the freedom to safely simulate dangerous or expensive 
condition for training purposes. In fact some applications can simulate something completely different 
from anything we have ever directly experienced such as the visualisation of the ebb and flow of the 
world! s financial markets or the information of a large corporate database. Other applications provide 
ways of viewing from an advantageous perspective not possible or too expensive in the real world, like 
scientific simulators, tele-presence systems and air traffic control systcms. 

The speed at which technology is evolving is making the application of VR within the design professions 
a feasible approach. AEC companies have already started to evaluate how time consuming the traditional 
presentation path can be where animations or walkthroughs are used to show designs solutions to their 
clients. In fact traditional CAD/CAAD systems are used as rendering tools more than design tools. Any 
change on design solutions is subject to the inevitable delay of having to step back to the CAD/CAAD 
systems and then the result must be rendered again to be eventually visualized. This approach is 
obviously not only inconvenient but time consuming and therefore costly. The consequence of these 
issues is that some design and manufacturing companies have already started to investigate how VR can 
be used within the design process. 

The JCAD-VR Prototype 

In the Department of Architecture and Building Science at the University of Strathclyde, the ABACUS 
group has been building a prototype design decision support system known as JCAD-VR (2). 

The idea upon which the JCAD-VR framework is founded is to anticipate the use of VR within the 
creation phase thus taking full advantage of VR technology. The system in fact allows the creation of 
simple virtual environments through a user-friendly interface without forcing the user to model it with 
traditional CAAD packages. The use of CAAD packages is therefore left to the final stage of the project, 
where fin-thcr refinements are needed. 
It creates simple parametric 3D-shapes directly in a co-edit VR environment, thus allowing the design to 
be shared as it evolves. 
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Figure 1. Traditional Schema. 
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Figure 2. JCAD-VR Schema. 

To allow constant collaboration between several users the entire project is based on client-servcr 
architecture where every user accesses the virtual world, interacts with the VE and shares design tasks. 
The whole framework is organised in an object-oricilted fashion, where each module fulfils a certain task 
and it is independently coded. This approach has allowed the delivery of ail initial ftinctioning core of the 
system, whose capabilities will be expanded in the near future. 
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From the implementation point of view JCAD-VR handles the VE through two closely connected 
sections: a 3D engine and a services unit each made of several modules. 

3D engine unit 
The 3D engine handles all the information regarding the visual aspects of the VE. It includes the code 
necessary to create and modify geometric entities (geometry core), to run the 3D-interface (interface 
core) and to deal with several different output devices (visual core). 

The first module of the geometry core handles the creation of 3D objects: both geometric primitives 
(cones, boxes, spheres etc. ) and architectural entities (walls, slabs etc. ). To the architectural entities some 
extra properties were provided such as: information on internal and external faces or windows and doors 
attached to them. 
The geometry module will also provide the means for attaching materials to objects and add lights and 
objects from a library to the virtual world through the database module. 

The interface core does not implement a traditional graphic user interface (GUI): JCAD-VR has been 
provided with a 3D interface that is an integral part of the virtual world itselE The idea behind it is that 
instead of the traditional menus and toolbars the UI is immersed in VE providing the means for the 
interaction: 3D menus pop up showing 3D icons and the 3D menus themselves can be moved for the 
convenience of the user. Visual feedback is provided in the form of rulers showing the size of objects or 
3D icons helping the user in the operations to be done on the objects. 

The visual core is the part of the framework that allows the interfacing with the visualization devices. 
The client application has been implemented in order to be used on PCs as well as on SGI 
supercomputers. The former are normal PCs whose video-card is displaying the virtual world only on a 
traditional window at full screen, the latter is a 12-processors 6Gb Ram SGI Onyx2 system running a 
Reality Centre. When JCAD-VR is launched on the system running the Reality Centre it can take 
advantage of the increased computational power stretching its visual output on a5 metre wide 2 metre 
high tassellated screen where 3 projectors create a 160 degree panoramic image. 
For the sake of flexibility the entire system is coded in Java? . The choice, even if less efficient in terms 
of performances if compared with some other languages, offered indeed great flexibility, true scalability 
and last but not least fully multi-platform support. Moreover the use of Java? programming language 
became a natural choice when its 3D suite was released (Java3D? ). 
This choice has provided the flexibility necessary to deliver images for a range of viewing devices and the 
internal architecture of the visual core is such that modules might be easily adapted to allow use of 
different VR devices such as CAVEs or Headmounted Displays. 

Services unit 
The services unit handles all the circulation of data within the system. 
It is the backbone of the interconnection between users: it manages network connections, it exchanges 
data between users (network core) and it keeps track of the state of the virtual world through a database 
from which it also retrieves objects information (database core). 
The services unit is based on a client/server architecture therefore it is implemented across two 
independent packages of the framework the client and the server and the network core allows the 
transmission of data between them. 

The network core is thus based on a multi-clicnt server, several clients and the network allowing the 
communication. The server is the data-delivering unit that looks after the information to be broadcast. The 
clients are the users themselves who perform actions and queries, when active, and when passive, rely on 
the server for receiving data update. The intrinsic multiplatform nature of JCAD-VR, inherited from the 
language used, allows the server to transmit data to a broad range of machines across several operating 
systems. The communication channel ensures the link between server and clients through a TCP/IP 
network. 
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As an independent part of the framework the server has a simple and autonomous interface that provides 
primarily information about the network system. 
At the present stage the network- inodule supports: 

'19 Broadcasting of new geometries in the VE 
?? Notification of creation of new geometries in every user's internal database and broadcasting of 

their numerical information 
T) Broadcasting of modifications applied on geometries in the VR scene 
?? Notification of changes on geometries in every user internal database 
?? Checking for user priority on the objects through a distributed locking mechanism 
'19 Avatars representing multiple clients in the VE 
99 Interaction between users through a chat system and a whiteboard for freehand sketching in 2D. 

it will be soon expanded to include new functionalities such as the transfer of voice and video across 
users. 

WENT I REALITY CENTM 

SERVER 

Fig, ure4. The elient/server architecture oj'JCAD-VR where the server broadcasts to several clients 
including the Reality Centre 

The database core includes an inter-nal database, that keeps track of the numerical parameters of the 
geometries created or modified within the virtual scene, and an extemal database through which users 
will be able to retrieve more complex 3D shapes, AEC objects, materials, lights etc. 
The internal database is closely coupled with the network core. Not only it keeps track of what it is 
happening in the user's virtual world but also, most importantly, it receives, through the network, 
information sent by other users' internal databases. If a new object is created or its geometric parameters 
arc changed the system will upgrade the internal database of each user no ma"cr who is doing the action. 
For the convenience of the user an 1/0 module supports loading of external files thus allowing import 
from traditional CAAD packages. 

Initial Trials 

The current prototype version of JCAD-VR is starting trials of its simultaneous use at the Technical 
University of Eindhoven and the University of Strathclyde. However, an earlier version was piloted with 
a group of students in the BSc (Architectural Studies) at the University of Strathclyde. 

The brief for the design project associated with the workshop was quite demanding: A Sailing Club for 
the Disabled located on a canal site in Glasgow City Centre. A real client community agreed to be 
involved in the project and in the assessment of its outcomes (3). 

Within the overall JCAD-VR system, students were encouraged to use initially a standard CNAD 
package for initial creation of the geometry and then to refine the design using VRML. Event 
management in their virtual worlds was done through the user of sensors and connectivity. These include 
touch sensors, proximity sensors, time sensors and anchors. 
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Figure 5. Sailing Club. 1br the Disabled at Spier's Whaýf Glasgow 

The design outcomes 
The outcome of the experiment - although not statistically measurable - was nonetheless considered to bc 
remarkable by both the tutors and tile client community. One second year student in particular made the 
most effective use of the full range of functionality of the system. 

In relation to the site and exterior of the building these were: 
?? Good balance between modelling of 3D geometry and texture mapping to provide a thoroughly 

convincing, large scale model of the site, which includes existing buildings of importance to the 
intervention as well as the wider urban issues such as the adjacent motorway. 

?? Ability to approach the site, as would a user, by sailing along the canal or, as a wheel chair user, to 
open gates and wheel along foot-paths to the building entrance. 

?? Understanding of the urban site by "flying" nearer or further from the adjacent motorway (along 

which cars are speeding) to check the attenuation of noise pollution. 
In relation to the building itself, the contribution of the student's ability to "visit" his design, during the 

evolution, as would a wheelchair user, was clearly evident in the quality of the design solution and was 
manifested in a number of subtle but important ways, for example: 
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?? The approach from the canal footpath and the carpark to the front door was carefully considered in 
terms of slopes and angles. 

?? The door access and view lines of wheel chair users, on entering the facility (including signage) were 
completely ihought through. 

?? The elegance of articulation of the building into two zones - wet and dry - was the evident result of 
the Boolean operations performed by the student on the volumes; 
the immediate testing of these in the virtual environment. 

The unparalleled level of detail presented by the student in response to user requirements, was 
exemplified by: 

- the transparency of the balustrades on the ramps and the sophisticated louvre 
system on the external glazing -a direct result of the designer's perception, from 
the user viewpoint - of what is important to someone in a wheelchair. Through 
every window in the building the student was able to show the appropriate view 
from the building. 

- concern and commitment to the real experience for a wheelchair user. The 
sliding door towards the canal could be opened and the user wheeled out into a 
mesh deck in order to get a first-hand experience of being "on" the water before 
perhaps, two ramps down, actually getting into a canoe, the mechanism 
illustrated by an elegant animation. 

The client community group were presented with the work of the students, and were impressed by the 
sensitivity with which the brief was addressed. They are featuring the outcome on their website 
httj2*//www. fcccp. org. uk). 

Conclusions and future aspirations 
As in the earliest days of the introduction of computers into architectural design, the quantum jump is 

made by students. The work reported here, and which will be shown during the conference is, we believe, 
the epitome - in the current state of the art - of excellent practice. It makes a breakthrough, we believe, in 
the evolution of good design ideas, modelled offline but appraised interactively and offers a real prospect 
for user participation. 
There is some way to go, of course, to design interactively in a virtual environment. The next step which 
we envisage is to link to the 31) model the emerging and sophisticated software for the thermal, lighting 

and acoustics properties of the building. This would allow the user to visualise, dynamically, airflow, 
temperature gradients, lighting levels and to experience the actual acoustic characteristics of the space as 
she/he moves through it. 
The other exciting development is for representatives of the client/user group to "join" the designer within 
the virtual environment and to participate directly in the evolution of the design concept. The recent 
development of a wheel-chair motion platform for immersive virtual environments (4) will allow the 
future users of buildings like the Sailing Club for the Disabled to navigate themselves, in their own 
wheelchair, through the virtual building. 
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Abstract. This paper addresses an articulated Vision of Virtual Reality which lends itself to design 
collaboration in teaching and learning and communication of architectural design Ideas among 
students, design professionals and client body during the early stages of the design process. 

Virtual Reality (VR) has already acquired a new degree of complexity through development of 
network-based Virtual communities and the use of avatars. The intrinsic quality of VR technology 
is to support collaborative design experience. 

The design tools developed for this experiment are capable of creating 3D objects in a shared 
VR environment, thus allowing the design and its evolution to be shared. The choice of 
programming language (Java Tm) reflects the desire to achieve scalability and hardware 
independence, which in turn allows for creation of a VR environment that can co-exist between 
high-end supercomputers and standard PCs. The prototype design environment was tested 
using PC workstations and an SGI system running a Reality Centre. 

, The research and teaching/I earning experience in the collaborative design environment 
reported in this paper describe the development and application of software that aims to increase 
the opportunity for architects to collaborate within Virtual worlds which enable effective and 
transparent information exchange. 

Keywords 
VR, Collaborative Design, Virtual Environment, Interface, Architecture, Experiment, Design 
Process. 

Introduction 
In the recent decades the design profession has been deeply affected by the digital revolution 
and the use of Computer Aided Architectural Design (CAAD) tools is nowadays part of the daily 
practice in most architectural firms. But in the last few years the 'CAAD community' is 
experiencing a new revolution that is leading the move from static representation, based on 2D 
renderings or pre-recorded animations (considered as a sequence of 2D images), to dynamically 
generated 3D representations. Real-time navigation and interaction, typical of VR environments, 
provide just that fluent interface enabling the exploration of the design proposals that architects 
have not been able to get with any other media. 

The increasing growth of computational resources and hardware power is probably preparing 
the anticipated transition to desktop VR applications, making them truly feasible tools for 
everyday practice. Furthermore, the recent growth of network-based virtual communities has 
brought a new level of complexity to the notion of virtual spaces, turning the profession of 
architect into something that might now resembles the one of the virtual architect 

Although VR is nowadays a quite mature technology, it is seldom used in architecture 
throughout the design process, but more often it is merely used as a powerful presentation 
technique. Design methodologists in the past agreed on the need for iterative cycles between 
several phases of the design process. From studies concerning designers' behaviour [6] many 
authors observed an indefinite number of return loops from the moment when gathering of 
information and structuring of the design problem take place (known as analysis) to the one when 
design solutions are generated (known as synthesis). 

The use of Virtual Reality within the design process provides the designer with an appropriate, 
quick and practical feedback which facilitates search for design solutions. Moreover, it enables 
the capture of more information than would be possible to capture with the use of the traditional 
media and makes the checking of the design solutions more efficient by enhancing simulation 
capabilities. The use of VR in design broadens the boundaries of traditional perception by 



providing experiences of worlds not necessarily real or material. In short VIR is the perfect 
simulation medium for architects investigating design solutions. 

It is then highly predictable that in the near future VIR will become the interface for the next 
generation of computer aided design (CAD) applications and we can anticipate the change of its 
use from a mere presentation medium to a more powerful and effective design tool. 

At present Virtual Environments (VE) are often created using CAAD packages for refinements, 
adjustments and exportation based on traditional 3D scenes. Documenting the evolution and 
development of design by constant updating of 3D models is an expensive business, and 
obviously even more expensive is the upgrading of the VEs generated from these models. In 
most existing design scenarios the decision making process does not take advantage of the 
technology, but relegates the use of VIR to the end of the process as a more convincing tool to 
impress contractors and clients. In such a scenario, only once the final solution has been 
achieved is it worth investing time into more powerful visualisation media. 

With this background knowledge the research task we set ourselves was to develop the VIR 
system which would help designers in the initial stages of the design process to take advantage 
of the VIR as a new design tool. 

Figure 2. Proposed scenario 

The system named JCAD-VR provides a flexible user-friendly immersive environment to 
support collaborative design on a synchronous base. It can be thought of as an investigation tool 
that allows the designer to sketch freely 3D objects within the virtual context. Moreover design 
solutions are shared in a synchronous fashion with other participants through the system's 
network-based architecture. Figure 2 shows the proposed scenario using JCAD-VR within the 
decision making process. 
Here JCAD-VR provides the means for a more effective use of VIR bridging between the phases 
of analysis and synthesis. VIR is now employed at the very beginning of the decision making 
process when it is most likely to help in finding better design solutions. Once a desired solution is 
achieved the task of the creation of a very detailed 3D model and the final VIR scene is given to 
appropriate CAAD packages. Moreover the participants are able to investigate design solution 
through concurrent design and synchronous collaboration. 
JCAD-VR: The System Architecture 
The two ideas upon which JCAD-VR is being built are: 



99 that all the users present in the virtual world have to be able to share the same virtual 
environment in a "transparent fashion" 

?? user interface (Ul), instead of the traditional menu/windows based layout, is part of the virtual 
world itself. Any element of the interface becomes an object belonging to the 3D world and 
therefore it is treated as any other object. Each element of the interface can then be moved 
or scaled according to the user's needs. 

The entire project is based on client-server architecture where every user logs into a virtual world 
and starts sharing design tasks with other users. 

Figure 3. Client/Server Architecture of JCAD-VR 

JCAD-VR is organised in an object-oriented fashion, where each module is able to fulfil certain 
task and it is independently coded. This approach has allowed the delivery of an initial functioning 

core of the JCAD-VR system, which will be expanded in the near future by adding several 
modules currently under development. 

The system has been entirely developed around a client-server architecture to allow constant 
synchronous collaboration between several users. Every user accesses the virtual world, 
interacts with the VE and shares design tasks. 



The Collaborative Approach 
When JCAD-VR is initiated, the user is asked for a login name for the session and through an 
options. panel he/she can decide which server to connect to and through which server port. This 
name will be used to identify participants and to communicate within the virtual world. 

The system can be initiated in single mode or multiple screen mode. Single mode is set for the 
display device which consists of a standard computer screen; the multiple screen option has been 
included to allow devices such as the multi-projector display system processing the visual output 
of a Reality Centre which was used for the experiments. 

In this phase it is also possible to activate or de-activate Video conferencing facilities for the 
session. In instances when video conferencing is activated, support for video capturing device 
recognition and checking is provided. JCAD-VR provides also a stand-alone option in case 
collaboration is not required. 

Once the system is initialised every window disappears freeing the space for the 3D graphic 
user interface (GU I) of the system. A set of 3D menus and icons appear on the screen and 
through them each user can interact with the system and with the other participants. A number of 
functions can be accessed through these menus, such as navigation and creation of objects. A 
number of 3D shapes and 3D AEC objects can be created and shared with other participants. 
The objects created can be following: geometric primitives (cones, boxes, spheres etc. ) and 
architectural entities (walls, doors, windows etc. ). The system routinely checks for constrains and 
allows only the possible modifications; for example a door cannot be moved onto or too close to 
another door. A "M ruler" and a 3D panel close to the object are constantly providing the user 
with feedback related to the parameters which can be edited such as size, materials and cost. 

The architecture of the system has been developed to allow every object created in the 
system to be assigned with a unique id-number. The ID is a combination of local ID and a user ID 
assigned by the server. In this way each object is attributed a unique number consistent for all the 
users in the system. When any object is selected by the user, this object is locked and such event 
is sent through the network to other users. Every time the user is about to modify an object this is 
checked against a network lock mechanism. This mechanism controls that several participants 
are not editing the same object at the same time and is designed in order to ensure consistency 
throughout the system. The system notifies every user internal database of any creation or 
modification of geometric objects within the virtual scene and broadcasts their numerical 
information. 

To ensure communication between users, represented in the 3D world by avatars, different 
means are provided, from basic chat to voice and video conferencing. Freehand sketching In 2D 
is also possible through a shared electronic whiteboard. This architecture allows a real 
synchronous collaborative design making designing a true multi-user collaborative experience. 

The Interface 
Besides the functions provided by the system a great deal of attention has been put into the 
visual interface. The GUI or perhaps 3DGUl is in fact thought of as part of the Virtual world itself. 

This choice was made for two main reasons. From the technical point of View once the 
interface has been designed, it becomes independent from the visualisation device used. The 
system can therefore easily be adapted to different devices by just rewriting the code that is 
handling the device; no matter whether the system is running on a simple screen, on a Reality 
Center or linked to an HMD - the interface will always be in place. 

Furthermore, from a more theoretical point of View, the interface becomes one of the elements 
of the virtual world and therefore it can be treated as any other object. Elements of the GUI such 
as panels, icons, rulers, are treated just like any other 3D entities within the VE. For instance, in 
the case of the Video conferencing panel, the video coming from the other users is continuously 
rendered as a texture on a 3D panel. 

All these elements can be replaced, dragged, re-scaled for the convenience of the user and 
perhaps they even provide a higher degree of feeling of immersion. The user interacts with the 
objects through elements of this interface, such as arrows placed to help the user editing the 
object. Feedback is provided through the visual modification of the object itself in the scene. 



The 3D engine just renders all the possible changes of the VE: movements of avatars, video 
conferencing streams rendered on 3D panels and, most importantly, creation and modification of 
objects created within JCAD-VR. 

Server Package 
The server is made of two parts: a module which looks after the VE information to be broadcast, 
and another module which takes care of media streams and video conferencing tools. Both parts 
constitute the server system and they are closely linked to each other. 

As an independent part of the framework the server has an autonomous and simpler interface 
that provides primarily information about the network status and transfer rate. A number of 
components are envisaged such as the communication status, the users on line, VR shared 
environments and the quality of the broadcast video for conferencing. Since the clients are 
communicating through independent processes, a future enhancement will allow the server to 
deal with several VR environments simultaneously. 

The intrinsic multi-platform nature of JCAD-VR, inherited from the language used for coding, 
allows the server to transmit data to a broad range of platforms, from normal PCs to the 
supercomputer running a Reality Centre, and leaves the research team the freedom to test the 
software with several operating systems. The communication channel ensures the link between 
server, ind rliont-- tiirotiqh ýi T(-, r/IP nntvinrk 

Figure 4. A screenshot from J('Al)-'., 'R 

System Implementation and Hardware used 
The whole framework of JCAD-VR was organised to allow concurrent software development, in a 
modular fashion, by individual members of the R+D team [3]. To facilitate this, an object oriented 
approach was identified as the most suitable one and the entire system was coded in Java'? . The choice, even if less efficient in term of performances if compared with other choices, indeed 
offered great flexibility, true scalability and, last but not least, fully multi-platform support. Its 
network-centric nature, its multimedia integration together with the use of native graphic hardware 
and multi-processor support made it the obvious choice for the development of such real-time 
multimedia collaborative system. 

The client application, in response to the obvious hardware limits imposed by the use of 
different hardware, has been written so that it can be easily customised to run on PCs as well as 



on a Sgi supercomputers. The former are normal PCs whose video-card displays the virtual world 
only on a traditional window or at full screen. The latter is a 12-processors Sgi Onyx. 2 system 
running the Reality Centre at ABACUS, University of Strathclyde, Glasgow. When JCAD-VR is 
launched on the Sgi it can take advantage of its computational power to stretch itself on a5 metre 
wide 2 metre tall tassellated screen where 3 Barco projectors create a 160 degree panoramic 
image. 

The internal architecture of JCAD-VR is such that modules might be easily adapted to allow 
use of different VIR devices such as CAVEs or Head-Mounted Displays, as well as several 
pointing devices such as a joystick, 3D mouse and VIR Gloves. Further developments will include 
support for some of these devices. 

From the collaborative point of view JCAD-VR is highly scalable and several communication 
media options are provided depending on the hardware limitations of the computer on which it is 

running. TM The video conferencing facility has been coded using the Java Media Framework (JMF) 
which enables cross-platform capture, playback and streaming of audio and video at different 
transfer rates and resolutions. A great deal of effort has been expended by the research group to 
integrate the 3D module with the multimedia one. 

Figure 5. An iniage of JCAD-N, 'R during an experiment of collaborative design 

Collaborative Experiment 
The obvious first line of inquiry regarding the usability and usefulness of the emerging system 
was in the academic environment within which it had been created. For the past three years, the 
academic with overall responsibility for CAAD teaching had offered an optional class, to fourth 

year students (and to students from less senior years with exceptional commitment and skills in 
CAAD) in the design application of innovative VR technologies. In Session 2001/2 three of 
thebstudents taking the class were introduced to JCAD-VR and invited to put the system to its 
first serious test. 

Students Christoph Ackermann, Ross Marshall and Edward Wright were located, each with an 
appropriate workstation, in three different areas within the Department of Architecture, with fixed 

and hand-held video cameras covering the actions and observations of the students. Over the 
two-hour design session, the three students were invited to design an information centre in a 
public square and in a given urban context of Glasgow. The introduction to the project and to the 
specifics of the interface to JCAD-VR lasted a mere 30 minutes. This meagre introduction was 
purposeful and intended to test how intuitive (or not) the system was. 



The in-house experiment was a revelation to the authors of this paper. Over the two-hour 
design period there was: 

T., Fast and furious interaction amongst the three design participants within the common 
design environment; some 60/70 design scenarios were commonly generated, 
modified and agreed. 

'?? Both satisfaction and frustration amongst the participants was noted regarding the high 
degree of mutuality in the interactive process. 

T? A real sense of having experienced a wholly immersive and shared design experience 
which heralds a future way of exploring and determining the configuration of the built 
environment. 

The entire outcome of this limited experiment - with all its local and 'non-scientific' constraints - in 
common with the experiments in the late 1960' - is, thankfully, to stimulate further trials, tests and 
transformations. 

The notion of a distributed design environment within which all can contribute, has, the 
authors claim, been significantly advanced. 

Figure 5. Screenshots from experiment 

Figure 6. Pictures from the experiment 

Conclusions and Further Developments 
The prototype JCAD-VR system makes some steps toward the change of VIR usage from mere 
presentation medium to a more powerful and effective design too[, and establishes the feasibility 

of VIR becoming the interface for the next generation of computer aided design (CAAD) 

applications for architecture. Several enhancements are being considered for further 
development if the system including: 
?? A voice driven interface enhancing friendliness of the user interface 
'?? Support for driving devices such as 6-degrees of freedom virtual glove 



Implementation of a multi-environments server capable of dealing with several VIR 
environments simultaneously. 
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ABSTRACT 

Today the development of network-bascd, virtual communifies and 
the use of avatars have brought a new level of complexity to the 

meaning of virtuality, providing the technology for remote 
presence and collaborative experiences. In fl-ds project the 
intention was to pursue this articulated vision of Virtual Reality 
(VR) in order to assist all the participants - professional and client 
body - during the early stages of the design proccss. The objective 
was to provide a tool that is capable of creating 3D shapes in a 
shared VR environment, thus allowing the design and its 

evolution to be shared. The use of the JavaTm programming 
language was a natural choice for this prcject. Because of 
javam's performance scalability and hardware independence the 

concept of CAAD has been extended, making it possible to create 
a VR environment that can co-cxist between high-end 

supercomputers and standard PCs. The project is currently being 
tested using PCs workstations and an SGI system running a 
Reality Centre. 
'Me research reported in this paper describes the development and 
application of software that aims to increase the opportunity for 

architects to collaborate within virtual worlds and enable effective 
and transparent information exchange. 

Categories and Subject Descriptors 
D. 2.2 [User Interface]: 3D User Interface, H. 5.3. [Computer- 

supported cooperative work] Collaborative Design, 1.3.7 
[Virtual Reality] Design system for Virtual Reality, J. 6 
[Computer-aided design (CAD)] 

General Terms 
Managemcrit, Dcsign, Human Factors. 

Keywords 
Synchronous Collaborative Design, Virtual Envirom-nent, 
Interface, Architecture, Design Process. 

1. INTRODUCTION 
Historically architects have experienced the need to prove their 
design prooposals using physical models. Due to the intrinsic 
spatial nature of the act of designing, even the most accurate 2D 
paper representation is usually not suitable to deliver the 
complexity of some architectonic ideas. 
In the last decades the profession of the architect has been deeply 
affected by the digital revolution and the use of Computer Aided 
Architectural Design (CAAD) tools is nowadays part of the daily 
practice in most architecture limns. But in the last few years the 
"CAAD community" is experiencing a new revolution that is 
leading the move from static representation, based on 2D 
renderings or pre-rccordcd animations (considered as a sequence 
of 2D images), to dynamically generated 3D representations. 
Real-time navigation and interaction, typical of VR environments, 
provide just that fluent interface enabling the exploration of the 
design proposals that architects have not been able to get with any 
other media. 
The increasing growth of computational resources and hardware 
power is probably preparing the anticipated transition to desktop 
VR applications, making them truly feasible tools for everyday 
practice. Furthermore, the recent growth of nctwork-based virtual 
communities has brought a new level of complexity to the notion 
of virtual spaces, turning the profession of architect into 
something that might now resembles the one of the virtual 
architect. 
Although VR is nowadays a quite mature technology, it is seldom 
used in architecture throughout the design process, but more often 
it is merely used as a powerful presentation technique. 
Design mcthodologists in the past agreed on the need for iterative 
cycles between several phases of the design process. From studies 
concerning designers' behaviour [6] many authors observed an 
indefinite number of return loops from the moment when 
gathering of information and structuring of the design problem 
take place (known as analysis) to the one when design solutions 
are generated (known as synthesis). 
The use of Virtual Reality within the design process could give to 
the designer an appropriate quick and practical response to his/her 
need of iteration and search for design solutions. Moreover it 
enables the capture of more information than would be possible to 
capture with the use of the traditional media and makes the 
checking of the design solutions more efficient by enhancing 
simulation capabilities. Furthermore VR broadens the boundaries 
of traditional perception by providing experiences of worlds not 
necessarily real or material. In short it is the perfect simulation 
medium for architects investigating design solutions. 



It is then highly predictable that in the near Future VR will 
become the interflice t6r the next generation ofcomputer aided 
drawing (CAD) applications and we can anticipate the change of 
its use from a mere presentation medium to a more powerful and 
cfficctive design tool. 

CAD/CAAD packages are very powcrfbl but often complex 
rendering tools, which were not meant to be investigation tools, 
and therefore generating 3D models is often impractical and tinic- 
consuming. 'rherel'ore such models are usually employed when 
every design decision has been already taken. 

Virtual environments (VE) arc often created using CAAD 
packages for refinements, aqiustments and exportation based on 
traditional 3D scenes. Documenting the evolution and 
development of design by constant updating of 3D models is an 
expensive business, and obviously even more expensive is the 
upgrading ofthe VEs generated from these models. 

now cniploycd at the very beginning of the (Iccision makilig 
process when it is most likely to help in firiding bcttei design 
solutions. Once a desired solution is achicvcd the lask of' the 
creation ol'a very detailed 31) model and the final VR scene is 
given to appropriate CAAD packages. 

Figure 2. Proposed scenario 

in these circumstances the use of VR would just increase costs. As 
result VR is relegated to the end of the design process rather then 
being used to engage design creativity through immersive design. 

in the traditional scenario the decision making process does not 
take advantage of' the technology but relegates the use of VR to 
the end of the process as a more convincing tool to impress 
contractors and clients. Only once the final solution has been 
achieved it is worth investing time into more powerful 
visualisation media. 
Being aware of this background the research group engaged itself 
m the development of a VR system, named JCAD-VR, to help 
designers in the initial stages of the design process to take 
advantage of the VR as a new design tool. 
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Figure 1. The current position of VR within the design 
process. 

JCAD-VR provides a flexible user-friendly immersive 
environment to support collaborative design on a synchronous 
base. 

it can be thought of as an investigation tool that allows the 
designer to sketch freely 3D shapes within the virtual context. 
Moreover design solutions are shared in a synchronous fashion 
with other participants through the system's network-based 
architecture. Figure 2 shows the proposed scenario using JCAD- 
VR within the decision making process. 
I lere JCAD-VR provides the means for a more effective use of 
VR bridging between the phases of analysis and sYnthesis. VR is 
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Moreover the participants are able to investigate dcsign solunows 
through concurrent design and synchronous collaboration. 
This paper reports the present state of' the JCAD-VR system 
(Java'm based Collaborative Architcctural Dcsign too] in VR) and 
will highlight its fluture dcvcloprnent and testing. 

2. THE SYSTEM 
The two ideas upon which J('AD-VR is being built arci 

that all the users present in the virtual world have to be able 
to share the same virtual crivironment in a "transparent 
I'ashion" 

user interface (Ul), instead ol'the traditional mcnuJwindows 
based layout, is part ol'the virtual world itself'. Any element 
of' the interface becomes an ob-icct belonging to the 31) 
world and therefore it is treated as any other object. Each 
element of' the interface can then be moved or scaled 
according to the user's needs. 

The entire prqjcct is based on client-server architecture where 
every user logs into a virtual world and starts sharing design tasks 
with other users. 
JCAD-VR is organiscd in an ob 

, 
ject-oricrited fashion, where each 

module is able to t'ullil certain task and it is independently codcd. 
I his approach has allowed the delivery of' an initial functioning 

core of'the JCAD-VR systern which will be expanded in the near 
tblure by adding several modules currently under developnicnt. 

3. SYSTEM ARCHITECTURE 
The systern has been entirely developed around a client-server 
architecture to allow constant synchronous collaboration between 
several users. Every user accesses the virtual world, interacts with 
the VE and shares design task,.. 

3.1 Client Side 
3.1.1 TheCollaborativeapproach 
When JCAD-VR is initiated, the user is asked for a login nanic lor 
the session and through an options panel he/she can decide which 
server to connect to and through which server port. This name 
will be used to communicate within the virtual world. 



Thc system can be initiated in single mode or multiple screen 
mode. Single mode is set for the display device which consists of' 
a stwidard computer scrcený the multiple screen option has been 

included to allow devices such as the mul ti -projector display 

svstein processing the visual output of' a Reality Centre used f6r 

the experiments. 

In this phase it is also possible to activate or de-activate video 
contercricing facilities fior the session. In instances when video 
conlerencing is activated. support for video capturing device 

recognition and checking is provided. 

Figure 3. Client/Server Architecture of JCAD-, 'R 

JCAD-VR provides also a stand-alone option in case 
collaboration is not required. 
Once the system is initialised every window disappears frecing the 
space lor the 3D graphic user interface (GUI) ofthe system. A set 
of 3D menus and icons appear on the screen and through them 

Cach LI. Scl Call 1111clact with 111C sV. Stc1II and with HIC 11111cl 
participants. A number of' finichons can he accessed through these 
menus, such as nal, igation and creation of' object.,,. A numbet of 

-11) shapes and 31) AFC objects can be created and shared willi 
other participants. The objects created can be the 101 lowi ni!, 
geometric primitives (cones, hoxc,,, spheres c1c. ) and architectural 
entities (walls, doors, windows c1c. ). The sysicin routinely checks 
lbr constrains and allows only the possible modifications - lol 
example a door cannot be moved onto or too close to another 
door. A "31) rulcr" and a 31) pancl close to ilic object are 
cons(antly providing the user with feedback related to the 
parameters which can be edited such as size. inatemils and cost. 
II lie architecture of' the systein has been developed to allow every 
object created in the svstcm to be assigned with a unique I(]- 
number. The 11) is a combination of local 11) and a user 11) 
assigned by (lie server. In this way cacti object is attributed a 
unique number consistent lbr all the users in the sys(cm. Wlicn 
ativ object is selected by the user, this object is lo, -Aed and such 
c%cnt is sent through the network to other users. Every linic (lie 
u. scr is about to modity an object this is checked against a lictwolk 
lock mechanism. This 111cchanism control's 11411 scvC1 al 
participants arc not editing the sainc object at the sanic ninc and is 
de"'Ililled III Ordef lo L-11"111C con"IsIctwN, thtour. hollf 111L, , ý, Icm 

The system notitics every user internal database ot'any creation of- 
niodification of geometric objects within the virtual scene and 
broadcasts their numerical infiomiation. 

To ensure communication between users, represented in the 3D 
world by avatars. ditTerent means are provided. from basic chat to 
voice wid video conterencing. Freehand sketching in 21) is also 
possible througJi a shared electronic whiteboard. This 
architecture allows a real synchronous collaborative design 
making designing a true multi-user collaborative experience. 

3.1.2 The inteýfýce 
Besides the functions provided by the system a great deal ot 
attention has been put mto the visual interface. The GUI or 
perhaps 3DGUI is in tact thought ofas part ofthe virtual world 
itself. 
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This choice was made for two main reasons. From the technical 

point of view once the interface has been designed, it becomes 

independent from the visualisation device used. -rhc system can 
therefore easily be adapted to different devices by just rewriting 
the code that is handling file deviceý no matter whether the system 
is running oil a simple screen, on a Reality Center or linked to an 
I IMD - the interface will always be in place. 

Furthermore, from a more theoretical point of view, the interface 
becomes one offlie elements of the virtual world and therctbre it 

can be treated as any other object. Elements of' the GUI such as 
panels. icons, rulers, are treated just like any other 3D entities 
within the VE. For instance, in the case ofthe video coil 11crcricing 

panel. the video coming from the other users is continuously 
rendered as a texture on a 3D panel. 

, 
Ml these elements can be replaced, dragged, re-scalcd for the 

convenience of the user and perhaps they even provide a higher 
degree of Iýeling ofirnmersion. The user interacts with the objects 
through elements ofthis interfacc, such as arrows placed to help 

the user editing the object. Feedback is provided through the 

visual modification ofthe object itselfin the scene. 

']'he 3D engine Just renders all the possible changes of the VF: 

movements of' avatars, video confierencing streams rendered oil 
31) panels and, most importantly, creation and modification of' 
objects created within JCAD-VR. 

3.2 Server Package 
The server is made oftwo, parts: a module which looks aller the 
VE inforniation to be broadcast, and another module which takes 

care of media streams and video conferencing tools. Both parts 
constitute the server system and they are closely linked to each 
other. 

As an independent part of the ffarnework the scrver has all 
autonomous and simpler interfiace that provides primarily 
information about the network status and transfer rate. A number 
of components are envisaged such as tile communication status, 
the users oil line, VR shared environments and tile quality oftlic 
broadcast video for conferencing. Since the clients arc 
communicating through independent processes, a future 

enhancement will allow the server to deal with several VR 

environments simultaneously. 
The intrinsic inultiplatfonn nature of' JCAD-VR, inherited ftoill 
the language used fior coding, allows the server to transmit data to 
a broad range of platt-orms, tiorn normal PCs to the 

, supercomputer running a Reality Centre, and leaves the research 
tcarn the freedom to test the software with several operating 
systcn-Ls. 'rhe communication channel ensures the link between 

, server and clients through aTCP/IP network. 

4. SYSTEM IMPLEMENTATION AND 
HARDWARE USED 
The whole ffamework of' JCAD-VIZ was organised to allow 
concurrent software development, in a modular fashion, by 
individual members of' the R-D team [3]. To facilitate this. an 
object oriented approach was identified as the most suitable one 
and the entire system was coded in JavaTIII. 

1 11C 
t: 
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compared with otlicr choices, indccd ollcrcd great fimbility, title 
scalability and, last but riot least, fully mulli-plail'orin support its 
rietwork-centric naturc, its multimedia intcgiation togetlicl willi 
the use of' native graphic hardware and multi-proccssor supporl 
made it the obvious choice for tile development of such real-linic 
multimedia collaborative system. 
The client application, in response to the obvious hardware hinds 
imposed by the use ot'diflerent hardware, has been wrilten so that 
it call be easily customised to run oil PCs as well as on a Sgi 
supercomputers. The lonner ire normal PCs whose vidco-card 
displays the virtual world only oil a traditional window or at IIIH 
screen. The latter is a 12-processors Sgi Onyx2 system running 
(lie Reality Centre at ABACUS, University of Strathclyde, 
Glasgow. When JCAD-VR is launched oil tile Sgi it call take 
advantage ol'its computanonal power to strcicli itsch oil a5 incirc 
Nvidc 2 inctre high Iasscllatcd screen wlicrc 3 Barco projectors 
create a 160 degree panoramic image. 

The m1cmal architcclure oI'JCAD-VR is such that moduics might 
be easily adaptcd to allow use of' different VR devices such as 
CAVEs or 11cad-Mounted Displays, as well as several pointing 
devices such as a joystick, 31) mouse and VR Olovcs. FuillicT 
developments will include support 11or some ol'tlicse devices. 

From the collaborative point ot'vic\, \, JCAD-VR is highly scalable 
and several communication media options are provided depending 
oil tile hardware limitations of' (lie computer oil which it Is 
running. 
The video cont'erencing facility has: been coded using the Java TM 
Media Framework (JMF) which enables cross-plad'onrl capture, 
playback and st-rcalning of' audio and video at dill'crent Iranster 
rates and resolutions. A great deal of'Olbirt has been cxpcildcd by 
tile research group to integraw the 31) module with the 
multimedia one. 

5. COLLABORATIVE EXPERIMENTS 
A major test of' the potential of' JCAD-VR to contribute to 
collaborative design is currently underway. Under the auspices of' 
FCAADE, an association ot' some 150 schools of Architecture 
within Furope. a bilateral experiment is taking place, between the 
Technical University ol'Eindhoven and University of'Stratliclydc 

Figure S. An image of JCAD-N'R during -, in experiment (if 
collaborative design 



which seeks to establish, subjectively, if not statistically, the 
power of synchronous design support systems such as JCAD-VR. 

The inter-institutional collaborative experiment will be informed 
by more local, simulated, distributed design decision exercises 
featuring committed students within the University of Strathclyde. 

6. CONCLUSIONS AND FURTHER 
DEVELOPMENTS 
The prototype JCAD-VR system makes some steps toward the 
change of VR usage from mere presentation medium to a more 
powerful and effective design tool, and establishes the feasibility 
of VR becoming the interface for the next generation of computer 
aided drawing (CAAD) applications for architecture. Several 
enhancement are being considered for further development of the 
system including: 

A voice driven interface enhancing friendliness of the user 
interface 
Support for driving devices such as 6-degree of 
freedom/virtual glove 
implementation of a multi-environments server capable of 
dealing with several VR environments simultaneously. 
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Participatory Design in Collaborative Virtual Environments 

Abstract 
This paper re-cstablishes the theoretical framework for participatory design evolved in the late sixties and early 
seventies as part of the movement towards a more explicit design methodology and attempts an explanation of why the 
concept failed to gain commitment from the architectural and urban design professionals. The issue of user 
participation in the processes of building and urban design is enjoying renewed attention following its relative neglect 
over the last 20 years due, in large measure, to significant advances in emerging information technologies, particularly 
multimedia, virtual reality and internet technologies. 

This paper then gives an account of two significant and relevant developments in the evolution of the application of 
information technologies with which the authors have been engaged. These are: 

"a responsive and interactive interface to wholly immersive and realistic virtual reality representations of 
proposed buildings and urban neighbourhoods. 

" an intuitive and platform-independcnt VR modelling environment allowing collaborative evolution of the 
scheme from within the virtual world. 

The efficacy of these IT developments is tested in the context of a design exercise in which three designers, from 
distributed locations and using different computer platforms, collaboratively design an Information Centre from within 
the virtual world. 

Resumo 

Este trabalho restabelece uma cstrutura te6rica de projeto participativo originado no final dos anos 60 e inicio dos anos 
70, como parte de um movimento direcionado a uma mctodologia mais explicita. de projcto e busca uma resposta para 
as raz6es do seu fracasso para a obtengdo de um cnvolvimento maior dos profissionais clas dreas de arquitetura e 
dcsenho urbano. A qucstAo da participaqdo do usuirio nos proccssos projetuais arquitet6nicos e urbanisticos estA tendo 
uma renovada atenqAo ap6s a relativa, rejeiq5o dos 61timos 20 anos. Este fato dcve-sc, cm grandc parte, a avanqos 
significativos cm tccnologias da inforinaqdo emergentes, particulanncnte multimidia, realicladc virtual c tccnologias 
ligadas A Internet. 

Assim, cste trabalho prctende demonstrar dois descnvolvimentos significativos na aplicagdo da tecnologia da 
informag5o nos quais os autores: estAo envolvidos: 

uma interface sensivel c interativa, completamente imersiva e representagöes realisticas de realidade virtual de 
edificios e äreas urbanas. 

0 um ambiente de modelagem de Realidade Vinual, intuitivo e para mültiplas plataformas, pernütindo a evolugäo 
colaborativa de um projeto a partir de um mundo virtual. 

0 impacto destes desenvolvimentos de TI 4 demonstrado a partir da realizagäo de um projeto de uma estrutura de lazer 
para uma comunidade de usuärios com defici8ncias fisicas. 

Design Decision Making 
Architectural design is a multi-faceted occupation which requires, for its successful performance, a mixture of 
intuition, craft skills and detailed knowledge of a wide range of practical and theoretical matters. It is a cyclical 
process in which groups of people work towards a somewhat ill-defined goal in a series of successive approximations. 
There is no 'correct' method of designing and, although it is recognised that the process can be divided into separate 
phases, there is no generally accepted sequence of work that might guide design teams in the direction of achieving a 
satisfactory solution. Indeed, there are no solutions to design problems in the way that there are solutions to 
mathematical problems: the best that can be hoped for is an outcome which satisfies the maximum number of 
constraints which bound the area of concern. Furthermore, design is not an algorithmic process in which the desired 



conclusion can be reached by the application of step-by-step procedures - first finalising this aspect, then that. It is a 
fluid, holistic process wherein at any stage all the major parts have to be manipulated at once. In this sense, it is less 
like solving a logical puzzle and more like riding a bicycle, blindfold, whilst juggling. 

Despite the complexity of the design decision-making process the emerging new generation of computer-based models 
is already hýving an impact on how design is performed and, hence, on the quality of design. The impact stems from 
the fact that the new models, as opposed to papcr-based plans and elevations or other conventional forms, are 
predictive rather than descriptive; dynamic rather than static; explicit rather than implicit and, above all, permit a 
more-or-less continuous and interactive assessment of a developing design on cost and performance. 

Evidence is growing of the advantages offered by the application of computers in design, and these can be summarised 
as follows: 

Widening the Search for Solutions 
Access to programs which dynamically predict the cost and performances characteristics of optional design proposals 
can increase the scope of search for good solutions by as much as ten-fold. Not only is the search coverage extended, 
it is also more purposefully directed because designers are able to compare the quality of any one tentative solution 
against the quality of all previous solutions. 

Greater Integration in Decision-Making 
In conventional working, a great deal of design time is lost as proposals are passed to and fro between the architect 
(who tends to be the originator) and the other specialist members of the design team (who tend to the "checkers"). 
Quite frequently the scheme on which the architect has lavished time and effort is found by one or other of the 
specialists to be infeasible. With access to appropriate appraisal techniques embodied in computer programs, it is 
possible to check a proposal against a wide range of criteria from the outset of the design activity. Moreover, it is 
entirely practical (though not yet a widespread working method) for all members of the design team to have access to, 
and operate on, the common design model whether or not they share a design office. The models, then, can provide a 
strong integrating force in design team working. 

improving Design Insights 
Apart from the use of appraisal programs to search for better designs, the programs can be used in a research and 
development context to provide insights into the way in which particular design decisions affect cost and performance. 
Typically, a designer working in this mode would select an existing building for study, then, keeping all other design 
variables constant (insofar as this is possible), systematically vary one factor while recording the cost/performance 
output from the program. In this manner, the architect can establish sets of causal relationships which provide 
powerful insights into structure of design decision-making. 

Differentiation of Objective and Subjective Judgements 
Contrary to the early fears of many architectural practitioners, the use of CAAD techniques focuses increased attention 
on subjective value judgements rather than less. As measurable attributes of optional designs are made more explicit, 
the necessary value judgements are forced to the surface of design activity and thereby, themselves become more 
explicit. The effect of this is to make it clear to designers and their clients, which judgements are based on 
quantifiable criteria and which on subjective and intuitive concepts. 

Evidence of the degree to which computer-generated cost/performance information promotes effective value 
judgement, throws into sharp focus the crucial question: whose value judgement? This question was, for the first 
time, seriously addressed in the Design Participation Conference in Manchester in 197 1. At that time, however, the 
human-machine interface was too primitive for the concept of useful participation by the users of buildings to be 
achieved. The new technologies of VR and Multimedia give real prospects for participation. 

Virtual Reality 
The essence of Virtual Reality (VR) is that the user, instead of looking through the window of his/her computer screen 
at a virtual world, can in effect, step through the window and enter the virtual world itself. This enhances: 

Immersion: Users are completely surrounded by the environment. 
Presence: Being surrounded the participant has actually the sensation of being in the envirorunent. The 
Virtual Environment becomes then a place on its own and its perception is similar to real environments. 
Interactivity: This is surely the most important feature provided by VR: the environment allows the 
participant to be involved and the result of the actions done by the participant is visualized in the VE. 



Autonomy: Participants are neither constrained in paths nor in views preset by others but have the freedom 
and autonomy to explore any single part of the environment. 
Collaboration: Multiple users are able to take part and to interact in the same VE. 

The effectiveness of VR for the presentation of design proposals is well established but its potential in the process of 
design has yet to be realized. However the speed at which technology is evolving is making the application of VR 
within the design professions a feasible approach. AEC companies have already started to evaluate how time 
consuming the traditional presentation path can be where animations or walkthroughs are used to show designs 
solutions to their clients. In fact traditional CAD/CAAD systems are used as rendering tools more than design tools. 
Any change on design solutions is subject to the inevitable delay of having to step back to the CAD/CAAD systems 
and then the result must be rendered again to be eventually visualized. This approach is obviously not only 
inconvenient but time consuming and therefore costly. The consequence of these issues is that some design and 
manufacturing companies have already started to investigate how VR can be used within the design process. The 
research and development reported in this paper hopefully makes a signal contribution to this investigation. 

The JCAD-VR Concept 
In the Department of Architecture and Building Science at the University of Strathclyde, the ABACUS group has been 
building a prototype design decision support system known as JCAD-VR. 

The system can be initiated in single mode or multiple screen mode. Single mode is set for the display device which 
consists of a standard computer screen; the multiple screen option has been included to allow devices such as the 
multi-projector display system processing the visual output of a Reality Centre which was used for the experiments. 

In this phase it is also possible to activate or de-activate video conferencing facilities for the session. In instances when 
video conferencing is activated, support for video capturing device recognition and checking is provided. JCAD-VR 
provides also a stand-alone option in case collaboration is not required. 

once the system is initialiscd every window disappears freeing the space for the 3D graphic user interface (GUI) of the 
system. A set of 3D menus and icons appear on the screen and through them each user can interact with the system 
and with the other participants. A number of functions can be accessed through these menus, such as navigation and 
creation of objects. A number of 3D shapes and 3D AEC objects can be created and shared with other participants. 
The objects created can be following: geometric primitives (cones, boxes, spheres etc. ) and architectural entities 
(walls, doors, windows etc. ). The system routinely checks for constrains and allows only the possible modifications; 
for example a door cannot be moved onto or too close to another door. A "M ruler" and a 3D panel close to the object 
are constantly providing the user with feedback related to the parameters which can be edited such as size, materials 
and cost. 

The architecture of the system (Figure 1) has been developed to allow every object created in the system to be assigned 
with a unique id-number. The ID is a combination of local ID and a user ID assigned by the server. In this way each 
object is attributed a unique number consistent for all the users in the system. When any object is selected by the user, 
this object is locked and such event is sent through the network to other users. Every time the user is about to modify 
an object this is checked against a network lock mechanism. This mechanism controls that several participants are not 
editing the same object at the same time and is designed in order to ensure consistency throughout the system. The 
system notifies every user internal database of any creation or modification of geometric objects within the virtual 
scene and broadcasts their numerical information. 



Figurc I- Client/Scn,, er Architccttire of JCAD-VR 

To ensure communication between users, represented in the 3D world by avatars. differcrit incans are provided. from 
basic chat to voice and video confercricing. Freehand sketching in 2D is also possible through a shared electronic 
whiteboard. This architecture allows a real synchronous collaborative design making designing a Inic inulti-tisci 
collaborative experience (Figure 2). 

Collaborative Experiment 
The obvious first line of inquiry regarding the usability and usefulness of the emerging systern was in the academic 
civ,, iroinuent within which it had been created. For the past three years, the academic with overall responsibility for 
CAAD teaching had offered an optional class, to fourth year students (and to students from less senior vears Nvith 
cxceptional commitment and skills in CAAD) in the design application of innovative VR technologics. In Session 
2001/2 three of thebstudents taking the class were introduced to JCAD-VR and invited to put the system to its first 
scrious test. 

I-i-uic 
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Students Christopli Ackermann, Ross Marshall and Edward Wright wcrc located, each Nvith all appropriate 
workstation, in three different areas within the Deparmient of Architecture, with fixed and hand-held video cameras 
covering the actions and observations of the students. Over the two-hour design session, the three students were 
invited to design in information centrc in a public square and in a givcn urban context of Glasgow. The imroduction 
to the prQject and to the specifics of the interface to JCAD-VR Listed a nicrc 30 minutcs. This meagre introduction N%as 
purposeful and intended to test how intuitive (or not) the systcni Nvas. 

The in-liouse experiment was a revelation to the authors of this paper. Over the two-hour design period there wasý 
" Fast and ftirious interaction aniongst the three design participants wilhin tile common dcsigil cliviroulluclil I 

some 60/70 design scenafios were commonly generated, modified and agreed. 
" Both satisfaction and frustration aniongst the participants was noted regarding tile high degree of mulualiIN 

in tile interactive process. 
"A real sense of having experienced a wholly imnicrsive and shared design experience which limilds a fuluic 

way of exploring and determining tile configuration of the built cIlvi roll Illent. 
Scrceri shots from tile experiment are shown in Figure 3 mid a frame from the video is shown m Figurc 4 

Conclusions and Further Developments 
The prototype JCAD-VR system makes sonic steps toward the change of VR usage from mere prescritation medium to 
a more powerful and effective design tool, and establishes the feasibility of VR becoming the interface for the next 
generation of computer aided design (CAAD) applications for arclutecturc. Several enhancerricrits are being 
considered for fuillier development if the system including: 

"A voice driven interface enhancing friendliness of the user interface 
" Support for driving devices such as 6-degrees of freedom virtual glove 
" Implementation of a niulti-environnients server capable of dcaling with multiple VR environments 

simultaneously. 
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Abstract: This paper celebrates the successful outcome of a trial of an innovative multi-platform 
distributed design decision support system in which the shared design environment exists 
within the virtual world. The outcome is the result of a sustained three-year research and 
development effort, within an internationally recognised research group. The project set 
itself a number of ambitious targets within the broad spectrum of distributed design 
decision support, viz: 

A multi-platform environment the trial demonstrates inter-operability of different 
machine platforms - from a home PC to an international standard Virtual Reality 
Centre. 

A distributed environment: the trial demonstrates the high level of understanding 
amongst the design team separated by time and space. 

An ability to propose, discuss and agree upon, design decision from within the 
virtual worldL Hitherto, virtual environments were viewing galleries; designers bad 
to leave them to effect design changes in a conventional CAD package. The trial 
described in the paper amply demonstrates the potential to design, collaboratively 
and, in distributed mode, from within the virtual world. 

The two ideas upon which the system (known as ]CAD-VR) is built are: 

" that all the users present in the virtual world have to be able to share the same 
virtual environment in a "transparent fashion"; 

" the user interface, instead of the traditional menutwindows based layout, is part of 
the virtual world itselL Any element of the interface becomes an object belonging 
to the 3D world and therefore it is treated as any other object. Each element of the 
interface can then be moved or scaled according to the user's needs. 

The entire project is based on client-server architecture where every user logs into a 
virtual world and starts sharing design tasks with other users. 

The authors propose to present a video which demonstrates the positive outcome of the 
trials to date. More importantly, perhaps, the authors will put the achievements of the 
R+D into the context of past aspirations and developments in the subject area and, most 
importantly of all, suggest how these modest achievements will impact on the next 
decade of increasingly rapid R+D. 



CONCEPT 

Historically, architects have experienced the need to prove their design proposals 
using physical models. Due to the intrinsic spatial nature of the act of designing, 
even the most accurate 2D paper representation is usually not suitable to deliver the 
complexity of some architectonic ideas. 

In the last decades the profession of the architect has been deeply affected by the 
digital revolution and the use of Computer Aided Architectural Design (CAAD) 
tools is nowadays part of the daily practice in most architecture firms. But in the last 
few years the "CAAD community" is experiencing a new revolution that is leading 
the move from static representation, based on 2D renderings or pre-recorded 
animations (considered as a sequence of 2D images), to dynamically generated 3D 
representations. Real-time navigation and interaction, typical of VR environments, 
provide just that fluent interface enabling the exploration of the design proposals 
that architects have not been able to get with any other media. 
The increasing growth of computational resources and hardware power is probably 
preparing the anticipated transition to desktop VR applications, making them truly 
feasible tools for everyday practice. Furthermore, the recent growth of network- 
based virtual corrimunities has brought a new level of complexity to the notion of 
virtual spaces, turning the profession of architect into something that might now 
resembles the one of the virtual architect. 
Although VR is nowadays a quite mature technology, it is seldom used in 
architecture throughout the design process, but more often it is merely used as a 
powerful presentation technique. 

Design methodologists in the past agreed on the need for iterative cycles between 
several phases of the design process. From studies concerning designers' behaviour 
many authors observed an indefinite number of return loops from the moment when 
gathering of information and structuring of the design problem take place (known as 
analysis) to the one when design solutions are generated (known as synthesis). 
The use of Virtual Reality within the design process could give to the designer an 
appropriate quick and practical response to his/her need of iteration and search for 
design solutions. Moreover it enables the capture of more information than would be 
possible to capture with the use of the traditional media and makes the checking of 
the design solutions more efficient by enhancing simulation capabilities. 
Furthermore VR broadens the boundaries of traditional perception by providing 
experiences of worlds not necessarily real or material. In short it is the perfect 
simulation medium for architects investigating design solutions. 
It is then highly predictable that in the near future VR will become the interface for 
the next generation of computer aided drawing (CAD) applications and we can 
anticipate the change of its use from a mere presentation medium to a more powerful 
and effective design tool. 
CAD/CAAD packages are very powerful but often complex rendering tools, which 
were not meant to be investigation tools, and therefore generating 3D models is 



often impractical and time-consuming. Therefore such models arc usually employed 
when every design decision has been already taken. 

Virtual environments (VE) are often created using CAAD packagcs for refinements, 
adjustments and exportation based on traditional 3D scenes. Documenting the 
evolution and development of design by constant updating of 3D models is all 
cxpensive business, and obviously even more expensive is the upgrading ofthe VEs 
generated from these models. 

In these circumstances the use of VR would just increase costs. As result VR is 
relegated to the end of the design process rather then being used to engage design 
creativity through immersive design. 

In the traditional scenario the decision making process does not take advantage of 
the tectuiology but relegates the use of VR to the end of the process its a more 
convincing tool to impress contractors and clients. Only once the final solution has 
been achieved it is worth investing time into more powerful visualisation media. 
Being aware of this background the research group engaged itself' in the 
development of a VR system, named JCAD-VR, to help designers in the initial 
stages of the design process to take advantage of the VR as a new design tool. 

Figure I The current position of VR within the design process 

JCAD-VR provides a flexible user-friendly immersive environment to support 
collaborative design on a synchronous base. 

It can be thought of as an investigation tool that allows the designer to sketch freely 
3D shapes within the virtual context. Moreover design solutions are shared in a 
synchronous fashion with other participants through the system's nctwork-based 
architecture. Figure 2 shows the proposed scenario using JCAD-VR within the 
decision making process. 
Here JCAD-VR provides the means for a more effective use of VR bridging 
between the phases of analysis and synthesis. VR is now employed at the very 
beginning of the decision making process when it is most likely to help in finding 
better design solutions. Once a desired solution is achieved the task of the creation 
of a very detailed 3D model and the final VR scene is given to appropriate CAAD 

packages. 

Moreover the participants are able to mvestigate design solutions through concurrent 
3 



dcsign and synchronous collaboration. 

Figure 2 Proposed scenario 

This paper reports the present state of the JCAD-VR system (Java""' based 
Collaborative Architectural Design tool in VR) and will highlight its future 
development and testing. 

2 IMPLEMENTATION 

The system has been entirely developed around a client-server architecture to allow 
constant synchronous collaboration between several users. Every user accesses the 
virtual world, interacts with the VE and shares design tasks. 

To better communicate the capabilities of JCAD-VR, the explanation of the client 
side is presented separately from the explanation of the server. As if in a software 
demo, all the possible actions/options allowed by tile system will be identified. 

2.1 Client Package 

1) On initiating JCAD-VR, the user is asked for a login name for the session 
and through an options panel he/she can: 

Decide which server to connect to and through which server port (in case 
the software is running on a local server). 
Decide if running in single or multiple screen modc. Single mode is set in 
case the display device is a normal screen; tile multiple screen option has 
been included to allow devices such as the multi-projector display system 
processing the visual output of a Reality Ccntre. 

Load a VRML 97 file as a VR scene, if any. 
Activate or de-activate video conferencing facilities for the session (in case 
video conferencing facilities have been activated, support for video 



capturing device recognition and checking are provided). 

Providing the information required for this initial window is quite straight forward. 
Ease of use has been taken seriously in consideration of those not accustomed to the 
system. JCAD-VR provides also a single user option in case collaboration is not 
required. 

2) Every window disappears freeing the space to the 3D graphic user interface 
(GUI) 9f the system. 3D icons appear on the screen showing, as intuitively 
as possible, the functions that they allow; the chosen VRML 97 file is 
rendered and is shown on the screen as in a traditional VRML browser. 
Each user can now: 
Navigate through the VE: walking, tilting and panning movements are 
allowed. 
Observe other participants' movements through their 3D avatars in the VE. 
Avatars are made distinguishable from each other by having, nearby, a 3D 
text of the users' login name. 

Listen to the other participants' voices through the loudspeakers. 

Watch, in the virtual scene, the 3D panels showing the video captured and 
sent by other participants. Every 3D panel shows the participants' login 
name to make them clearly distinguishable. These 3D panels are intrinsic 
parts of the GUI of JCAD-VR. Instead of being conventional windows they 
are 3D entities within the VE. These panels, as well as all the elements of 
the 3D GUI, are moveable for the convenience of the user. 

Check in a monitor the local user's captured video that is streamed out to 
the server. 
Check the list of users. 

Chat with other participants. This option is provided to assure a certain 
degree of communication between the participants in case the video 
conferencing facility is de-activated; this is available even when the video 
conferencing has been set as active. 

Freehand sketch in 2D on a shared electronic whiteboard, the possibility to 
set colours: is provided in order to ease distinction between participants' 
contributions. 

Create 3D shapes and 3D AEC objects: both geometric primitives (cones, 
boxes, spheres etc. ) and architectural entities (walls, doors, windows etc. ) 
are available. A "3D ruler" is provided to help the user in constructing 
objects. 

The choice of a 3D GUI was made in response to the possibility that modules 
supporting several display devices such as CAVEs and head-mounted displays 
would be included. Not having a traditional windows/menus user interface JCAD- 
VR can be used freely in every display situation minimising the effort to customise 
it for each device. 



3) The 3D engine of the system renders all the possible changes of the VE: 
movements of avatars, video conferencing streams on the 3D panels and, 
most importantly, creation and modification of objects created within 
JCAD-VR. Each user, concerning 3D objects, can: 

" Observe every object created in the VE both those created locally and by 
other participants. The system upgrades the VE with the objects created by 
all the participants in a synchronous fashion. An identification routine is 
provided in order to give each object a unique ID number to avoid 
interference in each users' local database of objects. 

" Pick every active object in the virtual scene. Active objects here are all the 
objects created within JCAD-VR and not geometry imported with the 
VRMIL 97 file. Objects originally part of the VRMEL 97 file are considered 
to be passive and are not pickable. Once an object is selected: 

a) User priority on selected objects is set by a distributed locking 
mechanism. Locked objects will be no longer pickable for other 
participants until unlocked and their locked status becomes 
apparent through change into a red colour. 

b) 3D icons, 3D panels with general dimensions and x, y, z arrows are 
set visible to help the user operate on the object. 

C) Translation, rotation and scaling in every direction are allowed. 
These modifications are operated on the object by simple dragging 
of the arrow representing the x, y or z axis. A 31) ruler and a 3D 
panel provide simple visual feedback to check the modified 
dimensions. Some routines to constrain modifications allowed on 
AEC objects are included, for example a door cannot be moved 
onto or too close to a second door and vice versa. 

d) Change of material is supported. In the first instance objects are 
created with a default grey colour but a library of textures is 
provided. 

e) Deletion of the object is allowed. 

" Observe the visual feedback of the locking engine mechanism in case one 
of the participants has selected an object. 

" Observe upgrading of the VE in case any modification on one or more 
objects has been carried out by any participant. 

" Check for information on all active objects in the VE through a local 
database of objects. Objects are divided by type and general geometrical 
information is provided such as length, width, height, volume, radius, 
material etc. The system notifies to every users' internal database any 
creation or modification of geometric objects within the virtual scene and 
broadcasts their numerical information. 

Figure 3 shows, that for every action performed by the user, the consequential visual 



feedback and data as sent/received to/from the server through the network. 

Figure 3 Client/Server Architecture of JCAD-VR 

2.2 Server Package 

The server is made of two parts: JCAD-VR Server which looks after the VE 
information to be broadcast, and JCAD- VR Media server which takes care of Inedia 
streams and video confercricing tools. Both parts constitute the server system and 
they are closely linked to each other. 

As an independent part of the framework the server has an autonomous and simpler 
interface that provides primarily information about the network status mid transfer 
rate. A number of components arc envisaged such as the communication status, the 
users on line, VR shared environments and settings and size of video conferencing 
windows. Since the clients are communicating through independent processes, a 
future enhancement will allow the server to deal with several VR environments 
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simultaneously. 
The intrinsic multiplatform nature of JCAD-VR, inherited from the language used to 
code it, allows the server to transmit data to a broad range of platforms, from normal 
PCs to the supercomputer running a Reality Centre, and leaves the research team the 
freedom to test the software with several operating systems. The communication 
channel ensures the fink between server and clients through a TCP/IP network. 
The whole framework of JCAD-VR was organised to allow concurrent software 
development, in a modular fashion, by individual members of the R+D team (Conti 
et a]. 2001). To facilitate this, an object oriented approach was identified as the most 
suitable one and the entire system was coded in Javaý. 

The choice, even if less efficient in term Of Performances if compared with some 
other languages, indeed offered great flexibility, true scalability and, last but not 
least fully multi-platform support. Java3DTm was used to code the GUI and 
everything concerning the VE. Its network-centric nature, its multimedia integration 
together with the use of native hardware acceleration (OpenGL) and multi-processor 
support (in the case of Sgi workstation) make it the obvious choice for the 
development of a real-time multimedia collaborative system. 
The client application, in response to the obvious hardware limits imposed by the 
use of different hardware, has been written to be easily customised to run on PCs as 
well as on a Sgi supercomputer. The former are normal PCs whose video-card 
displays the virtual world only on a traditional window or at full screen. The latter is 
a 12-processors Sgi Onyx2 system running the Reality Centre at ABACUS, 
University of Strathclyde, Glasgow. When JCAD-VR is launched on the Sgi it can 
take advantage of its computational power to stretch itself on a5 metre wide 2 metre 
high tassellated screen where 3 Barco projectors create a 160 degree panoramic 
image. 

The internal architecture of JCAD-VR is such that modules might be easily adapted 
to allow use of different VR devices such as CAVEs or Headmounted Displays as 
well as several pointing devices such as a joystick, 3D mouse and VR Gloves. 

From the collaborative point of view JCAD-VR is highly scalable and several 
communication media options are provided depending on the hardware limitations 
of the computer on which it is running. 
The video conferencing facility has been coded using the JavaTm Media Framework 
(JMF) which enables cross-platform capture, playback and streaming of audio and 
video at different transfer rate and resolutions. A great deal of effort has been 
expended by the research group to integrate closely the two sections of JCAD-VR: 
the 3D module with the multimedia module. 



3 TRIALS OF THE SYSTEM 

The obvious first line of inquiry regarding the usability and usefulness of the 
emerging system was in the acadernic environment within which it had been created. 
For the past three years, the academic with overall responsibility for CAAD teaching 
had offered an optional class to fourth year students (and to students frorn less senior 
years with exceptional cominitmcnt and skills in CAAD) in the design application of 
innovative VR technologies. In Session 2001/2 three of the students taking the class 
were introduced to JCAD-VR and invited to put the system to its first serious test. 
Students Christoph Acken-nann, Ross Marshall and Edward Wright were located, 
each with an appropriate workstation, in three different areas within the Department 
of Architecture, with fixed and hand-held video cameras covering the actions and 
observations of the students. Over the two-hour design session, the three students 
were invited to design an infori-nation centre in a public square and in a given urban 
context of Glasgow. The introduction to the project and to the specifics of the 
interface to JCAD-VR lasted a mere 30 minutes. This meagre introduction was 
purposeful and intended to test how intuitive (or not) the system was. The in-house 
expcrii-ncnt was rewarding to the authors of this paper. Over the two-hour design 
period there was: 

Figure 4 An Image ot'J('AD-N, 'R 



Fast and furious interaction amongst the three design participants within the 
common design environment; some 60/70 design scenarios were commonly 
generated, modified and agreed. 

Both satisfaction and frustration amongst the participants was noted 
regarding the high degree of mutuality in the interactive process. 
A real sense of having experienced a wholly irnmersive and shared design 
experience which heralds a future way of exploring and determining the 
configuration of the built environment. 

4 CONCLUSIONS AND FUTURE DEVELOPMENTS 

Assuming the availability of resources, it is intended to conduct further trials and 
development of the system. 

Further trials will be trans- institutional and trans-national and the version of the 
system will include the recently implemented vidco-conferencing facility. 

Further developments will include: 

A voice driven interface enhancing friendliness of the user interface; 

Support for driving devices such as 6-degrees of freedom virtual glove; 
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Implementation of a multi-environments server capable of dealing with 
several VR environments simultaneously. 

As in the earliest days of the introduction of computers into architectural design, the 
quantum jump is made by students. The work reported here, and which will be 
shown during the conference is, we believe, the epitome - in the current state of the 
art - of excellent practice. It makes a breakthrough, we believe, in the evolution of 
good design ideas and offers a real prospect for user participation. 

There is some way to go, of course, to design interactively in a virtual environment. 
The next step which we envisage is to link to the 3D model the emerging and 
sophisticated software for the thermal, lighting and acoustics properties of the 
building. This would allow the user to visualise, dynamically, airflow, temperature 
gradients, lighting levels and to experience the actual acoustic characteristics of the 
space as she/he moves through it. 

The other exciting development is for representatives of the clicnt/user group to 
"join" the designer within the virtual environment and to participate directly in the 
evolution of the design concept. 
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