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Abstract

A discussion of identification methods employed in process control applications
1s carried out. The identification methods discussed range from explicit modelling
techniques based on the relay experiment and the Phase-Locked Loop methods of non-
parametric system identification, through to the implicit modelling techniques of sub-
space 1dentification and the model-free methods used in Iterative Feedback Tuning.

For a given range of gain and phase margins, graphical methods are developed
that show the viable gain margin and phase margin design pairings that are achievable
by the use of a PI controller as the compensation element in a closed loop control
system. Two further graphical methods that allow the parameters of a PID controller to
be determined such that gain and phase margin design specifications can be met are
discussed.

Iterative tuning methods that allow the design of PI controllers to meet gain and
phase margin specifications are developed. An extension of the iterative tuning method
that allows the design of PI controllers to meet maximum sensitivity and phase margin
design specifications is also discussed.

The Phase-Locked Loop (PLL) method of system identification is used to carry
out the closed loop identification and tuning of cascade connected control systems. The
closed loop identification of multivariable systems using the PLL method of system
identification and the design of a decentralised control system based on an extension to
the exact gaimn and phase margin design method is discussed.

The Iterative Feedback Tuning (IFT) method of restricted structure controller
design is discussed. A new method, Controller Parameter Cycling (CPC), is introduced.
The CPC method of controller tuning allows the determination of both the cost function
gradient and Hessian from experiments that are carried out on the closed loop system.
Thus, improved numerical techniques can be used by the CPC method over those

employed in the IFT method.
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0 Preface

0.1 Motivation

In process industries the PID control algorithm implemented in pneumatic,
analogue electronic or digital formats is used predominately for the control of single
loop, cascade or multiple loop and multivariable processes. The use of microprocessor
based PID controllers has seen an increase in the number of manufacturers who offer an
auto-tune function as standard on their products. The majority of commercially
produced auto-tuners utilise the relay experiment of Astrom and Hagglund (1984) to

1identify the phase crossover point of the frequency response of the process that is to be

controlled. Tuning of the PID controller is then carried out using the data obtained from

the relay experiment and the application of a rule based method or a simple parametric

model of the process is produced and the PID controller is tuned from the basis of the

model.

The Phase-Locked Loop (PLL) method of nonparametric system identification
(Crowe, 1998; Crowe and Johnson, 1998; Johnson and Crowe, 1998) was developed as

a direct result of research carried out on the relay experiment of Astrom and Hagglund

(1984). The objective of the research was to provide a nonparametric identification

method that would:

1) have the ease of use of the relay experiment,

1) supply accurate estimates of the phase crossover point, and

111) provide more accurate estimates of the phase crossover point in the presence

of measurement noise or process disturbance, than the relay experiment.
It soon became apparent that the PLL method of system identification offered a greater
flexibility in its use than did the relay experiment.
The motivation for the research contained in this Thesis was to determine how

the PLL method of nonparametric system identification could be utilised such that
material improvements in the functionality offered by auto-tuners based on the PLL

method would be achieved over that offered by relay based auto-tuners.
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0.2 Achievements of the Research

The work contained in this thesis builds and significantly extends the research into
the Phase-Locked Loop method of non-parametric system identification as given by
Crowe (1998).

An extension to the Phase-Locked Loop (PLL) method of non-parametric system
identification has been developed to allow the open loop identification of type 1
processes.

For an unknown linear time invariant process, connected in closed loop, a
graphical method was developed showing the viable gain and phase margin design
pairings that are achievable by using a PI controller. An enumeration technique was
used to develop graphical methods that show the range of gain and phase crossover
frequencies at which, using a set of derived equations, the parameters of a PID
controller can be determined to achieve a specific gain and phase margin design. A
theorem relating to the enumeration method was produced.

A second graphical technique relating the PID controller gain parameter, k,, to
the gain and phase crossover frequencies was developed. The use of the method allows
the remaining integral and derivative gain terms, k; and k4, to be calculated from a set of
equations such that a specific gain and phase margin design can be achieved.

An iterative method was developed that allows the parameters of a PI controller
to be determined such that a specified gain margin and phase margin design can be
achieved. The iterative approach was extended such that the parameters ot a Pl
controller could be found such that a specific maximum sensitivity and phase margin

can be obtained. A theorem relating to the convergence of the iterative method was

developed.

A method was developed that allows the tuning of a cascade connected control
loop to be carried out with the cascade system remaining in closed loop. The method
allows for a test to be carried out ensuring that the cascade system will remain stable
when the inner controller parameters are updated online. The application of the Phase-
Locked Loop method of non-parametric system identification was extended to mclude

the closed loop identification of multivariable processes. A method was proposed for

Vil



the extension of the Fung ef al (1998) exact gain and phase margin tuning method for
use with multivariable processes.

A model-free method for tuning restricted structure controllers was developed.
T'he method known as Continuous Parameter Cycling (CPC) allows the gradient and
Hessian of a cost function to be determined from experiments that are carried out on the
closed loop system. The CPC method thus allows improved numerical routines to be
used over those used in Iterative Feedback Tuning. Propositions relating to the
extraction of the gradient and Hessian data and proofs of those propositions were

developed.

I'wo Journal and eight conference papers have been produced and published or

have been accepted for publication that include the results of the research, they are:

J. Crowe and M.A. Johnson, 1999, A New Non-Parametric Identification Procedure for

Online Controller Tuning, American Control Conference, (3337 — 3341), San Diego,
U.S.A., 2 -4, June.

J. Crowe and M.A. Johnson, 2000, Automated PI Controller tuning Using a Phase
Locked Loop Identifier Module, IECON 2000, IEEE International Conference on

Industrial Electronics, Control and Instrumentation, Nagoya, Japan, 22 — 28, October.

J. Crowe and M.A. Johnson, 2000, Open and Closed Loop Process Identification by a
Phase Locked Loop Identifier Module, ADCHEM 2000, IFAC International

Symposium on Advanced Control of Chemical Processes, Pisa, Italy, 14 — 16, June.

Crowe, J., M. A. Johnson and J. Wilkie, 2001, Recent developments in PID control for
process control applications, CPACT conference in Advances in Process Analytics and

Control, Glasgow, UK, 3-4, April.

J. Crowe and M.A. Johnson, 2001, Automated PI control tuning to meet Classical

Performance Specifications Using a Phase Locked Loop Identifier, American Control

Conference, Arlington, Virginia, USA, 25 — 27, June.
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J. Crowe and M. A. Johnson, 2001, PID Tuning for Classical Robustness Specifications
by Enumeration Methods, IECON 2001, IEEE International Conference on Industrial

Electronics, Control and Instrumentation, Denver, USA, 29 Nov.— 02 Dec.

J. Crowe and M. A. Johnson, 2002, Automated Maximum Sensitivity and Phase Margin

Specification Attainment in PI Control, Asian Journal of Control, Vol. 4, No. 4,

December.

J. Crowe and M.A. Johnson, 2002, Toward Autonomous PI Control Satisfying Classical

Robustness Specifications, IEE Proceedings: Control Theory and Applications, Vol.
149, No. 1, January 2002.

Crowe, J., M. A. Johnson and M. J. Grimble, 2003, On the Closed Loop Identification
of Systems within Cascade Connected Control Strategies, European Control

Conference, University of Cambridge, UK, 1 — 4 September.

Crowe, J., M. A. Johnson and M. J. Grimble, 2003, PID Parameter Cycling to Tune
Industrial Controllers — A new model-free approach, SYSID, 13" IFAC Symposium on
System Identification, Rotterdam, The Netherlands, 27 — 29 August.

0.3 Layout of the Thesis

Chapter 1 begins with a categorisation of identification methods that are used in
process industries into explicit, implicit and model-free techniques. Under the heading
of explicit modelling methods the relay experiment and the Phase-Locked Loop (PLL)
methods of non-parametric system identification are discussed, along with some
extensions to the use and operation of the PLL technique of system identification.
Under the heading of implicit modelling methods a brief introduction to sub-space
identification is given. This acts as a bridge between the explicit modelling methods

discussed and the model-free techniques that are employed in Iterative Feedback Tuning

and Continuous Parameter Cycling.



The development ot graphical methods to aid in the selection of gain margin and
phase margin designs for Pl and PID controllers is carried out in Chapter 2. For a PI
controller and an unknown process, a procedure is developed that allows all of the
achievable pairings of gain and phase margin designs, in a given range of values, to be
presented graphically. Two semi-graphical methods were developed for an unknown
process 1 closed loop with an unknown PID controller that allow the controller
parameters to be determined such that a specific gain and phase margin design can be
achieved. In the first method, by using an enumeration technique a graphical
representation of candidate gain and phase crossover frequencies at which, using a set of
derived equations, the parameters of a PID controller can be calculated that results in a
specific gain and phase margin design being met. For the second graphical technique a
method was developed that relates the PID controller gain parameter, k,, to the gain and
phase crossover frequencies. By using the resulting graph and a set of derived equations
the remaining integral and derivative gain terms for the PID controller are calculated
such that a specified gain and phase margin is achieved.

In Chapter 3 iterative design methods are employed to determine the parameters
of PI controllers to meet classical measures of robustness. The iterative design of a PI
controller, 1n closed loop with an unknown process, to meet a specific gain and phase
margin 1s detailed. The iterative design method is further developed to allow the design
of a PI controller such that a maximum sensitivity and gain margin specification can be

achieved.

The application of the Phase-Locked Loop (PLL) method of system
identification is extended in Chapter 4 to carry out the closed loop identification of
cascade and multivariable control systems. The tuning of a cascade connected control

system operating in closed loop is detailed. The method allows tests to be carried out
that ensure that the closed loop cascade system will remain stable when the inner
controller parameters are updated. An extension to the exact gain and phase margin
design method due to Fung et al (1998) that allows a gain and phase margin design to

be carried out on a multivariable process 1s discussed.

Chapter 5 begins with a discussion of the Iterative Feedback Method (IFT) of
controller tuning due to Hjalmarsson et al (1994, 1998). IFT utilises a series of

experiments on the closed loop system to extract the gradient of the cost function with



respect to the controller parameters. Hence, by the use of a stochastic estimation routine

the controller parameters can be determined that will minimise the cost function. Due to

the somewhat general problem definition used by Hjalmarsson et al the simplicity of the
method tends to be lost. A deterministic version of IFT due to Mahathanakiet ef al
(2002) that does not obscure the simplicity of the IFT method is also discussed. A new
model-free 1terative design method for restricted structure controllers termed
Continuous Parameter Cycling (CPC), i1s introduced and discussed. The CPC method
uses a time varying perturbation of the controller parameters to produce a time varying
cost function. The gradient and Hessian data are then extracted from the time varying
cost function. The availability of the gradient and Hessian data then allow improved

numerical routines to be used, over those employed in IFT, to determine the controller

parameters that will minimise the cost function.
Chapter 6 contains conclusions on the work discussed in the preceding chapters.
A discussion of future possible research directions resulting from the research reported

in the thesis is also given. References close the thesis.
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1 Closed Loop Identification Methods for Process Control Applications.

1.1 Introduction.

The object of the research presented in this thesis is to provide a suite of

tools, operating in the frequency domain, that can be incorporated into an autotuner

that will carry out the required:
1) [dentification

11) PID controller existence testing, and

111) PID controller design.

Further, the autotuner should have as high a degree of autonomy as possible such that
the operator only requires to enter the desired frequency domain specifications that
the closed loop control system is required to obtain and the configuration of the
control system, viz. Single loop, cascade loop, or multivariable.

The three term or Proportional, Integral and Derivative (PID) controller is
used extensively within the process industries to provide regulatory control of single
loop, multi-loop (cascade) and multi-input multi-output control schemes. The
technology in which the PID controller has been implemented has undergone many
changes, ranging from pneumatic, analogue electronic, direct digital control and most
recently as an algorithm within a programmable electronic system. Where there has
been less of a change is in the methods used to tune the PID controllers to give an
acceptable degree of control system performance. A review of the literature on rule
based tuning methods for PID controllers (O’Dwyer, 1998a; 1998b) shows that there
is an extensive range of tuning rules available that would provide the required degree
of control system performance, and so it could be thought that PID controller tuning
would not pose a problem. However, in practice it is found that the majority ot PID
control loops installed in the process industries are poorly tuned or that they are
adjusted manually (Hersh and Johnson, 1997). In a typical process plant there are
several hundred PID controllers in use. These controllers are used to control
processes that in general have relatively long time constants ranging from a few
minutes to a few hours. Hence for the control practitioner it may not be possible to

provide the time necessary to tune an individual loop to the required degree of



control system performance and hence a compromise solution is attained. A further
complication to the problem of providing a satisfactory control performance is that a

process model may be necessary to carry out the controller tuning or at least an
understanding of the dynamics of the process to be controlled is required. This

Information may not be readily available and hence some form of process

identification shall be required. In carrying out the modelling of the process and the
design of the PID controller a high degree of skill and knowledge is required by the
control practitioner. PID controller design in the process industries commonly uses
one of the experiment-based methods due to Ziegler and Nichols (1942); now
routinely implemented as an autotuning function by most PID controller
manufacturers. These experiment-based methods are the process reaction curve and
ultimate period controller tuning methods. The Ziegler-Nichols paper, which was
published in 1942, stated as the motivation for a rule-based PID controller design
method that “the mathematics of control involves such a bewildering assortment of
exponential and trigonometric functions that the average engineer cannot afford the
time necessary to plough through them to a solution of his current problems”. This
has been a driving force behind much of PID rule based design for the process
industries ever since. Both the process reaction curve and ultimate period methods
required an experiment to be carried out to identify certain parameters of the model

of the process to be controlled followed by the application of a rule based controller

tuning parameter selection.

The utility of the Ziegler and Nichols methods is that the information
supplied from relatively simple experiments allows the choice of the controller
tuning parameters to be made by a rule based method. In recent years there has been
a trend to introduce controller tuning methods that do not require a high degree of
skill on the part of the control practitioner to implement a control scheme that gives
an acceptable control performance. With the introduction of PID controllers based on
electronic technology, Astrom and Hagglund (1984) introduced the first push-button
auto-tune method. The method is based on the Ziegler and Nichols Ultimate Period
method in which information relating to the process at the phase crossover frequency
is required. In the Astrom and Hagglund method the experiment is carried out in

closed loop with the controller replaced by a relay. The result of this 1s the generation



of a limit cycle at a frequency close to that of the phase crossover frequency of the
process. By making measurements of the frequency and amplitude of the limit cycle,
the data required by the Ziegler and Nichols Ultimate Period method is obtained. The
advantages of the Astrom and Hagglund method is that the experiment is carried out

In closed loop and that a stable limit cycle is achieved for the majority of processes
met in process industries.
From the literature on PID controller design methods, a way to relate the

different PID controller design methods is to group them by the requirement to have
either explicit, data driven or implicit models of the process available to the control

system designer. In the subsequent sections of this chapter the process model

identification methods shown in Figure 1.1 shall be discussed.

Control System
Design
Identification Methods

Explicit Model Sub-Space Model-Free
Methods Identification Methods

Iterative Feedback
Tuning

Parametric Non-Parametric
Methods Methods

Continuous
Parameter Cvcling

Relayv Phase-Locked
Experiment Loop Method

Figure 1.1: Closed Loop Identification Methods



The classification of the identification methods shown in Figure 1.1 begins by

distinguishing between methods that are used to provide an explicit process model,

either in parametric or non-parametric form, and methods that utilise either a data

driven model or an implicit model of the process. Figure 1.1 serves to illustrate how

the process modelling and controller synthesis methods discussed in the following,

derive and utilise process identification methods ranging from explicit to sub-space

or data driven to model free techniques.

In the following, under the heading of explicit models, only non-parametric
single and multiple point methods of closed loop identification shall be discussed.
The reason for this i1s that parametric system identification in closed loop is more
difficult to implement 1n practice since not only does the control signal to the process
require to be persistently exciting but the reference signal must also be persistently
exciting to obtain reasonable estimates of the model parameters (Ljung, 1987;
Soderstrom and Stoica, 1989). From Figure 1.1 it can be seen that the non-parametric
identification methods that shall be discussed are the relay method and the phase-
locked loop method. The relay method is an inherently closed loop method and is
discussed m the following section. The phase-locked loop method of system
identification shall be discussed in section 1.3 along with the developments made to
the method.

In recent years there has been a great deal of research carried out in the area
of model-free controller design methods. In the model-free controller design field
two methods have been reported. In the first method reported the controlier
parameters are tuned such that a control performance cost function is minimised. By
using response data collected from the closed loop process and re-injecting it back
into the system, it is possible to provide estimates of the gradient of the cost function
with respect to the controller parameters and hence, by the use of Netwon-like
algorithms, the control performance cost function is minimised. This method of
controller tuning was first reported by Hjalmarsson ef al (1994, 1998) where the term
[terative Feedback Tuning (IFT) was used to describe the method. The IFT method 1s
discussed in section 1.5 of this chapter. A known problem with Iterative Feedback
Tuning is that it does not provide a means of determining an estimate of the Hessian

of the gradient of the control performance cost function. The method of Continuous



Parameter Cycling, reported in Chapter 5 of this thesis, shall be shown to allow the

estimation of both the gradient and the Hessian of the control performance cost

function and hence allow the use of improved (over the IFT method) numerical
routines to provide optimal control solutions.

The second method of so called model-free controller tuning reported in the
literature uses subspace identification methods (Favoreel et al, 1998). The subspace
matrices obtained from the process input and output data can be used to design
controllers (Favoreel ef al, 1999; Woodley et al, 2001; Kadali et al, 2003) without
the intermediate step of explicitly identifying a process model, thus giving rise to the

term model-free approach being used and adopted for subspace controller design

methods. The subspace identification method is discussed briefly in section 1.4 of

this chapter and serves as a link between explicit model methods and model-free

approaches.

1.2 The Relay Method of Non-Parametric System Identification.

The connection of a relay in closed loop with a class of systems that can be
found in process industries shall, in general, result in the generation of a limit cycle

with a frequency that is close to the phase crossover frequency of the system. The

configuration of the relay experiment is shown in Figure 1.2.

R(s) . Y(s)
A e Go(s)

Relay Process

Figure 1.2: Relay Expermment Setup.

A relay exhibits a non-linear behaviour and as such the analysis of a system
within which a relay is used is relatively difficult to carry out. It is usual 1n the case

of a relay system to utilise the describing function method (Atherton, 1975) to derive



a linear system representation of the non-linear relay. With such a description of the
relay available, linear methods can then be employed to carry out the analysis of the
system. The describing function method is based on the assumption that there is only
one sinusoidal component present in the system. Thus if the closed loop system
exhibits a low pass characteristic at the phase crossover frequency then the
describing function method shall return accurate estimates of the phase crossover
frequency and the process magnitude at that frequency (Shen ef al, 1996a). However

1f the system does not have a low pass characteristic at the phase crossover frequency
then substantial odd harmonic components can circulate in the closed loop and thus
degrade the accuracy of the estimates obtained from the use of the describing
function method. To reduce the harmonic content of the relay output a relay with the

following characteristic was proposed (Shen et al, 1996a):

. h
+hn x(tZZ > h
y(t)= kx(t) : —;<x(t <;C— (1.1)
h
—h . x(t)s_—;

where y(?) is the relay output, x(?) is the relay iput, 4 is the relay saturation limit and

k 1s the gain of the linear section of the relay characteristic. It can be shown (Shen et

al, 1996a) that if the gain, £, 1s chosen as

k== (1.2)

where 4 is the amplitude of the exciting sinusoid, there will be no harmonics other
than the fundamental, present in the closed loop. However, there are a number of
difficulties associated with the practical application of the Shen et a/ method. The
choice of the gain k is system dependent and thus its value cannot be determined a
priori. A further difficulty is that the value of k£ must be set slightly larger than the
theoretical value given by equation (1.2) if a stable limit cycle is to be established.

A similar proposal to that of Shen et al, viz. that there are no harmonics
present in the relay output other than the fundamental, is given by Lee et al (1995).
The method of Lee et al differs from that of Shen et al in that a non-linear element 1s
added to the output of the relay. The function of the non-linear element is to provide

a sinusoidal excitation of the process of peak amplitude




4h
|"(f)| = (1.3)

where £ is the relay height, and the frequency of the sinusoid is equal to that of the
relay fundamental frequency. The practical implementation of the Lee ef al method
uses a standard relay experiment to determine the initial value for the excitation
frequency and thereafter the non-linear function is used to extract the fundamental
frequency of the relay oscillations. In order to reduce the harmonic content of the

signals circulating in the closed loop to a minimum the switching of the frequency

value is carried out at the zero point of the system excitation.

The relay experiment is a very simple and elegant means of identifying a
process at its phase crossover frequency. However in practical applications of the
method there is the possibility of a static load disturbance occurring during an
experiment. The occurrence of a static load disturbance during a relay experiment
causes the relay output to have an unequal mark-to-space ratio, assuming that the

process 1s type zero. Hence, under a static load disturbance condition the

identification of the process phase crossover data will have a large error.

Shen et al (1996b) observed that for a biased relay given by

y(t)={h+5 . x(t)>0

h—-6 : x(t)<0 (1.4)

where x() is the relay input and 4 and 6 are the relay height and bias respectively,
when excited by a sinusoid plus bias signal given by

x(t)= Asin ot + Aa (1.5)
gives rise to the same Fourier coefficients of the output waveform as a standard relay

when 1t is excited by a sinusoid plus bias with the exception of a term 0. The term o

is present in the case of a biased relay excited by a sinusoid plus bias. Hence it is

possible to utilise this term to restore equality to the mark-to-space ratio of the relay

output by making a suitable choice of 6; Shen et al (1996b) give this value as

5=—h—Aﬁ (1.6)
A

where £ is the relay height, 4 is the peak amplitude of the system output and 4a 1s
the value of the static load disturbance term. A difficulty in the practical

implementation of this method lies in the fact that the load disturbance must be



detected during the 1dentification so that its effect can be removed. A possible means

of detecting the eflfect of a load disturbance would be to monitor the mark-to-space

ratio of the relay output and to apply the bias, given by equation (1.6) to the standard

relay, when an unequal mark-to-space ratio was detected.

A further problem arises in the practical application of the relay method of
system identification when noise is present in the output of the system being
identified. The presence of noise causes the relay to switch spuriously, thus giving
rise to accuracies in the estimate of the phase crossover point data. Astrom and
Hagglund (1995) proposed the use of a relay with hysteresis to reduce the effects of
noise on the switching of the relay. The value of the relay hysteresis is set such that it
1s greater than the peak value of the noise signal present in the system output. The
describing function of a relay with hysteresis has both a real and imaginary
component and thus no longer has zero as an argument, hence there will be a
systematic error present in the estimation of the system phase crossover data. An
obvious means of reducing this error is to make the hysteresis value as small as
possible.

The relay experiment of Astrom and Hagglund (1984) can be used to
determine an estimate of the phase crossover data for a process. It 1s also possible to
connect filters in cascade with the relay such that points other than the phase
crossover point can be identified (Astrom and Hagglund, 1995). In particular 1f an
integrator is used as the filter then a limit cycle at a frequency for which the phase

shift of the process 1s — -g— (rad) will result. More generally the relay with hysteresis

can be used to identify points on the frequency response curve of a process other than
the phase crossover point. Loh ef al (2001) detail a method for processes that can be

adequately modelled as

Ke-—Ls

A 1.7
{1+ 5T) 47

G,(s)=

whereby, an iterative method is used to determine points on the frequency response
curve of the process that have either a desired magnitude or phase angle. It a point
with a certain magnitude is required to be identified then the iterative method

specifies how the relay height should be changed to achieve that identification.



Stmilarly if a point with a certain phase angle is to be identified the method details
the required changes to the relay hysteresis value.

One of the benefits of the relay experiment is that a known point on the
frequency response curve of a process can be identified. In the literature there are a
number of extensions to the relay experiment that allow the identification of multiple
points on the frequency response curve of a process. To identify multiple points of
the frequency response of a process Bi et al (1997) utilise a parasitic relay that 1s
locked to a multiple of the standard relay period. The parasitic relay experiment

setup 1s shown in Figure 1.3 where the parasitic relay characteristic is described by

u, (0) = ah
- u, (k)= —ah x si (uz(k—l)) if u,(k-1)>0
4 (k)= i and u (k)< 0
u,(k)=u, (k —1) otherwise

where « 1s a multiplier for the standard relay height 4. The relay height of the

parasitic relay must be chosen carefully so that the limit cycle is not moved too far

from the phase crossover point frequency, 0.1 to 0.3 is the stated range for «.

Parasitic
Relay

Figure 1.3: Parasitic Relay Experiment Setup.

It is also stated that it is possible to connect more than one parasitic relay with the
standard relay without introducing too great an error in the frequency of oscillation to
determine the phase crossover point. With this configuration it is possible to obtain
an excitation of the process at the phase crossover point frequency and sub-multiples

of that frequency. Each excitation frequency also generates odd harmonics of its own



frequency; hence the process can be excited at frequencies both above and below the
phase crossover frequency. Since the process is excited by the test frequencies

simultaneously, Fourier or Spectral analysis methods must be employed to extract

the frequency response estimates of the process.

The method of Bi et al (1997) requires the addition of an extra hardware
component to facilitate the generation of harmonics that allow the identification of
points other than the phase crossover frequency of a process. Wang et al (1997a)
describe a method whereby the data from a standard relay experiment can be used to
identify multiple points of the frequency response of a system. The method begins by

recording the process excitation and output signals until the closed loop is in steady

state. The data are then multiplied by an exponential term of the form

f(t) — o™
this ensures that the data tend to zero ast —» o ; a necessary step for the next stage of

the method. The process input and output data are then Fourier transformed and an
estimate of the shifted frequency response of the process is given by
Y(jo+ a)

A

U(jo + @)

G(jo+a)=

A FAY

where Y(jo + a) and U(jw + ) are estimates of the shifted Fourier transforms of

the process output and input signals respectively. It is possible to recover a non-

shifted version of the estimate of the frequency response of the process by first

inverse Fourier transforming the shifted estimate, G(jw + «), such that the impulse

response

g(t)=g(t)e™
is obtained, thus the frequency response estimate can be recovered from the

following

a0

E?(]w) = J ( ;,r(t)em )e"j “dt

—a0

The methods of Bi et al and Wang et al provide estimates of multiple points

on the frequency response curve of a process. However with these methods 1t 1s not

possible to determine the phase angle or magnitude of these points a priori.
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A method was proposed by Schei (1994) in which a relay and a filter element,
In this case an integrator, were connected around a process that was operating in
closed loop. With this method there is no requirement to change between controlling
the loop by means of the existing controller and the relay as in the relay experiment

of Astrom and Hagglund. The experimental setup for the method of Schei is shown

in Figure 1.4.

Ro(s) | 4 l .
Eape

Yo(s)

|
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|
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|
l
1
|
-

Figure 1.4: The Schei Relay Experiment, Monitoring of Phase Margin

The relay experiment of Schei allows the set point term Ry(s) to be applied to
the closed loop system, G.(s), during testing such that there is no modification to the
set point by the experiment setup. With this configuration Schei (1994) shows that it
1s possible to determine the phase margin of the forward transfer function of the
closed loop system, G.(s).

If the circuit of Figure 1.4 1s reconfigured to be that shown in Figure 1.5 then it can
be shown (Schei, 1994) that the gain margin of the forward transfer function of the

system connected in closed loop, G.(s), can be determined.
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Y(s)

Ro(s) | + :

Yo(s)

Figure 1.5: The Sche1 Relay Experiment, Monitoring of Gain Margin

The relay experiment due to Schei (1994) can thus be seen as a tool that
allows the closed loop performance of a control loop to be relatively easily
monitored. The methodology used by Schei has been extended by de Arruda and
Barros (2003). In their method it is possible to identify either specified magnitude

values of the forward path transfer function or specific sensitivity values for the

system connected in closed loop, shown 1n Figure 1.6 as G.(s).

Y(s)

Figure 1.6: Relay Experiment to Identify Forward Loop Transfer Function

The positive constant term, », shown in Figure 1.6 1s used to select the point on the

forward transfer function that is to be identified.
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Figure 1.7 shows the experimental setup that is proposed by de Arruda and

Barros (2003) to identity points on the sensitivity function of a system connected in

closed loop.

Ro(s)

+
T
I A) _; +

Yo(s)

Kigure 1.7: Relay Setup for Sensitivity Identification

From the above discussion, it can be seen that by the application of relays,
data that are required for non-parametric identification of systems in closed loop can
be obtained. The benefits that are obtained by the use of relays to obtain this data are
that the time taken to carry out the required identifications tends to be low and that
the experimental setup is relatively easy to implement, both of which are essential
when this type of work 1s being carried out on an operational plant or process. There
1s however the problem caused by the use of the describing function approach for
providing a linearised model of the non-linear relay characteristic aftecting the
accuracy of the results obtained. However, as discussed previously, there are a

number of methods available to overcome this problem.

1.2.1 Summary Conclusions on the Relay Experiment.

The relay experiment has been a fertile source of research for a number of
years, as evidenced by the large body of publications produced on the subject.
Modifications to the relay characteristic such that the error due to the use of the

describing function method of linearising the relay characteristic is reduced have

13



application m single loop identification and tuning to the identification and tuning of
cascade loop and multi-input multi-output systems (Hang et al, 1994; Shen and Yu

1994; Zhuang and Atherton, 1994; Palmor et al, 1995; Wang, 1997b). The relay

experiment 1s a method that allows one point on the frequency response curve of a
process to be identified. The extension of the relay experiment to the estimation of
several frequency response points has been reported in the literature (Hagglund and
Astrom, 1991; B1 et al, 1997; Wang et al, 1997a). The use of the relay experiment to
determine the exact parameters of process models, of the type first and second order
plus dead time, have appeared in the literature along with analytical methods to
determine the output of a closed loop relay system for higher order systems (Kaya
and Atherton, 2001; Panda and Yu, 2002).

From this the question arises, “What potential future development can be
achieved with the relay experiment?” Current research on the relay experiment
would appear to be focusing on using the shape of the closed loop system response
(Panda and Yu, 2002) to determine low order model parameters. These models are
then utilised in some form of auto-tuning method to derive the parameters for PID
controllers. However the question of how accurate a representation of the frequency
response of the model obtained is in comparison to the actual process frequency
response is not answered. It would appear that research in the relay experiment has
now moved from obtaining accurate non-parametric identification data to using the
relay to obtain an accurate parametric model of the process.

While relay experiment research now appears to be moving into parametric
system identification, it would seem that parametric system research 1s pro gressing to
model-free or data driven approaches. The relay experiment will continue to be used
in proprietary auto-tune controllers since the information it supplies is sufficiently
accurate to allow a rule based design to provide a satisfactory level of control system
performance. Research into the relay experiment can be broadly categorised as:

1) Modifications to the relay characteristic

14



i) Operation of the relay experiment in noise or with process disturbances

present

1)  Multiple point estimation on the process frequency response curve

1v) Cascade loop and multi-input, multi-output control system tuning

methods.

From the above it can be seen that there have been many avenues of research

followed and that the relay experiment is still an active area for research. However,
the evidence of the review above is that the initial simplicity of the Astrom and
Hagglund (1984) method is now being lost and that additional complexity is being
added to provide further utility from the method (Schei, 1994; de Arruda and Barros,
2003). Further the published literature seems to show little evidence that the

moditied or more complex relay experiment methods are making a transition from

theory to serious industrial application.

1.3 The Phase-Locked Loop Method of Non-parametric System Identification.

The relay experiment of Astrom and Hagglund (1984) is an elegant and
fascinatingly simple method of identifying key system parameters on which to base
PID tuning rules or to provide data for control loop monitoring purposes. Research
into methods of overcoming the known operational problems of the relay experiment
in the presence of noise and improving the accuracy of the identified data was
discussed in the preceding section. The salient features of the relay experiment are
that:

1) It is easy to perform

11) It is carried out m closed loop

111) [t returns relatively accurate results, and
1v) Identification time is not protracted

[t was the intention of the initial Phase-Locked Loop method of system
identification research to provide an identification method with all of the benefits ot
the relay experiment but also to provide the added flexibility of being able to identify

any point on the frequency response curve of a system. The initial Phase-Locked
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Loop (PLL) method of system identification (Crowe and Johnson, 1998; Johnson and

Crowe, 1998; Crowe, 1998) represents a clear departure from the relay experiment.

1.3.1 Phase-Locked Loop Identifier: Fundamental Theory and Properties.

The research into the Phase-Locked Loop method of system identification began in
1996. The results of the research were patented in 1998 (UK patent application
number 9802358.3) with the first publication on the method following shortly there
after (Crowe and Johnson, 1998; Johnson and Crowe, 1998). The initial spur for the
development of the Phase-Locked Loop method of system identification was to
answer the question “How could the relay experiment be carried out without using a
relay?” The PLL is shown in block diagram form in Figure 1.8. The main
components of the identification module, as shown in Figure 1.8, have the following
functions:
1) A feedback structure using a phase or gain reference at an input
comparator.
1) A digital model of a Voltage Controlled Oscillator (VCO) that generates a
process sinusoidal excitation path and a sinusoidal reference path.
111) A digital signal processing unit or Phase Sensitive Detector to extract the
actual measured system phase or gain for supply to the comparator.
1v) A digital integrator unit to ensure the identifier unit converges to the
given system phase or gain reference.
The digital process identifier, the signal processor block of Figure 1.8, comprises two

conceptual processes. The inner process is that of a sine wave experiment. The outer

process is a digital control loop containing two sub-processes:

1) The extraction of phase and gain data from the output of the multipler,
and

11) The update process and the convergence of the overall digital control
loop.

This outer process or loop can be considered as a closed loop stability problem and 1s

discussed in the following.
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Figure 1.8: Phase-Locked Loop Method Conceptual Diagram

The inner sine wave experiment

The outer digital loop acts as a supervisor for the inner loop comprising the sine
wave experiment. The outer loop will update only when the phase shift (or process
gain) estimate has steadied and is giving a consistent sequence of values. The speed
at which these values settle will depend on the transient characteristics of the

particular system. A second aspect of the inner sine wave experiment i1s that 1t 1S not

practical to allow the k" experiment to go to completion. This is accommodated in
the analysis by defining:

?, :}EE¢M (1.8)
where ¢, is the estimate of ¢, at time, ¢. It is usual to truncate the estimation

process at some / < oo and this estimate 1s denoted, ¢,; .

Phase and gain data extraction in the digital identifier module

The duty of extracting phase (or gain) information from the sine wave experiment 1S
performed by the Phase Sensitive Detector block of Figure 1.8 and this is a simple
peaks and troughs operation. Whilst this enables the extraction of phase and gain

data to be accomplished efficiently and accurately the question of loop convergence

needs to be answered.
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Identifier Convergence Theory

It the inner process is considered to contribute to the outer digital process on
completion of the sine wave experiment, the outer loop can then be given the discrete
system representation of Figure 1.9. The integrator takes the common z-domain form

shown in the Figure 1.9. The digital oscillator is modelled as a simple digital gain

block with gain X, . The analysis of closed loop convergence is a quasi-steady state

analysis. For this reason Figure 1.9 does not include the sine wave test loop. It is

assumed that the sequence of converged outputs of the @ ,,. block can be obtained.

b 4
_|_
Phase e

Reference

Figure 1.9: Outer Loop Digital Identifier System

Lemma 1 Fixed Point Lemma

If w, is a fixed point of the identification scheme, then

dw.)=¢" ®
Proof
As Crowe (1998).

The importance of the result is threetold:

i) Ifthe routine converges then it converges to the reference phase value.
ii) Whether w. =, (for which ¢" = #(®,)) depends on the properties of the
system but this result can be engineered by careful algorithm construction.

iii) An analogous result and interpretation for a system gain reference 1is

straightforward.
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For a fixed point frequency, the algorithmic relationship of the phase-locked loop
Identifier (Figure 1.9) can be used to give:

(a)* _a’k+1)=(0)* "a’k)"' KVcoﬂk;(¢r "¢k) (1.9)
where n.=|1- i
ki ¢ -9,

Theorem 1.1: Sufficient Conditions for Convergence

The tterative process (1.9) satisfies

\(“’* — Oy 1 5{ ; L, Jl(‘" - “’01

J

dglo . )
where L =[1-Ky, . ___da)f /
and W, L0,.20,
1) If there exists k such that for all k >k, L, <1 then |w., — wk|—> 0 as
k — o0

11) It L__ = max{L, }10 <1, then

From clauses 1) and 1) it follows for L, that

di\o .
I_KVCOﬂk; cga)j )

<1 ®

Proof of Theorem 1.1

For a proof of Theorem 1.1 refer to Crowe (1993).

Remarks

Clause i) allows the Phase-Locked Loop identifier to wander before converging to

the fixed point solution. Clause 11) 1s a special case of Clause 1). In the case where
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[ >oo then ¢, =¢, and 7, =1. The key to the speed of convergence lies in the

appropriate selection of (the cut-off point for the accuracy within & nic ) and the
selection of X, From the convergence analysis the bounds over which the digital

controlled oscillator gain may be varied and convergence maintained are obtained

from the following. Theorem 1.1 gives

do\w
1= Kyeom - ¢( - ) <1
| kt dow
do\w .
hence -1<1-K,.,n . gl J )<1
ke do
do\w ..
and _2<_KV(’()77~_¢( j)<0
Tkt dw
do\w .
0<K,-n7 ,_—f(——’-—)<2
kit dw
thus 0<K,. <— 2
VCO 77 d¢ a)j*
ki do

The Phase-Locked Loop method of system identification has been shown to
provide a high degree of identification accuracy (Johnson and Crowe, 1998; Crowe,
1998) and is able to give more accurate results than the relay experiment of Astrom
and Hagglund. However, in all of the simulation examples carried out, the relay
experiment takes less time to achieve the identification albeit to a lower degree of
accuracy. The main advantage that the Phase-Locked Loop method has over the relay
experiment is that there is no restriction as to the point on the frequency response
curve that is to be identified. The user can specify any phase angle or any magnitude
value as a reference input to the identifier module. A further advantage of the Phase-
Locked Loop method is that the intermediate points that are identified, as the error
between the reference value and the actual value reduces, are accurate and can be
used as estimates of the frequency response of the system being identified.

In the literature there have been accounts of other variants of the Phase-
Locked Loop technique (Balestrino et al, 2000; Clarke and Park, 2003). In Balestrino
et al the term Sinusoidal AutoTune Variation (SATV) is used to describe a Phase-
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Locked Loop method. Comparing Figure 1.8 with Figure 1.10 it can be seen that
Structurally there is no difference between the Phase-Locked Loop method and the
method described in Balestrino ef al as SATV. Balestrino ef al initialise the
sinusoidal oscillator at a frequency close to the phase crossover frequency of the
process being identified by the initial use of a relay experiment. However for the
identification of points other than the phase crossover point no initialisation method
Is cited and it is assumed that there is no means to initialise the method for points
other than the phase crossover point. In the Balestrino et al method the extraction of
phase information is carried out using synchronous detection; a technique known to

give good noise rejection properties (Soderstrom and Stoica, 1989).

Phase
Detector

Sinusoidal
Oscillator

My A

S 3

=Y

= O

o =

W
--———-—_---_---__J

Phase
Reference

: 9 i
R=0

Figure 1.10: SATV Implementation Diagram (Balestrino et al, 2000).

Figure 1.11 shows the block diagram of a synchronous detector. As can be seen from
the figure, the synchronous detector recovers the system phase angle and gain
estimates by multiplying the system response by sine and cosine signals and then low

pass filtering the resultant product terms.
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G w,)|sin(w.t+Q(w,)

0.5|G(jw,)|(-cos(2 w,t+@(w,))+cos@(a,))
Sin( ,t) (r(s) X
. . X 0S[G(ja)|cos(p(w,)

X

N
0.5|G(w,)|(sinR wt+Q(w,)) +sin@(w,))
X
. XK 0.5|G(a)|sin(p(w,)
.
N

vVCO

cos(w,t)

Figure 1.11: Block Diagram of a Synchronous Detector.

Clarke and Park (2003) use the term “phase/frequency estimator” for the

system shown in Figure 1.12.

phase
estimator

adaptive sinewave

algorithm generator

Figure 1.12: Conceptual diagram of a phase/frequency estimator (Clarke and Park,
2003).

The adaptive algorithm block in Figure 1.12 implements

da;)t(t ) = —Ke(t)= K(4rg(G(jo,) - ¢,)

and is thus seen to be an integrator with gain K. If the system shown in Figure 1.12 1s

compared with that in Figure 1.8 then no structural difference can be identified, so
far as the functions of the individual blocks are concerned. However it should be

borne in mind that the Phase-Locked Loop identifier of Crowe and Johnson operates
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in discrete time whereas that of Clarke and Park operates in continuous time. In the
Clarke and Park method, phase detection is carried out by the use of a Hilbert

transtorm. A Hilbert transform is a filter that has unity gain for all frequencies and a

phase shift of — %— (rad) at all positive frequencies and a phase shift of —g—(rad) at all

negative frequencies. The data extraction method using the Hilbert transform is

explained by means of the following. Assume that a process is excited by a signal
S (r)=sin(o 1)
If the process 1s given by G(s), then the resultant steady state output will be
S,(t)=|G(jo, }sin(@,t + 4@, )

sin( wot) i G (j )| cos(p(w,))

X

|G @,)|cos(wot+Q( ) T G(j ) |sin(p( @)

With reference to Figure 1.12 it can be seen that
Gljo, Jeos g, )=IG(o, - (- cosla, + 9@, eosa,)
+ sin(w, ! + ¢l ))sin o, t) (1.10)

G(jw, )sin 4@, )=|G(j@, Jsin(@,t + (@, ))cos @,
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+ (— cos(a)ot + ¢(coo ))sin a)ot)) (1.11)
From equations (1.10) and (1.11) it is seen that the phase angle and magnitude of the
frequency response of G(s) at the excitation frequency, ,, are readily obtainable. In

Clarke and Park (2003) it was demonstrated that the Hilbert transform phase detector
gave an improved performance with regard to noise rejection than did zero crossing
detection methods and hence delivers an improved performance.

From the work of Balestrino ef a/ and Clarke and Park it can be seen that
structurally there is no difference between the Phase-Locked Loop identification
methods that were first reported by Crowe and Johnson (1998, 1999). The main
contribution of Balestrino ef al was to use the simple expedient of initialising the
Phase-Locked Loop identifier at a frequency close to the phase crossover frequency
by the use of a relay experiment. The main contribution of the work by Clarke and
Park was to carry out an assessment of possible phase sensitive detectors. The

detectors that were compared were the zero crossing, synchronous demodulation and
Hilbert Transtorm phase sensitive detectors. The candidate phase sensitive detectors
were compared in terms of linearity, excitation amplitude dependence, harmonic
content and noise rejection properties. The phase sensitive detector that gave the best

performance against the selection criteria was the Hilbert Transform phase sensitive

detector.

The Phase and Magnitude Detector Employed by Crowe and Johnson.

In the Phase-Locked Loop method of Crowe and Johnson the estimation ot
phase and gain data is carried out using a maximum and minimum peak value
detection method. The process is excited by a cosine signal and the VCO generates
not only the cosine excitation signal but a sinusoidal signal, both these signals after
scaling, are used as multipliers of the process response. The extraction ot the phase
and magnitude data is then carried out using the maximum and minimum values ot

the multiplier outputs. This method employs the result that if a signal of the form
v(t)=|G(j, Jsin 2w, + #(@,)) - sin $(@, )

the output of the multiplier, is sampled at its maximum and minimum values then
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G(jo, )sin plw, )= - -————-——-—-v("“a* ); W) (1.12)

Similarly if a signal of the form
v(t) = ‘G( Jjo, ](cos(2a)0t + ¢(a)o )) + COS ¢(a)o ))

1s sampled at its maximum and minimum values then

[G(ja)o)'cosgé(a)o):—v—(t-“ﬂ—)%-‘&ﬂﬁ (1.13)

Figure 1.13 shows the phase detector block diagram and details of the results (1.12)
and (1.13) are given by Crowe (1998). Inspection of equations (1.12) and (1.13)

show that the phase and gain data are easily derived.

G (J )| cos(wst+o(w,)

0.5|G(w,)|(-cos (2 wt+o(w,)) +Fcosp(w,))
cos(w,t)
G w)|cos(p(w,))
. 0.5|G(w,) | (sin2 wot+o(w,))-sino(w,))
X

VCO A 0011, 2 1, (wO)
G(j )| sin(o(w,) (X, 1)

sin(wyt)
Figure 1.13: Block Diagram of the PLL Phase Detector Used by Crowe and
Johnson.

1.3.2 Phase-Locked Loop Method for Identification of Type 1 Processes.

The Phase Locked Loop method of process identification, has been applied to
a number of process identifications carried out both m open and closed loop
configurations. A criticism that has been levelled at the method of Crowe and
Johnson of Phase Locked Loop identification is that it i1s not possible to identify
processes that are of type 1, viz. integrating type processes (Clarke and Park, 2003).
The initial concept for the Phase Locked loop method was that it should be, as far as
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possible, a direct replacement for the relay experiment but be more flexible in its
application to process identification. Thus it was always assumed that the phase
locked loop method would be used to identify processes connected in closed loop
and thus in its present form can be used to identify type 1 processes in closed loop.
However, in an effort to overcome this criticism and to allow open loop
identification of type 1 systems to be carried out, a modification to the digital signal
processor of the Crowe and Johnson Phase Locked Loop identifier is proposed.

In the Crowe and Johnson PLL identifier the Voltage Controlled Oscillator
(VCO) 1s only allowed to update when the estimates of the process magnitude and
phase angle have settled to within a specified tolerance. At that point in time,
irrespective of where the VCO output waveform is in its cycle, the VCO frequency is
updated and a signal at the updated frequency is initiated. The effect of this is
twofold:

1) An oftset 1s produced in the output of type 1 processes, and

11) The offset produces an additional term at the excitation frequency in the

output of the multiplier within the phase detector.

The additional term in the multiplier output prevents the estimates of magnitude and
phase angle from settling and so the Crowe and Johnson PLL identifier fails to
identify the type 1 process to a sufficient degree of accuracy. The cause of the offset
is due to the fact that an integer number of excitation cycles have not been passed to
the process and hence the integral term in the process has an output that will be
different from zero.

A simple modification of the update timing logic within the digital signal
processor such that an update of the VCO frequency is only allowed at the end of a
complete excitation cycle remedies the problem. The modified Crowe and Johnson
PLL identifier is used to identify the critical point data for the process

1
S(s + l)2

The evolution of the phase angle, magnitude and frequency are shown in Figures

Gp(s)z

1.15, 1.16 and 1.17 respectively. The simulation was carried out using
Matlab/Simulink™ with an update and stopping tolerance of 0.002. The theoretical

values for the magnitude and frequency at the critical point or phase crossover point
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for G,(s) are 0.5 and 1.0 (rad.s™), respectively. From F 1igure 1.14 it can be seen that
the desired phase angle is accurately attained after approximately 208 (s). The

estimated phase angle was -3.1404 (rad) which is within the required stopping

tolerance and gives an error in the estimated phase angle of 0.038%

-1.6

-1.8

2.2 Actual -
Theoretical _______._

Phase Angle (rad)

120 130 140 150 160 170 180 190 200 210
[teration Time (s)

Figure 1.14: Evolution of Phase Angle with Time — Type 1 Process.

The evolution of the magnitude response can be seen from Figure 1.15, with the
phase crossover point magnitude found as 0.5022. The percentage error between the
theoretical value of phase crossover point magnitude, 0.5, and that found using the

Crowe and Johnson PLL identification method is 0.44%.
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Figure 1.15: Evolution of Identified Magnitude — Type 1 Process.

The evolution of the excitation frequency is shown in Figure 1.16, with the final
value of excitation frequency being 0.9977 (rad.s™). The error between this value and
the theoretical value of 1.0 (rad.s™) is 0.23%. From this and other simulations carried
out the modification to the Crowe and Johnson PLL identifier now allows the open
loop identification of type 1 systems. However, closed loop identification remains
the preferred method of carrying out identification for process control applications

either with the controller being known or unknown.
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Figure 1.16: Evolution of Excitation Frequency— Type 1 Process.

1.3.3 Closed Loop Phase-Locked Loop ldentification Methods.

In almost all practical situations, process control system identification will

occur in closed loop. Two different identification situations can occur:

1) The transfer function of the controller and the process are both unknown,
or

11) The transfer function of the controller is known but that of the process 1s
unknown.

The use of the Phase-Locked Loop method of process identification shall now
be discussed where it shall be shown that the identification method, when applied to

a closed loop system, has a similar ease of implementation as the relay experiment.

In Figure 1.17 an unknown process G, (s) in a unity feedback configuration with an

unknown controller G _(s) is shown.
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G,(jw, )

Figure 1.17: PLL Identification of an Unknown Process in Closed Loop with
an Unknown Controller.

From Figure 1.17 1t can be seen that two Phase-Locked Loop identifiers are used to
carry out the identification of the unknown process, G,(s). The controller, G.(s), 1s
also assumed to be unknown. It should be noted that there 1s only one excitation
signal, generated by Identifier 1 and that the multiplier in Identifier 2 receives its
VCO signal from Identifier 1. By this construct both PLL 1dentifiers are
synchronised to one excitation signal. Two identifications are carried out
simultaneously, the first identification between U(s), the reference mput, and X(s),
the controller output. The second identification is carried out between U(s) and Y(s),

the process output.

Using the identity s = jw , it is readily shown that (Crowe and Johnson, 2000b)

arg( Y(j.a))_J ~ arg(£ (]a))] = arg(G , (ja))) (1.14)

U(]a) U(/a)
rjjo) | X(o) |
iGo)| [0 10 -
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Hence by performing simultaneous identifications between the reference Input and

the controller output and between the reference input and the process output, it is

possible to identify the process when it is connected in a closed loop configuration

------------

Figure 1.18: PLL Identification of an Unknown Process in Closed Loop with

a Known Controller.

From Figure 1.18 1t can be seen that only one Phase-Locked Loop identifier is used
to carry out the identification. Since the controller transfer function and excitation
frequency are known it is possible to determine the controller magnitude and phase
angle at each excitation frequency. With this knowledge and the i1dentification of the
closed loop system between the reference input, U(s), and the process output, Y(s), it

follows from Figure 1.18, setting s = jo that the closed loop transter function is
(Crowe and Johnson, 2000b)

¥(jo) _ G.Ue)G,(e) (1.16)

Gljo)= U(jw) 1+G, (jw)Gp (Ja))

using equation (1.16)
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)= _Gl0)
) el o -

to simplify the following notation let

#0) = arg(G(jo)

then equation (1.16) can be represented by

Gjo)=|G(jo)(cos ¢(w)+ jsin §(o))

hence

ll— ja))( w/ l—lG ja))lgosm¢((o) ja))[ sm¢ 5)_ (1.18a)

. || _[6l@)sin(g()
arg(l — G(_](t))) = tan {W:l (1.18b)

Thus 1f the closed loop transfer function is identified and the transfer function of the
controller 1s known, then it is possible to identify the process as:

G,(jo) =1 o) (1.19)

1-G(jo)|G. (o)
arg|G, (jo)) = arg(G(jo)) - arg(l - G(jo)) - arg(G, (jo))  (1.20)

Thus by carrying out an identification between the reference input and the process

output and with full knowledge of the controller it is possible to identify the process

when 1t 1s connected in a closed loop configuration.

1.3.4 Use of the Phase-Locked Loop Method on Processes with Measurement
Noise and Non-linearity.

In the applications of the Phase-Locked Loop method of system 1dentification
that have been discussed previously in this thesis, there has been no mention of the

practical difficulties that may be encountered when using the method to identify a

physical process.
For any physical process, the measurements taken from that process will be

contaminated by noise to some degree. If no effective means of removing or
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reducing the measurement noise 1s utilised then the data obtained from a noise

contaminated measurement will be inaccurate. In Crowe (1998) a method of

reducing the effect of measurement noise on the operation of the Phase-Locked Loop
identifier i1s discussed. The method discussed utilises a Kalman filter to mitigate the

effects of measurement noise on the data obtained from the Phase-Locked Loop

identifier. A shortcoming of the technique is the increased identification time

required to carry out the identification when measurement noise is present. However,

the data obtained from the Phase-Locked Loop identification using a Kalman filter

for measurement noise reduction is accurate.

In any physical process, and depending on the operating point of that process,
there will be some degree of non-linearity. In the following a non-linear process shall
be represented by a Hammerstein structure, viz. a static non-linearity followed by a
dynamic linear model. In the majority of control applications within the process
industries, the final control element is usually a control valve. A control valve can
have a number of non-linear characteristics associated with it. Thus the non-
parametric identification of a control valve with an associated non-linearity, in
combination with a linear process model can adequately represent the type of
problems to be found in the identification of physical processes. Saturation is a non-
linear characteristic such that an increasing input signal produces no increase in the
output signal. This type of non-linearity is usually the result of specifying too small a
control valve or process pipe diameter, thus restricting the maximum flow through
the valve to be below the required flow. When the control signal to a valve is cycled
through its full range and the valve position is recorded then it can be seen that there
is hysteresis in the characteristic of the valve position. The hysteresis effect can be
reduced by using a valve positioner in the control loop. A third effect that can be
caused by control valves is a dead zone non-linearity. This type of non-linearity 1s
characterised by requiring a certain change in the input signal before any change 1n
output signal is detected, thereafter there is a linear relationship between input signal
and output signal. All process non-linearities are not attributable solely to the control
valves, there are processes that are inherently non-linear. The titration curve used to

carry out the neutralisation of an acid by an alkali exhibits a strong non-linearity.

33



In the case of a process that exhibits control valve induced non-linearity in its
characteristic, then maintenance of the control valve should first be carried out prior
to any process identification or controller tuning being carried out. If this is not done
then the identification and tuning of the process will help to mask the underlying
valve problem that may have severe consequences in terms of satety and lost

production in the longer term. The maintenance of the control valve will also serve to

reduce the non-linearity of the process.

When a process includes a non-linearity then care must be taken in the
application of the Phase-Locked Loop identifier. Firstly, the magnitude of the
excitation signal must be carefully chosen such that the non-linear process is
identified at an operating point that is representative of that to be used in the physical
process. 1If the process were to be controlled over a number of defined operating
points, then identification at each of the defined operating points would have to be
carried out. Secondly, the identification configuration must be carefully chosen.
Consider the following example of the identification of the phase crossover
frequency of the combination of a dead zone non-linearity and a linear time invariant
process. The characteristic of the dead zone non-linearity used in the example is
given by

{)-h : x(t)zh
y(t)=10 - —h<x(t)<h
x(t)+h . x(t)<-h
where y(?) is the output of the dead zone non-linearity, x(7) is the mput to the dead
zone non-linearity and 24 1s the width of the dead zone. The example linear time
Invariant process 1s given by

10
(1+0.2s)1+0.7sX1 + 5)

G, ()=

It can be shown that the describing function of the dead zone non-linearity is given

by
- 2f-2o]

where A4 is the peak value of the excitation sinewave and 4 is as described above.
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From the describing function it can be seen that its value is real and depends on the
magnitude of the excitation signal. Consider the open loop identification of the phase
crossover frequency of the combination of the dead zone non-linearity and the

process, Gp(s) using the Phase-Locked Loop method. The results of the identification

are given in Table 1.1.

Table 1.1: Open Loop Identification of Non-linear Process

. _ ]
Phase angle Frequency '

Magnitude

(rad) (rad.s™)
Theoretical -3.1416 3.6841 .

Actual 0.66382 -3.1414 3.674

The dead zone width 1s 0.2 and the peak excitation magnitude is unity. The
theoretical values shown in Table 1.1 were calculated using the describing function
of the non-linearity in combination with the process G,(s). As can be seen from
Table 1.1 there is an error of -0.27% in the identified frequency and an error of +4%
in the identified magnitude. The error in the identification is due to the harmonics of
the excitation signal that are generated by the dead zone non-linearity. The error
could be reduced by using a filter within the Phase-Locked Loop identifier as
discussed by Clarke and Park (2003) or by using Fourier data extraction techmques
as discussed in Crowe (1998).

If now the same combination of dead zone and process, G,(s) 1s identified 1n
closed loop with the controller given by

1
0.85s

G, (s)= 0.79(1 + + 0.215)

the following results, as shown in Table 1.2, are obtained

Table 1.2: Closed Loop Identification of Non-linear Process

Phase angle Frequency Time
Magnitude
(rad) (rad.s™)
Theoretlcal 0.6927 -3.1416 3.6841

Actual 07227 3.1410 |  3.6647 220
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From the results of Table 1.2 it can be seen that there is an error of -0.53% in the

identified frequency and an error of +4% in the identified magnitude. The

Identification error can be reduced by the use of a filter or by Fourier data extraction

techniques as stated above.

As can be seen by comparing the results given in Tables 1.1 and 1.2, there is
a difterence both in the Theoretical and identified values of the magnitude of the
combined process at the phase crossover frequency. The describing function for the
dead zone non-linearity is purely real and hence has a phase angle of zero. Thus the
phase crossover frequency of both the open and closed loop identifications is in good
agreement with the theoretical values. However, The describing function of the dead
zone non-linearity has a dependence on the magnitude of the excitation. In the open
loop 1identification the excitation magnitude is set at unity but in the closed loop

identification the magnitude of the excitation depends on the frequency response of

the control sensitivity function, given by

C(s) — _____Qe_g_s ) _

1+ G, (s)N(4,h)G (s)

At the phase crossover frequency the controller output signal magnitude 1s

approximately 1.75 although the closed loop reference signal has a magnitude of
unity. Hence the identification configuration has a direct effect on the identified data.

Since the combined process will be operated in closed loop, a closed loop
identification strategy should be employed. This will ensure that the non-hinearity
will be excited at magnitudes that are at the appropriate values for the closed loop
and that any magnitude dependence of the non-linear elements of the combined
process is included in the identification to reduce the effect of the harmonics of the
excitation frequency.

The above brief discussion shows that where there is a significant non-
linearity present in the process to be identified, then the identification should be
carried out in closed loop. In order to increase the identification accuracy either a

filter or Fourier data extraction techniques should be employed.
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1.3.5 Summary Conclusions on the Phase-Locked Loop Method.

The Phase-Locked Loop (PLL) method of system identification (Crowe and
Johnson, 1998; Johnson and Crowe, 1998; Crowe, 1998) was the direct result of
research into non-parametric system identification methods and in particular the
relay experiment of Astrom and Hagglund (1984). The application of the PLL
method of system identification retains the simplicity of, but does not have any of the
failings of the relay experiment. In simulated identification trials the PLL method has
shown that accurate estimates of the required frequency response curve points are
produced, regardless of the process frequency response characteristics. The PLL
method of system identification has been extended to the closed loop identification
of single-input single-output systems as reported by Crowe and Johnson (2000b) and
Crowe et al (2001). Further extensions of the applicability of the PLL method to the
identification of cascade systems and multi-input multi-output system are discussed
subsequently in Chapter 4. In all of the identification trials carried out, where
comparisons have been carried out against the relay experiment, the PLL method has
taken a longer time to find the estimate of the point on the frequency response curve;
albeit to a higher degree of accuracy. This may not be too great a failing since all of
the identification data that is produced as the PLL approaches the required estimate 1s
accurate and can be used to gain further information about the frequency response ot
the process being identified. Coupled to this is the ease with which a desired point
can be found, both from the standpoint of the connection of the PLL to the system
and the selection of a desired frequency response point or points to be identitied,

makes the PLL a viable tool for non-parametric system identification.

1.4 Subspace Identification.

Much of modern control theory is based on having a state space or transfer
function representation of the system to be controlled available so that a controller
design may be carried out. If such a model 1s not available then an identification of

the process must be carried out before a controller design can be undertaken. Thus an
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explicit model of the process is either available or must be identified. In subspace

identification the model of the process that is obtained already has the necessary

structure to allow many of the modern design methods such as LQG, H. and
Predictive control to be carried out using input and output data, from the system to be
controlled, and subspace identification. Thus subspace i1dentification 1s also termed a
model-free approach in the literature since 1t 1s a data driven approach.

Assume that the states of a linear time invariant system are being supplied

from a state estimation carried out by a Kalman filter. The state equations for the

system can then be written as
x,,, =Ax, + Bu, + Ke, (1.21)
y, =Cx, + Du, +e, (1.22)

where the process inputs, outputs and states are given respectively by u, yx and xx.

The steady state gain of the Kalman filter is given by K and e is an unknown white

noise sequence with covariance given by

S=FE {e e, }
If it is assumed that there are n-states, /-inputs and m-outputs then the matrices are
AeR™, BeR™, CeR™, DeR™ and KeR"™".

If the measurements of the inputs and outputs from the system u; and y; for
k={0, 1, ... , 2i+j-2} are available, then the data block Hankel matrices for ug,

represented by U, and Uy, with i-block rows and j-block columns are defined as

u, U U,
— u, u, U,
, =
u:—l ui ui+j
U; Uiy Uiy j-
U ui+l u:‘+2 ui+j
;=
Ui U, Upitj2

where the subscripts p and f'refer to past and future. Each block element in the above

data Hankel matrices 1s a column vector of inputs, viz. u, = [u‘,.0 U, ‘e ui,_lr .

38



Similar data block Hankel matrices for y, represented as Y, and Y, can be defined.

The past and future state sequences are defined as

szlxo X xj—l]

X =l X, X+l xi+j—l]
The matrix input-output equations used in subspace identification (Favoreel et al,
1998) are obtained by recursive substitution of equations (1.21) and (1.22)
_— S
Y =X +HU +H'E,
—_ \)
Y, =I'X, +HU,6 +HE,
These equations represent the effect of the state x;, the deterministic input %, and the

unknown stochastic input e; on the outputs y;. The system related matrices are
defined by

C
CA
=
CAi—l
D 0 0
o CB D 0
CA™>B CAB D
) 0 0
e CK I 0
CA* K CAK I

where I; is the extended observability matrix, H; and H? are the lower triangular

Toeplitz matrices containing the impulse response of the system due to the
deterministic input u; and the unknown stochastic input e, respectively.

The subspace identification problem can also be stated as follows: given the
past inputs and outputs W), and the future inputs Uy, find an optimal prediction of the
future outputs Y. If a linear predictor is used, then

Fal

Y, =LW,+LU,
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where W —

The least squares prediction Y s 0t ¥y can be found by the solution to the following

. v,
] Yf _[Lw Lu {Uf:l

least squares problem:

min
L, L

W

F

where the subscript F' denotes the Frobenius norm. For a matrix, C = [c it ], the

€] = \/ Z Z C
j=1 k=l

The solution to this problem is the orthogonal projection of the row space of Y into

Frobenius norm is given by

the row space spanned by W, and Uy, defined as (Favoreel et al, 1998)

A Wp
] e

bz o71)

The numerical implementation of the projection, equation (1.23), can be carried out

=1 [WpT Uy ([ZP
f

in a numerically robust manner by using a QR-decomposition (Favoreel et al, 1998).
An implementation of subspace identification was briefly discussed in the
above section. Subspace methods of controller design are termed model-free methods
in that they are data driven, using input and output data from the system to be
controlled to allow a controller to be designed without the explicit step of model
identification being carried out. The literature on the use of subspace methods for
controller tuning shows successful applications for LQG (Favoreel et al, 1998;
Favoreel et al, 1999), H, (Woodley er al, 2001) and predictive control (Kadali ez al,

2003) design methods. Subspace methods of controller tuning 1illustrate the transition

from explicit model methods to the model-free method of Iterative Feedback Tuning.
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1.5 Iterative Feedback Tuning

A short introduction to Iterative Feedback Tuning is given in this section to
complete the overview of the model-free controller tuning methods. A brief reference
to the frequency domain version of Iterative Feedback Tuning due to Kammer et a/
(2000) 1s also given. The IFT method shall be revisited in Chapter 5 where new and

original contributions to the method are detailed.

In IFT the derivative of a control performance cost function with respect to the

controller parameters 1s obtained by carrying out experiments on the closed loop

system (Hjalmarsson er al, 1994; Hjalmarsson et al, 1998) and using the data

recorded from those experiments in further special experiments. Thus after each set
of experiments have been completed, an un-biased estimate of the cost function
gradient 1s available. The estimate of the gradient i1s then used in a stochastic
estimation algorithm that by repeated application of the method yields the controller
parameters that give the optimal value of the cost function. The discussion of
[terative Feedback Tuning given in Hjalmarsson et al, (1994) and; Hjalmarsson ef al,
(1998) is based on a somewhat broad problem formulation. The salient features of
that method are:

1) a system description involving a stochastic process output disturbance

11) a two degrees of freedom control law

111) the use of a stochastic optimisation approach, and

1V) a restricted structure control law
The benefit of the method to industrial control practitioners can be seen from the fact
that no process model is required during the tuning process and that all of the
experiments are carried out in closed loop. At each iteration of the Iterative Feedback
Tuning method the current controller parameters remain fixed and are only updated
at the end of an iteration. By repeated application of the Iterative Feedback Tuning
method the performance of the closed loop system should improve as the optimal

value of the cost function is approached.
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A frequency domain version of the IFT method has been described by
Kammer et al (2000). In Kammer et al use is made of Parsevals Theorem to transfer

the cost function to the frequency domain. The transformed cost function is then

differentiated with respect to the controller parameters. The derivative terms in the

cost function gradient expression are recovered by the use of spectral analysis of the

closed loop signals and it is assumed that there is full knowledge of the controller

available.

The Kammer et al method is the frequency domain version of the
Hjalmarsson et al method. However the Kammer et al method does have a benefit
over the Hjalmarsson et al method in that it is possible to determine estimates of the

Hessian of the cost function and so improved numerical methods can be

implemented to provide the controller parameter update.

1.6 Summary Conclusions.

A discussion of the relay experiment of Astrom and Hagglund (1984) in relation to
recent international research activity was given. The conclusion from this discussion
1s that the latest research results tend to be increasing the application areas of the
relay experiment at the expense of the simplicity of the method. Additionally there
appears to be no literature that supports the view that an increase in industrial use of

the new relay experiment application areas 1s being made.

The Phase-Locked Loop (PLL) method of system identification was discussed and an
extension to the PLL method allowing the open loop identification of type 1
processes was given. The identification of single-input single-output processes
connected in closed loop was detailed. The literature is beginning to show increased
interest in the PLL method of system identification and a discussion of the
contribution of this research was given.

Subspace identification was discussed briefly, acting as a bridge between the explicit
modelling techniques of the relay experiment and the PLL method and the model-
free techniques used in Iterative Feedback Tuning (IFT) and Continuous Parameter

Cycling. A brief introduction to IFT was given.
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2 Testing for the Existence of PID Controllers that can Achieve Specified

Classical Robustness Measures.

2.1 Introduction.

The design of a PID controller can be carried out relatively easily if there is
an accurate model of the process available for the designer to perform an off-line
controller design and simulation of the resulting closed loop control system.
However, especially in the process industries, an accurate model of the process to be
controlled 1s seldom available and an environment supporting the identification,
design and simulation cycle is rarely to be had. It is then not surprising that few
control loops in process industries are operating satisfactorily and that some
processes are controlled manually (Hersh and Johnson, 1997).

The data obtained from carrying out a step test on the open loop process can
be used to determine first or second order plus dead time process models (Seborg et
al, 1989). Similarly frequency response data can be obtained relatively simply from
the process, by the use of the Ziegler and Nichols ultimate period method or by a
relay experiment, to allow the design of PID controllers to be carried out. For a large
class of industrial plant these methods will provide sufficiently accurate process data
to allow the design of a PID controller to be carried out that will give an acceptable
level of control system performance. However there is reluctance on the part of
process owners to allow tests to be carried out on process equipment that may result
in either lost production or in the production of off-specification product.

Faced with the problem of having to design a controller to meet certain
design requirements, how is the control practitioner to carry out this task when no
process model is available and the process owner is reluctant to allow tests to be
carried out? Additionally there is the problem of determining whether the required
design requirements can in fact be met prior to the design being carried out. The first
of these problems can be alleviated by the use of closed loop testing to reduce the
production of off-specification product, so long as the test signals are not of too great
a magnitude and the testing is not over an extended period of time. Thus it would be

possible to determine a process model and carry out the design. However, the
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problem still exists of knowing whether the design requirements can in fact be
attained prior to using the model in the design. What is required is a method that
allows the designer to see what designs are achievable for a particular process and
allows the freedom to choose a candidate control design from those that meet the
requirements of the design.

A review of the literature on PID controller tuning to achieve gain margin and

phase margin robustness measures gives rise to Figure 2.1; this shows how the

various methods can be categorised.

Classical Robustness
Measure PI PID

Controller Design
Methods

Non-Parametric Parametric
Models Models

Single Point Multiple Point R Simultaneous
Methods M ethods Optimusation Equations
1 lised Approximate
Generalise Phase Locked Loop Solution
Design Point Method Method
Method

Specitic |
Design Point Loop Shaping
Method

Figure 2.1: Categorisation of PID Controller Tuning Methods by Model Type Used.

With reference to Figure 2.1 the first distinction that 1s made between PID
controller tuning methods is whether the process is given by a parametric or non-
parametric model representation. A number of PID controller tuning techmques have

been developed that require the availability of a parametric model of the process to
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allow the design of a PID controller to meet the required gain margin, phase margin
or maximum sensitivity specifications and in Figure 2.1 the classification of these
methods 1s considered under either optimisation methods and methods that either

solve a set of simultaneous equations exactly or provide an approximate solution.

Simultaneous Equations

An accurate parametric process model 1s required for the gain margin and
phase margin tuning method proposed by Fung et al (1998). In this method the set of
simultaneous equations relating to the specification of the gain margin and phase
margin of the forward path transfer function of the compensated system are solved
by a graphical means. This method shall be discussed subsequently in this chapter.
An extension of the method is proposed in Tan et al (1999) such that the parameters
of a PID controller can be established that will return a required gain and phase
margin design. The method as discussed does however lose the benefit of a graphical
interpretation of the results since the method simply returns a set of controller
parameters. There is a trade-off required by the method in that five unknown
parameters are required to be determined by the method, those being the three PID
controller parameters and the gain crossover and phase crossover frequencies of the
forward path of the compensated process. However the system of equations derived
at the gain and phase crossover points of the compensated process only provide four
equations and thus a possibly infinite set of solutions. The trade-oft that 1s used 1s to
set the frequency of the phase crossover point of the compensated system as a
constant times the phase crossover frequency of the uncompensated process. The

constant used is in the range 0.5 to 2. By this means the number of unknown

parameters is reduced to four and a unique solution can be obtained.

Approximate Solution Method

The method employed by Fung et al and extended by Tan et al allows both
the gain margin and phase margin to be met, however an accurate model of the

process to be controlled is required to be available. The method discussed in Ho et al

45



(1995) uses an approximate parametric model of the process to be controlled. The
process model used i1s first order plus dead time and both the PI controller and the
process model are given in time constant form. The equation set used by Ho er al
ditfers from that used by Fung et al. The difference comes from the way that Ho et al
expresses the gain margin and phase margin conditions for the transfer function of
the compensated forward path of the system to be controlled. For the gain margin
and phase margin equations the complex nature of these equations is expressed using
angle and magnitude criteria whereas Fung ef al split the equations into their real and
imaginary components. The equations resulting from the method used by Ho ef al are
non-linear due to the presence of an inverse tangent function. This does not present
any great difficulty in itself since it would be possible to solve the equation set using
a numerical method. However the goal of Ho et al was to achieve an analytic
solution and to achieve that goal an approximation for the inverse tangent function 1s
introduced. Thus by approximating the inverse tangent function by a linear function,
an analytic solution for the PI controller parameters can be found. Ho e al extended
the PI tuning method to PID controllers by using a second order model plus dead
time, expressed in time constant form, of the process to be controlled. The PID
controller is given as an interacting type. Ho et al then utilises the model pole with
the largest time constant to cancel the controller zero introduced by the derivative
term. Thus by setting the controller derivative time constant to be equal to the largest
time constant of the model poles the problem collapses to that of designing a Pl
controller as previously posed and solved by Ho et al. This method of controller
tuning to meet gain and phase margin specifications has a number of potential
problems. A model is used to represent the process to be controlled, if the model 1s a
good representation of the process in the frequency range of interest then the method
will give good results. However, the poorer the fit of the model to the process then
the worse will be the resulting controller design with respect to achieving the
required design specification. The approximation to the inverse tangent function 1is
valid only for a limited set of conditions and so if the conditions are violated then the

method will not perform as well as expected.
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Optimisation

The methods due to Fung ef al, Tan et al and Ho et al are used to design PID
controllers such that a specific gain and phase margin are achieved. These methods
are characterised by the requirement to have a parametric system model available to
allow a set of simultaneous equations to be solved either exactly or by using
approximations as shown in Figure 2.1.

The maximum sensitivity of a system can be used as a guide to the closed
loop time domain behaviour of the system (Astrom et al, 1998). The method
developed by Astrom et al (1998) utilises a parametric model of the process. The PI
controller that 1s designed is specified in terms of the proportional and integral term
gains, k, and k; respectively. The method begins by defining a circle centre (-1, 0)
and radius 1/M; on the Nyquist diagram of the frequency response of the
compensated system, where M; 1s the desired maximum sensitivity. The circle
represents a constraint on the frequency response curve such that the distance from
the circle centre to any point on the frequency response curve cannot be less than
1/M;, thus if the parameters of a PI controller can be found such that the frequency
response curve of the compensated system 1s tangent to the circle then the maximum
sensitivity of the closed loop system will be M;. The method can be augmented to
include a constraint on the peak overshoot by defining a circle C, whose centre and
radius are such that the peak overshoot, M, circle, and maximum sensitivity, M;
circle are contained within C. The function that is to be optimised to provide the

largest value of &;, is given by

2
k. .
f(kp,ki,a))z C+(kp-—jg}Gp(ja)4 (21)
with the constraint that
2
|

The constraint (2.2) has the geometrical interpretation that for a fixed @, equation
(2.2) represents an ellipse in the ky-k; plane. If the value of @ <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>