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Abstract 
Deoxyribonucleic acid (DNA) is a fundamental component in all living organisms found in 

Nature. Although both the double-helix structure of this biomolecule and the fact that it stores 

all the genetic information required by the organism to survive are well understood there are 

still aspects related to this molecule which are not as clear. Particularly the interactions 

underpinning the formation of complexes between other molecules, such as proteins, and 

DNA remain unclear. One of these is the process underlying the formation of small molecule-

DNA complexes. Such complexes are known to form via interactions between these small 

molecules and the DNA minor groove, it has proven to be complicated to develop a set of 

rational rules for the synthesis of binders to target particular DNA sequences. Such rules are 

complicated by the complex molecular environment found within the DNA minor groove as 

well as the role of the spine of hydration found within this groove. Another aspect of the 

behaviour of DNA which has attracted a lot of attention is related to the mechanism 

underlying the melting of short DNA sequence. It is important to gain a better understanding 

of these mechanisms as this process is thought to be important in DNA transcription, 

replication and repair as well as being important for the application and development of DNA 

scaffolds. Additionally, it is thought that understanding the impact of binding on this 

transition could be used to gain further insights into the interactions underpinning these 

complexes.  

Here, FT-IR, ultrafast IR pump-probe and two-dimensional infrared (2D-IR) spectroscopy have 

been applied to investigate the interactions underpinning the formation of small molecule-

DNA. Utilising a specifically designed minor groove binding ligand, incorporating an azide 

moiety as a non-natural IR probe, the questions outlined above were addressed. The 

spectroscopy of the of azides and the DNA bases were initially studied separately, in order to 

gain the understanding of the spectroscopy of these vibrational modes necessary to maximise 

the information extracted from the DNA complexes. From the initial investigation of the 

asymmetric azide stretch of benzyl azide, a model compound, it was found that this mode 

could be used to determine the electrostatic potential and hydrogen bonding strength of the 

local environment. In the case of the DNA base modes, it was found that both changes in the 

structure of the duplex, due to alterations in the sequence and the binding of an archetypical 

minor groove binder, Hoechst 33258, could be reliably extracted. For the binding of Hoechst 

33258, these modes reveal details about the interactions underpinning the formation of 

complexes with both its target and a sub-optimal DNA sequences. The insights gained were 
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then brought together to study the complexes formed between DNA and the specially-

designed ligand. This allowed both the interactions underlying these complexes and the 

nature of the water in the minor groove to be explored. Finally, these new spectroscopic 

methods were then utilised to begin to reveal details of the melting transition of these DNA 

duplexes and the impact on melting of ligand binding. 

 



 

  

 

General Introduction 

Chapter 1 

 



11 
 

1.1 DNA 
The majority of organisms found in nature utilise deoxyribonucleic acid (DNA) to encode and 

store the genetic information vital to survival.1 Encoded using the cytosine (C), guanine (G), 

thymine (T) and adenine (A) bases, a dimer of the DNA strand and its complementary 

counterpart form a dimer and adopt an anti-parallel helix, the iconic structure of all DNA 

oligonucleotides. Although DNA oligonucleotides are known to be able to exist in three 

distinct structural conformers, often referred to as the A, B and Z-forms. The main difference 

between these different conformers is that the double helix in the Z-form is left-handed 

whereas for the A and B-forms the double helix is right-handed. The A and B-forms represent 

different structural conformers for DNA as they exhibit different helical parameters (eg. 

helical diameter). It is known that these different conformers are found under specific 

conditions where A-DNA is found when the duplex is strongly dehydrated, Z-form is adopted 

in the presence of high salt concentrations and finally in the physiological conditions found 

within living cells the B-form is dominant. Due to its dominance in the normal conditions 

under which all biologically interesting DNA processes occur, the B-form is the most widely 

studied conformer.2,3 The anti-parallel helix structure of a short DNA oligonucleotide 

(sequence: d(GGAAATTTGC)2) is shown in figure 1.1. 

 

Figure 1.1: Diagram of the B-conformer of the DNA duplex, with the minor and major groove 

indicated by green and purple arrows respectively. 

The two strands in the B-form DNA duplex are held together by the Watson-Crick hydrogen 

bonds, formed between the individual bases in each of the strands, leading to the formation 

of the classical double helix. As both strands within the duplex adhere to right-handed 

helices, this affects the overall topology of the molecule resulting in the formation of two 

helical grooves. One of these grooves is wide and is often referred to as the major groove 
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(Fig.1.1, purple arrow), while the other, referred to as the minor groove (Fig.1.1, purple 

arrow), is relatively narrow. This particular topology of the B-DNA double helix plays an 

important role in the biological processes involving DNA such as replication and transcription.  

 

Figure 1.2: a) The minor and major groove accessibility of the AT and GC base pairs within B-

DNA, and b) the possible interactions; H-bond acceptor (red), H-bond donor (blue) and 

aliphatic hydrogen (yellow), between the AT and GC base pairs via the major (purple) and 

minor (green) grooves.2,3 

These important biological processes are often underpinned by sequence-specific 

interactions between DNA and other molecules, mediated via the major or minor grooves. 

These interactions are fundamental to many processes in occurring within living cells and can 

be split into a few distinct groups. Proteins tend to interact via the DNA major groove,4,5 

whereas small molecules tend to interact either via the minor groove or by intercalation 

between the DNA bases.6,7 Molecular recognition of double-stranded DNA (dsDNA) 

sequences by transcription factors for example is essential for the initiation of transcription.8 

This identification of the DNA sequence by other molecules and proteins is thought to be 

mediated via interactions with the different moieties of the individual bases which are 

located in the major and minor grooves of the duplex (Fig.1.2). 

1.2 Minor Groove Hydration and Binding  
The DNA minor groove represents a highly complex molecular environment. This complexity 

of the molecular environment is due to differing contributions that the different parts of the 

duplex provide. The first of these contributions is from the moieties of the DNA bases located 

within the minor groove. As shown in Fig.1.2.(b), these moieties are different for the AT and 
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GC base pairs, however it is noted that they fall into broadly three different categories. These 

categories are aliphatic hydrogens, H-bonding accepting and H-bond donating groups. 

Together these different DNA base moieties located within the minor groove mean that the 

floor of the grove is a covered in a highly sequence dependent mixed array of these different 

contacts. The second contribution to the molecular environment originates from the walls of 

the DNA minor groove. These walls are formed from the deoxyribose sugar moieties within 

the DNA duplex and are known to be highly hydrophobic, leading to the walls of the groove 

being highly hydrophobic. Finally, it has been found that the AT-rich region9 of the DNA 

sequence are noted to have a negative potential, whereas stretches rich in GC bases are 

known to have a more positive potential.10 Together these features mean that the minor 

groove has a large range of contrasting contributions from the different parts of the DNA 

oligonucleotide, as well as being influenced by the exact DNA sequence.  

In addition to this basic complexity of molecular environment found within the minor groove, 

in all biologically relevant environments the DNA duplex is hydrated.11,12 The hydration of 

DNA and specifically the minor groove has been studied using a range of different techniques 

including X-ray crystallography,13,14  NMR,15 dielectric relaxation16 thermodynamics17,18 and 

simulations.19,20,21 This hydration is vital to the function of all biomolecules, which have been 

noted to undergo a loss of physiological function upon dehydration.22 The complexity of the 

molecular environments observed at the exposed surfaces of both DNA and proteins means 

that the exact role of the hydration water in the function of these molecules has remained 

difficult to fully understand. The role of this hydration water enhancing the stability of a large 

variety of proteins has led to the development of the so-called “iceberg model”.23 In this 

model a layer of tightly bound water is found at the surface of the protein and within this 

model this layer supports the structure of the biomolecule without hindering any of the 

structural changes required for its physiological function. In the case of DNA,24,25,26 it is 

thought that this water plays an important role in the structure, conformation, function and 

the molecular recognition of DNA by other molecules. In DNA both the major and minor 

grooves are known to contain a number of water molecules. In the major groove these 

molecules form a monolayer at the bottom of the groove whereas within the minor groove 

these water molecules are often found to form highly ordered and rigid structures, often 

referred to as the minor groove spine of hydration.13,14 The contrasting behaviours of the 

water present in these two grooves within the DNA duplex has led to a great deal of interest 

in the exact role of these water molecules. Acoustic and densimetric studies have indicated 
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that a portion of these hydration waters are released upon the formation of DNA complexes 

suggesting that they are involved in the molecular recognition of the DNA sequence.27,28 

Recently, due to the increasing interest in molecules which interact with DNA through the 

minor groove the dynamics and nature of the minor groove spine of hydration have been 

probed by the incorporation of fluorescent dyes into the DNA duplex.29 While some of these 

dyes were unable to report on the nature of the hydration within the minor groove,29,30 the 

most successful one, utilising Hoechst 33258 bound in the DNA minor groove, reported 

reduced dynamics of water bound in the minor groove.31  

The small molecules which bind into the minor groove of the DNA duplex are often referred 

to as minor groove binders. Most currently known minor groove binding molecules are based 

on a range of different molecular motifs.32 Recently, these minor groove binders have been 

widely studied as sequence-selective probes of the DNA minor groove as well as the 

discovery that these molecules exhibit therapeutic activity.33,34,35 These binders are normally 

designed in such a way as to complement both the overall helical shape of the groove and as 

many of the different features within the minor groove as possible.32 This means that most 

of these binders contain a combination of aromatic moieties, which can form hydrophobic 

interactions between the ligand and the walls of the DNA minor grooves, and H-bonding 

moieties which can form H-bonds to the moieties located on the floor of the minor groove. 

A few notable examples of these binders are molecules based on the archetypal netropsin,36 

distamycin,37 polyamides,38,39 lexitropsins,40 bis-phenylamidinium9 and bis-benzimidazole41 

motifs. The minor groove binding molecules based on these different motifs are noted to be 

highly sequence specific, however so far no specific guidelines for the rational design of 

minor groove binders to control this sequence specificity have been reported.32 This is 

thought to be due to the complex nature of the molecular environment present within the 

minor groove as well as the large variety of interactions formed between the ligand and the 

duplex upon the formation of the complex. Finally, the development of these design 

principles is further complicated by the changes in the DNA hydration associated with the 

formation of these small molecule-DNA complexes.27,28 Each of these basic motifs bind to the 

DNA duplex in a different way with a subset of the binders even forming a 2:1 molecular 

stoichiometry with the duplex.38,40 Hoechst33258,42 a member of the bis-benzimidazole 

family of binders, represents a widely studied archetypical binder. Hence in this thesis we 

explore the interaction of this binder with both its target A-tract sequence and a sub-optimal 

alternating AT sequence in order to gain insights into both the formation of these complexes. 
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Additionally, a novel azido-derivative is studied, with a view to using the incorporation of the 

non-natural IR probe to study the minor groove and the nature of the hydration within it.      

1.3 Melting Mechanisms 
Despite the exploration of the changes in the structural aspects within the DNA duplex due 

to the presence of an A-tract via NMR,43,44,45,46 crystallography,47,48,49 computational50,51,52 and 

theoretical studies,53,54,55,56 the impact of these sequences on the thermal denaturation 

mechanism of short lengths of DNA remains relatively unclear. The mechanism by which the 

strands dissociate from the duplex are important in a range of biological processes as well as 

being important for the application of DNA scaffolds for nano-devices and self-assembly.57,58 

A range of studies including both computational59,60 and experimental techniques57,61,62,63 

have been carried out on the denaturation and reassembly of short DNA oligonucleotides 

and hairpins. These studies highlight the importance of the exact DNA sequence as well as 

the length of the DNA oligonucleotide on the denaturation mechanism. However, these 

studies do not consider the changes which occur to the denaturation process when an A-

tract is replaced with its alternating AT sequence counterpart. 

Similarly, very little is known about the impact of the presence of minor groove binders on 

the mechanism of the melting of these short DNA oligonucleotides. Recently a single-

molecule AFM study was carried out which determined that interactions formed between 

the archetypal minor groove binder H33258 and an A-tract sequence increased the overall 

duplex rigidity.64 This increase in rigidity was assigned to the bifurcated H-bonds formed 

between the ligand and the duplex. However, the exact contributions of the H-bonding 

interactions and the ligand-duplex hydrophobic contacts, within the complex, to the 

stabilisation of the melting temperature has remained unclear.17,18,41 

Two dimensional infrared spectroscopy (2D-IR)72,73,74 has proved to be a versatile 

methodology to probe both dynamics and structural aspects of the DNA macromolecule due 

to its high temporal resolution and ability to probe the complex intermolecular couplings 

within DNA.65,66,67,68 Recently 2D-IR has been used to unravel the melting mechanisms and 

understand the impact of the melting on the structural dynamics of short DNA 

oligonucleotides.69,70 One of these studies has led to valuable insights into the impact of the 

alterations in the position of the GC bases within the sequence on the overall melting 

mechanism.69 While the other demonstrated that melting induced more rapid spectral 
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diffusion, as well as indicating the water in the spine of hydration is dynamically restricted in 

ds-DNA.70 

1.4 IR Spectroscopy71 
Electromagnetic radiation can be used to probe and explore the different energy levels 

present within molecules. Specifically, the electronic energy levels can be explored utilising 

UV-visible radiation, vibrational energy levels via infrared (IR) radiation, within the mid-IR 

frequency range, and rotational energy levels via microwaves. All of these different 

spectroscopic methods yield useful information about the molecular system being studied, 

with IR spectroscopy revealing the different chemical moieties within the structure, as these 

vibrate at different frequencies. An overview of the mid-IR frequency range and the 

approximate positions of a range of common groups and moieties is summarised in figure 

1.3.  

 

Figure 1.3: Illustration of the Mid-IR range from the low frequency (red) to the high frequency 

(purple) end with well-known vibrational modes positioned at their approximate 

wavenumber. The colours are included to indicate the high and low frequency ends of the 

mid-IR spectral range. 

At the low frequency end of the IR spectrum (800 – 1500 cm-1) there are a number of low 

energy vibrational modes associated with molecule wide warping of the molecular structure 

(molecular modes), phosphate stretches, as well as a plethora of different ring modes and C-

H bends. This results in this low energy part of the spectrum often being referred to as the 

fingerprint region, as these different low energy global modes tend to be broadly similar for 

molecules within the same molecular family. The (1500 – 1800 cm-1) and the (2550 – 4000 

cm-1) spectral windows contain the stretch modes associated with double bonds and bonds 

to hydrogen atoms, respectively. These vibrational modes are commonly found in a wide 

range of chemical systems and solvents, including many naturally occurring IR modes seen in 
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biological systems. Finally there is a narrow spectral window (1800 – 2550 cm-1) which is 

associated with the stretching modes of cyanates, thiocyanates, nitriles, alkynes and azides.  

Linear IR spectra for molecular systems are often obtained by measuring the absorbance of 

the sample at a range of different mid-IR frequencies and plotting the results as a function of 

the wavenumber. These spectra yield a series of separate distinct peaks which can then be 

used to identify the moieties present in the molecular system. This ability to uniquely identify 

different chemical moieties means that IR spectroscopy was originally used, alongside other 

spectroscopy techniques, in organic chemistry to quantify the products of synthetic work. 

The development of ultrafast laser, capable of producing sub-femtosecond pluses, has led to 

the development of a range of different ultrafast pump-probe spectroscopies including IR 

pump-probe methods. Based on the original principle first developed in the 1980’s a wide 

range of pump-probe spectroscopic methods were developed, allowing the ultrafast 

dynamics of molecular systems to be probed with a sub-picosecond temporal resolution. 

Among these different pump-probe methods, IR pump-probe allows the vibrational 

dynamics of different modes to be explored. The methodology used to carry out these 

measurements is shown in figure 1.4. 

 

Figure 1.4: Schematic illustration of an Ultrafast IR pump-probe measurement. Tw, the 

waiting time, is the time between the arrival of the pump and probe pulses at the sample. 
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In ultrafast IR pump-probe spectroscopy, initially a sub-picosecond IR pump pulse is allowed 

to interact with the sample being studied. This interaction results in a  = 0  1 transition, 

exciting a sizable portion of the molecules and leading to an increase in the 1st excited state 

of the vibrational modes, with frequencies within the bandwidth of the pump pulse. After a 

variable waiting time (Tw) the probe pulse is allowed to interact with the sample. The 

interaction between the probe pulse and the sample results in either a  = 1  2 transition 

or a  = 1  0 transition of the molecules. Chopping the pump pulse and measuring the probe 

pulse with and without the initial excitation of the vibrational modes allows the pump-probe 

response of the vibrational modes to be measured. As the time (Tw) between the arrival of 

the pump and the probe pulses at the sample increases the molecules initially excited by the 

pump pulse undergo vibrational relaxation resulting in a decrease in the population of the 1st 

excited state of the vibrational mode and leading to a decrease in the intensity of the pump-

probe response of the sample. Scanning the variable waiting time (Tw) between the pump 

and probe pulses allows the vibrational lifetime of the vibrational modes to be determined. 

In addition to ultrafast IR pump-probe spectroscopy, the ability to produce sub-picosecond 

mid-IR pulses lead to the development of two-dimensional infrared spectroscopy (2D-

IR).72,73,74 This vibrational analogue of 2D-NMR spectroscopy can be thought of as an 

extension of the pump-probe technique were the signal is dispersed over an additional 

vibrational pump axis. This can be achieved via two separate methodologies. One of these 

methodologies, initially developed by Hochstrasser,75 involves utilising a simple pump-probe 

spectrometer, where the pump pulse is passed through a Fabry-Pérot interferometer to 

produce a narrow band pulse, scanning the centre frequency of the pump-pulse and plotting 

the measured pump-probe spectrum as a function of the pump frequency produced a 2D-IR 

spectrum. However, this approach leads to a temporal resolution in the picosecond range 

meaning any dynamics occurring in the sub-picosecond time domain are lost. Alternatively, 

and more commonly is an approach referred to as Fourier-Transform 2D-IR (FT-2D-IR). The 

pulse sequence utilised in such a FT-2D-IR spectroscopy is shown in figure 1.5. 
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Figure 1.5: Schematic illustration of a FT-2D-IR measurement.  

In two-dimensional IR (2D-IR) spectroscopy the sample is irradiated with a sequence of three 

separate IR pulses. This pulse sequence is illustrated in figure 1.5. Basically this sequence 

consists of three separate pulses where the first and second pulse are separated by a time  

and the second and third pulse are separated by a time Tw. Finally, it is noted that the time 

between the arrival of the final pulse at the sample and the production of the sample are 

separated by a time t. 

The interactions between the first pulse to arrive at the sample and the molecules within the 

sample, which are noted to be at thermodynamic equilibrium before this first field-matter 

interaction, results in the molecular system evolving to a coherence. This coherence 

oscillates during the time delay  between the arrival of the first and second pulse at the 

sample. The arrival of the second pulse results in another field-matter interaction taking 

place and brings the system to a population on either the first excited or the ground 

vibrational state of the vibrational mode being studied. Finally, after a waiting time of Tw the 

third pulse arrives at the sample and the interaction between the sample and the pulse drives 

the system into a second coherence, resulting in the production of a 2D-IR signal 

(𝑆2𝐷(𝑡, 𝑇𝑤 , 𝜏)), often referred to as a photon echo, after a further time, t. This signal produced 

by the interaction of this pulse sequence with the sample is noted to be generated by the 

third-order nonlinear polarisation of the sample and is produced in the phase-matching 
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direction given by kS = -k1 + k2 + k3. For the pseudo-pump probe geometry of the 2D-IR 

spectrometers used here, this means that the produced signal is collinear with the third 

pulse, resulting in the signal being superimposed onto the residual light of the third pulse in 

the original sequence. This is referred to as a self-heterodyned signal and allows phase 

information about the signal to be recovered within the detector via a spectral 

interferometry method.76 Finally the 2D-IR spectrum (𝑆2𝐷(𝜔𝑡, 𝑇𝑤 , 𝜔𝜏)) is generated by 

performing two Fourier transforms, one with respect to t and the other with respect to . 

The Fourier transform with respect to t is noted to be carried out by the diffraction grating 

within the detectors used in the 2D-IR spectrometers and the Fourier transform with respect 

to  is carried out numerically during data analysis.  

In a 2D-IR spectrum, each peak observed in the FT-IR spectrum of the sample, gives rise to a 

negative feature (red) located on the 2D-IR spectrum diagonal. These are assigned to the 

respective 𝜐 = 0 ⟶ 1 transitions, each with an accompanying, positive (blue), 𝜐 = 1 ⟶ 2 

peak shifted to lower probe frequency by the anharmonicity of the bonding potential. Any 

peaks observed in the off-diagonal region between these diagonal peaks on the spectrum 

indicate coupling or chemical exchange. Essentially the resulting spectrum can be thought of 

as a 2D correlation map of the vibrational frequency of the modes within the samples. This 

means that the utilization of 2D-IR allows vibrational coupling, chemical exchange and 

spectral diffusion of the vibrational modes within the system to be explored in addition to 

the 2D-vibrational relaxation of the vibrations. 

The presence of coupling or the chemical exchange within the studied molecular system 

results in the appearance of off-diagonal features between the two diagonal peaks in the 2D-

IR spectrum. In the case of coupling these cross-peaks are not waiting-time dependent 

meaning that the cross-peaks arising from coupling are always present in the 2D-IR spectrum. 

In contrast to this cross-peaks originating from chemical exchange appear as the waiting time 

between the arrival of the pump pulses and the probe pulses at the sample increases, as 

shown in Fig.1.6.(a).  



21 
 

 

Figure 1.6: Illustration of changes observed in 2D-IR spectra as the waiting time increases, a) 

the appearance of cross-peaks due to coupling or chemical exchange and b) spectral diffusion. 

Considering 2D-IR spectra as a 2D vibrational correlation map, changes within the spectra 

can be associated with changes in the molecular system being studied. The appearance of 

cross-peaks in the off-diagonal region can then be explained by a transfer of vibrational 

energy between two vibrational modes due to the presence of H-bonding, dipole-dipole 

interactions or coupling within the molecular system. Alternatively, the appearance of these 

cross-peaks can be explained by the chemical exchange of the molecules between different 

distinct local environments. In addition to the appearance of features in the off-diagonal 

region as the waiting time increases it is also noted that there are often changes to the 

appearance of the line-shapes of the diagonal features.  

It is often found that the peaks corresponding to the 𝜐 = 0 ⟶ 1 transition (red) are initially 

strongly elongated along the spectrum diagonal. As the waiting time increases and the 

interactions between the molecular and its local environment rearrange, the correlation 

between the pump and probe frequencies decreases. This change in the correlation results 

in the line-shape becoming less diagonally elongated. This process is referred to as spectral 
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diffusion and it can be quantified by a range of different metrics including the slope of the 

nodal line, the eccentricity and the central line slope (Fig.1.6.(b), purple line)77,78 reflecting 

the dynamics associated with the frequency-frequency correlation function (FFCF) of the 

vibrational mode. 

Finally, the 2D-IR spectrum of the molecule can also be used to determine both the projection 

angles between the transition dipole moments and coupling constants between separate 

vibrational modes. The projection angle between the transition dipole moments can be 

extracted by comparing the intensities of the cross-peaks as the polarisation of the pump and 

probe pulses are changed from a parallel to a perpendicular polarisation configuration.    

 

Figure 1.7: Model 2D-IR spectrum indicating the parameters required to calculate the 

coupling constant () between two vibrational modes. 

The coupling constant between two separate vibrational modes can be extracted by 

determining the anharmonicities of both modes and the associated cross-peak, as indicated 

in figure 1.7. Together all of these aspects indicate that 2D-IR spectroscopy is information 

rich with respect to both molecular structure and ultrafast dynamics, demonstrating the 

versatility of this technique to study a wide range of different molecular systems. Often these 

techniques are implemented to study both the naturally occurring IR modes within systems 

as well as a variety of different non-natural probes which can be incorporated into systems 

to gain new insights. Recently these techniques and IR probes are being used to gain a new 

understanding into biomolecule and their physiological functions. 

1.5 Natural and Non-Natural IR Probes 
In order to be able to study specific regions of interesting biological molecules using 

spectroscopic methods, probes are often implemented to extract the maximum amount of 

information from these methods.79,80 Sometimes these probes are naturally occurring groups 
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in the molecule while others are non-naturally occurring functional groups. For example in 

the IR spectroscopy of proteins or peptides, these naturally occurring groups could be the 

amide links of the protein81,82 or the thiol group of cysteine.83 Such naturally occurring IR 

probes have been used to study a variety of different aspects of proteins and peptides 

including investigating their secondary structures, solvation dynamics, local electrostatics 

and vibration couplings present within these biolmolecules.82,84,  

 

Figure 1.8: Diagram illustrating the different aspects of protein secondary structures which 

can be explored and probed via the naturally occurring amide I mode.85 

In addition to these naturally occurring IR probes, the incorporation of non-natural probes 

can also be used to study a variety of different aspects of such systems. Examples of non-

natural IR probes are the incorporation of azido86 (label located at  2110 cm-1) or cyano87,88 

(label located at  2240 cm-1) amino acid derivatives into the peptide or protein. Each of these 

methods has distinct advantages and disadvantages associated with them. For the naturally 

occurring probes the advantages include the fact that they do not perturb the structure or 

function of the system being studied. However their vibrational bands are often found in 

congested regions of the spectrum making it difficult to extract environmental information 

from these vibrations.79 The non-natural probes have the advantage that they are highly 

sensitive to the local environment, intense and in an uncongested spectral window.79 

However their introduction can perturb the physical system being studied and it can be 

difficult to successfully introduce these probes. 

The guiding principles in the design and utilisation of non-natural probes are that these 

probes must be as intense as possible and cause minimal perturbation to the physical 
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system.89 Popular non-natural IR probes include nitriles90, cyanates91, thiocyanates92 and 

azides.93 Such probe moieties have been successfully used in recent biological studies,94,95,96 

providing new insights into the studied systems. These studies use standard linear IR 

techniques, such as FT-IR, and non-linear techniques, such as femtosecond IR pump-probe 

and 2D-IR. 

Recently a multitude of studies into using the azide ion and organic azides as non-natural 

probes have been carried out.97,98,99 The studies have focused on these azides probes as the 

asymmetric azide stretch is known to occur at approximately 2100 cm-1 for both the organic 

and ionic azides. None of the natural vibrations of proteins, peptides or DNA occupy this 

region of the IR spectrum and water only has a small combination band in this region.79 This 

means that the asymmetric azide vibrations occupy a transparent window in many biological 

systems. The fact that the asymmetric azide vibration has a large extinction coefficient and a 

high sensitivity to its local electrostatic environment means that it is ideally suited to being 

used as a non-natural IR probe.100  

The development of azido amino acid derivatives, such as β-azidoalanine, has led to a 

plethora of IR studies being carried out with azido probes.101,102 Two general methods of 

integrating these probes into the biological systems have been developed. One method 

involves substituting natural subunits with their azide derivatives. For proteins azido amino 

acids have been developed and for DNA azido nucleic acids have been produced. In one 

recent study β-azidoalanine was incorporated into amyloid peptide and it was shown to be 

an excellent reporter of the local environment inside the aggregate formed by these 

peptides.103 Additionally, this study showed that this probe blue-shifts as its local 

environment becomes increasingly protic. This shows that this azido amino acid derivative 

could be potentially incorporated into a protein and be used to observe the folding and 

unfolding of the protein in question. Another noteworthy study implementing this 

methodology of probe introduction was carried out by Ye et al.104 In this study a 

transmembrane receptor protein called rhodopsin which detects light was studied using p-

azido-L-phenylalanine as an IR probe. This receptor protein has been extensively studied as 

it translates the external light stimulus into a chemical message the cells read and pass on to 

nerve cells. Several studies on this receptor have revealed that photo-excitation induces a 

series of structural changes causing the receptor to pass through several spectroscopically 

distinct intermediates.105 It has been shown that these structural changes are the concerted 
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movement of a bundle of transmembrane α-helices which create a pocket on the inside of 

the cell allowing a signalling protein to bind to the receptor.106,107 However the temporal 

sequence in which this concerted movement occurs remained unclear. In their study Ye et 

al.104 introduced their probe at several different positions in the bundle of α-helices. Studying 

these probes using standard and time resolved FT-IR the temporal sequence of the structural 

changes was deduced. This study demonstrates the versatility and effectiveness of using 

azido IR probes to gain a deeper understanding of how biological molecules carry out their 

specific function.  

The other method of introducing probes involves synthesising azido derivatives of the ligand 

that bind to the protein in question. This methodology has the potential to allow protein-

ligand interactions to be studied. This methodology has already been successfully 

implemented in several studies.108 In a study by Bloem et al.109 the binding of a peptide 

sequence to a protein, known as PDZ2 was investigated using such azido derivatives of the 

peptide sequence. By using 2DIR and incorporating azidohomoalanine at several different 

positions in the peptide ligand they were able to explore the local environment at several 

different positions in the active site of PDZ2. Another interesting study which utilised this 

methodology was recently carried out by Dutta et al.110 In this work an azide derivative of 

NAD+ was developed. This is especially interesting as NAD+ is known to act as a cofactor for a 

large number of different proteins and so a single probe can be used to measure many 

different systems.110 The probe was characterised using both pump-probe and 2DIR methods 

and it was found to be an excellent probe of the local dynamics around the azide probe. 

However during this study it was noted that its characterisation was complicated by the 

presence of accidental Fermi resonances. 

Fermi resonances occur as a result of coupling between a fundamental mode and a 

combination or overtone band of a molecule which occurs when the energy of the modes 

are similar to each other.111 Azides are known to be especially vulnerable to accidental Fermi 

resonances as the transparent region of the spectra that the azide peak occupies contains 

many such overtone and combination bands. This is due to the large number of molecular 

vibrations found in the fingerprint region of the IR spectrum.112 The presence of Fermi 

resonance greatly complicates the application of these vibrations as probes of the local 

environment as there are many more parameters to consider when characterising the 

probes, such as the different environments modulating the strength of the intramolecular 
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coupling. Recent Lipkin et al.112 carried out a study aimed at eliminating the Fermi resonance 

by adjusting the energy of the asymmetric azide stretch or the combination/overtone bands 

involved in the Fermi resonance. The adjustments in the energy of these modes were altered 

by introducing isotopic labels. This work was carried out on 3-azidopyridine, a probe 

molecule which has been found to be sensitive to binding interactions between the 

environment and the nitrogen in the pyridine ring.113 In this study it was found that isotopic 

labelling of the azide group could greatly reduce or remove the Fermi resonances. The most 

effective of these labelling techniques was changing the central nitrogen or final two nitrogen 

atoms to nitrogen-15 atoms.  

In the current study, we are interested in using both the naturally occurring DNA base modes 

as well as a non-natural azide probe to gain insights into DNA and the complexes it forms 

with small molecules.   

1.6 2D-IR of Small Molecule-DNA Binding 
The aim of this thesis is to gain a deeper understanding of the mechanism underpinning the 

formation of such DNA complexes. In addition to this primary aim, this thesis also aims to 

explore the mechanism underlying the melting transition of two different short DNA 

oligonucleotides and the impact of binding on this melting mechanism. Here, to achieve 

these aims 2D-IR is utilised on both the naturally occurring DNA base modes as well as a non-

natural azide probe, incorporated into a novel minor groove binding ligand.    

In the first experimental chapter, IR spectroscopic techniques are used to understand how 

the asymmetric azide stretch, of an archetypal aromatic azide, is altered as its local 

environment changes. These changes in the local environment around the azide probe are 

achieved by altering the solvent used to prepare the benzyl azide samples. Altering the 

solvent in a systematic way allowed the changes in the asymmetric azide to be used to 

generate calibration curves for different aspects of the local environment. This 

characterisation is carried out to allow such an azide moiety to be incorporated into a novel 

DNA minor groove binder, allowing the environment within the minor groove to be studied 

and gain an insight into the biological water within the minor groove to be studied. 

Following on from this, in the second experimental chapter contained within this work the 

DNA base modes of two short DNA oligonucleotides are studied and compared. This chapter 

functions as an initial exploration of the information which can be extracted from these 

naturally occurring base modes. The utilisation of 2D-IR difference spectroscopy allows the 
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structural alterations within the DNA duplex due to a change in the central AT sequence of 

the duplex from an A-tract to an alternating AT motif. The results of the changes in the 2D-

IR spectra upon these changes was determined to be due to a loss in a highly-ordered region 

of the AT propeller twists and due to a loss of structure in the minor groove spine of 

hydration. Fully consistent with the difference observed by NMR spectroscopy carried out on 

similar DNA sequences. Finally, in this chapter the application of a two state model and 2D-

IR difference spectra to the FT-IR and 2D-IR spectra observed for each sequence as they melt 

has allowed details of the mechanism underlying this transition to be explored.  

The results from these first two chapters are combined and utilised to study the complexes 

formed between the archetypal bis-benzimidazole minor groove binder, Hoechst 33258, and 

a novel azido-derivative of this ligand. This has allowed differing aspects of the complexes 

formed between bis-benzimidazole ligands and DNA oligonucleotides containing either an A-

tract or an alternating AT motif to be explored. The insights previously gained from the 

unbound DNA chapter allow the mechanisms underlying the binding interactions to be 

explored via changes in the naturally occurring DNA base modes. These changes reveal that 

these bis-benzimidazole ligands bind to their target A-tract sequence via an induced fit 

mechanism whereas binding to the sub-optimal alternating AT motif was found to follow a 

rigid body type interaction for Hoechst 33258 and a non-specific interaction for its azido-

derivative. In addition to highlighting the differences in the binding interactions for the target 

and sub-optimal sequences, it also reveals the additional benefit of the induced fit interaction 

by demonstrating that the addition of a hydrophilic azide moiety to the ligand does not alter 

the observed binding interaction for the A-tract, but is observed to drastically alter the rigid 

body interaction seen in the sub-optimal binding scenario. The study of the asymmetric azide 

stretch, utilising the information gained from the first experimental chapter presented in this 

thesis, reveals the nature of the water within the DNA minor groove. These results indicate 

that the dynamics of the water within the minor groove are significantly slowed when 

compared to the dynamics in solution. However, it is noted that these results do not suggest 

that these water molecules are frozen in place as is often expected for such biological water 

molecules.    

In the final experimental chapter, an attempt is made to use FT-IR and 2D-IR spectroscopy to 

gain an insight into the impact of binding on the melting mechanism of the two DNA 

sequences studied in this thesis. Through a combination of the techniques employed in the 
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previous experimental chapters the FT-IR and 2D-IR spectra of these DNA complexes as the 

temperature of the sample increases suggests that binding does not alter the overall melting 

mechanism of the sequences. It is noted that the only impact appears to be an increase in 

the temperature at which the sequences starts to undergo melting. Interestingly the results 

of this chapter also seem to suggest that the majority of the stabilisation of the duplex upon 

binding is as a result of the hydrophobic contacts formed between the ligand and the side of 

the minor groove, fully consistent with previous thermodynamic studies of such DNA 

complexes. 
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This chapter outlines the sample preparation, the different types of standard spectroscopic 

techniques and describes the advanced IR spectrometers used throughout this thesis. These 

are intended as a reference for all subsequent results chapters and further details, such as 

the exact concentrations of the samples used, are given at the end of each result chapter. 

2.1  Materials and Sample Preparation  
Benzyl Azide Samples (Sample Preparation for Chapter 3): 

All of the solvents used were purchased from Sigma Aldrich. Benzyl azide was synthesised 

using a substitution reaction between 1 equivalent benzyl bromide and 1.5 equivalents of 

sodium azide. The reaction was carried out in a 4:1 mixture (by volume) of acetone and water, 

the reaction was heated overnight and subsequently extracted with diethyl ether three 

times, dried over sodium sulphate and then the solvent was removed (under reduced 

pressure) using a rotary evaporator.114 All solvents were used without further purification. 

Solutions of benzyl azide were prepared in a wide range of protic and aprotic solvents. Once 

prepared the benzyl azides were thoroughly shaken for at least 10 minutes. 

DNA Samples (Sample Preparation for Chapters 4, 5, 6 and 7): 

Lyophilised, salt-free DNA oligonucleotides were obtained from Eurofins; Hoechst 33258 

(H33258), D2O, dimethyl sulfoxide (DMSO), NaCl, monobasic and dibasic sodium phosphate 

were obtained from Sigma-Aldrich. A de novo azido-derivative of H33258 (N3-bBI) was 

synthesized and purified by Dr. J. J. May (Burley Group)115. All chemicals were used without 

further purification. All samples were prepared in a pD (or pH) 7 phosphate buffer solution 

with an overall ionic strength of 200 mM.  

This buffer solution was prepared by mixing 423 µL of a 1 M monobasic phosphate stock 

solution with 577 µL of a 1 M dibasic phosphate stock solution, and then diluting the overall 

mixture to a total volume of 10 mL. Finally 58.4 mg of NaCl was added to the phosphate 

buffer solution to increase the overall ionic strength to 200 mM. 

The DNA oligonucleotides were made up to 10 mM stocks in the D2O phosphate buffer 

solution. For the A3T3 (5’-GGAAATTTGC-3’) sequence these stocks were diluted to a final 

concentration of 2.5 mM and for the (AT)3 (5’-GGATATATGC-3’) sequence these stocks were 

diluted to a final concentration of 5 mM. The prepared samples were then annealed at 90 °C 

for 10 minutes. All the other concentrations used were prepared by serial dilution from the 

original A3T3 and (AT)3 samples. 
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For the Hoechst33258:DNA complexes a 100 mM stock solution of the Hoechst33258  

(H33258) ligand was prepared in DMSO. All samples of this complex were prepared using pD 

7 phosphate buffer solution to a final duplex:ligand molar ratio of 1:1 and annealed at 90 °C 

for 10 minutes.  

For the N3-bBI:DNA complexes a 100 mM stock solution of the N3-bBI ligand was prepared in 

DMSO. All samples of this complex were prepared using pD7 phosphate buffer solution to a 

final duplex:ligand ratio of 1:1 and annealed at 90 °C for 10 minutes.  

2.2  UV-visible Absorption Spectroscopy  
For all the UV-visible absorption spectroscopy experiments the samples were held in a 

demountable transmission cell utilising CaF2 windows separated by a 10 µm 

polytetrafluoroethylene (PTFE) spacer. UV-visible spectroscopy experiments were carried 

out using a Perkin-Elmer Lambda 25 at a resolution of 1 nm with samples at concentrations 

defined in the relevant results chapter. These measurements were repeated at 1 µM 

(samples prepared via serial dilution to ensure accuracy) to provide duplex melting 

temperature data at this concentration to compare with the fluorescence measurements. 

2.3  Fluorescence Emission Spectroscopy 
The fluorescence emission spectroscopy experiments were carried out using a Horiba 

Fluorolog2 at a resolution of 1 nm. The samples were excited at 350 nm and the emitted 

fluorescence was recorded from 380 nm – 600 nm. The 1 µM sample was diluted from the 

original samples (concentrations of 2.5 mM (A3T3 duplex/H-A3T3 complex/N3-A3T3 complex) 

or 5 mM ((AT)3 duplex/H-(AT)3 complex/N3-(AT)3 complex)) via serial dilution to ensure 

accuracy. The samples were held in a quartz cuvette with a path length of 1 cm.  

2.4  FT-IR Spectroscopy  
The FT-IR spectroscopy experiments were carried out using a Bruker Vertex 70 spectrometer 

at a resolution of 1 cm-1. For all IR measurements, samples were held between two CaF2 

windows separated by a polytetrafluoroethylene spacer of 50 µm thickness at concentrations 

defined in the relevant results chapter. Each FT-IR spectrum is composed of the average of 

25 individual scans, and for each sample an FT-IR spectrum of the solvent used in the sample 

is also recorded to yield a solvent spectrum (average of 25 scans). Before each FT-IR spectrum 

is measured a background scan was performed, this background scan is also composed of an 

average of 25 individual measurements. 
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2.5  Strathclyde IR Pump-probe Spectrometer  
A diagram of the optical pathways in the Strathclyde ultrafast IR pump-probe setup is shown 

in Figure 2.1. 

 

Figure 2.1: Schematic of the optical setup of the Strathclyde Ultrafast IR pump-probe 

spectrometer utilised. In this schematic the probe path is indicated by dashed blue arrows and 

the pump path is indicated by red arrows. The reference path is omitted for clarity. 

The Strathclyde IR pump-probe spectrometer utilises a Ti:Sapphire oscillator (Coherent 

Micra) to seed a regenerative amplifier (Coherent Legend Elite) to generate a pulse train 

consisting of 35 fs pulses at a repetition rate of 1 kHz. The peak power of these pulses was 

measured to be in the range 2.5 W - 2.7 W. Using a beam splitter 1 W of each of the pulses 

was directed into an optical parametric amplifier (OPA), setup to convert the wavelength of 

these pulses to the mid-IR frequency range. The resulting train of IR pulses was observed to 

have a peak power of 40 mW -50 mW.  

These pulses were then directed into the optical paths of the IR pump-probe spectrometer 

setup shown in figure 2.1. Briefly, in the spectrometer a beam splitter was utilised to split 

each of the IR pulses into a pump pulse (containing 90% of the original power), a probe pulse 

(containing 5% of the original power, via the front reflection of the beam splitter) and a 

reference pulse (at 5% of the original power, via the back reflection of the beam splitter). The 

path of the reference pulse is omitted from the schematic of the optical paths in figure 2.1 

for clarity, however this pulse is directed into a separate detector and allows the effect of 

shot-to-shot fluctuations in the pulse power to be removed from the measured pump-probe 
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spectrum. After the beam splitter the probe pulse is then directed onto a variable optical 

delay stage, allowing the arrival of this pulse at the sample to be delayed by a time referred 

to as the waiting time (Tw). Whereas the pump pulse travels along a simple optical path 

containing a chopper rotating at 500 Hz (triggered by the laser), leading to every other pump 

pulse being blocked. At the end of the optical paths both the pump and the probe pulses are 

directed onto a parabolic mirror and focused onto the sample. After the sample the pulses 

are re-collimated using a second parabolic mirror and the remaining pump pulse is blocked 

by a beam stop whereas the probe pulse is directed into a detector containing a diffraction 

grating (centred at 4.5 µm) and a 64-pixel liquid nitrogen cooled MCT (mercury cadmium 

telluride) array. Scanning Tw then allows an IR pump-probe spectrum to be obtained via 

equation (1). 

𝑆(𝑇𝑤) =  − log (
𝐼𝑝𝑟𝑜𝑏𝑒,   𝑜𝑛

𝐼𝑝𝑟𝑜𝑏𝑒,   𝑜𝑓𝑓
) … (1) 

Where 𝑆(𝑇𝑤) is the pump-probe spectrum at a waiting time of 𝑇𝑤, 𝐼𝑝𝑟𝑜𝑏𝑒,   𝑜𝑛 the intensity of 

the probe pulse when the sample has been irradiated by the pump pulse and 𝐼𝑝𝑟𝑜𝑏𝑒,   𝑜𝑓𝑓 is 

the intensity of the probe pulse when the sample has not been irradiated by the pump pulse. 

Note as the pump-probe signal is emitted from the sample in a collinear direction to the 

residual probe pulse, the signal is self-heterodyned allowing the phase information contained 

within the signal to be recovered via a spectral interferometry method.116 A range of pump-

probe spectra were collected at a series of waiting time (Tw) to allow the vibrational dynamics 

of the mode to be extracted. In the Strathclyde IR pump-probe spectrometer this was 

achieved by positioning the optical delay stage in the probe path at each different waiting 

time and measuring the resultant pump-probe at a 1 second acquisition time (1000 shot 

average). Once the pump-probe spectrum at each of the selected waiting times has been 

measured, the scan is repeated to obtain 12 scans of the pump-probe spectra in total. Finally 

it is noted that in the Strathclyde Ultrafast IR pump-probe spectrometer the pump-probe 

spectrum was measured in both the ZZZZ and ZZYY polarisation geometries.   

Once the data has been measured each of the pump-probe spectra in each separate scan is 

baseline corrected, using a specially designed LabView program, by selecting the baseline 

pixels and fitting a polynomial baseline. This baseline correction and averaging procedure is 

carried out for both the pump-probe spectrum measured in the ZZZZ geometry and the ZZYY 

geometries. Finally, the spectra at the ZZZZ and ZZYY polarisation geometries were used to 
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generate the isotropic pump-probe spectra. After this baseline subtraction the data is used 

to produce an average pump-probe spectrum and the spectrum at each waiting time is fitted 

with a set of Gaussian peaks, based on the fitting of the FT-IR spectrum. The change in the 

intensity of these peaks was plotted against the waiting time allowing the vibrational 

lifetime(s) of the mode to be extracted.    

2.6  Strathclyde and ULTRA 2D-IR spectrometers  
A diagram of the optical pathways utilised in both the Strathclyde and ULTRA 2D-IR117,118 

spectrometers is shown in figure 2.2. While the first spectrometer is located at the University 

of Strathclyde, the ULTRA system is based at the STFC Central Laser Facility in the Rutherford 

Appleton Laboratory. 

 

Figure 2.2: Schematic of the optical setup of the Strathclyde and ULTRA 2D-IR spectrometer 

utilised.117,118 In this schematic the probe path is indicated by dashed blue arrows, the pump 

path is indicated by red arrows and the autocorrelation path is indicated by green arrows.  

The reference path is omitted for clarity. 

As for the Strathclyde IR pump-probe spectrometer, the pulse trains for the Strathclyde and 

ULTRA 2D-IR spectrometers are generated utilising Ti:Sapphire oscillators and regenerative 

amplifiers. For the Strathclyde system this is achieved using the same laser system as 

described in for the ultrafast IR pump-probe spectrometer. In the case of the ULTRA 
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spectrometer these sub-50fs pulse trains are produced using a Ti:Sapphire oscillator (Thales 

laser) to seed a regenerative amplifier, generating a pulse with a repetition rate of 10 kHz.   

The pulse trains produced in both of these systems are then passed through an OPA allowing 

the wavelength of the pulses to be increase to 4.5 µm in the case of the Strathclyde system 

(allowing the 2D-IR spectra of the asymmetric stretch of benzyl azide to be measured) and 6 

µm in the case of the ULTRA 2D-IR spectrometer (allowing the 2D-IR spectra of the DNA base 

modes to be measured). 

After the OPA in both of the Strathclyde and ULTRA systems the IR pulses pass through a 

beam splitter. Both of the 2D-IR spectrometers utilise the same probe path as previously 

described in the IR pump-probe spectrometer, however the pump path now contains an 

additional interferometer. In the 2D-IR spectrometers the pump pulse is passed through a 

Mach-Zehnder interferometer adapted using a variable optical delay stage in one of the arms 

and a chopper (set to half the repetition rate of the laser system) in the other arm (Figure 

2.2). This results in the production of two collinear pump pulses with a variable time delay, 

, between them. This delay is referred to as the coherence time. From the final beam splitter 

in the interferometer one of the pulse pairs is directed onto the autocorrelation path (green, 

Fig.2.2) and an autocorrelation signal between the two pump pulses is recorded. The other 

pair of collinear pump pulses and the probe pulse are then directed onto a parabolic mirror 

and focused onto the sample following a pseudo-pump probe geometry. After the sample 

the pulses are re-collimated using a second parabolic mirror and pump pulses are blocked 

using a beam stop. The signal plus the residual probe light are directed into a detector unit 

utilising a diffraction grating and a liquid nitrogen cooled MCT array. (For the Strathclyde 

system there are 64 pixels in this array and for the ULTRA system there are 128 pixels in this 

array).  

During the measurement of the 2D-IR spectrum the optical delay stage between the two 

pump pulses and the probe pulse remains fixed at a single waiting time. The signal is then 

detected as the coherence time () between the two pump pulses is scanned. In all of the 

measurements presented in the relevant results chapters this stage was scanned from a 

temporal delay of -0.4 ps to 4 ps in 3 fs steps. At each of the chosen coherence times the 

signal generated by the interaction between the pulse sequence and the sample was 

acquired for 0.4 seconds, and the resultant average signal obtained during the signal was 

recorded. This entire procedure was then repeated to obtain 6 individual spectra for the 
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ULTRA spectrometer and 20 individual spectra for the Strathclyde spectrometer. During each 

scan the autocorrelation signal between the two pump pulses was also recorded.  

After the measurement the individual spectra and autocorrelations are averaged. The 

average autocorrelation is then scanned to obtain an initial idea of the exact time zero 

between the two pump pulses. This initial guess for time zero is then used to carry out a 

Fourier transform, with respect to the coherence time, on the average spectrum to obtain 

an initial 2D-IR spectrum. In the final stage of the analysis program the phasing of the 2D-IR 

spectrum is corrected by adjusting the exact time zero between the two pump pulses using 

the slice projection theorem.119,120 In this process the time zero is adjusted manually to until 

the best overlap between the pump-probe spectrum of the sample and the sum of the pump 

slices of the 2D-IR spectrum is obtained. Once this overlap has been achieved the 2D-IR 

spectrum is known to be correctly phased. Upon the completion of this phasing, the final 2D-

IR spectrum is produced. This entire procedure is repeated for each desired waiting time. All 

measurements on the DNA base modes were performed in the ZZZZ polarisation geometry. 

All measurements on the asymmetric azide stretch were performed in the both the ZZZZ and 

ZZYY polarisation geometries. 

2.7  LIFEtime 2D-IR Spectrometer121,122,123 
A diagram of the optical pathways utilised in both the LIFEtime 2D-IR spectrometer is shown 

in figure 2.3. 
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Figure 2.3: Schematic of the optical setup of the LIFEtime 2D-IR spectrometer utilised. In this 

schematic the probe path is indicated by dashed blue arrows and the pump path is indicated 

by red arrows. 

In contrast to the Strathclyde and ULTRA 2D-IR systems the pulse train in the LIFEtime 2D-IR 

spectrometer utilises a pair of 100 kHz Yb:KGW amplified laser systems coupled to pulse-

pickers to produce a pulse train at a repetition rate of 100 kHz. Using a pair of OPAs the 

wavelength of these pulses was altered to produce pulses centred at approximately 4.8 µm, 

with a temporal duration of 300 fs.  

One of these pulse trains is then directed into the probe optical path of the LIFEtime system. 

As in both the Strathclyde and ULTRA 2D-IR spectrometers the probe path contains a single 

optical delay stage, allowing the arrival of the probe pulse at the sample to be delayed by a 

variable amount of time, Tw. The other pulse train is directed onto the pump path of the 

spectrometer. This path contains an IR pulse shaper, 124 allowing the overall shape of the 

pump pulse to be arbitrarily altered. A diagram of the IR pulse shaper present in the LIFEtime 

2D-IR spectrometer is shown in figure 2.4. 
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Figure 2.4: Schematic of the IR pulse shaper used in the LIFEtime 2D-IR spectrometer.124 

Inserts demonstrating that the pulse shaper can be used to produce two collinear pulses 

separated by a variable time delay , from a single input pulse. 

After the pulse enters the IR pulse shaper it is directed onto a diffraction grating and 

cylindrical mirror pair leading to the different frequencies present in the pulse to become 

spatially separated and the overall beam to be collimated. This collimated beam is then 

passed through a germanium acousto-optic modulator. This modulator is coupled to a 

waveform generator which allows the collimated wave-front to be re-shaped. After the 

modulator a further cylindrical mirror and grating to reconstitute the reshaped IR pulse. 

Using an appropriate series of arbitrary waveforms for the Ge modulator allows the pulse 

shaper to produce a series of collinear pairs of pump pulses at a number of different temporal 

delays (). Therefore in the LIFEtime spectrometer the IR pulse shaper is used to simulate the 

effect of the modified Mach-Zehnder interferometer present in the Strathclyde and ULTRA 

2D-IR spectrometers. 

As in the ULTRA and Strathclyde 2D-IR spectrometer systems the shaped pump pulse and 

probe pulse are then directed onto a pair of parabolic mirrors allowing the two pulses to be 

focused onto the sample. After the sample the pump pulse is blocked via a beam stopper and 

whereas the residual probe light and signal are directed into a detector consisting of a 

diffraction grating and a 128 pixel liquid nitrogen cooled MCT detector. By scanning the value 

of the coherence time () between the two pump pulses (by utilising the appropriate 

waveform for the Ge acousto-optic modulator in the IR pulse shaper) at a signal waiting time 

yields a 2D-IR spectrum.  



 

46 
 

In the case of the LIFEtime 2D-IR spectrometer the signal generated at each of the waveforms 

used in the IR pulse shaper was collected for 100 s, this was then repeated 20 times for all of 

the loaded waveforms and an average spectrum was generated. It is important to note that 

the LIFEtime spectrometer was set up to perform phase cycling to suppress sample scatter 

throughout all the measurements. A Fourier transform with respect to the coherence time 

was then performed using the time zero set by the IR pulse shaper to produce the final 2D-

IR spectrum. This procedure was repeated for each waiting time. All measurements were 

performed in the ZZZZ polarisation geometry and for the measurements of the asymmetric 

azide stretch background measurements were performed to allow the water librations to be 

subtracted from the obtained data. 
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3.1 Abstract  
Molecular environments present within bio-macromolecules and their complexes provide 

important contributions to their overall entropy and enthalpy. In order to gain a better 

understanding of the complex behaviour of these systems these local environment need to be 

understood at a more fundamental level. One approach which allows both the nature and 

dynamics of these local environments to be explored is the implementation of non-natural IR 

probes. Here, we investigate the alterations in the characteristic asymmetric azide stretching 

mode of benzyl azide, an archetypal non-natural azide probe, to changes in the electrostatic 

potential and hydrogen bonding strength of its local molecular environment. The results of 

FT-IR, ultrafast IR pump-probe and 2D-IR spectroscopies showed that the line-shape of the 

asymmetric azide stretch of benzyl azide is complicated by the presence of two Fermi 

resonances. Alterations in the electrostatic potential of the local molecular environment were 

found to alter the position of the modes underlying the Fermi resonances, changing the 

strength of the coupling to these modes, and led to a shorter vibrational lifetime of the azide 

mode. Changes in the environmental hydrogen bonding strength resulted in a shift in the 

position of the azide stretch, alterations in the lifetimes of the Fermi resonances and alters 

the coupling between the high-frequency shoulder and the azide mode. Finally the coupling 

constant between the low-frequency shoulder and the azide mode is determined to be 

sensitive to the exact nature of its molecular environment. Overall this investigation 

demonstrates the sensitivity of benzyl azide for its local environment and illustrates that the 

response of both the asymmetric azide stretch and its Fermi resonances can be used to gain 

a more fundamental understanding of molecular environments. 
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3.2 Introduction 
In order to be able to study specific regions of interesting biological molecules using 

spectroscopic methods, molecular probes are often implemented.125,126 Sometimes these 

probes are naturally occurring groups in the molecule while others are non-naturally 

occurring functional groups. For example in the IR spectroscopy of proteins or peptides, these 

naturally occurring groups could be the amide links of the protein127,128 or the thiol group of 

cysteine.129 Examples of non-natural IR probes are the incorporation of azido130 or cyano131,132 

amino acid derivatives into the peptide or protein. Each of these methods has distinct 

advantages and disadvantages associated with them. For the naturally occurring probes the 

advantages include the fact that they do not perturb the structure or function of the system 

being studied. However their vibrational bands are often found in congested regions of the 

spectrum making it difficult to extract environmental information from these vibrations.79 

The non-natural probes have the advantage that they are highly sensitive to the local 

environment, intense and in an uncongested spectral window.79 However their introduction 

can perturb the physical system being studied and it can be difficult to successfully introduce 

these probes. 

The guiding principles in the design and utilisation of non-natural probes are that these 

probes must be as intense as possible and cause minimal perturbation to the physical 

system.89 Popular non-natural IR probes include nitriles,90 cyanates,133 thiocyanates134 and 

azides.93 Such probe moieties have been successfully used in recent biological studies,96,135,136 

providing new insights into the studied systems. These studies use standard linear IR 

techniques, such as FT-IR, and non-linear techniques, such as femtosecond IR pump-probe 

and 2D-IR. 

Recently a multitude of studies into using the azide ion and organic azides as non-natural 

probes have been carried out.99,137,138 The studies have focused on these azide probes as the 

asymmetric azide stretch is known to occur at approximately 2100 cm-1 for both the organic 

and ionic azides. None of the natural vibrations of proteins, peptides or DNA occupy this 

region of the IR spectrum and water only has a small combination band in this region.79 This 

means that the asymmetric azide vibrations occupy a transparent window in many biological 

systems. Together with the fact that the asymmetric azide vibration has a large extinction 

coefficient and is highly sensitive to its local electrostatic environment means that it is ideally 

suited to being used as a non-natural IR probe.139 
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The development of azido amino acid derivatives, such as β-azidoalanine, has led to a 

plethora of IR studies being carried out with azido probes.140,141 Two general methods of 

integrating these probes into the biological systems have been developed. One method 

involves substituting natural subunits with their azide derivatives. This methodology has 

been successfully utilised to study the internal environment of the of amyloid peptide 

aggregates142 and understand the temporal order of the spectrally distinct structural 

intermediates that rhodopsin,143,144,145 a transmembrane light receptor, passes through upon 

external stimulation.146 The other method of introducing probes involves synthesising azido 

derivatives of the ligand that bind to the protein in question. This methodology has the 

potential to allow the interactions within biomacromolecular complexes to be studied.108,109 

Notably, this methodology has additionally been used to develop non-natural probes, such 

as an azido-NAD+ cofactor derivative,147 allowing a single probe to be used to probe the 

binding sites of a wide-range of different proteins. 

Here, a range of IR spectroscopies are utilised to characterise the response of the asymmetric 

azide stretch of an archetypal azide, of which benzyl azide is our chosen exemplar, to changes 

in its local environment. The FT-IR spectroscopy of the asymmetric azide stretch of this azide 

was determined to have a complicated line-shape including both a low and high frequency 

shoulder. The positions and intensities of these shoulders were found to be strongly 

correlated to the electrostatic potential (µSolvent) of the local environment surrounding the 

probe. Whereas the position of the central azide stretch was found to be characteristic of the 

hydrogen bonding strength (HSolvent)148 of the local environment. Additionally the vibrational 

relaxation of the asymmetric azide stretch was found to significantly slowed upon decreasing 

local electrostatic potential whereas changes in the hydrogen bonding strength of the local 

environment resulting in an increase and decrease in the lifetimes of the low and high 

frequency shoulders respectively. Finally the 2D-IR response of the asymmetric azide stretch 

of benzyl azide allowed the shoulders to be identified as Fermi resonances,149,150,151 and it was 

noted that the alterations in the exact nature of the local environment led to changes in the 

coupling constants observed between these Fermi resonances and the central azide stretch. 

This demonstrates the sensitivity of benzyl azide to act as a non-natural probe of the local 

molecular environment. This work is carried out with a view to utilising the asymmetric azide 

stretch as a non-natural IR probe to interrogate the molecular environment in more complex 

systems, such as small molecule-DNA complexes. 
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3.3 Results and Discussion 
3.3.1 Quantum Chemistry Calculations 
Ab initio chemical calculations allow a variety of information about molecules to be accessed 

by the application of quantum mechanics. Here, Density Functional Theory (DFT) is used to 

calculate the optimised geometry, the potential energy surface and simulate the IR spectrum 

of benzyl azide. This methodology calculates the electron density of the molecule by 

assuming that there exists a one-to-one correlation between the energy of the molecule and 

the electron density, as shown by Hohenburg and Kohn.152 This electron density function is 

then used to calculate all the other properties of the molecule being studied.153 All of the 

calculations performed in this chapter were carried out using the 6-311+G(d,p) basis set and 

implementing the DFT B3-LYP functional, using the Gaussian09 software.154 In order to 

understand the IR spectroscopy and gain an initial idea of the responsiveness of the 

asymmetric azide stretch of benzyl azide as a non-natural probe quantum calculations were 

performed. Utilising these calculations on benzyl azide and its ground state revealed the 

presence of two distinct stable rotamers. The structural difference between these two 

distinct rotamers is the position of the azide moiety of the molecule. The optimised structural 

geometry of these two rotamers of benzyl azide are shown in figure 3.1. 

 

Figure 3.1: Geometry optimised structures of two different rotamers of benzyl azide refered 

to as the a) open rotamer and b) closed rotamer.154 

One of the rotamers, referred to as the open rotamer (Fig. 3.1.(a)), has the azide moiety 

positioned at 118° to the benzene ring. This means that the azide moiety is positioned 

pointing away from the ring and into the environment surrounding the molecule. In the other 

rotamer, referred to as the closed rotamer (Fig. 3.1.(b)), the azide moiety essentially points 

back towards the benzene ring and as such would be expected to be partially shielded from 
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the environment surrounding the molecule by the rest of the molecule. From these 

calculations it was noted that the energy difference between these two rotamers was 7.9 kJ 

mol-1, and the energy barrier associated with the interconversion between these two forms 

was determined to be 11.3 kJ mol-1 (with respect to the lowest energy rotamer). Overall this 

means that at room temperature there is no interconversion between these two different 

forms as the energy barrier is greater than the available thermal energy (2.5 kJ mol-1 at 298.15 

K). Using the calculated energy difference between the open and closed rotamers their 

relative abundances were calculated to be 96% and 4%, respectively at room temperature, 

assuming a Boltzmann distribution.155 Using the individual simulated IR spectra of the open 

and closed conformers as well as their relative abundances at room temperature, the overall 

IR spectrum of benzyl azide was generated. 

 

Figure 3.2: Simulated and assigned IR spectrum of benzyl azide in DMSO (simulated utilising 

the Polarizable Continuum Model (PCM)), insert shows the asymmetric azide stretching mode 

of the dominant rotamer at room temperature.154 

The simulated and assigned IR spectrum of benzyl azide is shown in figure 3.2. This simulated 

IR spectrum is dominated by the modes arising from the open rotamer, due to the low 

relative abundance of the closed rotamer at room temperature. Interestingly, from these 

calculations it is noted that the predicted vibrational frequency of the asymmetric azide 

stretch is unaffected by the different molecular geometries seen in the open and closed 

rotamers. Additionally, the asymmetric azide stretch in these two rotamers are noted to have 
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very similar dipole moments. From these calculations it can be seen that below 1600 cm-1 the 

spectrum is predicted to be dominated by various C-H bending, wagging, rocking and scissor 

modes as well as various ring modes. Above 2800 cm-1 there are a few weak absorbance 

peaks arising from C-H stretching modes. The 1660  2800 cm-1 spectral window is found to 

contain only one single peak arising from the asymmetric azide stretching mode. The 

isolation of this mode demonstrates that any changes in the position or line-shape of this 

asymmetric azide stretch must be due to changes in the local environment around the azide 

moiety. These calculations show that benzyl azide is an excellent candidate to function as a 

non-natural IR probe.   

3.3.2 FT-IR Spectroscopy 
A comparison between the experimentally measured (Fig. 3.3.(a), black) and simulated (Fig. 

3.3.(a), red) IR spectra of the asymmetric azide stretching mode of benzyl azide is presented 

in figure 3.3.(a).  

 

Figure 3.3: a) Comparison between the experimentally measured (black) and simulated154 

(red, corrected using a basis set specific precomputed vibrational scaling factor)156 FT-IR 

spectrum of the asymmetric azide stretching mode of benzyl azide and b) fit of the 

experimentally measured asymmetric azide stretch of benzyl azide. All presented spectra 

were measured/simulated in DMSO utilising PCM. 

The simulated IR spectrum of benzyl azide predicts that the asymmetric azide stretching 

mode of this molecule consists of a single Gaussian peak centred at 2110 cm-1. However the 

experimentally measured IR spectrum of this mode has a rather distinct line-shape, including 

a sharp central peak and two shoulders. Fitting the IR spectrum of the azide mode using three 

Gaussian peaks (Fig. 3.3.(b)) shows that one of these shoulders is shifted to lower frequency 

by approximately 20 cm-1 and the other shoulder is shifted to higher frequency by 

approximately 15 cm-1, when compared to the position of the sharp central peak. Due to the 
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fact that the 20002200 cm-1 spectral window only contains the responses of a few moieties 

(e.g. azide, nitrile, ynamine and thiocyanate moieties) and benzyl azide only contains a single 

azide moiety it is thought that the sharp central peak can be assigned as the asymmetric azide 

stretch, as this peak is the dominant feature in FT-IR spectrum. While it has been noted in 

previous IR studies characterising azides as non-natural IR probes that they often have 

complicated line-shapes the appearance of these additional shoulders is expected to 

complicate the characterisation of this particular azide, as well as adding an additional layer 

of complexity to the IR spectroscopy. The initial problem is that it is difficult to assign these 

peaks, as it is possible that they arise from a variety of sources including inter-molecular 

interactions, overtones of vibrational modes, combination band of vibrational modes or 

Fermi resonances. Fermi resonances are known to be a highly specific example of 

intramolecular coupling where a normally weak overtone or combination happens to be 

resonant with a nearby fundamental mode, allowing the weak band to become brighter by 

harnessing intensity from the fundamental mode.149 It is noted that there are a few notable 

examples of Fermi resonances complicating the modes occurring in the 2000 cm-1 – 2200 cm-

1 spectral window.157, 158,159  

While it not possible to exclude the possibility of the shoulders being caused by the presence 

of overtones, combination bands or Fermi resonances without the investigation of the IR 

response of a range of isotopically labelled benzyl azide derivatives, it is possible to 

determine if one or both of the shoulders are caused by inter-molecular stacking interactions 

between multiple benzyl azide molecules in solution by decreasing the sample concentration. 

However it was found that when the concentration of benzyl azide was reduced from 250 

mM to 1 mM the FT-IR line-shape was unaffected (Fig. A3.1). This strongly suggests that the 

shoulders observed in the spectrum of the asymmetric azide stretch are not caused by inter-

molecular interactions, such as -stacking interactions between the benzene rings in two 

separate molecules, as the 250-fold decrease in the concentration would be expected to lead 

to the reduction of the intensity of the shoulders as the individual molecules are less likely to 

be in close proximity to each other. This means that it is not possible to assign these shoulders 

utilising only the FT-IR spectroscopy of benzyl azide. 

To start the characterisation of the asymmetric azide stretch in an archetypal aromatic azide 

to its local environment the solvent surrounding the benzyl azide molecules was altered. This 

allows certain physical parameters of the local environment to be changed, one such 
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parameter is the electrostatic potential that the azide moiety experiences, a computational 

study has predicted that the asymmetric azide stretch is sensitive to such changes in the local 

environment. The electrostatic potential of the local environment can be altered by changing 

the dipole moment of the solvent.  The overall response of the asymmetric azide stretch to 

a change in the dipole moment of its local environment can be seen by comparing the 

absorbance band in heptane (Fig. 3.4.(a), red), which has no dipole moment,160 and in DMSO 

(Fig. 3.4.(a), black), which has a dipole moment of 4.1 D.160 Comparing these responses it can 

be seen that increasing the dipole moment of the solvent, used to prepare the sample, leads 

to changes in the entire line-shape of the IR absorbance. Most noticeable is the increase of 

the intensity of the high frequency shoulder with increasing solvent dipole moment. In 

addition to this, the low frequency shoulder seems to have shifted to an even lower 

frequency, resulting in an apparent increase in the width of the central azide stretch. Due the 

appearance of differences in the line-shape the asymmetric azide stretch was measured in a 

range of solvents with different dipole moments, and the observed bands were fitted using 

three Gaussian peaks, as shown in Fig. 3.3.(b). The peak positions and relative intensities 

obtained by this fitting procedure were plotted against the dipole moment of the solvent 

used in the measurements as shown in figure 3.4. 
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Figure 3.4: a) FT-IR spectra of the asymmetric azide stretch of benzyl azide dissolved in DMSO 

(black) and heptane (red), b) position of the central azide stretch (black), low (red) and high 

(blue) frequency shoulders as the dipole moment of the local environment increases; c) 

relative intensities of the central azide stretch (black), low (red) and high (blue) frequency 

shoulders as the dipole moment of the local environment increases. 

The positions (Fig. 3.4.(b)) and relative intensities (Fig. 3.4.(c)) of the central azide stretch 

(black), high frequency (blue) and low frequency shoulders (red) as the dipole moment of the 

surrounding local environment is gradually increased highlights how this local parameter 

affects each component of the absorbance band. In the case of the central azide peak, 

altering the dipole moment of the local environment appears to have no significant impact 

on the position of this mode (Fig. 3.4.(b), black). In addition to this it can be seen that there 

is no clear correlation between the relative intensity of the central azide peak and the dipole 

moment of the local environment (Fig. 3.4.(c)). This lack of any solvatochromic response of 

the asymmetric azide stretching mode of benzyl azide as the dipole moment of the solvent is 

altered demonstrates one of the differences between aromatic and aliphatic azides as a non-

natural IR probe, as the latter group has been found to undergo a significant amount of 

solvatochromism as the electrostatic environment around the azide moiety is changed. In 

addition to highlighting this key difference, this also illustrates that the changes in the entire 
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line-shape of the azide absorbance band of benzyl azide as the dipole moment of the 

environment is altered is driven by changes in the low and high frequency shoulders. 

In the case of the low frequency shoulder of the azide absorption band, as the dipole moment 

of the surrounding environment increases the shoulder shifts to lower frequency (Fig. 3.4.(b), 

red) and the relative intensity of the shoulder decreases (Fig. 3.4.(b), red). For the high 

frequency shoulder of the azide absorption band is found to shift to lower frequency (Fig. 

3.4.(b), blue) and undergoes a hyperchromic shift (Fig. 3.4.(c), blue) as the local environment 

dipole moment increases. These changes in the shoulder of the absorption band alongside 

the lack of any changes in the central azide peak can explain the changes in to the entire line-

shape due to changes in the dipole moment of the local environment. The shift to lower 

frequency of both shoulders leads to the appearance of the central azide stretch, and the 

change in the intensity of the of the high frequency shoulder results in the relatively large 

increase in this part of the azide absorption band of as the local environments dipole moment 

increases. This means that using the linear IR response of this azide moiety to determine the 

dipole moments of its local environment is possible but not trivial. 

In addition to the importance of the electrostatic potential in the environment surrounding 

the azide probe, hydrogen bonding also plays an important role in biological systems. The 

detection of the hydrogen bonding strength of the local environment by non-natural IR 

probes has been widely studied as a result. However obtaining an accurate quantitative 

measure of the hydrogen bonding strength for a wide range of local environments is difficult. 

The most effective measure of this property of the local environment is to consider its 

hydrogen bonding solubility parameter (H), a measure of the stabilisation energy provided 

to the environment by its ability to form hydrogen bonds.148 The overall response of the azide 

absorption band to a change in the hydrogen bonding strength of its local environment can 

be seen by comparing the absorbance band in 1-hexanol (Fig. 3.5.(a), black), which has a H 

value of 12.5, and in methanol (Fig. 3.5.(a), red), which has a H value of 22.3.148 Comparing 

the azide absorption band of benzyl azide in these two environments shows that as the 

hydrogen bonding strength of the surrounding environment increases the central azide peak 

undergoes a small 2 cm-1 shift to higher frequency and the high frequency shoulder 

undergoes a hyperchromic shift. Interestingly the low frequency shoulder appears to be 

unaffected by this change in hydrogen bonding strength. Due the appearance of differences 

in the line-shape the asymmetric azide stretch was measured in a range of solvents with 
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different hydrogen bonding strengths, and the observed bands were fitted using three 

Gaussian peaks, as shown in Fig. 3.3.(b). The variation in the relative intensities and positions 

of these three Gaussian peaks are shown in the appendix (Fig. A3.2(a) and A3.2(b), 

respectively). These changes in the peak properties show no definitive trend with increasing 

hydrogen bonding strength in its local environment even though there are clear changes in 

the line-shape of the absorbance. This highlighting the difficulty associated with extracting 

data accurately by fitting the azide absorption of benzyl azide. In order to determine whether 

it is possible to extract the hydrogen bonding strength of the local environment surrounding 

the azide moiety principal component analysis was applied to the azide absorption band as 

the hydrogen bonding strength is increased. The results of this analysis are shown in figures 

3.5.(b) and 3.5.(c).  

 

Figure 3.5: a) FT-IR spectra of the asymmetric azide stretch of benzyl azide dissolved in 1-

hexanol (black, H = 12.5) and methanol (red, H = 22.3), b) coefficient of the 1st principal 

component as the hydrogen bonding strength of the local environment increases and c) 1st 

Principal component extracted from the principal component analysis carried out on the 

asymmetric azide stretch as the hydrogen bonding strength of the local environment 

increases. 
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In principal component analysis the covariance matrix between all of the selected spectra is 

calculated. The eigenvectors and eigenvalues are then determined for this covariance matrix. 

Each of the eigenvectors is a principal component of the data and it associated eigenvalue 

describes the percentage of the overall variance, within the dataset, described by the 

principal component. In this way the changes in the spectrum originating from different 

changes in the system (e.g. the electrostatic potential and hydrogen bonding strength of the 

local environment) are separated into the different principal components. The coefficient of 

the 1st principal component, isolated via the principal component analysis implementing the 

covariance matrix methodology, decreases linearly as the hydrogen bonding strength of the 

surrounding environment is increased (Fig. 3.5.(b)). This linear variation of this coefficient 

means that it is possible to extract information about the strength of the hydrogen bonds 

formed in the local environment (H value)148 surrounding the azide moiety. In order to gain 

a deeper understanding of the nature of the changes detected in the azide absorbance band 

as the hydrogen bonding strength is increased the 1st principal component is isolated. This 

component is shown in Fig. 3.5.(c) and it is noted to contain two features. One of these 

features, near 2100 cm-1 is found to consist of a positive peak located to the high frequency 

side of a negative peak (indicated by a red arrow, Fig. 3.5.(c)). This is indicative of a shift to 

higher frequency of the central peak in the azide absorption band. The other feature is a 

negative peak located near 2120 cm-1, and this is thought to be consistent with a change in 

intensity of the high frequency shoulder of the azide absorbance (indicated by a green arrow, 

Fig. 3.5.(c)). Combining these features present in the isolated 1st principal component and 

the coefficients of this component required to reproduce the azide band at each H value of 

the local environment,148 shows that this component describes a shift to higher frequency of 

the central peak and an increase in the high frequency shoulder of the azide band. This is 

fully consistent with the changes to the line-shape of the azide absorbance found by the 

comparison of the spectrum in the presence of low (Fig. 3.5.(a), black) and high (Fig. 3.5.(a), 

red) hydrogen bonding strength in the surrounding environment as well as the changes 

observed as the hydrogen bonding strength of the environment is gradually increased (Fig. 

A3.3). It is interesting to note that it is only possible to extract a trend from the azide 

absorbance when the changes in the central band and the high frequency shoulder are 

tracked simultaneously. Again this shows that it is possible to extract information about the 

hydrogen bonding strength of the local environment from the FT-IR spectrum of benzyl azide, 

but again it is found that this is not a trivial process.  
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As it is noted that the changes in the relative intensities of the shoulders appear to decrease, 

as the spectral distance to the central peak increases. In order to explore this apparent 

correlation between the spectral distance to the asymmetric azide stretch and the relative 

intensities of the two shoulders is further explored in figure 3.6.  

 

Figure 3.6: Correlation between the position of both the high (blue) and low frequency (red) 

shoulders and the distance between the shoulders and the central peak (). 

A plot of the relative intensity of the shoulders against the spectral distance to the central 

peak in the azide absorbance reveals that for both of these shoulders these two properties 

are negatively correlated, even though it is noted that there are a few outliers (data points 

located outside the green ellipse, Fig. 3.6). The calculated negative correlation between these 

two properties was determined to be -0.85, showing that this correlation is significant. This 

dependency of the relative intensity of both shoulders on the spectral distance to the central 

peak in the absorbance band is suggestive of coupling between the modes responsible for 

the appearance of the shoulders and the asymmetric azide stretch (central peak in the 

absorbance band). 

A coupling between these modes and the asymmetric azide stretch is thought to explain the 

observed behaviours of the relative intensities of the shoulders as the electrostatic potential 

of the local environment is increased by altering the solvent dipole moment. As the 

electrostatic potential is increased the vibrational modes of the benzyl azide molecules are 

affected. From the shift to lower frequency of both of the shoulders suggests that the modes, 

giving rise to the overtones or combination bands underlying the shoulders, undergo a 
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vibrational solvatochromic shift due to the change in the electrostatic potential of the local 

environment. These shifts changes the spectral distance between these, overtones or 

combination bands, and the asymmetric azide to increase and decrease for the low and high 

frequency shoulders respectively. The observed changes in the relative intensities of the 

shoulders can then be explained as these shifts enhancing the coupling between the azide 

mode and the high frequency shoulder as well as decreasing the coupling between the low 

frequency shoulder and the azide mode. 

In the case of the change in the hydrogen bonding strength of the surrounding environment 

it is thought that the changes observed in the overall line-shape of the absorbance band can 

also be explained by the presence of coupling between the asymmetric azide stretch and the 

shoulders. In the case of increasing hydrogen bonding strength it is thought that the central 

peak in the absorbance undergoes a slight shift to higher frequency and the high frequency 

shoulder shifts to lower frequency. This causes the observed increase in the relative intensity 

of the high frequency shoulder, however the small shift of the central peak is thought to have 

only a minimal effect on the relative intensity of the low frequency shoulder. It is interesting 

to note that it is not easily possible to extract these changes in the line-shape of the azide 

absorbance band, as the hydrogen bonding strength is increased, by simply fitting Gaussian 

peaks to this absorbance. Finally it is also noted that only the mode responsible for the 

overtone or combination band underlying the high frequency shoulder is affected by the 

increase in hydrogen bonding strength of the local environment. 

3.3.3 Ultrafast IR Pump-Probe Spectroscopy 

Based on the above it was determined that the FT-IR spectrum of the asymmetric azide 

stretch of benzyl azide can be used to extract information about the electrostatic potential 

and hydrogen bonding strength of its local environment. The reliance on the shoulders to 

extract both parameters means this is a non-trivial task when both the electrostatic and 

hydrogen bonding strength of the local environment change simultaneously. In order to 

further characterise the response of the azide absorbance of benzyl azide to its local 

environment ultrafast IR pump-probe spectroscopy was utilised. 

In an ultrafast IR pump-probe spectrum each peak observed in the FT-IR spectrum gives rise 

to a negative peak located at the same frequency as the peak in the FT-IR spectrum and a 

positive peak shifted to lower probe frequency by the anharmonicity of the bonding 

potential. The negative peak often referred to as the bleach, arises from the  = 0  1 
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transition, and the positive peak often referred to as the exited state absorbance (ESA), arises 

from the  = 1  2 transition. For the azide absorption band of benzyl azide this means that 

the overall observed ESA and bleach have contributions from the central peak and both 

shoulders seen in the FT-IR spectrum. The isotropic IR pump-probe spectrum, calculated from 

the spectra measured in the ZZZZ and ZZYY polarisation geometries161,162 to eliminate the 

effects of the rotation of the molecules in the solution, of benzyl azide in DMSO as the waiting 

time is increased from 100 fs (black) to 50 ps (white) are shown in figure 3.7.  

  

Figure 3.7: Isotropic pump-probe spectra of the asymmetric azide stretch of benzyl azide in 

DMSO over a range of waiting times from 0 ps to 30 ps are shown a) over the entire probe 

window and b) over a restricted probe window to highlight the temporal evolution of the 

pump-probe line-shape. 

The presence of the two shoulders in the azide absorbance of benzyl azide generate a 

complicated line-shape for the pump-probe response due to the overlapping ESA and 

bleaches of the different components of the azide absorption band (Fig 3.7.(a), black). The 

complexity of the line-shape of the pump-probe spectrum of the azide absorbance band is 

further increased by the non-trivial evolution of this line-shape with increasing waiting time. 

It is suspected that this observed temporal evolution of the pump-probe line-shape is caused 

by the central peak and the shoulders of the azide absorbance band exhibiting different 

vibrational lifetimes. It is expected that these different lifetimes result in changes to both the 

minimum of the bleach and the maximum of the ESA as the waiting time gradually increases. 

The position of the bleach (Fig. 3.8.(a)) and ESA (Fig. 3.8.(b)) of the isotropic pump-probe 

signal were tracked over a range of waiting times, this analysis aided in the formation of a 

fitting scheme for these spectra to be developed.  
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Figure 3.8: Temporal evolution of the a) intensity minimum of the bleach and b) intensity 

maximum of the excited state absorbance of the pump-probe signal of benzyl azide in DMSO. 

The positions of the bleach (Fig. 3.8.(a)) and the ESA (Fig. 3.8.(b)) are found to shift to higher 

frequency as the waiting time between the arrival of the pump and probe pulses at the 

sample increases. For the bleach, the increase in the frequency is found to shift by 

approximately 3 cm-1. This variation is determined to follow an exponential decay exhibiting 

a decay rate of 2.8 ps. The change in the frequency and the decay rate can only be fully 

explained if the lifetime of the high-frequency shoulder of the azide absorption band is 

significantly longer than the lifetime of the central azide peak. The changes in the position of 

the ESA (Fig. 3.8.(b)) of the azide mode are found to be more distinct and complicated than 

the changes in the position of the bleach (Fig. 3.8.(a)) of the response. However, it is noted 

that the overall change in the position of the ESA is a 15 cm-1 shift to higher frequency. At 

waiting times less than 2 ps the temporal evolution of the position of the ESA can be best 

described as a sigmoidal curve, suggesting that at approximately 1.2 ps there is a distinct 

change in the low frequency side of the line-shape of the ESA. Beyond the first 2 ps, the trend 

of the temporal evolution of the ESA changes to and exponential decay, with a decay rate of 

3.6 ps. Together the temporal evolution of the bleach and the ESA position suggest that the 

different contributions to the azide absorption band have different lifetimes. The initially step 

change in the position of the ESA position suggest that the low-frequency shoulder has the 

shortest lifetime, the rapid decay of this component of the ESA of the response leading to 

the step change in the overall position of the ESA within the first 2 ps. Additionally the long 

waiting time the shift to higher position of the positions of both the bleach and the ESA 

positions of the, with decay rates suggests that the lifetime of the high-frequency shoulder 

is approximately 3-4 ps longer than the lifetime of the central azide peak of the azide 

absorption band. 



 

64 
 

These relatively large differences in the lifetimes of the different components which 

contribute to the absorbance band of the asymmetric azide stretch means that any physically 

acceptable fitting model must be able to account for each of the components of the azide 

band. The complex temporal evolution of the position of the ESA of the pump-probe 

response seems to demonstrate that this part of the line-shape is dominated by the central 

peak and low-frequency shoulder of the azide absorption band at short waiting times (< 2 ps) 

whereas at longer waiting times the presence of the high-frequency shoulder becomes 

increasingly dominant. An initial fitting model of the pump-probe response of the asymmetric 

azide stretch of benzyl azide consisting of four Gaussian peaks, modelling the low-frequency 

and central peak contributions to the ESA as well as the central peak and high-frequency 

contributions to the bleach of the signal. This initial model was successful at recreating the 

pump-probe response for short waiting times but failed to accurately recreate the line-shape 

of the ESA as the waiting time increased beyond 2 ps. This failure of the initial model was 

addressed by introducing an additional Gaussian peak in the ESA to account for the high-

frequency shoulder contribution to this part of the pump-probe response. The overall fits 

produced by this final model at waiting times of 100 fs, 5 ps, 10 ps and 20 ps are shown in 

Fig.A3.4, and this shows that the finalised model remains successful even as the line-shape 

of the spectrum changes with waiting time. This model shows that the temporal evolution of 

the pump-probe line-shape of the asymmetric azide stretch can be attributed to the different 

contributions changing at different rates. The lifetime data from each of the components of 

the ESA and bleach of the pump-probe response of the asymmetric azide stretch of benzyl 

azide in typical aprotic and protic environments, DMSO and 1-butanol, are shown in figure 

3.9. 
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Figure 3.9: Isotropic lifetime data of the azide absorption band of benzyl azide in a) DMSO 

and b) 1-butanol extracted from fitting the ZZZZ and ZZYY pump-probe spectra. 

Initially the temporal evolution of the intensities of the components of the ESA and bleach of 

the isotropic pump-probe response of the azide mode in a typical aprotic (represented by 

DMSO, Fig. 3.9.(a)) and protic (represented by 1-butanol, Fig. 3.9.(b)) environment appear to 

be very similar. In both of these types of environments many of the contributions to the azide 

mode appear to be biexponential in nature. This biexponential nature can be most clearly 

seen in the decay data of the azide stretch bleach due to the initial rapid decrease in intensity 

which transitions into a more gradual decay in the signal. One notable exception in both the 

protic and aprotic environments is the behaviour of the high-frequency shoulder (Figs 3.9.(a) 

and 3.9.(b), pink) contribution to the ESA of the signal. This contribution initially appears to 

increase and then it decreases exponentially. This behaviour is seen in both of the protic and 

aprotic environments and can also be observed by comparing the model fit to the pump-

probe signal at a waiting times of 100 fs (Fig.A3.4.(a)) and 5 ps (Fig.A3.4.(b)). However it is 

thought that this is an artefact introduced by the model, caused by the fact that the ESA 

contribution of the blue-shifted shoulder strongly overlaps with the bleach of the azide 

stretch causing it to be obscured at short delay times. This overlap would give the appearance 

that the initial intensity of the blue-shifted shoulder is much smaller than its actual value due 

to the large intensity of the azide stretch bleach. This idea is further supported by the fact 

that these experiments were carried out using broadband pulses. The width of these pulses 

is known to be approximately 300 cm-1 and so they are wider than the signal meaning all 

transitions should be excited by the same pulse.  

Even though the vibrational dynamics of the benzyl azide are very similar in both aprotic and 

protic environments it was found that the decay of the azide stretch contribution to the ESA 
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decayed via a single exponential. This behaviour was only observed for data recorded in 

protic solvents and so it is possible that the ultrafast dynamics of this probe could also reveal 

whether the local environment is hydrophobic or hydrophilic. However, this difference is only 

subtle and it is thought it would not be possible to determine the exact nature of the 

environment in a more complicated case where there are both hydrophilic and hydrophobic 

components.  

The vibrational relaxation of the components of the azide absorption of benzyl azide as the 

electrostatic potential or the hydrogen bonding strength of the local environment around 

the azide moieties were altered. Changes in the electrostatic potential or hydrogen bonding 

strength of the local environment results in changes in all of the lifetimes of each of the 

contributions to the azide absorbance band. In the case of the changes in the vibrational 

lifetimes of the low and high frequency shoulders of the azide absorbance do not vary in a 

way which allows the electrostatic potential of the local environment to be determined, this 

is shown in Fig.A3.5. However, it was noted that the lifetime of the central peak of the azide 

absorption band is found to decrease linearly with increasing dipole moment, and so 

increasing electrostatic potential, of the local environment surrounding the azide moiety of 

benzyl azide (Fig. 3.10.(a)).  

  

Figure 3.10: a) Change in the lifetime of the asymmetric azide stretch as the dipole moment 

of the local environment is gradually increased and b) the difference between the lifetimes of 

the high and low frequency shoulders as the hydrogen bonding strength of the local 

environment gradually increases. 

This linear decrease in the lifetime of the central peak of the azide absorbance is consistent 

with a previous study demonstrating that increasing the electrostatic potential in the local 

environment led to a decrease in the vibrational lifetime of a thiocyanate probe.163 

Additionally the relatively large change in the vibrational lifetime of the asymmetric azide 
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stretch of benzyl azide as the electrostatic potential of an aprotic environment changes 

demonstrates that this IR probe is usefully for exploring the properties of such aprotic 

environments. 

Increasing the hydrogen boning strength of the local environment, by increasing the H value 

of the solvent,148 results in linear changes in the vibrational lifetimes of all of the 

contributions to the azide absorption band of benzyl azide (Appendix, Fig.A3.6). In the case 

of the central peak it is noted that this decreases linearly with increasing hydrogen bonding 

strength of the surrounding local environment (Fig.A3.6, black). It is noted that this trend, in 

the lifetime of the central peak, is similar to the trend observed for the change in the 

electrostatic potential of the local environment in Fig. 3.10.(a). Together with the fact that 

solvents which exhibit a greater hydrogen bonding strength are known to have a larger dipole 

moment it is thought that the observed change in the central peak is due to the local 

electrostatic potential in the protic environment. For the low and the high frequency 

shoulders of the azide mode as the hydrogen bonding strength of the local environment 

increases the lifetimes of these shoulders increase (Fig.A3.6, red) and decrease (Fig.A3.6, 

blue), respectively. Unlike the lifetime of the central peak of the azide absorbance band, the 

lifetimes of the low and high frequency shoulders that contribute to this band do not vary 

linearly with increasing dipole moment (Fig.A3.5.(a), red and blue) and so the linear variation 

of the lifetimes of these components are thought to be caused by the increase in hydrogen 

bonding strength of the local environment. It is interesting to note that as the hydrogen 

bonding strength of the local environment increases the lifetime of the high-frequency 

shoulder increases whereas the lifetime of the low-frequency shoulder decreases. This 

suggests that the two modes underlying overtones or combination bands which result in 

these shoulders are affected in very different ways by the formation of hydrogen bonding 

interactions. It is thought that the formation of hydrogen bonds to the benzyl azide molecule 

can be used to explain the opposing behaviours of these two components by understanding 

how the formation of these bonds affect the two mechanisms by which vibrational mode 

undergo relaxation after excitation, namely by the transfer of energy to the low energy 

solvent bath modes or to the low energy molecular modes.  

In the case of the high-frequency shoulder the decrease in the lifetime is thought to be 

consistent with the formation of direct hydrogen bonds to the underlying mode. It is 

expected that such interactions between the solute and solvent primarily enhances the 



 

68 
 

efficiency of the transfer of the energy from this mode to the solvent bath modes, increasing 

the rate of relaxation and so decreasing the lifetime of the vibrational mode.164 Therefore 

the stronger the hydrogen bonds formed the more rapid the vibrational relaxation of the 

vibrational mode. In contrast to this it is thought that the effect of the formation of hydrogen 

bonding interactions to benzyl azide result in an increase in the lifetime of the low frequency 

shoulder. It is thought that this is due to the formation of these hydrogen bond interactions 

resulting in the shifting of the low energy molecular bath modes, which often involve 

relatively large contributions from the ring modes, decreasing the efficiency of the energy 

transfer mechanism to these bath modes thus increasing this vibrational lifetime. Finally even 

though it was noted that the changes in the lifetimes of the low- and high-frequency 

shoulders of the azide band were linearly correlated with the change in the hydrogen 

bonding strength of the local environment it was noted that this correlation was improved 

by utilising the difference between the lifetimes of these two shoulders (Fig. 3.10.(b)). 

Demonstrating that the pump-probe response of the asymmetric stretch of the benzyl azide 

can be used to extract information on the electrostatic potential and the hydrogen bonding 

strength of the local environment around benzyl azide, however it is noted that this requires 

prior knowledge of the nature of the environment. In order to try and expand upon this and 

determine a methodology that can be utilised to extract information about the local 

environment without the need for prior knowledge the azide absorbance of benzyl azide was 

explored using 2D-IR spectroscopy. 

3.3.4 2D-IR Spectroscopy 
In 2D-IR spectroscopy, each peak observed in the FTIR spectrum gives rise to a negative 

feature (red) located on the 2D-IR spectrum diagonal. These are assigned to the respective 

𝜐 = 0 ⟶ 1 transitions, each with an accompanying, positive (blue), 𝜐 = 1 ⟶ 2 peak shifted 

by bonding potential anharmonicity to lower probe frequency. Any peaks occurring in the 

off-diagonal region result from a range of different effects including coupling between two 

vibrational modes, exchange between two different isomeric forms or the exchange between 

different environments present in the sample.165 Finally it is noted that the polarisation of 

the pulses within the 2D-IR pulse sequence can be altered from a completely parallel 

configuration (the ZZZZ polarisation) to the perpendicular polarisation (the ZZYY polarisation) 

which is known preferentially enhance the off-diagonal features within the 2D-IR 

spectrum.166 
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The 2D-IR spectrum of the asymmetric azide stretch, of benzyl azide, recorded at a range of 

different waiting times are presented in Fig. 3.11. At short waiting times (250 fs) the 2D-IR 

spectrum is observed to contain diagonal features associated with the central peak as well 

as the low-frequency and high-frequency shoulders (Appendix, Fig. A3.7) previously 

identified in the azide absorption band of benzyl azide. In addition to these diagonal features 

the 2D-IR spectrum of benzyl azide contains two distinct off-diagonal cross-peaks, indicated 

by arrows in Fig. 3.11.(a). 

 

Figure 3.11: Waiting time study of benzyl azide in 1-hexanol measured at a) 250 fs, b) 500 

fs, c) 750 fs, d) 1000 fs, e) 1500 fs and f) 2000 fs. Central lines indicated in green. 

The presence of these cross-peaks, in this 2D-IR spectrum, indicates the presence of coupling 

or chemical exchange between the modes observed on the spectrum diagonal. Due to the 

appearance of these features at such early waiting times in the 2D-IR spectrum of the 

asymmetric azide stretch of benzyl azide it is thought that these features are consistent with 

the low-frequency and high-frequency shoulders arising from the presence of Fermi 

resonances between the asymmetric azide stretch and the overtones or combination bands 

of other molecular vibrational modes. This identification of the origins of the low-frequency 

and high-frequency shoulders as Fermi resonances is supported by the fact that the 

intensities of the cross-peaks, located utilising the peaks positions obtained by fitting the FT-
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IR spectra of the samples (section 3.3.2, pg. 53), only decrease as the waiting time increases 

(Fig.3.12.(a)).  

As the waiting time of the spectrum is increased the overall line-shape of the 2D-IR spectrum 

changes, these changes are driven by both homogenous broadening of the line-shape 

resulting in an increase in the slope of the central line of the spectrum (indicated in green, 

Fig.3.11.(a)-(f)) and the differences in the lifetimes of the different contributions to the azide 

absorbance. The overall result of these changes is found to yield a 2D-IR spectrum at long 

waiting times (1500 fs) which has a distinctly circular line-shape (Fig.3.11.(f)).  

 

Figure 3.12: a) Intensities of the cross-peaks to the low-frequency (black) and high frequency 

(red) shoulders and b) Spectral diffusion dynamics of benzyl azide in 1-Hexanol presented via 

the frequency-frequency correlation function, extracted via the central line slope 

methodology. 

The homogenous broadening of the line-shape of the 2D-IR spectrum can be tracked using 

the central line slope methodology167,168 allowing the spectral diffusion dynamics of the 

asymmetric azide stretch to be extracted (Fig.3.12.(b)). Altering the nature of the local 

environment surrounding benzyl azide was found to change the diffusion dynamics of the 

asymmetric azide stretch. The different diffusion dynamics of the asymmetric azide stretch 

are summarised in Table A3.1, in the appendix. In the case of the protic solvents it can be 

seen that as the environment surrounding the solvent changes from 1-hexanol, which 

exhibits a relatively weak hydrogen bonding strength (with a H value of 12.5), to methanol, 

which exhibits relatively strong hydrogen bonding strength (with a H value of 22.3), the rate 

of the observed diffusion dynamics is found to change from 750 fs to 390 fs.148 It is noted 

that as the hydrogen bonding strength of the environment increases, the viscosity of the local 

environment actually decreases. It is thought that this decrease in the viscosity of the local 
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environment is consistent with the increased rate of the dynamics observed by the 

asymmetric azide stretch, consistent with the increased rate at which hydrogen bonding 

networks can rearrange at lower viscosities. In the case of the aprotic environments it is 

found that as the electrostatic potential of the local environment altered by increasing the 

solvent dipole moment from 0 D (heptane) to 4.1 D (DMSO) the diffusion dynamics decrease 

from 2.3 ps to 510 fs. It is noted that in the case of the aprotic environment the change in 

the viscosity of the local environment is not correlated to the change in the observed 

diffusion rate. It is noted that as the electrostatic potential of the local environment slowly 

decreases the dynamics, observed by the azide probe, slow down. This trend is essentially 

linear with the solvent dipole moment, it is thought that this linear trend continues until the 

electrostatic potential of the local environment vanishes, when the solvent dipole moment 

becomes zero (heptane) at which the dynamics rapidly increases to 2.3 ps. It is thought that 

the initial decrease in rate the dynamics as the electrostatic potential decreases is due to the 

weaker interactions between the azide moiety and the local environment. The rapid increase 

as the electrostatic potential of the local environment vanishes is thought to be consistent 

with the natural spectral diffusion rate of the azide moiety due to the very weak dispersive 

forces underpinning the interactions between the azide moiety and the environment. 

In addition to the changes seen in the diffusion dynamics of the asymmetric azide stretch 

upon the alteration of the local environment results in changes in the overall line-shape. In 

the case of protic solvents these changes are demonstrated in Fig.3.13. 
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Figure 3.13: Graphs showing the 2DIR spectrum of Benzyl Azide in Heptane a) ZZZZ 

polarisation and b) ZZYY polarisation; Benzyl Azide in DMSO c) ZZZZ polarisation and d) ZZYY 

polarisation. All spectra are measured at a waiting time of 250 fs. 

It is noted that the overall line-shape changes when the electrostatic potential of the local 

environment is increased by changing the solvent surround the benzyl azide molecules from 

heptane (Fig.3.13.(a)&3.13.(b)), with no dipole moment, to DMSO (Fig.3.13.(c)&3.13.(d)), 

known to exhibit a dipole moment of 4.1 D. These changes can are particularly dominant in 

the spectra obtained using the perpendicular pulse configuration (Figs.3.13.(b)&(d)). It is 

noted that as the electrostatic potential of the surrounding environment increases the 

positions and intensities of these cross-peaks change leading to the observed changes in the 

global line-shape.  

In the case of protic environments the changes to the 2D-IR line-shape as the hydrogen 

bonding strength of the local environment increases are shown in Fig.3.14. 
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Figure 3.14: Graphs showing the 2DIR spectrum of Benzyl Azide in 1-Hexanol a) ZZZZ 

polarisation and b) ZZYY polarisation; Benzyl Azide in Methanol c) ZZZZ polarisation and d) 

ZZYY polarisation. All spectra are measured at a waiting time of 250 fs. 

As with the response of the 2D-IR spectrum of the asymmetric azide stretch to the 

electrostatic potential of the local environment, it was noted that the 2D-IR response was 

also altered by changes in the hydrogen bonding strength of its local environment. As the 

strength of the hydrogen bonding present in the local environment is increased from those 

present in 1-hexanol (Figs.3.14.(a)&(b)), with a H value of 12.5, to those present in methanol 

(Figs.3.14.(c)&(d)), with a H value of 22.3, it is noted that majority of the changes to the line-

shape involve changes in the cross-peaks.148 As seen with previously, as the local electrostatic 

potential was changed, the changes in the line-shape with changing hydrogen bonding 

strength are driven by alterations in the positions and intensities of the cross-peaks present 

in the spectrum. It is noted that changes in the cross peaks appear to dominate the 
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alterations in the line-shape of the asymmetric azide stretch as the nature of the local 

environment changes.   

In 2D-IR spectrum the intensities of such cross peaks between the two separate modes are 

linked to the dot product between the transition dipole moments of the coupled vibrational 

modes. However in this case it is thought that as the local environment will not have a large 

effect on the transition dipole moments of the vibrational modes associated with benzyl 

azide. This suggests that the alteration in the apparent intensities of the cross-peaks as the 

interactions with the local environment change are a result of changes in the anharmonicity 

of the cross-peaks. This indicates that the interactions with the local environment results in 

changes to the strength of the coupling169,170 between the asymmetric azide stretch and its 

two Fermi resonances. 

 

 

Figure 3.15: a) Coupling constant (L) between the asymmetric azide stretch and low-

frequency shoulder as the local environment is altered, b) extracted linear calibration curve 

based on this coupling constant and c) Coupling constant (H) between the asymmetric azide 

stretch and high-frequency shoulder as the hydrogen bonding strength of the environment 

increases. 
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The coupling constants between the asymmetric azide stretch and its two Fermi resonances 

were extracted from the 2D-IR spectra utilising a methodology derived in a previous study171 

the results of this process are shown in Fig.3.15. In this study, the pump slices of the 2D-IR 

spectra used to calculate these coupling constants are located utilising the peaks positions 

obtained by fitting the FT-IR spectra of the samples (section 3.3.2, pg. 53). In the case of the 

low-frequency shoulders the coupling constant (L) is found to vary exponentially with 

changes in the overall nature of the local environment (Fig.3.15.(a)). These overall changes 

in the local environment take into account the different features of the molecular structure 

of the environment, including but not limited to the hydrogen bonding strength, the 

electrostatic potential, dielectric constant, the presence of hydrogen accepting and donating 

groups. All of these features can be accurately encapsulated by the ratio of the enthalpic 

contributions to the environment from H-bonding type interactions and from electrostatic 

interactions (
δH

δP
).148 The linearization of this exponential variation (Fig.3.15.(b)) of the 

coupling between the low-frequency shoulder and the asymmetric azide stretch can 

therefore be used to extract the exact molecular nature of the local environment surrounding 

the azide moiety and allowing it to be compared to a particular molecule or molecular family 

(e.g. esters, amides or nitriles). Finally in the case of the coupling (H) between the high-

frequency shoulder and the asymmetric azide stretch was found to decrease linearly with 

increasing hydrogen bonding strength of the local environment (Fig.3.15.(c)).148 This again 

demonstrates that the high-frequency is more strongly affected by the formation of 

hydrogen bonds between benzyl azide and its local environment. 

3.4 Conclusions 

In conclusion, we have characterised the response of the asymmetric azide stretch of benzyl 

azide to changes in its local molecular environment. The complex line-shape of the azide 

mode was determined to result from the presence of two Fermi resonances, one centred at 

a slightly higher frequency than the azide mode and the other centred at a slightly lower 

frequency than the azide mode. Increases in the electrostatic potential of the local 

environment results in shifts to lower frequencies of both Fermi resonances, additionally a 

decrease in the vibrational lifetime of the asymmetric azide stretch was observed. Increases 

in the hydrogen bonding strength of the local environment resulted in a shift to higher 

frequency of the asymmetric azide stretch as well as increasing the lifetime of the low-

frequency shoulder and decreasing the lifetime of the high frequency shoulder. Additionally 
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the 2D-IR response of the asymmetric azide stretch illustrated that the coupling constant 

between the low-frequency shoulder (L) and the azide mode varied exponentially with 

changes in the nature of the molecular environment, whereas the coupling constant between 

the high-frequency shoulder (H) and the azide mode was found to decrease linearly with 

increasing hydrogen bonding strength. All of these changes in the response of the 

asymmetric azide stretch of benzyl azide could be used to extract relevant molecular 

information about the local environment, including both the electrostatic potential and the 

hydrogen bonding strength. The responses of the Fermi resonances as the local environment 

changes suggested that only the mode underlying the high-shoulder participates in hydrogen 

bonds. In combination with the simulated IR spectrum this suggests the low-frequency and 

high- frequency shoulders are the result of a Fermi resonance between the asymmetric azide 

stretch and overtones of a CH2 scissor mode of a ring mode respectively. Overall, the results 

of the characterisation of the asymmetric azide stretch response of benzyl azide demonstrate 

that such a moiety is well suited to act as a non-natural IR probe.   

3.5 Experimental 

3.5.1 Materials 
All of the solvents used were purchased from Sigma Aldrich. Benzyl azide was synthesised 

using a substitution reaction between 1 equivalent benzyl bromide and 1.5 equivalents of 

sodium azide. The reaction was carried out in a 4:1 blend of acetone and water, the reaction 

was heated overnight and subsequently extracted with diethyl ether three times, dried over 

sodium sulphate and then the solvent was removed (under reduced pressure) using a rotary 

evaporator.172 All solvents were used without further purification. Solutions of benzyl azide 

were prepared in a wide range of protic and aprotic solvents. Once prepared the benzyl 

azides were thoroughly shaken for at least 10 minutes. 

3.5.2 IR Spectroscopy 

All of the FT-IR experiments were carried out using a Bruker Vertex 70 at a resolution of 1 

cm-1. The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 

µm Teflon spacer. All of the ultrafast pump-probe measurements were carried out using the 

pump-probe optical paths in the Strathclyde FT-2D-IR spectrometer.173 All of the 2D-IR 

measurements were performed using the 2D-IR optical paths in the Strathclyde FT-2D-IR 

spectrometer. The mid-IR pulses produced by the Strathclyde spectrometer were centred at 

2100 cm-1, with a duration of 100 fs at a repetition rate of 1 kHz.   
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For the pump-probe measurements the mid-IR pluses, generated using an OPA, are used to 

generate both the pump and the probe pulses. A variable temporal delay, Tw, between the 

pump and probe pulses was then generated using an optical delay stage. The vibrational 

relaxation of the pump-probe response was then measured, utilising a MCT detector, by 

scanning Tw. 

For the 2D-IR spectra, the delays between the pump and probe pulses are still generated 

using an optical delay stage. The pump pulses are passed through a Mach-Zehnder 

interferometer to generate the two collinear pump pulses separated by a variable time delay, 

, allowing a pseudo-pump probe geometry to be utilised.174 The 2D-IR data sets were then 

measured for a range of different waiting times by scanning  at each waiting time. Spectra 

were then generated by performing a Fourier transform along .  

All of the benzyl azide samples for the FT-IR spectroscopy were prepared at 250 mM, the 

sample measured at 1 mM was prepared from the original sample via serial dilution. All of 

the benzyl azide samples for the IR pump-probe and the 2D-IR spectroscopy were prepared 

at 100 mM.  

3.5.3 Quantum Chemistry Calculations 
All of the ab initio calculations presented in this chapter were carries out using the 

Gaussian09 software package. Geometry optimisations and frequency calculations were 

explored for the benzyl azide molecule. All of these calculations were carried out using the 

6-311+G(d,p) basis set and implementing the hybrid-DFT B3LYP functional.154 
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3.6 Appendix 

 

Figure A3.1: FT-IR Spectra of the asymmetric azide stretch of benzyl azide measured at 250 

mM (black) and 1 mM (red) in hexanol.  

 

Figure A3.2: a) position of the central azide stretch (black), low (red) and high (blue) frequency 

shoulders as the hydrogen bonding strength of the local environment increases and b) relative 

intensities of the central azide stretch (black), low (red) and high (blue) frequency shoulders 

as the hydrogen bonding strength of the local environment increases. 

 

 

 



 

79 
 

 

Figure A3.3: a) Azide Absorption band of benzyl azide as the hydrogen bonding strength of 

the local environment increases and b) Asymmetric azide stretch of benzyl azide as the 

hydrogen bonding strength of the local environment increases. 

 

Figure A3.4: Overall response of the asymmetric azide stretch of two archetypal aliphatic 

azides, a) 3-azido-propan-amine and b) 3-azido-propanoic acid, as the hydrogen bonding 

strength of the local environment is increased.  
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Figure A3.5: Fit applied to the ultrafast IR pump-probe spectrum of the azide absorbance 

band of benzyl azide in DMSO measured at waiting times of a) 100 fs, b) 5 ps, c) 10 ps and d) 

20 ps. The individual Gaussian peaks are represented by the green curves, the overall fit is 

represented by the red curve and the experimentally recorded data points are black. 

 

Figure A3.6: Lifetimes of a) the ESA of the high frequency shoulder (blue) and low frequency 

shoulder ESA, 2 (red) as the dipole moment of the local environment increases; lifetimes of 

a) the bleach of the azide stretch (black), ESA of the azide stretch (pink) and low frequency 

shoulder ESA, 1 (red) as the dipole moment of the local environment increases. 
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Figure A3.7: Lifetimes of the central peak bleach 2 (black), high frequency shoulder ESA (red) 

and low frequency shoulder2 (blue) as the hydrogen bonding strength of the local 

environment increases. 

 

Figure A3.8: 2D-IR spectrum diagonal of benzyl azide (black) in 1-Hexanol demonstrating the 

presence of the central peak (green) as well as the low-frequency (red) and the high-frequency 

(blue) shoulders. Overall fit shown in violet. 
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Table A3.1: Spectral Diffusion Dynamics of the Azide Stretch in Different Environments 

Protic Environment Aprotic Environment 

Solvent (H148, 

Viscosity175) 

Diffusion 

Rate (fs) 
Solvent (µ160, Viscosity175) 

Diffusion 

Rate (fs) 

1-Hexanol (12.5, 4.59) 748 Heptane (0, 0.386) 2261 

1-Propanol (17.4, 1.95) 494 Chloroform-d (1.09, 0.563) 756 

Ethanol (19.4, 1.09) 612 Acetone (2.91, 0.316) 583 

Methanol (22.3, 0.553) 394 DMSO (4.1, 1.996) 513 

 

 

Figure A3.9: Pump slices through the central azide stretch (black) and the high frequency 

shoulder (blue) of the 2DIR spectra of benzyl azide measured in the XXYY configuration in a) 

1-Hexanol, b) Methanol, c) Heptane and d) DMSO. 
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4.1 Abstract 
Alterations in the order of an AT-rich sequence, from an A-tract to an alternating AT motif, 

within a DNA oligonucleotide leads to structural perturbations and changes in the physical 

properties of the double helix. Changing the AT-rich region of the oligonucleotide from an A-

tract to an alternating AT sequence is also thought to lead to a loss of inter-strand bifurcated 

H-bonds within the DNA duplex along with changes in the population and order of the minor 

groove spine of hydration. In this chapter, the structural changes due to such an alteration of 

an AT-rich region of the DNA duplex are investigated and alongside this the effect of such a 

change in the sequence on the thermal denaturation of the duplex is explored. Results from 

2D-IR spectroscopy, which is sensitive to H-bonding and structural perturbations, alongside 

results from UV-visible and FT-IR spectroscopy shows that replacing an A-tract with an 

alternating AT sequence results in a loss of a region of highly ordered AT propeller twists as 

well as changes in the order of the minor groove spine of hydration. Furthermore these results 

indicate that the thermal denaturation of the studied DNA sequences follow an unzipping 

mechanism, where the differences in the observed transition temperatures and intermediate 

states are a direct consequence of the change in the AT sequence. Finally, the utility of 2D-IR 

spectroscopy to study DNA structural changes is explored and its capabilities to simplify the 

quantification of solution phase DNA oligonucleotides is demonstrated. 
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4.2 Introduction 
Deoxyribonucleic acid (DNA) is the fundamental repository of genetic information for all 

organisms found in nature.176 This information is encoded by differing combinations of four 

different nucleic acids, namely adenine (A), thymine (T), cytosine (C) and guanine (G), which 

are held in an anti-parallel double helix. DNA can be structurally altered by changing the 

environmental conditions,177,178,179,180 which causes a change in the conformer of the anti-

parallel double helix, leading to large structural perturbations. However, it has been noted 

that the exact structure of DNA oligonucleotides depends on the sequence of the DNA bases 

and that changes in the sequence leads to smaller structural perturbations.181,182 This was 

first observed by the differing mobility’s of DNA fragments in gel electrophoresis 

experiments.183 These experiments lead to the understanding that the presence of repeating 

in-phase AT base pairs lead to the bending of the helical axis of the DNA strand towards the 

minor groove of the duplex, leading to a low gel mobility.184,185,186,187 Such DNA sequences are 

more commonly referred to as A-tracts and are separated into two broad subsets.188 These 

subsets are known as the symmetric A-tracts, defined as sequences of the form 5’-AnTn where 

n  2, and asymmetric A-tracts, defined as sequences of the form 5’-An where n  4. In 

addition to the interesting structural perturbations that these sequences impart on the DNA 

duplex it has been found that these A-tracts play an important role in the regulation of vital 

biological processes involving DNA,189,190,191 and represent the preferred binding sites of a 

subset of minor groove binding molecules.192,193,194 

Due to the prevalence and importance of these A-tract sequences in nature, a multitude of 

NMR,195,196,197,198 crystallography,199,200,201 computational202,203,204 and theoretical 

studies205,206,207,208 have been carried out in order to gain a deeper understanding of the 

impact of the A-tract sequence on all of the structural aspects of the DNA duplex and develop 

a set of guiding principles focused on revealing the relation between structure and sequence. 

Such studies have reveal that the base roll, tilt and propeller twist are all altered in the A-

tract sequences when compared to both more generic and alternating AT sequences (e.g. 

sequences of the form 5’-(AT)n, n  2).52,56,209 Of particular interest was the observation of the 

strong effect of the sequence on the propeller twist, as it was postulated that the size and 

apparent order of the propeller twists of the AT base pairs within all A-tracts facilitates the 

formation of inter-strand bifurcated hydrogen bonds mediated through the major groove.210 
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A schematic representation of such a three-centre hydrogen bond within a symmetric A-tract 

sequence is shown in figure 4.1.  

Figure 4.1: Schematic representation of a) a three base pair long stretch of an A-tract duplex 

(sequence: 5’-CGCAAATTTGCG-3’, PDB ID: 1S2R211) and b) a three base pair long stretch of an 

alternating duplex (sequence: 5’-CGCATATATGCG-3’, PDB ID: 1DN9181). 

The proposed bifurcated hydrogen bonds formed in A-tract sequences are thought to occur 

between the A amine moiety and the T4 carbonyl of the next AT base pair in the sequence 

mediated through the major groove of the DNA duplex, as indicated by a purple arrow in Fig. 

4.1.(a). In contrast to this in the alternating AT sequence the A amine moiety and the T4 

carbonyls of the next AT base pairs in the sequence are on the same strand (Fig. 4.1.(b)) 

meaning that it is not possible to form the same inter-strand hydrogen bonding. These 

additional interactions between the two strands in the duplex are thought to increase the 

stability and rigidity of the A-tract sequence. Additionally it has be proposed that the 

presence of these interactions also enhance the geometries between the bases in A-tract 

DNA leading to stronger base stacking interactions. A multitude of studies utilising X-ray 

crystallography,47,212,213 Raman214,215 and CD216 spectroscopy have been used to investigate 

both symmetric and asymmetric A-tract sequences and have determined that such 

bifurcated hydrogen bonds are indeed present in many A-tract sequences. 

In addition to the differences in the structures of the A-tract and alternating AT sequences 

another important aspect of AT-rich regions of the DNA duplexes is the minor groove spine 

of hydration.217,218 Due to the narrow widths associated with the minor grooves of AT-rich 

regions these spines of water molecules are highly ordered and found to interact both with 

the A(N3) position and the T2 carbonyl. Such spines of hydration have been observed using 

both NMR219,220 and X-ray crystallography181,209 and schematic representations of these 

spines in both the an A-tract (5’-A3T3) and alternating AT (5’-(AT)3) sequence are reproduced 

in figure 4.2.     
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Figure 4.2: Schematic representation of a) spine of hydration in the minor groove of an A-

tract duplex (sequence: 5’-CGCAAATTTGCG-3’, PDB ID: 1D65209) and b) spine of hydration in 

the minor groove of an alternating duplex (sequence: 5’-CGCATATATGCG-3’, PDB ID: 

1DN9181). The dotted grey lines are included to give an idea of the order within the spine of 

hydration for each duplex. 

From the schematic representations it can be seen that the spine of hydration imparts 

enthalpic and entropic contributions to the stabilities of the both of the sequences. The fact 

that such spines of hydration have been observed in both A-tract and alternating AT 

sequences has led to the suggestion that this means that all AT-rich sequences are equally 

stabilised by the presence of these water molecules.221,222  

Despite the exploration of the changes in the structural aspects within the DNA duplex due 

to the presence of an A-tract, the impact of these sequences on the thermal denaturation 

mechanism of short lengths of DNA remains relatively unclear. The mechanism by which the 

strands dissociate from the duplex are important in a range of biological processes as well as 

being important for the application of DNA scaffolds for nano-devices and self-assembly. A 

range of studies including both computational223,224 and experimental techniques225,226,227,228 

have been carried out on the denaturation and reassembly of short DNA oligonucleotides 

and DNA hairpins. These studies highlight the important of the exact DNA sequence as well 

as the length of the DNA oligonucleotide on the denaturation mechanism. However these 

studies do not consider the changes which occur to the denaturation process when an A-

tract is replaced with its alternating AT sequence counterpart. 

Further study is thus required to develop a clear picture of the important aspects of the 

structural differences and changes in the spines of hydration between an A-tract sequence, 

of which d(GGAAATTTGC)2, (A3T3) is our chosen exemplar and an alternating AT sequence, 

d(GGATATATGC)2, ((AT)3). In addition to this, further study is required to gain a clear picture 
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of the impact this alteration has on the duplex dissociation mechanism of short DNA 

oligonucleotides. 

It is believed that two dimensional infrared spectroscopy (2D-IR)229,230,231 has sufficient 

sensitivity to differentiate the structural details that are central to the differences between 

DNA oligonucleotides containing an A-tract and alternating AT sequences. 2D-IR 

spectroscopy offers the advantage of being able to probe the structure, intermolecular 

interactions and hydration by directly measuring the lineshapes, coupling and dynamics of 

vibrational modes.229,230,231 The application of 2D-IR has recently extended our understanding 

of the nature of vibrational modes of DNA bases,232 Watson-Crick (W-C) base pairing233,234 

and base stacking235 as well as revealing energy transfer mechanisms between bases and 

backbone236,237 and the interaction of water with DNA.238 Most recently, temperature-jump 

2D-IR reported sequence-dependent pre-melting dynamics.239 

Here, the distinct difference between the structure of the symmetric A3T3 A-tract and the 

(AT)3 alternating AT sequence is shown to be due to the loss of an ordered propeller twist 

arrangement of the base pairs present in the A-tract sequence. This results from the presence 

of three-centred hydrogen bonds within the AT-rich section of the DNA duplex which is only 

possible within the A-tract sequence. The presence of the unique structure of the symmetric 

A-tract sequence also governs the formation of a more highly ordered and populated minor 

groove spine of hydration than seen in the alternating AT sequence. Overall, it is shown that 

these two effects contribute equally to the enhancement of the stability and so the rigidity 

of the A-tract sequence when compared to the alternating AT sequence. In addition to this 

further analysis of the FT-IR and 2D-IR spectroscopy of these sequences, as the temperature 

was increased, suggested that both duplexes melted via an unzipping mechanism. In addition 

to these changes the role of the decreased order of the spine of hydration associated with 

the alternating AT sequence also contributes to the lower overall melting temperature of 

this sequence.   

4.3 Results and Discussion 
4.3.1 Difference Spectroscopy 

The FTIR spectra of the A3T3 and (AT)3 DNA sequences in the 1550  1700 cm-1 region are 

shown in Fig.4.4(a). Five peaks are observed in the spectrum of the A3T3 sequence (Fig.4.4, 

black) centred at 1576 cm-1, 1622 cm-1, 1646 cm-1, 1666 cm-1 and 1692 cm-1. Similarly five 

peaks are observed in the spectrum of the (AT)3 sequence (Fig.4.4, red) centred at 1577 cm-
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1, 1622 cm-1, 1650 cm-1, 1664 cm-1 and 1689 cm-1. This spectral region features partially 

overlapping contributions from both GC and AT base pairs, but the peaks in the A3T3 and (AT)3 

DNA sequences in Fig.4.4 can be assigned through reference to spectra of DNA duplexes 

containing exclusively GC or AT base pairs (Fig.4.3) and previous 2D-IR and computational 

studies.232,235,236,240 

 

Figure 4.3: Assigned FT-IR spectra of a) AT only duplex (sequence: 5’-ATTATTATTATATTA-3’) 

and b) GC only duplex (sequence: 5’-GCCGCCGCCG-3’). All data recorded at 20 oC. 

It is clear from the close agreement between peak positions in the AT spectrum and both the 

A3T3 and (AT)3 sequences that the ds-DNA spectra are dominated by the AT modes. By 

contrast the GC peaks occur at different frequencies and are generally weaker than the AT 

modes. The assignments are summarized in Table 4.1 and agree well with computational 

predictions of deuterated B-DNA spectra.240 
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Table 4.1: Assignment of peaks in the IR spectra of A3T3 and (AT)3 DNA duplexes, showing 
comparison with AT and GC-only sequences. 

 

Assignment Position (cm-1) 
 

Description 

A3T3 (AT)3 ATa GCb 

AT2S 1692 1689 1692  Base-paired T2 C=O stretch 

GSCS(-)    1684 GC C=O antisymmetric 

stretch 

AT4S 1666 1666 1664  Base-paired T4 C=O stretch 

GSCS(+)    1651 GC C=O symmetric stretch 

TR 1646 1650 1640  T ring vibration 

AR1T 

1622 1622 

1622 

(s) 

 
Coupled AT ring I vibration/ 

GSCR 
 1622 

(w) 
C ring mode + G C=O 

GRCS 

1576 1577 

 1582 

(w) 
G ring mode + C C=O/ 

AR2T 
1576 

(s) 

 
Coupled AT ring II vibration 

a obtained from the sequence: 5’-ATTATTATTATATTA-3’ (Fig 4.3.(a)); b obtained from the 
sequence: 5’-GCCGCCGCCG-3’ (Fig 4.3.(b)); modes marked (s) are those which contribute 
strongly to the overall spectrum and modes marked (w) are those which contribute weakly 
to the overall spectrum. 

 

The main difference between the FTIR spectra for the A3T3 and (AT)3 sequences are relatively 

small with the alteration of the AT part of the sequence causing a 3 cm-1 shift to lower 

frequency of the AT2S mode and a 4 cm-1 shift to higher frequency in the TR mode. Using linear 

regression to overlap the FTIR spectra of these two sequences allows the difference spectrum 

to be obtained and the differences to be explored (Fig. 4.4).   
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Figure 4.4: FT-IR spectrum of the A3T3 sequence (black), the (AT)3 sequence (red) and the 

difference spectrum between these two sequences (blue). All data recorded at 20 oC. 

The FT-IR difference spectra between the (AT)3 and A3T3 duplexes (blue, Fig. 4.4) shows a 

series of negative peaks (green arrows) and two positive peaks (purple arrows). The positions 

of the negative peaks are found to be at 1575 cm-1, 1622 cm-1, 1640 cm-1 and 1700 cm-1 and 

the position of the positive peaks are determined to be 1650 cm-1 and 1680 cm-1. Again 

contrasting these positions with the peak positions in the FTIR spectra of exclusively AT and 

GC sequences (Fig.4.3) shows the positions of the negative peaks in the difference spectrum 

are consistent with AT base modes, whereas the positions of the positive peaks are consistent 

with GC base modes. These distinct changes in the spectrum due to small alterations in the 

DNA sequence demonstrates the information rich nature of the FTIR spectroscopy of DNA. 

However due to the larger degree of congestion in this spectral window it is difficult to fully 

understand these changes and definitively assign them to particular base modes. This 

spectral congestion can be unraveled by 2D-IR methods, which report vibrational coupling 

patterns in the off-diagonal region of the spectrum. 

The 2D-IR spectrum of the A3T3 and (AT)3 sequences are shown in Figs 4.4.(a) and 4.4.(b). 

Each peak observed in the FTIR spectrum of each of these sequences gives rise to a negative 

feature located on the 2D-IR spectrum diagonal. These are assigned to the respective 𝜐 =

0 ⟶ 1 transitions, each with an accompanying, positive, 𝜐 = 1 ⟶ 2 peak shifted by 10 cm-

1 to lower probe frequency.236,239,240,241,242,243 Peaks located in the off-diagonal region primarily 

indicate the presence of coupling between diagonal vibrational modes, though a small 

contribution is expected from energy transfer due to the fast (650 fs) vibrational relaxation 
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of the base vibrational modes.236 The 2D-IR spectra of the A3T3 and (AT)3 duplexes contain 

two groups of off-diagonal peaks, these are indicated in Figs 4.5.(a) and 4.5.(b). Those due to 

intra-base coupling between the AT2S, AT4S and TR modes that are primarily located on the 

thymine base are indicated by crosses. Other off-diagonal peaks (Figs 4.5.(a) and 4.5.(b), open 

circles) indicate inter-base coupling between the adenine-based AR1T mode and the three 

thymine modes induced by Watson-Crick H-bonding. 

 

 

Figure 4.5: a) 2D-IR spectrum of A3T3 duplex, b) 2D-IR spectrum of (AT)3 duplex, c) 2D-IR 

difference spectrum due to change in AT region sequence, d) assigned AT only (blue) and GC 

only (red) duplex FTIR spectrum and e) AT propeller twists of A3T3 (green, PDB ID: 1S2R211) and 

(AT)3 (purple, PDB ID: 1DN9181). 

A difference 2D-IR spectrum shows the impact of the change in the AT region between the 

A3T3 and (AT)3 sequences (Fig.4.5.(c)). A comparison of the peak positions in the 2D-IR 

difference spectrum with the linear AT and GC spectra (Fig.4.5.(d)) suggests that the change 

in the AT sequence primarily affects the AT2S and AT4S vibrational modes. Other smaller 
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features appear in the 2D-IR difference spectrum that originate from changes in the TR mode 

and related off-diagonal peaks (crosses Fig.4.5.(c)). 

The overlapping peaks in the IR spectrum of the DNA bases mean that the 2D-IR off-diagonal 

peaks are essential for clear differentiation between changes affecting the AT and GC base 

pairs. The peaks in the difference FT-IR and 2D-IR spectra focus on the AT2S and AT4S modes, 

but to rule out contributions from GC modes and to quantify the changes, we employed a 

model 2D-IR spectrum (Fig.4.6) constructed from 2D Gaussian lineshapes, which simulate the 

coupled peaks in the 2D-IR spectra of the DNA duplexes (Figs 4.6.(a) and  4.6.(b)). A variety 

of spectral changes were modelled and the difference  

 

Figure 4.6: Simulated 2D-IR spectra of the coupled AT2S and AT4S modes before (a) and after 

(b) a shift of a subset of the bands to higher frequency. (c) shows the simulated difference 2D-

IR spectrum that results from a subtraction of (a) from (b). (d) Shows the difference 2D-IR 

spectrum obtained following change in AT sequence between A3T3 and (AT)3. Pink and black 

arrows point to off-diagonal features linking the two modes in experimental and simulated 

spectra. 

spectra simulated (Appendix (Fig.A4.1)). Even though simulated spectra including shifts in 

both the AT and GC modes were considered, the best agreement with the experimental 2D-

IR difference spectrum (Fig.4.6.(d)) was obtained by shifting a subset of the AT2S and AT4S 
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peaks to higher frequency (Fig.4.6.(c)). Crucially, this simulation recreated the off-diagonal 

structure of the difference spectrum as well as the diagonal peaks. Additionally, it is noted 

that this is consistent with the data from the X-ray crystallography which suggested that the 

structure of the GC-ends of the duplex were similar in both duplexes.181,211 The results are 

summarized in Table 4.2, which show that when the AT sequence is altered from the A-tract 

form (A3T3) to the alternating arrangement ((AT)3) 25% of the AT2S mode is shifted 6 cm-1 

to higher frequency while 27% of the AT4S mode is shifted by 11 cm-1. 

Table 4.2: Changes to the IR response of due to AT sequence alteration between A3T3 and 

(AT)3. 

 
Changes due to Ordered to Disordered 

Phase Transition 

AT2S Shift (cm-1) 6.3 

AT2S Shifted Subset Size (%) 25.4 

Change in T2 H-bond Strength 

(kJmol-1)a 

-2.8 

AT4S Shift (cm-1) 10.7 

AT4S Shifted Subset Size (%) 26.7 

Change in T4 H-bond Strength 

(kJmol-1)a 

-4.8 

aValues calculated using the C=O bond energy ( 743 kJmol-1)215 via the methodology as 

outlined in ref. 244 using equation ref. 245.  

Based on these models, we assign the peaks appearing in the FT-IR and 2D-IR difference 

spectra to a shift to higher frequency of a portion of the AT2S and AT4S base vibrations due to 

the alterations in the sequence in the AT region of the duplex. No contributions from the 

diagonal or off-diagonal peaks attributable to the GC region of the duplex were observed, 

showing that the GC regions of the DNA duplex are not affected by the alteration in the AT 

region between the two sequences. 

Shifts of the AT2S and AT4S modes to higher frequency are consistent with a decrease in the 

strength of the H-bonds formed to the T2 and T4 carbonyl groups upon AT sequence alteration 

of 2.8 and 4.8 kJmol-1, respectively.215,244,245 It is important to note that, although the two 

modes exhibit coupling, it has been demonstrated that this is weak and that a local mode 

picture, treating the two carbonyls as separate modes is appropriate.232 The smaller change 
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in the TR vibrational mode is likely to be a result of changes to the two T carbonyls since their 

stretches are known to contribute to this mode.240 

The T2 carbonyl points directly into the minor groove of the DNA duplex and therefore it is 

known that it is not directly involved in the Watson-Crick base pairing hydrogen bonds. 

Crystallographic181,209 and NMR219,220 studies of DNA duplexes demonstrate that a spine of 

hydration is contained within the minor groove of all DNA duplexes containing AT base pairs. 

The exact structure of the spine of hydration is dependent on the DNA sequence181,209 

however these water molecules are known to form hydrogen bonds to the T2 carbonyls. The 

shift to higher frequency of a portion of the T2 carbonyls suggests that the alteration of the 

AT region of the DNA duplex causes a change in the spine of hydration. Specifically the shift 

to higher frequency of these T2 carbonyls is consistent with the a decrease in the strength of 

the hydrogen bonds formed to these carbonyl groups in the alternating ((AT)3) compared to 

the A-tract (A3T3) sequence. This decrease in the strength of the hydrogen bonding to the T2 

carbonyls suggest that the spine of hydration in the A-tract sequence (A3T3) is more ordered, 

allowing stronger H-bonding interactions to be formed, than the spine within the alternating 

sequence ((AT)3). This is consistent with crystallographic studies carried out on sequences, 

which contain these two differing AT regions. These studies show that the spine of hydration 

in the A-tract sequence contains more water molecules and the structure of the spine has a 

higher degree of order than its counterpart in the alternating sequence (Fig.4.2).181,209 

The T4 carbonyl is directly involved in the Watson-Crick hydrogen bonds that form between 

the AT base pairs. The difference 2D-IR spectrum between the A-tract and alternating 

sequences show that the change in the AT region between these two sequences causes a 

portion of the T4 carbonyls to undergo a shift to higher frequency in the alternating sequence. 

This shift of the T4 carbonyls shows that the Watson-Crick hydrogen bonds to these groups 

are weaker in the (AT)3 sequence. This suggests that there are structural differences between 

the (AT)3 and A3T3 duplex. The two major structural changes that can cause the Watson-Crick 

hydrogen bonds to weaken are a base buckle and propeller twist.241 An increase in the base 

buckle angle will reduce the strength of the W-C H-bonds, but a computational study 

predicted that the T4 carbonyl is not strongly affected by this until an extreme angle of buckle 

(50°) is reached.241 This is not consistent with the crystallographic studies that have been 

carried out on DNA duplexes containing (AT)3 and A3T3 sequences.181,209 An increase in the 

propeller twist will cause an increase in the length of the Watson-Crick H-bond involving the 
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T4 carbonyl, decreasing its strength. The increase of the propeller twist of the AT base pairs 

would not cause a major change in the structure of the DNA duplex and so this change is 

consistent with both the presented spectroscopic data and with X-ray crystallography181,209 

studies which have reported changes in the AT base pair propeller twists. The AT base pair 

propeller twists of the duplex containing the A3T3 sequence209 (green, Fig.4.4(e)) and of the 

duplex containing the (AT)3 sequence181 (purple, Fig.4.4(e)) are shown in a bar-graph 

(Fig.4.4(e)). This bar-graph shows that in the A3T3 sequence the propeller twists are similar 

and highly ordered, whereas in the (AT)3 sequence the propeller twists differ along the 

sequence and there is a large degree of variability in the size of the twist. In particular there 

are three AT base pairs in the (AT)3 sequence have a significantly larger propeller twist when 

compared to the A3T3 sequence. This is consistent with our observations of a subset of T4 

related modes shifting to higher frequency upon sequence alteration. The differences in the 

AT propeller twists does not affect the GC base pairs, which is also entirely consistent with 

our spectroscopic data. 

4.3.2 Thermal DNA Denaturation 

Duplex 

The melting transitions of short DNA oligonucleotides are often thought to occur via a simple 

two state model.226,246 In this model it is assumed that at each temperature the sample 

contains a mixture of ds-DNA and ss-DNA. Applying this model to a spectroscopic study 

assumes that the spectrum of the sample at each temperature can be represented by a linear 

combination of the ds-DNA and ss-DNA spectra. Additionally, it is assumed that there are no 

contributions to the overall spectrum of the sample due to interactions between the ds-DNA 

and ss-DNA strands. Applying this model to the UV-visible spectra of uncomplexed A-tract 

(A3T3) and alternating AT ((AT)3) DNA sequences yields simple melting curves (Fig.4.7). 
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Figure 4.7: UV-visible absorbance spectra of the a) A3T3 and b) (AT)3 sequences at 5 oC 
intervals between 20 – 95 oC; Melting curves for the c) A3T3 and d) (AT)3 sequences extracted 
by the application of a two state model to the UV-visible spectra. The residuals of the two 
state model are shown in blue.  

These melting curves are found to show the usual sigmoidal behaviour and fitting these 

curves yields melting temperatures of 59 oC for the A3T3 sequence and 51 oC for the (AT)3 

sequence. The model residuals obtained upon the application of the two state model to the 

UV-visible spectra of these two sequences (blue, Figs. 4.7.(c)&7.(d)) were found to be 

vanishingly small and randomly distributed. Together these two features of the model 

residuals show that the UV-visible spectra suggest that the melting of these two mixed A-

T/G-C sequences indeed occurs via the simple two state mechanism. However, it is noted 

that the UV-visible absorbance of the two different sequences (Figs. 4.7.(a)&(b)) are very 

similar, showing a single absorbance peak centred at 260 nm.  

In contrast to this, the FT-IR spectra of the A3T3 and (AT)3 sequences are noted to contain 

several different peaks arising from the different vibrational DNA base modes (assigned in 
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Table 4.1). The FT-IR spectra for the A-tract and alternating AT sequences, as the sample 

temperature increases, are shown in Figs. 4.8.(a)&(b). 

 

Figure 4.8: FT-IR spectra of the a) A3T3 and  b) (AT)3 sequences at 5 °C intervals between 20  
95 °C; c) two state model coefficients of ss (red) and ds (black) A3T3 FT-IR spectra against 
temperature, and d) two state model coefficients of ss (red) and ds (black) (AT)3 FT-IR spectra 
against temperature. The residuals of the two state model are shown in blue. 

Comparing the high (Figs. 4.8.(a)&(b), red) and low (Figs. 4.8.(a)&(b), blue) temperature 

spectra for the A3T3 and (AT)3 sequences highlights the changes that the DNA spectrum 

undergoes upon melting. The most prominent change in theses spectra is the reduction of 

the number of resolvable peaks from five in the ds-DNA spectra (Figs. 4.8.(a)&(b), blue) to 

only four in the ss-DNA spectra (Figs. 4.8.(a)&(b), red). These changes in the base vibrational 

modes are thought to be largely driven by the loss of the W-C hydrogen bonds upon melting. 

However, additional smaller changes in the FT-IR spectra are thought to originate from the 

other processes occurring upon the melting of the duplexes such as the loss of base stacking 

and the loss of the spine of hydration as well as the solvation of the DNA bases in the single 

strands. 
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Applying the two state model to the FT-IR spectra of the two sequences again yields simple 

melting curves (Figs. 4.8.(c)&(d)). These curves are sigmoidal in nature and yield melting 

temperatures of 60 oC and 51 oC for the A-tract and alternating AT sequences, respectively, 

which is fully consistent with the melting temperatures extracted from the UV-visible spectra. 

However, the application of the two state model to the FT-IR spectra is found to result in 

small and non-randomly distributed residuals. These features of the residuals suggest that 

the changes in the FT-IR spectra and therefore the melting of the mixed A-T/G-C DNA 

duplexes cannot be explained by a simple two state model.  

In order to understand gain a deeper understanding of the appearance of these model 

residuals the response of the two state model to different melting mechanisms of the duplex 

was explored using model spectra. These model spectra were produced using the double 

stranded and single stranded FT-IR spectra of exclusively AT and GC containing duplexes. It is 

hoped that the analysis of these artificially produced FT-IR spectra, based on three distinct 

melting mechanisms, will allow the mechanism underlying the melt of the DNA sequences to 

be determined from the distinct residuals produced upon the two state model analysis of the 

artificial spectra. The first model assumes that both the AT and GC base pairs melt 

simultaneously (black, Fig.4.9.(a)), and is primarily included to act as a negative control. The 

second model proposes that the GC base pairs melt first (referred to as unzipping) (red, 

Fig.4.9.(a)) and finally the last model explores the case in which the AT base pairs melt before 

the GC base pairs (referred to as bubble formation) (red, Fig.4.9.(a)). Here, the unzipping and 

bubble formation models of the melt were chosen as these processes were previously 

identified, in a recent mass spectroscopy study,225 as possible dissociation mechanisms for 

mixed AT/GC DNA sequences.  
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Figure 4.9: a) Possible melting curves for the A3T3 and (AT)3 sequences in the case where both 
the base pairs melt simultaneously (black) or melt at separate temperatures (red). The 
melting curves of the two state model applied to the synthetic FT-IR spectrum of a duplex 
where b) both base pairs melt simultaneously, c) GC base pairs melt first and d) AT base pairs 
melt first. 

The results of the application of the two state model to the synthetic data modelling the 

simultaneous, unzipping and bubble formation mechanisms underlying the melting 

transition within the synthetic FT-IR data are shown in figure 4.9. In the case of the 

simultaneous melting of the AT and GC bases (Fig. 4.9.(b)), the two state model extracts the 

usual sigmoidal melting curves from the FT-IR spectra, without any residuals. This is fully 

consistent with the melting of both DNA types of bases simultaneously, which would indeed 

lead to the duplex melt following a two state model as seen for the exclusively AT DNA 

sequence (Fig.A4.2). Although the application of the two state model to the synthetic spectra 

where one of the base pairs melts first (Fig. 4.9.(c)&(d)) results in melting curves being 

extracted from the data, in both of these cases the model produces small but non-randomly 

distributed residuals (Fig. 4.9.(c)&(d), blue). The presence of these structured residuals in the 

case where one of the DNA bases melt first is consistent with the results observed when the 
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two state model is applied to the A3T3 and (AT)3 FT-IR spectra. This suggests that these two 

mixed AT/GC sequences melt via either the unzipping or bubble formation mechanisms. 

In order to determine which of the two proposed melting mechanisms underlie the thermal 

denaturation of the A3T3 and (AT)3 sequences the spectral structure of the residuals 

associated with the synthetic data following these proposed methods are compared to the 

experimentally observed residuals (Figs. 4.10.(a) & (b)).   

 

Figure 4.10: Spectral structure of the two state model residuals (blue) when applied to a) the 
A3T3 FT-IR spectra at 50 oC, b) the A3T3 FT-IR spectra at 45 oC. The unzipping at 50 oC and 
bubble formation model spectra residuals at 50 oC are shown in pink and green (offset). 

The spectral structure of the residuals obtained from the synthetic FT-IR spectra of duplexes 

melting via the unzipping and bubble formation mechanisms are found to consist of a series 

of positive and negative peaks (Figs. 4.10.(a)&(b), blue). Interestingly the patterns of the 

residuals for the two different mechanisms are found to be identical but completely out of 

phase with each other. Comparing the spectral structure of the residuals of these two 

mechanism to those obtained from the A3T3 and (AT)3 sequences suggests that these 

duplexes melt via the unzipping mechanism. 

The melting of the A3T3 and (AT)3 sequences were further investigated by 2D-IR spectroscopy. 

The melting curves, extracted utilising the two state model, for the A3T3 and (AT)3 sequences 

are shown in Fig. 4.11.(a)&(b). For the A3T3 sequence the melting curved yielded a melting 

temperature of 64 °C. The melting temperature determined for the (AT)3 complex was found 

to be 52 °C. 
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Figure 4.11: Melting curve, extracted utilising the two state model, from the 2D-IR spectra of 
the a) A3T3 and b) (AT)3 sequences.  

The melting curves obtained from the 2D-IR spectra of the A3T3 and (AT)3 sequences (Figs. 

4.11.(a)&(b)), obtained via the two state model, lead to higher temperatures being observed 

for the two sequences. In addition to the slightly higher melting temperatures both melting 

curves are found to be contain a significant linear slope. The difference in the overall 

appearance of these melting curves cannot be revealed by the two state model, therefore 

temperature-induced 2D-IR difference spectra are generated to identify the physical changes 

leading to the initial sloped section and the sigmoidal step change of these melting curves.   

 

Figure 4.12: Temperature-induced 2D-IR difference spectrum for the A3T3 sequence a) 
observed for an increase in temperature from 20 oC to 50 °C and c) observed for an increase 
in temperature from 55 oC to 80 °C. Plots b) and d) are FT-IR spectra of GC and AT-only DNA 
sequences to show the relative (weighted per base) magnitudes of peaks.  

The temperature-induced 2D-IR difference spectrum for the A3T3 sequence when the sample 

is heated from 20 oC to 50 oC is shown in Fig.4.12.(a). By comparison with exclusively AT and 

GC FT-IR spectra (Fig.4.12.(b)), features located at approximately 1580 cm-1, 1625 cm-1, 1650 

cm-1 and 1675 cm-1 on the spectrum diagonal are can be assigned as the GRCS, GSCR, GSCS(+) 
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and GSCS(-) vibrational modes, respectively. These assignments are supported by the distinct 

GC cross-peak pattern seen between these features in the difference spectrum (Fig.4.12.(a), 

squares). Finally the changes observed at 1700 cm-1 on the spectrum diagonal is assigned to 

the AT2S mode, this assignment is supported by the appearance of cross-peaks to the 

positions of other AT modes (Fig.4.12.(b), green dashed line). The assignments of the features 

in this temperature-induced difference spectrum are further supported by difference pump 

slices at the GSCS(-) (red, Fig.A4.4.(a)) and AT2S (blue, Fig.A4.4.(a)) modes, which are found to 

only contain cross-peaks at other ds-GC or ds-AT positions, respectively.  

The temperature-induced changes when the sequence is then heated beyond 50 oC to 80 oC 

are illustrated by the 2D-IR difference spectrum shown in Fig.4.12.(c). There are found to be 

four features located at approximately 1640 cm-1, 1662 cm-1, 1675 cm-1 and 1700 cm-1. 

Comparison to the FT-IR spectra of exclusively AT and GC sequences leads these features 

arising from changes in the TR, AT4S, GSCS(-) and AT2S modes, respectively. The assignment of 

the majority of the features arising from changes in the AT modes is supported by the 

presence of cross-peaks between these features (triangles, Fig.4.12.(c)). Finally, it is noted 

that even though there is a contribution to the high temperature difference spectrum from 

the GSCS(-) mode, it is clearly dominated by changes in the AT base modes. Here, these 

assignments for the temperature-induced difference spectrum are further supported by 

difference pump slices at the GSCS(-) (red, Fig.A4.4.(b)) and AT2S (blue, Fig.A4.4.(b)) modes, 

which are found to only contain cross-peaks at other ds-GC or ds-AT positions, respectively. 

Broadly speaking it is noted that there are two different types of features present in all of the 

temperature-induced 2D-IR difference spectra. One type corresponding to a shift in 

frequency, indicated by three stripes of alternating sign, and the other due to a change in 

intensity of the mode, indicated by a simple peak pair. In the case of the A3T3 sequence the 

appearance of the peak pairs assigned to ds-DNA GC modes in the low temperature induced 

2D-IR difference spectrum suggest that there is a substantial decrease in the intensities of 

these modes as the temperature is increased to 50 °C. Additionally the absence of similar 

decreases in the intensities of the ds-DNA AT modes suggests that the first process identified 

in the melting curve of the A3T3 duplex is due to the melting of the GC ends of the duplex. 

Furthermore the dominance of ds-AT modes in the high temperature-induced difference 

spectrum, indicating that these modes are predominantly lost as the temperature is 

increased beyond 50 oC, lends additional support to the hypothesis that the GC base pairs 
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melt before the AT base pairs in the A3T3 sequence. The shift to higher frequency of the AT2S 

mode is interesting as the T2 carbonyl, the dominant contribution to this mode, is not 

involved in the W-C H-bonding but rather points into the minor groove forming H-bonds to 

the spine of hydration. This shift to higher frequency therefore suggests that as the 

temperature increases the H-bonds between these carbonyls and the spine of hydration 

weaken, showing this mode can be used to directly probe changes in the DNA minor groove. 

For the (AT)3 sequence the temperature-induced changes in the spectrum after the initial 

process are shown in the difference 2D-IR spectrum at 40 °C (Fig.4.13.(a)). There are three 

dominant features located at 1625 cm-1, 1675 cm-1 and 1700 cm-1, alongside two weaker ones 

located at 1650 cm-1 and 1666 cm-1 on the spectrum diagonal. The dominant changes can be 

assigned, by comparisons to exclusively AT and CG FT-IR spectra (Fig.4.13.(b)), as the GSCR, 

GSCS(-) and AT2S modes, respectively whereas the weaker features arise from the GSCS(+) and 

AT4S modes respectively. The assignment of the changes arising from the GC modes are 

supported by the cross-peaks between these features (Fig.4.13.(a), squares). The assignment 

of the feature at 1700 cm-1 as arising from the AT2S mode is also supported by the appearance 

of cross-peaks to positions consistent with other AT modes (Fig.4.13.(a), green dashed line). 

As for the temperature induced spectra for the A3T3 sequence, these assignments are further 

supported by difference pump slices at the GSCS(-) (red, Fig.A4.5.(a)) and AT2S (blue, 

Fig.A4.5.(a)) modes, which are found to only contain cross-peaks at other ds-GC or ds-AT 

positions, respectively.  

 

Figure 4.13: Temperature-induced 2D-IR difference spectrum for the (AT)3 sequence a) 
observed for an increase in temperature from 20 oC to 40 °C and c) observed for an increase 
in temperature from 45 oC to 80 °C. Plots b) and d) are FT-IR spectra of GC and AT-only DNA 
sequences to show the relative (weighted per base) magnitudes of peaks. 
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For the (AT)3 sequence the high temperature 2D-IR difference spectrum is shown in 

fig.4.13.(c). As the temperature of the sample is increased beyond 40 oC and the duplex fully 

melts, there are five distinct features near 1625 cm-1, 1640 cm-1, 1665 cm-1 and 1675 cm-1. 

Comparing the positions of these features to the FT-IR spectra of exclusively AT and GC 

sequences shows that these features in the high temperature difference spectrum arise from 

changes in the AR1T, TR, AT4S and GSCS(-) modes respectively, as the temperature increases 

beyond 40 oC. The assignment of the majority of the features arising from changes in the AT 

modes is supported by the presence of cross-peaks between these features (triangles, 

Fig..4.13.(c)). As with the high temperature A3T3 difference spectrum, it is noted that even 

though there is a contribution to the high temperature difference spectrum from the GSCS(-) 

mode, it is clearly dominated by changes in the AT base modes. Again, these assignments are 

further supported by difference pump slices at the GSCS(-) (red, Fig.A4.5.(b)) and AT2S (blue, 

Fig.A4.5.(b)) modes, which are found to only contain cross-peaks at other ds-GC or ds-AT 

positions, respectively.  

In the temperature-induced 2D-IR difference spectrum of the (AT)3 sequence there are three 

peak pairs found to correspond to ds-DNA GC vibrational modes (Fig.4.13.(a)). The 

appearance of these features indicate a significant loss in the intensity of the GC ds-DNA 

vibrational modes as the temperature is increased to 40 °C. As with the A-tract sequence this 

demonstrates that the initial slope of the melting curve originates from the melting of the GC 

ends of the duplex. The presence of a weak peak pair arising from the AT4S mode suggests 

that at 40 °C there is a small decrease in the intensity of the ds-DNA AT modes, this is 

consistent with the start of a melting process of the central AT base pairs of the duplex 

thought to underlie the sigmoidal step within the melting curve. As previously noted for the 

A3T3 sequence, the features observed in the high temperature 2D-IR difference spectrum of 

the (AT)3 sequence is dominated by features assigned to ds-AT modes. These features are 

consistent with the loss of these modes suggesting that the central AT base pairs of the (AT)3 

sequence melt at a high temperature than the GC-ends of the duplex. Finally, it is also noted 

that as the temperature increased to 40 °C the AT2S mode of the (AT)3 sequence is also seen 

to undergo a shift to higher frequency. This is consistent with the weakening of the hydrogen 

bonds formed between these carbonyls and the spine of hydration. This illustrates the 

melting of both the A3T3 and (AT)3 DNA sequences follow an unzipping mechanism, where 

the GC ends of the duplex undergoes a melting transition, before the central AT base pairs, 

leading to duplex fraying and at a higher temperature unzipping. 
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Minor Groove 
The AT2S mode of both the A3T3 and (AT)3 duplexes was found to shift to higher frequency 

with increasing temperature, consistent with the weakening of the H-bonds between the T2 

carbonyls and the spine of hydration. Allowing the changes in the minor groove to be 

investigated as the temperature increases to be probed via the AT2S mode. The changes in 

the position of the T2 carbonyl stretching mode as the temperature is increased for both 

sequences was extracted from the temperature-induced 2D-IR difference spectra over the 

experimental temperature range are shown in figure 4.14. 

 

Figure 4.14: Change in the position of the T2 carbonyl stretch of the a) A3T3 sequence and b) 
(AT)3 sequence with increasing temperature. 

As the temperature increases the AT2S mode in both sequences are initially undergo a shift 

to higher frequency (Figs.4.14.(a)&(b), blue). However, at 50 °C there is an abrupt change in 

the behaviour and the mode starts to shift back to lower frequency (Figs.4.14.(a)&(b), red). 

However the overall change in the position of the T2 carbonyls, ∆𝜈𝑇2
[𝐴3𝑇3] and ∆𝜈𝑇2

[(𝐴𝑇)3] 

are noted to be 2.33 cm-1 and 2.25 cm-1, respectively, consistent with the overall shift to 

higher frequency of the T2 carbonyls observed in the FT-IR spectrum of an exclusively AT 

sequence upon melting (Fig.4.3.(a)&A4.3.(a)). The change in the direction of the shift in the 

position of the T2 carbonyls at 50 °C is indicative of two different processes occurring as the 

DNA duplex melts. At low temperatures the dominant process involves a decrease in H-

bonding strength whereas at temperatures above 50 °C the dominant process involves an 

increase in H-bonding strength. Fitting the changes in the position of the T2 carbonyls as the 

temperature increases using a piecewise function consisting of two sigmoid curves yields 

transition temperatures for these two different processes. For the A3T3 sequence these 

transition temperatures were found to be 46 °C and 54 °C, respectively, whereas for the (AT)3 

sequence these two transitions are centred at 33 °C and 51 °C, respectively. 
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Comparing the two sequences it is interesting to note that the temperature at which the T2 

carbonyls are exposed to the surrounding solvent is almost identical in the A3T3 (54 °C) and 

(AT)3 (51 °C) sequences shows that this process is largely unaffected by replacing the A-tract 

sequence with its alternating counterpart. However it can also be noted that the maximum 

shift to higher frequency of the T2 carbonyls is greater for the A3T3 sequence (7.3 cm-1) than 

for the (AT)3 sequence (4.6 cm-1). This suggests that the interaction between the sequence 

and the spine of hydration is greater for the A3T3 sequence and it is thought that this may be 

a reflection of the combination of the larger number of water molecules and the greater 

degree of order in the spine of hydration associated with this sequence.  

The shift to higher frequency as the temperature is initially increased is fully consistent with 

a decrease in the strength of the H-bonds present between the T2 carbonyls in the DNA 

duplex and the spine of hydration. It is expected that upon melting the spine of hydration is 

lost and so it is proposed that this process drives the initial increase in frequency of the AT2S 

mode. Interestingly, in both the A3T3 and (AT)3 sequences it is noted that the transition 

temperature at which the spine of hydration is lost are almost identical to the melting 

temperature of the GC ends of the duplex. It is thought that this indicates that the fraying of 

the ends of the DNA duplex triggers the loss of the spine of hydration.  

The change in the direction of the shift of the T2 carbonyls after the spine of hydration has 

been lost, when the temperature increases beyond 50 °C, is thought to be consistent with 

the DNA duplexes unwinding. The unwinding of the double helix of the duplex is thought to 

expose the T2 carbonyls to the molecular environment surrounding the duplexes allowing 

new H-bonds to be formed and so explaining the change in the direction of the shift. Here, it 

is observed that the sequence of the central AT region of the duplexes effects the overall 

mechanism of the melting transition. In the case of the A-tract (A3T3) sequence the unwinding 

of the duplex occurs at least 10 °C before the central AT base pairs melt, resulting in the 

existence of an unwound intermediate stage as this duplex melts. In the alternating ((AT)3) 

sequence the unwinding of the duplex happens as the central AT base pairs melt, this 

concerted unwinding and melting means that the alteration of the sequence has resulted in 

the loss of a stable unwound intermediate in the melting mechanism of the duplex. 

4.4 Conclusions 

Overall the results show the utility of 2D-IR spectroscopy as a technique for the investigation 

of DNA sequences and the changes that an alteration in the sequence can impart on both the 
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structure of the duplex and the mechanism by which it dissociates as it undergoes thermal 

denaturation. Using the DNA base vibrational modes as natural IR probes, difference 

spectroscopy illuminates that when the A-tract within the DNA oligonucleotide is replaced 

with it alternating counterpart there is a 4.8 kJmol-1 decrease in the strength of Watson-Crick 

hydrogen bonds involving the T4 carbonyl. This is accompanied by a loss in the number of 

hydrogen bonds between the spine of hydration and the T2 carbonyls. These changes in these 

two vibrational modes show that the alteration of the order of the AT region of the DNA 

oligonucleotide leads to the loss of three-centred inter-strand hydrogen bonds as well as a 

decrease in both the order and number of water molecules present in the minor groove spine 

of hydration. Additionally this highlights the sensitivity of 2D-IR spectroscopy to 

perturbations in the structure of DNA duplexes and alterations in the hydrogen bonding 

strengths. The extension of the 2D-IR study to the thermal denaturation of the two DNA 

sequences allows the mechanism underlying this transition to be studied. This study 

determined that for both of these short oligonucleotides this follows an unzipping 

mechanism. This mechanism was determined to consist of the fraying of the GC ends of the 

duplexes. The fraying of the GC ends and the loss of the minor groove spine of hydration 

were found to occur within the same temperature range, suggesting that the fraying of the 

duplexes leads to the loss of the spine of hydration for both sequences In the A3T3 sequence 

it was noted that this loss of the spine of hydration was followed by the unwinding of the 

duplex, occurring at approximately 54 °C. The melting mechanism of the A3T3 sequence then 

terminates with the loss of the W-C hydrogen bonds between the AT base pairs at 64 °C, 

completing the unzipping of the strands. In contrast to this it was determined that following 

the loss of the spine of hydration the (AT)3 sequence unwinds and the AT W-C hydrogen 

bonds are lost in a concerted unwinding/unzipping process which occurs over the 

temperature range of 50 °C to 55 °C. These mechanisms highlight the change in the melting 

mechanism caused by the presence of an A-tract which introduces an unwound duplex 

intermediate into this mechanism and so delaying the final unzipping of the strands. This 

further demonstrates the versatility of 2D-IR as a technique to gain a more fundamental 

understanding of important DNA processes. 

4.5 Methods 
4.5.1 Materials 
The lyophilised, salt-free DNA oligonucleotides were obtained from Eurofins and used 

without further purification All other chemicals used were obtained from Sigma-Aldrich and 
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were used without further purification. All the samples used in the UV-visible and IR 

experiments were prepared in pD 7 phosphate buffer solution at a range of concentrations. 

The DNA oligonucleotides were made up to 10mM stocks in the D2O phosphate buffer 

solution and diluted to 2.5mM. The prepared samples were then annealed at 90 °C for 10 

minutes. All the other concentrations used were prepared by serial dilution from the original 

2.5mM samples. 

4.5.2 FT-IR and UV-visible Spectroscopy 
All of the FTIR experiments were carried out using a Bruker Vertex 70 spectrometer at a 

resolution of 1 cm-1. The samples were held in a demountable Harrick cell utilising CaF2 

windows and a 50 µm polytetrafluoroethylene spacer. All of the UV/visible measurements 

were carried out using a Perkin Elmer Lambda 25 UV-visible spectrometer at a resolution of 

1 nm. All the UV-vis measurements were carried out using a demountable Harrick cell utilising 

CaF2 windows and polytetrafluoroethylene spacer (the spacer thickness adjusted for the 

sample concentration). All of these measurements were carried out at a series of 

temperature within the experimental temperature range of 20°C  90°C. 

4.5.3 2D-IR Spectroscopy 
2D-IR spectra were collected using the ULTRA FT-2D-IR spectrometer as previously 

described.247,248 This employs three mid-infrared pulses (two ‘pump,’ one ‘probe’) arranged 

in a pseudo pump-probe beam geometry. The pulses used had a temporal duration of  

100fs; a centre frequency of 1650 cm-1 and a bandwidth of 300 cm-1, at a repetition rate of 

10 kHz. 
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4.6 Appendix  
 

 

Figure A4.1: a) Model difference 2D-IR spectra due to an increase in mode anharmonicity, b) 

Model difference 2DIR spectra due to a decrease in mode anharmonicity, c) Model difference 

2D-IR spectra due to a global blue shift of the modes and d) Experimentally observed 

difference 2D-IR due to alteration in the AT sequence (included to demonstrate the departure 

of these models from the experimentally observed data). 
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Figure A4.2: FT-IR spectra of the a) AT 15-mer between 20 – 95 oC and the b) melting curves 

for the AT 15-mer sequence extracted by the application of a two state model to the FT-IR 

spectra, residuals of the model are shown in blue. 

 

Figure A4.3: Assigned FTIR spectra of a) AT only single strand (sequence: 5’-

ATTATTATTATATTA-3’) and b) GC only single strand (sequence: 5’-GCCGCCGCCG-3’). All data 

recorded at 90 oC. 
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Figure A4.4: Assigned probe slices at the AT2S (blue, offset by 0.03) and GSCS(-) (red) mode 

positions of the a) 20oC to 50oC and b) 55oC to 80oC temperature-induced 2D-IR difference 

spectra of the A3T3 sequence.  

 

Figure A4.5: Assigned probe slices at the AT2S (blue, offset by 0.03) and GSCS(-) (red) mode 

positions of the a) 20oC to 40oC and b) 45oC to 80oC temperature-induced 2D-IR difference 

spectra of the (AT)3 sequence. 
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5.1 Abstract 

 
The induced fit binding model describes a conformational change occurring when a small 

molecule binds to its biomacromolecular target.  The result is enhanced non-covalent 

interactions between ligand and biomolecule.  Induced fit is well-established for small 

molecule-protein interactions, but its relevance to small molecule-DNA binding is less clear. 

We investigate the molecular determinants of Hoechst33258 binding to its preferred A-tract 

sequence relative to a sub-optimal alternating A-T sequence. Results from 2-dimensional 

infrared spectroscopy, which is sensitive to H-bonding and molecular structure changes, show 

that Hoechst33258 binding results in loss of minor groove spine of hydration in both 

sequences, but an additional perturbation of the base propeller twists occurs in the A-tract 

binding region. This induced fit maximizes favourable ligand-DNA enthalpic contributions in 

the optimal binding case and demonstrates that controlling the molecular details that induce 

subtle changes in DNA structure may hold the key to designing next-generation DNA-binding 

molecules.  
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5.2 Introduction 

Deoxyribonucleic acid (DNA) is the fundamental repository of genetic information used in the 

majority of organisms in nature.249 A structural hallmark of DNA is the anti-parallel helix 

where the major and minor grooves provide sites for sequence-selective binding of proteins 

and small molecules. Molecular recognition of double-stranded DNA (dsDNA) sequences by 

transcription factors for example is essential for the initiation of transcription. Furthermore, 

DNA-binding small molecules such as minor groove binders (MGBs) can perturb various 

processes associated with gene expression,250 making them excellent candidates for the 

design of sequence-selective probes of DNA function in cells and potentially novel 

therapeutics.251,252,253  A comprehensive set of guiding principles for the rational design of 

MGBs to target DNA sequences in a highly sequence-selective manner has yet to emerge 

however, as a consequence of the complex combination of competing enthalpic and entropic 

contributions from H-bonding, van der Waals forces and changes in hydration of the DNA 

and ligand.  

An archetypal exemplar of this problem is the bis-benzimidazole family of ligands, including 

Hoechst33258 (Fig.5.1), which show preferential binding to AT-rich dsDNA. Spectroscopic 

and DNA-footprinting studies reveal that Hoechst33258 binds to dsDNA in a 1:1 

stoichiometry and exhibits a 22-fold binding preference for A-tract dsDNA (e.g., 5'-A3T3) over 

an alternating sequence (e.g., 5'-ATATAT).254,255,256,257 The current reasoning for this sequence 

preference is that the A-tracts possess a narrower minor groove with a well-defined spine of 

hydration. The release of this water upon ligand binding is linked to the observed entropic 

driving force for Hoechst33258 binding.258,259 In contrast, crystallography suggests that the 

hydration of the AT-minor groove is not as strongly ordered.260,261,262  
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Figure 5.1: a) The chemical structure and b) optimized Molecular Geometry154 of Hoechst 

33258 

Overall, H33258 binding has been found to be endothermic, but favourable enthalpic 

contributions arise from hydrophobic interactions between the minor groove wall and the 

ligand. Direct H-bonding interactions between the ligand and dsDNA are not believed to be 

an important stabilising factor.263,264,265,266,267,268,269,270,271 This balance in favour of entropic 

contributions has led to widespread claims that complex formation follows  a ‘rigid body’ 

model with no significant structural change to the dsDNA upon ligand binding. This however 

neglects changes in base orientation upon binding revealed by crystallography263-267 and 

NMR268-271 studies. Indeed, NMR has revealed that the minor groove of A-tract dsDNA 

narrows upon ligand binding, rather than being inherently narrow, prompting suggestion of 

a significant contribution from an induced fit mechanism,272 but unfortunately a direct 

comparison of optimal and sub-optimal binding was not performed. 

The induced fit process, in which the biomolecule changes structure to better accommodate 

the ligand, is often found in binding to proteins (e.g. as seen in heat shock protein (Hsp)90 

inhibitors),273 but rarely invoked in DNA binding. Further study is thus required to develop a 

clear picture of the molecular determinants controlling the sequence selectivity of ligand 

binding to the minor groove of target dsDNA sequences. We therefore employ two-

dimensional infrared (2D-IR) spectroscopy274,275,276 to probe the binding of Hoechst33258 

(H33258)277 to a preferred A-tract sequence, d(GGAAATTTGC)2, (A3T3), and a sub-optimal 

binding sequence d(GGATATATGC)2, (AT)3.  
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2D-IR offers the advantage of being able to probe structure, intermolecular interactions and 

hydration by directly measuring the coupling and dynamics of vibrational modes.274-276 It has 

extended our understanding of the nature of the vibrational modes of DNA bases278, Watson-

Crick (W-C) base pairing279,280 and base stacking,281 as well as revealing energy transfer 

mechanisms between bases and backbone282,283 and the interactions of water with DNA.284 

Most recently, temperature-jump 2D-IR reported sequence-dependent pre-melting 

dynamics.285  

Here, we show that the distinct difference between H33258 binding to A-tract and 

alternating sequence DNA is the loss of the ordered propeller twist arrangement of the base 

pairs present in the uncomplexed A-tract. This results in a subtle but distinct conformational 

change within the minor groove to accommodate the ligand, maximising favourable 

enthalpic contributions to binding. The uniquely ordered A-tract sequence also governs the 

formation of the spine of hydration and so its removal contributes to the entropic gain from 

releasing hydration water. Although the results for binding to the alternating sequence are 

similar, the emphasis is shifted toward loss of the spine of hydration, suggesting that the 

induced fit effect is crucial to the observed difference in binding affinities. 

5.3 Results and Discussion 

5.3.1 Difference Spectroscopy 

The FTIR spectra of the A3T3 DNA sequence and its complex with H33258 (H-A3T3) are shown 

in Fig.5.2(a). The corresponding spectra of (AT)3 and H-(AT)3 are shown in Fig.5.3(a). The IR 

spectra of both DNA sequences show four peaks (Fig.5.2(a), Fig.5.3(a), red), these are 

indicated by grey dashed lines in the figures and listed in Table 5.1. The results are consistent 

with previous studies and peaks are assigned by reference to spectra of DNA duplexes 

containing exclusively GC or AT base pairs, shown in Figs.5.2(d) and 5.3(d).278,281,282,286 The 

assignments are summarized in Table 5.1. The peaks in the spectra of the two DNA sequences 

are dominated by AT modes, though contributions from GC base pairs, which are less intense, 

do influence the magnitude of the absorption between the peaks. This spectral congestion 

can be unraveled by 2D-IR methods, which report vibrational coupling patterns in the off-

diagonal region of the spectrum.  

The changes to the FTIR spectra upon formation of the H-A3T3 and H-(AT)3 complexes 

(Fig.5.2(a), Fig.5.3(a), black) are displayed via difference spectra (Fig.5.2(a), Fig.5.3(a), blue). 
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Since H33258 exhibits no vibrational modes in this spectral region (Fig.A5.2), these are 

assigned to modifications of the DNA upon binding.  

 

Figure 5.2: a) FTIR spectra of A3T3 DNA with (black) and without (red) H33258. Blue spectrum 
shows the binding-induced difference FTIR spectrum. b) 2D-IR spectrum of H-A3T3 complex. 
Crosses mark off-diagonal peaks assigned to coupling of modes primarily located on T-base. 
Circles show off-diagonal peaks assigned to coupling of modes on A and T bases induced by 
W-C base pairing. c) Ligand binding induced 2D-IR difference spectrum. Crosses show 
locations of small off-diagonal features. d) FTIR spectra of GC and AT-only DNA sequences to 
show the relative (weighted per base) magnitudes of peaks and peak positions to aid 
assignment of the IR spectrum of the A3T3 sequence. 
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Table 5.1: Assignment of peaks in the IR spectra of A3T3 and (AT)3 DNA duplexes, showing 
comparison with AT and GC-only sequences. 

 

Assignment Position (cm-1) 
 

Description 

A3T3 (AT)3 ATa GCb 

AT2S 1692 1689 1692  Base-paired T2 C=O stretch 

GSCS(-)    1684 GC C=O antisymmetric stretch 

AT4S 1666 1666 1664  Base-paired T4 C=O stretch 

GSCS(+)    1651 GC C=O symmetric stretch 

TR 1646 1650 1640  T ring vibration 

AR1T  
1622 1622 

1622 (s)  Coupled AT ring vibration/ 

GSCR  1622 

(w) 

C ring mode + G C=O  

aobtained from the sequence: 5’-ATTATTATTATATTA-3’ (Fig A5.1(a)); b obtained from the sequence: 
5’-GCCGCCGCCG-3’ (Fig A5.1(b)); modes marked (s) are those which contribute strongly to the overall 
spectrum and modes marked (w) are those which contribute weakly to the overall spectrum. 

The H-A3T3 sequence shows three main features in the difference IR spectrum (Fig.5.2(a)). 

Two of these, near 1665 cm-1 and 1700 cm-1 (blue arrows), consist of a negative peak located 

to the lower frequency side of a positive peak, suggesting that the AT4S and AT2S modes shift 

to higher wavenumber. The third feature (red arrow) has reversed positive/negative 

contributions, consistent with a shift of the AR1T mode to lower frequency.  

The features in the FTIR difference spectrum obtained for the H-(AT)3 complex (Fig.5.3(a)) 

are smaller and less well-defined than those for the complex with the A-tract sequence 

(Fig.5.2(a)). The shift of the AT2S peak at 1690 cm-1 to higher frequency (blue arrow), as 

observed for the A3T3 sequence, is still detected, but the other features are less apparent. 
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Figure 5.3: a) FTIR spectra of (AT)3 DNA with (black) and without (red) H33258. Blue spectrum 
shows the binding-induced difference FTIR spectrum. b) 2D-IR spectrum of H-(AT)3 complex. 
Crosses mark off-diagonal peaks assigned to coupling of modes primarily located on T-base. 
Circles show off-diagonal peaks assigned to coupling of modes on A and T bases induced by 
W-C base pairing. c) Ligand binding induced 2D-IR difference spectrum. d) FTIR spectra of GC 
and AT-only DNA sequences to show the relative (weighted per base) magnitudes of peaks 
and peak positions to aid assignment of the IR spectrum of the (AT)3 sequence. 

Due to the modest impact of the binding on the on the IR spectra, these H33258:DNA 

complexes were further studied using UV-visible spectroscopy. The UV-visible spectra of the 

H-A3T3 and H-(AT)3 complexes as the temperature of the sample is increased are shown in 

Figs. 5.4.(a)&(c), respectively. 

Fig.4 Spectral plots of a) (AT)3 duplex with (black) and without (red) H33258 and the

difference (blue) spectrum due to binding, b) 2D-IR spectrum of (AT)3 with H33258

bound, c) 2D-IR difference spectrum due to H33258 binding interactions and d)

assigned AT only (blue) and GC only (red) duplex spectrum.
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Figure 5.4: a) UV-visible spectra of the H-A3T3 complex at 5 °C intervals between 20 95 °C, b) 
melting curves of the H-A3T3 complex extracted by the application of the two state model, c) 

UV-visible spectra of the H-(AT)3 complex at 5 °C intervals between 20 75 °C and d) melting 
curves of the H-(AT)3 complex extracted by the application of the two state model. The 
residuals of the two state model are shown in blue in c) and d). 

As the temperature increases the UV-visible spectra of these complexes change. These 

changes are found to consist of a hyperchromic shift in the 260 nm peak and a shift to higher 

frequency of the 355 nm peak (indicated by arrows, Figs.5.4.(a)&(c)). The application of the 

two state model (described previously in chapter 4) to these UV-visible spectra yields melting 

curves for each of the complexes (Fig. 5.4.(b)&(d)). Fitting these melting curves, using a 

sigmoidal function, yields melting temperatures of 84 oC and 67 oC for the H-A3T3 and H-(AT)3 

complexes, respectively. Comparing these melting temperature to those obtained for the 

unbound sequences (60 oC and 51 oC for the A3T3 and (AT)3 sequences respectively, chapter 

4), shows ligand-induced stabilization of the melting temperatures of the DNA duplexes by 

24 °C and 16 °C for the A3T3 and (AT)3 sequences, respectively, confirming H33258 binding. 

This stabilization of the melting temperatures upon binding was also verified by fluorescence 
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emission spectroscopy carried out on the H-A3T3 and H-(AT)3 complexes (Fig.A5.3). The 

reduced stabilization for the alternating sequence is consistent with the reported 22-fold 

preference of H33258 for binding to A-tracts.256 

The 2D-IR spectrum of the H-A3T3 complex is shown in Fig.5.2(b). Each peak observed in the 

FTIR spectrum gives rise to a negative feature located on the 2D-IR spectrum diagonal. These 

are assigned to the respective 𝜐 = 0 ⟶ 1 transitions, each with an accompanying, positive, 

𝜐 = 1 ⟶ 2 peak shifted by 10 cm-1 to lower probe frequency.282,285,286,287,288,289 Peaks 

located in the off-diagonal region primarily indicate the presence of coupling between 

diagonal vibrational modes, though a small contribution is expected from energy transfer 

due to the fast (650 fs) vibrational relaxation of the base vibrational modes.282 Two groups 

of off-diagonal peaks are indicated in Fig.5.2(b). Those due to intra-base coupling between 

the AT2S, AT4S and TR modes that are primarily located on the thymine base are marked with 

crosses. Other off-diagonal peaks (Fig 5.2(b), open circles) indicate inter-base coupling 

between the adenine-based AR1T mode and the three thymine modes that is induced by 

Watson-Crick H-bonding.  

A difference 2D-IR spectrum shows the impact of binding H33258 (Fig.5.2(c)). A comparison 

of the peak positions in the 2D-IR difference spectrum with the linear AT and GC spectra 

(Fig.5.2(d)) suggests that H33258 binding primarily affects the AT2S and AT4S vibrational 

modes of the A3T3 duplex. Other, smaller, features appear in the 2D-IR difference spectrum 

that originate from changes in the AR1T modes, consistent with the FTIR spectrum, but also 

the TR mode and related off-diagonal peaks (crosses Fig.5.2(c)).  

The 2D-IR spectrum of the H-(AT)3 complex and the binding-induced 2D-IR difference 

spectrum for the (AT)3 sequence are shown in Figs.5.3(b) and (c), respectively. The major 

changes upon binding affect the AT2S and AT4S modes and the overall pattern of peaks in the 

2D-IR difference spectrum is similar to that for the A-tract sequence, although the AT2S 

feature is clearly dominant.  
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Table 5.2: Changes to the IR response of A3T3 and (AT)3 DNA duplexes due to H33258 
binding. 

 

Changes due to H33258 Binding Host DNA Duplex 
 

A3T3 (AT)3 

AT2S Shift (cm-1) 6.4 15.1 

AT2S Shifted Subset Size (%) 20.3 11.3 

Change in T2 H-bond Strength (kJmol-1)a -2.8 -6.6 

AT4S Shift (cm-1) 8.7 15.6 

AT4S Shifted Subset Size (%) 9.6 1.7 

Change in T4 H-bond Strength (kJmol-1)a -3.9 -6.9 

aValues calculated using the C=O bond energy (743 kJmol-1)290 via the methodology as outlined in ref. 
291 using equation ref. 292. 

The overlapping peaks in the IR spectrum of the DNA bases mean that the 2D-IR off-diagonal 

peaks are essential for clear differentiation between changes affecting the AT and GC base 

pairs (e.g. arrows Figs 5.2(c)&5.3(c)) . The peaks in the difference FT-IR and 2D-IR spectra 

focus on the AT2S and AT4S modes, but to rule out contributions from GC modes and to 

quantify the changes, we employed a model 2D-IR spectrum (Fig.5.5) constructed from 2D 

Gaussian lineshapes, which simulate the coupled peaks in the 2D-IR spectra of the DNA 

duplexes (Fig.5.4(a) and 5.4(b)). A variety of spectral changes were modelled and the 

difference spectra simulated (Fig.A5.4).  
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Figure 5.5: Simulated 2D-IR spectra of the coupled AT2S and AT4S transitions before (a) and 
after (b) a shift of a subset of the bands to higher frequency. (c) shows the simulated 
difference 2D-IR spectrum that results from a subtraction of (a) from (b). (d) Shows the 
difference 2D-IR spectrum obtained following formation of the H-A3T3 complex. Pink and black 
arrows point to off-diagonal features linking the two modes in experimental and simulated 
spectra. 

The best agreement with the experimental 2D-IR difference spectra (Figs.5.2(c)&5.3(c)) was 

obtained by shifting a subset of the AT2S and AT4S peaks to higher frequency (Fig.5.5(c)). 

Crucially, this simulation recreated the off-diagonal structure of the difference spectrum as 

well as the diagonal peaks (see arrows Fig.5.5(c&d)). The results are summarized in Table 5.2, 

which show that 20% of the AT2S mode of the A3T3 (A-tract) sequence is shifted 6 cm-1 to 

higher frequency while 10% of the AT4S mode shifts by 9 cm-1.  For the alternating 

sequence, the shift to higher frequency is 7-9 cm-1 larger for both modes, but the fraction 

of the carbonyls affected is smaller. Particularly noteworthy is the very small (2%) fraction of 

the AT4S peak that is shifted whereas the 11% change in the AT2S mode is more comparable 

with the A3T3 sequence.  

Fig.2 Contour plots showing a) 2D-IR response of a system with two coupled vibrational

modes b) 2D-IR response (as in a)) with a 10% subset of each vibrational mode blue

shifted, c) 2D-IR difference spectrum due to a blue shift of a 10% subset of the modes

and d) Experimental 2D-IR difference spectrum due to Hoechst33258 binding

interactions.
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Based on these models, we assign the peaks appearing in the FT-IR and 2D-IR difference 

spectra to a binding-induced shift to higher frequency of a portion of the AT2S and AT4S base 

vibrations. No contributions from diagonal or off-diagonal peaks attributable to GC were 

observed, showing that the binding interactions of H33258 are localized to the AT region of 

the duplex. 

Shifts of the AT2S and AT4S modes of the A-tract sequence to higher frequency are consistent 

with a decrease in the strength of H-bonds formed to the T2 and T4 carbonyl groups upon 

H33258 binding of 2.8 and 3.9 kJmol-1, respectively.290-292 It is important to note that, 

although the two modes exhibit coupling, it has been demonstrated that this is weak and 

that a local mode picture, treating the two carbonyls as separate modes is appropriate.278 

The smaller changes in the AR1T and TR vibrational modes are likely to be a result of changes 

to the two T carbonyls since their stretches are known to contribute to these modes.286 

The T2 carbonyls point directly into the minor groove of the DNA duplex and do not engage 

in W-C H-bonding. Water molecules are present in the minor groove as a spine of hydration 

and form H-bonds to the T2 carbonyl.258,259 The reduction in strength of these H-bonds to 

some of the T bases in the sequence is consistent with structural studies showing that the 

bis-benzimidazole of H33258 displaces water molecules from the minor groove.258,259 

Although the ligand has been shown to replace the H-bonds to the T2 carbonyls, our results 

show that the overall H-bond strength is lower than that formed by the water, consistent 

with evidence that the interaction between H33258 and DNA is not stabilized to any great 

degree by H-bonding.259  
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Figure 5.6: a) Diagram illustrating the binding of H-A3T3 from X-ray crystallography.266 Pink 
lines show H-bonds between ligand and DNA. b) AT propeller twists of the free (green bars, 
PDB ID: 1S2R260) and the complexed A3T3 (red bars, PDB ID: 296D266). c) 2D-IR difference 
spectrum between (AT)3 and A3T3 duplex d) FTIR spectra of AT only (blue) and GC only (red) 
DNA sequences e) AT propeller twists of A3T3 (green, PDB ID: 1S2R260) and (AT)3 (purple, PDB 
ID: 1DN9261) base sequences. 

The frequency shift of the T4 carbonyl, which is involved in the W-C interaction, shows that 

binding is also accompanied by a structural change affecting the DNA bases. The two major 

structural changes that can weaken the W-C hydrogen bond are a buckle and propeller 

twist.286 An increase in the base buckle angle will reduce the strength of the W-C H-bonds, 

but a computational study predicted that the T4 carbonyl is not strongly affected by this until 

an extreme angle of buckle (~50°) is reached.286 This is not consistent with the relatively 

minor structural changes detected by NMR268-271 or crystallography263-267 on H33258 binding 

to the A3T3 duplex.263 An increase in the propeller twist will cause an increase in the length of 

the W-C hydrogen bond to the T4 carbonyl, decreasing its strength. This is consistent both 

Fig.5 a) 2D-IR difference spectrum between (AT)3 and A3T3 duplex b) assigned AT only

(blue) and GC only (red) FTIR spectrum and c) AT propeller twists of A3T3 (green, PDB ID:

1S2R38) and (AT)3 (purple, PDB ID: 1DN943).

Fig.3 Diagram illustrating the binding mode of Hoechst33258 to an A3T3 tract, as

observed via X-ray crystallography21, and the AT propeller twists of the unbound tract

(green bars, PDB ID: 1S2R38) and the bound tract (checked red bars, PDB ID: 296D21).

a)

b)

c) d) e)
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with the spectroscopic data and previous structural studies using 2D-NMR268-271 and X-ray 

crystallography,263-267 which have reported changes in propeller twist. Crystallographic 

results of the structure of the H-A3T3 complex are reproduced in (Fig.5.6(a)) alongside a bar-

graph showing perturbations in the propeller twist in the H-A3T3 complex (Fig.5.6(b), red bars) 

relative to the uncomplexed DNA (Fig.5.6(b), green). H33258 forms two bifurcated H-bonds 

to T2 carbonyls (Fig.5.6(a), pink lines) and accommodating these interactions increases the 

propeller twist in some of the AT base pairs with one particularly strongly affected. This is 

consistent with our observations of a subset of T4-related modes shifting to higher frequency 

upon ligand binding. The propeller twisting does not affect the GC base pairs, which is also 

entirely consistent with our spectroscopic data. 

Comparing the A-tract sequence with the alternating sequence, it is clear that the disruption 

to the spine of hydration, affecting the T2 carbonyl is still present in the data. The smaller 

shifted subset size and the larger frequency shift observed for the T2 carbonyl in the (AT)3 

sequence supports the conclusion of an X-ray crystallography267 study of Hoechst33258 

binding to a (AT)2 sequence, which indicated the presence of only one bifurcated H-bond as 

opposed to two in the complex with A3T3. However, the impact upon the propeller twist, 

while present, is markedly reduced. This is shown by the relatively small size (1.7%) of the 

shifted subset in the (AT)3 duplex showing that this does not undergo significant structural 

changes upon binding compared to the A3T3 (9.7%) sequence. This is a major difference 

between the two strands and may be relevant to the differences in binding affinity. It is clear 

from thermodynamic measurements that H33258 binding is entropically-driven; this is 

attributed to the release of water from the spine of hydration. Our data reflects this and the 

minor groove of the A-tract sequence is known to contain a more ordered spine of hydration 

than the alternating sequence.260-262 Many reports assume that conformational changes in 

the DNA accompanying this binding are negligible, citing a ‘lock and key’ or ‘rigid body’ 

interaction.258,259,293,294,295 The enthalpy of binding has been measured to be endothermic 

overall, but the greatest favourable contribution to binding has been assigned to 

hydrophobic contacts between the DNA groove and the ligand.259,295 A-tract DNA is unique in 

that it features a very regular set of propeller twists (Fig 5.6) due to the formation of 3-centre 

H-bonds, leading to a rigid and ordered section of the helix.290 The indications from our data 

are that, rather than this unique structural feature being beneficial to ligand binding in itself, 

the disruption of the A-tract structure leads to a closer interaction between ligand and DNA 

than is possible in the alternating sequence. While the change in macroscopic conformation 
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of the DNA is small and unlikely to outweigh the entropic benefits of releasing hydration 

water, our results indicate that binding to A-tract DNA is better described by an induced fit 

type model, where the DNA structure changes to accommodate the ligand. By contrast, 

binding to a sub-optimal sequence ((AT)3) proceeds without significant change to the DNA 

structure, which lacks the enthalpic benefit of the improved DNA-ligand interactions and also 

does not gain from any entropic benefit from disrupting the ordered propeller twists. A 

structure-related narrowing of the minor groove and restriction of dynamical motion upon 

ligand binding to A-tract DNA has been suggested in simulations but was stated to be 

insignificant.290,294 In contrast, our results support conclusions drawn from NMR studies, 

proposing that induced fit is an important aspect of optimized Hoechst binding.272 

Further evidence that the difference 2D-IR spectrum observed on the formation of the H-

A3T3 complex results from an order-disorder change in the base orientation within the AT 

region of the duplex arises from a difference 2D-IR spectrum between the uncomplexed A3T3 

and (AT)3 sequences (Fig.5.6.(c)). These structures differ mainly through the three-centered 

H-bonds and ordered propeller twists of the A3T3 sequence (Fig.5.6(e), green) in contrast to 

the alternating sequence (Fig.5.6.(e), purple).261 The difference 2D-IR spectrum (Fig.5.6.(c)) is 

remarkably similar to that arising from formation of the H-A3T3 complex; the AT2S and AT4S 

modes shift by 6.3 cm-1 and 10.7 cm-1. This observation supports the hypothesis that the 

ligand binding induces changes in the propeller twists of the A3T3 sequence. It is also 

noticeable that the T2 mode shifts between the two uncomplexed sequences. This suggests 

a weakening of the hydrogen bonds to the T2 in the alternating sequence versus the A-tract, 

consistent with the more ordered spine of hydration (and so stronger H-bonds) found in the 

minor groove of the latter sequence.260,262 This further indicates that an entropic gain may 

arise from losing the spine of hydration as well as the ordered propeller twist caused by 

induced fit of the ligand.  

5.4 Conclusion 

In conclusion, 2D-IR shows that binding H33258 to two DNA sequences leads to shifts in 

vibrational modes associated with specific AT base pairs that are due to the loss of the spine 

of hydration and formation of direct H-bonding between DNA and ligand as well as 

alterations in the propeller twist induced by the ligand locating in the minor groove. 

Comparison of binding to A-tract and alternating DNA sequences revealed that binding to 

A3T3 results in loss of the ordered propeller twist arrangement of bases found in the 
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uncomplexed DNA. This is not replicated to the same extent in the alternating sequence and 

we propose that these structural changes constitute an induced fit type interaction that 

facilitates superior accommodation of H33258 and increased hydrophobic interactions 

between ligand and DNA. This contradicts current pictures which treat H33258 binding as a 

rigid body interaction and complements the entropic release of water from the minor groove. 

Finally, the results fully demonstrate 2D-IR capabilities to simplify quantification of solution 

phase DNA-binding. 

5.5 Methods 

5.5.1 Materials 
The lyophilised, salt-free DNA oligonucleotides were obtained from Eurofins; Hoechst33258, 

D2O, DMSO, monobasic and dibasic sodium phosphate were obtained from Sigma-Aldrich. 

All chemicals were used without further purification. All the samples used in the experiments 

were prepared in pD 7 phosphate buffer solution. All of the DNA oligonucleotides were 

dissolved to produce 10 mM stocks and a 100 mM stock of Hoechst33258 was prepared using 

DMSO. Using these stocks all samples were prepared using pD7 phosphate buffer solution to 

a final duplex:H33258 ratio of 1:1 and annealed at 90 °C for 10 minutes. 

5.5.2 UV-visible Spectroscopy 
The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 µm 

polytetrafluoroethylene spacer for all the IR experiments. FTIR experiments were carried out 

using a Perkin-Elmer Lambda 25 at a resolution of 1 nm with sample concentrations of 2.5 

mM (A3T3 duplex/H-A3T3 complex) or 5 mM ((AT)3 duplex/H-(AT)3 complex). These 

measurements were repeated at 1 µM (samples prepared via serial dilution to ensure 

accuracy) to provide duplex melting temperature data at this concentration to compare with 

the fluorescence measurements. 

5.5.3 Fluorescence Spectroscopy 
The 1 µM sample was diluted from the original samples (concentrations of 2.5 mM (A3T3 

duplex/H-A3T3 complex) or 5 mM ((AT)3 duplex/H-(AT)3 complex)) via serial dilution to ensure 

accuracy. The samples were held in a quartz cuvette with a path length of 1 cm. The 

fluorescence experiments were carried out using a Horiba Fluorolog2 at a resolution of 1 nm. 

The samples were excited at 350 nm and the emitted fluorescence was recorded from 380 

nm – 600 nm. 
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5.5.4 2D-IR and FT-IR Spectroscopy 
The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 µm 

polytetrafluoroethylene spacer for all the IR experiments. FTIR experiments were carried out 

using a Bruker Vertex 70 at a resolution of 1 cm-1 with sample concentrations of 2.5 mM (A3T3 

duplex/H-A3T3 complex) or 5 mM ((AT)3 duplex/H-(AT)3 complex). 2D-IR spectra were 

collected using the ULTRA FT-2D-IR spectrometer.296,297 The IR pulses used had a temporal 

duration of  100fs; a center frequency of 1650 cm-1 and a bandwidth of 300 cm-1, at a 

repetition rate of 10 kHz. FT-2D-IR measurements were carried out at concentrations of 1.25 

mM (A3T3 duplex/H-A3T3 complex) or 2.5 mM ((AT)3 duplex/H-(AT)3 complex). 

5.6 Appendix 

 

Figure A5.1: Assigned FTIR spectra of a) AT only duplex (sequence: 5’-ATTATTATTATATTA-3’) 

and b) GC only duplex (sequence: 5’-GCCGCCGCCG-3’). All data recorded at 20 oC. 

 

Figure A5.2: FTIR spectra of A3T3 duplex (red) only and Hoechst33258 (black) only. All 

presented data was measured at a concentration of 2.5 mM. 
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Figure A5.3: a) Fluorescence Emission spectra of the H-A3T3 complex at 5 °C intervals between 

20 85 °C, b) thermal profile of the emitted fluorescence of the H-A3T3 complex, c) Melting 

curve of the uncomplexed A3T3 sequence derived from the hyperchromic shift of the UV-visible 

DNA absorbance band, d) Fluorescence Emission spectra of the H-(AT)3 complex at 5 °C 

intervals between 20 80 °C, e) thermal profile of the emitted fluorescence of the H-(AT)3 

complex and f) Melting curve of the uncomplexed (AT)3 sequence derived from the 

hyperchromic shift of the UV-visible DNA absorbance band. 
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Figure A5.4: a) Model difference 2D-IR spectra due to an increase in mode anharmonicity, b) 

Model difference 2DIR spectra due to a decrease in mode anharmonicity, c) Model difference 

2D-IR spectra due to a global blue shift of the modes and d) Experimentally observed 

difference 2D-IR due to H33258 binding (included to demonstrate the departure of these 

models from the experimentally observed data). 
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6.1 Abstract 

Designing sequence-selective molecular probes of DNA-ligand interactions requires accurate 

control of enthalpic contributions from DNA-ligand contacts and entropic effects relating to 

the dynamic molecular environment of the minor groove. Combining a de novo-designed bis-

benzimidazole ligand featuring an azido moiety with NMR and 2D-IR spectroscopy has 

facilitated simultaneous interrogation of both the impact of ligand binding on the molecular 

structure of DNA and the dynamic environment of the bound probe molecule. Binding of the 

probe to 10-mer ds-DNA featuring an A-tract (AAATTT) motif leads to a large stabilisation of 

the melting temperature, while NMR and 2D-IR spectroscopy reveal sequence selective 

binding via an induced fit interaction. The probe is sited in an environment featuring 

interactions with solvent molecules albeit exhibiting significantly restricted dynamics relative 

to bulk water. Upon binding to a ds-DNA sequence featuring an alternating ATATAT motif, 

the melting temperature stabilisation is significantly reduced and 2D-IR spectroscopy 

indicates a loss of the specific induced fit interaction while the probe resides in an 

environment with H-bonding and dynamics strongly reminiscent of bulk water. Together 

these results allow calibration of the enthalpic benefits arising from induced fit binding and 

evaluate the local impact upon sequence selectivity of incorporating an azido moiety into a 

minor groove binding ligand.  
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6.2 Introduction 

Minor groove binding to DNA is a widely studied topic,298 due to the potential of these minor 

groove binding molecules to act a sequence-sensitive probes of DNA function in cells and 

their potential therapeutic activities.299,300,301 The construction of any scheme to rationally 

design a minor groove binder is complicated by the plethora of competing factors, which 

contribute to both the changes in enthalpy and entropy to be balanced upon binding. These 

factors include but are not limited to the loss of the spine of hydration, the formation of 

ligand-duplex H-bonds, the formation of favourable hydrophobic contacts between the 

ligand and the duplex and the loss of rotational degrees of freedom of the ligand upon 

binding. This means that we need to gain a more fundamental understanding of aspects of 

the molecular interactions such as H-bonding patterns, hydrophobic interactions as well as 

the shape of both the minor groove and the ligand. Additionally it is important to understand 

attributes of the molecular environment including the loss of the spine of hydration and the 

relative solubility of the ligand versus the bound state. Currently the molecular interactions 

formed between the ligand and DNA duplex have been widely studied using both NMR 

spectroscopies302,303,304,305,306,307 and X-ray crystallography.308,309,310,311,312,313,314,315 In addition 

to this, a computational316 and a fluorescence317 study have allowed the molecular 

environment that the ligand encounters upon binding to be explored.  

Two dimensional spectroscopy (2D-IR)318,319,320 has proved to be a sensitive probe of 

dynamics and structural aspects of the DNA macromolecule via a combination of inherently 

high time resolution and the ability to measure complex intermolecular vibrational couplings 

induced by duplex formation.321,322,323,324 In chapter 5, 2D-IR spectroscopy was used to probe 

the molecular interactions underpinning the binding of H33258, an archetypal minor groove 

binder, to both its preferred A-tract sequence and a sub-optimal alternating AT sequence.325 

In this chapter it was demonstrated that 2D-IR can differentiate optimal induced fit binding 

from sub-optimal rigid body binding, where the formation of the complex just leads to the 

interruption of the minor groove spine of hydration. However, the 2D-IR spectroscopy of the 

DNA modes only reports on aspects of the molecular interactions of DNA binding. In the 

current study we will explore the possibility of extending 2D-IR spectroscopy to explore 

aspects of the molecular environment which are also important when considering DNA minor 

groove binding. 
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It is often recognized that natural IR probe modes within biological systems are located in 

highly congested regions of the IR spectrum.326 This can present challenges when attempts 

are made to probe the nature of the molecular environments found within these systems, 

and in order to overcome such issues it is often possible to introduce non-natural IR probe 

moiety into these systems. There are a multitude of non-natural IR probes (e.g. nitriles,327 

cyanates,328 thiocyanates329 and azides330) which have been used to successfully study a range 

of different biological systems.331,332,333 Among these different non-natural IR probes, the 

aliphatic azides have been shown to be highly sensitive to hydrogen bonding. More 

specifically it has been predicted by a recent computational study that such azide moieties 

are actually highly sensitive to changes in the geometry of the hydrogen bonds formed to the 

probe.334 This special behaviour of the aliphatic azides is thought to be ideally suited to the 

study of the minor groove of DNA. We show that the incorporation of a non-natural azide 

probe into a ligand based on a head-to-tail bis-benzimidazole-type298 backbone (N3-bBI) 

allows us to simultaneously explore the structural and dynamic effects of binding via the DNA 

and the non-natural probe, as well as evaluating the effect of the incorporation of an azide 

group on the induced fit and rigid body interaction mechanisms. 

 

Figure 6.1: Optimised geometry of the a) H33258 and b) N3-bBI ligands obtained utilising the 
hybrid-DFT B3-LYP functional with a 6-311G(d,p) basis set.154 

Since the synthesis of the original bis-benzimidazole minor groove binder, H33258,335 these 

pharmacophores have been found to exhibit interesting biological activities.336,337,338 A wide 

range of analogues of H33258 have been studied to gain a more fundamental understanding 
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of the nature of these binding interactions.339,340,341 Unfortunately, any definitive trends 

between structural change and the sequence-selectivity have remained elusive.342  

N3-bBI (Fig.6.1) is structurally similar to H33258 with the most prominent difference being 

the replacement of the piperazine ring by an aliphatic azide label, allowing the effect of an 

additional hydrophilic group on the binding to be investigated.  We compare the binding of 

N3-bBI to a sequence featuring an A-tract motif, d(GGAAATTTGC)2, (A3T3), with a sequence 

containing an alternating AT motif, d(GGATATATGC)2, (AT)3. H33258 has been shown to 

show higher affinity for A-tract versus alternating sequences343 and to bind via different 

mechanisms (chapter 5) allowing direct evaluation of the impact of the azide label. 

2D-IR spectroscopy shows that N3-bBI participates in an induced fit to the A-tract sequence, 

similar to H33258, but exhibits non-specific binding to the alternating AT sequence whereas 

H33258 bound with reduced affinity via a rigid body interaction. Upon binding to the A-tract 

sequence the azide probe encounters a unique H-bonding environment with significantly 

restricted dynamics whereas binding to the alternating sequence results in an azide 

environment strongly reminiscent of bulk water. The melting temperature stabilisation 

caused by the N3-bBI ligand in the alternating sequence was significantly lower than observed 

for H33258, suggesting that it is more selective for the A-tract sequence, implying that the 

benefits of induced fit binding outweigh any negative impact of azide incorporation, in 

contrast to the rigid-body binding mechanism.  

6.3 Results and Discussion  

Difference Spectroscopy 

6.3.1 Ligand Characterisation 
In order to gain a better understanding of the similarities and differences between the 

geometries of H33258 and N3-bBI ligands a series of quantum chemical computations were 

carried out. The calculations, performed on the de novo N3-bBI ligand, predicted that the FT-

IR spectrum contains a range of low frequency ring modes, an amide I mode, predicted to be 

centred at 1656 cm-1, and an asymmetric azide stretch located at 2105 cm-1 (Fig.A6.1). It 

is important to understand the spectra of the amide I and asymmetric azide stretch, as the 

amide I mode is predicted to be located in the same spectral window as the DNA base 

vibrational modes and the azide mode will function as a non-natural IR probe for the N3-

bBI:DNA complexes. The FT-IR spectra of the asymmetric azide stretch and amide I mode of 
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N3-bBI in a pD7 phosphate buffer solution at 20 °C (blue) and 95 °C (red) are shown in figure 

6.2. 

 

Figure 6.2: a) FT-IR spectra of the azido-Hoechst asymmetric azide stretch measured at 20 °C 

(blue) and 95 °C (red), b) FT-IR spectra of the azido-Hoechst amide I mode measured at 20 °C 

(blue) and 95 °C (red), and c) the thermal profile of the position of the absorbance maximum 

of the amide I vibrational mode of azido-Hoechst in pD7 phosphate buffer solution.  

The asymmetric azide stretch of N3-bBI is found to consist of a single peak, centred at 2105 

cm-1 at 20 °C (Fig.6.2.(a), blue) and centred at 2102 cm-1 at 95 °C (Fig.6.2.(a), red). The 

observed shift to lower frequency is noted to be consistent with the changes observed for 

other azides, in aqueous environments, as the sample temperature increases. Overall the 

simplicity of the line-shape of the asymmetric azide stretch of N3-bBI shows the utility of this 

vibrational mode to act as a non-natural IR probe of the molecular environment. In contrast 

to the simplicity of the asymmetric azide stretch, the amide I mode of N3-bBI at 20 °C 

(Fig.6.2.(b), blue) found to consist of two peaks centred at 1620 cm-1 and 1633 cm-1 

respectively. As the temperature is increased it is noted that the peak centred at 1620 cm-1 

decreases in intensity and the peak centred at 1633 cm-1 increases in intensity. Furthermore 
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tracking the peak position of the amide I band as thee sample temperature is increased yields 

a sigmoidal curve with a transition temperature of 73 °C. 

Interestingly the change in the amide I mode of N3-bBI as the temperature is increased is 

noted to coincide with the disappearance of an aggregate in the sample. Further it was noted 

that the amount of aggregate in the sample could be controlled by changing the pD value of 

the surrounding environment (Fig.A6.1). Increasing the pD of the solution leading to a larger 

amount of aggregate being observed in the sample resulting in the 1620 cm-1 becoming the 

dominant contribution to the amide I band (Fig.A6.1, pink) whereas decreasing the pD of the 

solution decreased the amount of aggregate observed in the sample resulting in the 1633 

cm-1 contribution dominating the amide I mode (Fig.A6.1, red). This is consistent with N3-bBI 

being only partially soluble at pD7 leading to the presence of two distinct environments, as 

seen from the amide I mode (Fig.6.2.(b), blue), with the dissolution of the N3-bBI aggregate 

at high temperatures leading to the observed changes in the amide I mode at pD7 as the 

temperature is increased to 95 °C. Finally it is noted that the sensitivity of the solubility to 

the pD value of the surrounding solution is consistent with the protonation state of the benzyl 

amine moiety of the ligand. As the pD increases the benzyl amine moiety becomes 

deprotonated removing the positive charge on this moiety. The loss of this charge decreases 

the solubility of the ligand leading to the formation of an aggregate. However, in the 

subsequent binding experiments the sample is annealed at 90 °C for approximately 10 

minutes to attempt to overcome the preference of this ligand to aggregate. 

In addition to the characterisation of the physical properties of the ligand in solution the 

overall shape of the N3-bBI ligand was investigated using quantum chemical calculations.154 

The most important aspect of the ligand shape is the overall curvature, which ideally is iso-

helical with the target DNA sequence. One of the most important contributions to the 

geometry of the N3-bBI ligand was found to be the shape of the flexible N-(3-

azidopropyl)formamide moiety, and the calculation carried out on the ligand demonstrate 

that the geometry of this moiety is linked to the benzimidazole-amide dihedral angle 

().Rotating the benzimidazole-amide dihedral angle () reveals three stable rotamers of N3-

bBI, these rotamers are shown in figure 6.3, alongside the potential energy surface obtained 

by rotating . 
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Figure 6.3: a) Calculated potential energy surface for the benzimidazole-amide dihedral angle 

() and b) the optimised geometries of the identified rotamers. All calculations preformed 

utilising the hybrid-DFT B3LYP functional with a 6-311G(d,p) basis set.154  

The calculated potential energy surface obtained from the rotation of , is shown in 

Fig.6.3.(a). From the calculated potential energy surface the relative abundances of the three 

rotamers present at 20 °C were determined to be 59.1% (rotamer 1), 38.6% (rotamer 2) and 

2.3% (rotamer 3).344 Furthermore it was noted that that at 20 °C the thermal energy available 

to the system is 1.65 kJmol-1, which is sufficient to allow thermal interconversion between 

rotamers 1 and 2. The comparison between the curvatures of these two dominant 

interconverting rotamers and the archetypal H33258 ligand shows that these calculation 

predict that the iso-helical shape of these two ligands are relatively similar (Figs.A6.3.(b)&(c)), 

broadly suggesting that there should be similarities in the binding geometries of these two 

different bis-benzimidazole ligands. 

6.3.2 Binding Characterisation  

UV-visible absorption spectroscopy of a sample containing a 1:1 mixture of N3-bBI and (AT)3 

sequence yielded a melting curve that could be well-represented by a sigmoidal function with 

a Tm of 59 °C  (Fig.6.4.(a), red). Comparing the melting curve of the complex formed between 

N3-bBI and the (AT)3 sequence to the melting curve of the uncomplexed DNA sequence 

(Fig.6.4.(a), back) shows that N3-bBI binding results in a Tm stabilisation of 7 °C.   
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Figure 6.4: Normalised UV-visible melting curves of the DNA without (black) and with (red) 
the N3-bBI ligand for a) the (AT)3 sequence with 2.5 (V/V)% DMSO, b) the A3T3 sequence with 
2.5 (V/V)% DMSO, c) the A3T3 sequence with 5 (V/V)% DMSO and d) the A3T3 sequence with 
10 (V/V)% DMSO. 

In contrast, measurements of a sample containing a 1:1 mixture of the N3-bBI ligand and the 

A3T3 dsDNA sequence produced a more complex melting curve (Fig.6.4.(b), red). Fitting of 

this profile required a function that was the sum of two sigmoidal functions with melting 

temperatures of 60 °C and 84 °C. The former value was in close agreement with that obtained 

for the uncomplexed A3T3 (Fig.6.4.(b), black) dsDNA sequence, the latter, 24 °C higher, is 

attributed to formation of the N3-bBI:A3T3 complex. The stabilisation of the melting 

temperature of the bound A3T3 duplexes in this sample is noted to be identical to stabilisation 

observed for the binding of H33258 to the A-tract sequence (chapter 5). It was observed that 

N3-bBI was less soluble than in the presence of the (AT)3 sequence, but that incorporation of 

small amounts of DMSO increased the solubility. Repeating the UV-vis melting experiments 

in the presence of increasing amounts of DMSO (from 2.5 (v/v)% to 10 (v/v)%) led to a 

progressive increase in the amplitude of  the sigmoidal function with the higher melting 

temperature (Figs.6.4.(b)-(d), red). This is assigned to the DMSO increasing the solubility of 

the ligand such that a greater fraction of the DNA formed a complex with a higher melting 

temperature than the uncomplexed DNA. This demonstrates that the N3-bBI ligand stabilising 

the A-tract to a much greater extent than the alternating sequence. In order to avoid 

perturbing the structure of the A3T3 duplex (SI, Fig.A6.4) all subsequent datasets including 
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the A-tract DNA sequence were obtained at 2.5 (V/V)% DMSO and so the bound fraction of 

dsDNA within the A3T3 samples is 23%. 

A-tract binding 

Infrared spectroscopy  DNA Base Modes 

The FT-IR spectra of the A3T3 DNA sequence and its complex with N3-bBI (N3-A3T3) are shown 

in Fig.6.5.(a). The IR spectrum of the A3T3 sequence shows four peaks (Fig.6.3.(a), red), these 

are indicated by grey dashed lines in the figure and listed in Table 6.1. The results are 

consistent with previous studies and the peaks are assigned by reference to spectra of DNA 

duplexes containing exclusively GC or AT base pairs, shown in Figs.6.5.(d) and 

A6.5.345,346,347,348 The assignments are summarized in Table 6.1. 

Table 6.1: Assignment of peaks in the IR spectra of A3T3 and (AT)3 DNA duplexes, showing 
comparison with AT and GC-only sequences. 

 
Assignment Position (cm-1) 

 
Description 

A3T3 (AT)3 ATa GCb 

AT2S 1692 1689 1692  T2 C=O stretch 
GSCS(-)    1684 GC C=O antisymmetric 

stretch 
AT4S 1666 1666 1664  Base-paired T4 C=O stretch 

GSCS(+)    1651 GC C=O symmetric stretch 
TR 1646 1650 1640  T ring vibration 

AR1T  
1622 1622 

1622 
(s) 

 Coupled AT ring vibration/ 

GSCR  1622 
(w) 

C ring mode + G C=O  

a obtained from the sequence: 5’-ATTATTATTATATTA-3’ (SI, Fig A6.5(a)); b obtained from the 
sequence: 5’-GCCGCCGCCG-3’ (SI, Fig A6.5(b)); modes marked (s) are those which contribute 
strongly to the overall spectrum and modes marked (w) are those which contribute weakly to 
the overall spectrum. 

Both AT and GC vibrational modes contribute to the FT-IR spectrum of the A3T3 sequence, 

with the GC modes mainly influencing the intensities between the observed peaks.325 The 

presence of distinct cross peaks patterns between the vibrational modes, accessed by 2D-IR 

methods, allow changes in AT and GC vibrational modes to be separated from each other 

unravelling the congestion of this region.    

The binding-induced changes to the FT-IR spectrum upon the formation of the N3-A3T3 

complex (Fig. 6.5.(a), black) are extracted via a difference spectrum (Fig. 6.5.(a), blue). The 
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N3-bBI ligand is noted to exhibit an amide I mode located at 1622 cm-1 (SI, Fig.A6.7) but, at 

the concentrations measured, its contribution is negligible (35%). 

 

Figure 6.5: a) FT-IR spectra of A3T3 DNA with (black) and without (red) N3-bBI. Blue spectrum 
shows the binding-induced difference FT-IR spectrum (complex-free sequence). b) 2D-IR 
spectrum of N3-A3T3 complex. Crosses mark off-diagonal peaks assigned to coupling of modes 
primarily located on T-base. Circles show off-diagonal peaks assigned to coupling of modes 
on A and T bases induced by W-C base pairing. c) Ligand binding induced 2D-IR difference 
spectrum. Crosses show locations of small off-diagonal features. d) FT-IR spectra of GC and 
AT-only DNA sequences to show the relative (weighted per base) magnitudes of peaks and 
peak positions to aid assignment of the IR spectrum of the A3T3 sequence, see also Fig A6.5). 

The N3-A3T3 complex shows three main features in the difference IR spectrum (Fig.6.5.(a), 

blue). Two of these features, near 1665 cm-1 and 1700 cm-1 (blue arrows), consist of a positive 

peak located to the higher frequency side of a negative peak, suggesting that the AT4S and 

AT2S modes shift to a higher wavenumber upon binding. The third feature is located at 
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approximately 1625 cm-1 (red arrow), and in this case it consists of a positive peak located to 

the lower frequency side of a negative peak. This is consistent with a shift to lower 

wavenumber of the AR1T mode. 

The 2D-IR spectrum of the N3-A3T3 complex is shown in Fig.6.5.(b). Each peak observed in the 

FT-IR spectrum gives rise to a negative feature (red) located on the 2D-IR spectrum diagonal. 

These are assigned to the respective 𝜐 = 0 ⟶ 1 transitions, each with an accompanying, 

positive (blue), 𝜐 = 1 ⟶ 2 peak shifted to lower probe frequency by the anharmonicity of 

the vibrational mode. Peaks located in the off-diagonal region of the 2D-IR spectrum 

primarily indicate the presence of coupling between diagonal vibrational modes, though a 

small contribution is expected from energy transfer due to the fast (650 fs) vibrational 

relaxation of the base vibrational modes.347 Off-diagonal peaks present in the 2D-IR spectra 

are separated into two broad subsets; those due to intra-base coupling between the AT2S, 

AT4S and TR modes that are primarily located on the thymine base (Fig.6.5.(b), crosses) and 

those due to inter-base coupling between the adenine-based AR1T mode and the three 

thymine modes that is induced by Watson-Crick H-bonding (Fig.6.5.(b), circles).   

A binding-induced 2D-IR difference spectrum illustrating the modifications to the DNA 

vibrational modes of the A3T3 sequence upon the binding of N3-bBI is shown in Fig.6.5.(c). 

Comparing the positions of the features in this binding-induced 2D-IR difference spectrum 

(Fig.6.3.(c)) with the assigned FT-IR spectra of GC and AT only DNA sequences (Fig.6.5.(d)) 

demonstrates that the interaction between the N3-bBI and the A3T3 duplex primarily affects 

the AT4S and AT2S vibrational modes. Additional, smaller, features in this difference spectrum 

are assigned as the TR and AR1T modes, which is broadly consistent with those observed in 

the FT-IR difference spectrum. The assignments of the binding-induced 2D-IR difference 

spectrum are supported by the appearance of distinct AT cross-peak patterns (crosses, 

Fig.6.5.(c)).  

Considering the results of the FT-IR and 2D-IR experiments together the modifications upon 

formation of the N3-A3T3 complex (Fig.6.5.(a), blue) are almost identical to the pattern 

observed upon the formation of the H33258-A3T3 complex.325 The only difference appears to 

be the overall intensity of the features in the difference spectrum which are noted to be more 

intense for the H33258-A3T3 complex (see pg. 114, chapter 5). This is consistent with the 

lower bound population in the N3-A3T3 system (23%) owing to the reduced solubility of N3-

bBI under the conditions studied.  
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Overall the shifts in the AT2S and AT4S modes of the A3T3 sequence to higher frequencies upon 

the formation of the N3-A3T3 complex (Fig.6.5.(c)) is consistent with a decrease in strength of 

the hydrogen bonds formed to the T2 and T4 carbonyls. Within the A-tract sequence the minor 

groove contains an ordered spine of hydration and additional three-centred H-bonds 

between sequential base pairs leads to a region of highly order AT propeller twists. Upon 

binding the N3-bBI ligand displaces a section of the spine of hydration and forms bifurcated 

H-bonds to the T2 carbonyls. These bifurcated H-bonds are weaker than the original H-bonds 

from the spine of hydration leading to a shift to higher frequency of a subset of the AT2S 

mode. Additionally the formation of the bifurcated ligand-duplex H-bonds results in the 

increase in the twist of a subset of the AT base pairs, lengthening the T4 W-C H-bonds for 

these base pairs. This leads to a decrease in the strength of these H-bonds which would be 

reflected in the spectral signature as a shift to higher frequency of a subset of the AT4S 

mode.325  

In the previous study, on H33258 complexes, a model was developed to quantify the changes 

in the AT2S and AT4S modes upon the formation of the DNA complex. This model fitted the 

AT2S and AT4S peaks in the 2D-IR to 2D-Gaussians and modelled the shift of the diagonal and 

cross peaks associated with these modes to allow the population and shift of these modes to 

be extracted from the binding-induced difference spectrum.325 The best agreement with the 

experimental 2D-IR difference spectra (Fig.6.5.(c)) was obtained by shifting a subset of the 

AT2S and AT4S peaks to higher frequency (Fig.A6.7). Crucially, this simulation recreated the 

off-diagonal structure of the difference spectrum as well as the diagonal peaks (arrows 

Figs.A6.7(c)&(d)). The results of the model are shown in Table 6.2; alongside the results of 

the binding-induced changes to the A3T3 duplex upon the formation of the H33258:DNA 

complex. 
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Table 6.2: Changes to the IR response of A3T3 DNA duplex due to N3-bBI and H33258 
binding. 

 

Binding-Induced Changes 
Minor Groove Binder 

 
N3-bBI H33258b 

AT2S Shift (cm-1) 5.5 6.4 
AT2S Shifted Subset Size (%) 4.3 (18.8) 20.3 

Change in T2 H-bond Strength 
(kJmol-1)a 

-2.4 -2.8 

AT4S Shift (cm-1) 8.4 8.7 
AT4S Shifted Subset Size (%) 3.4 (14.6) 9.6 

Change in T4 H-bond Strength 
(kJmol-1)a 

-3.7 -3.9 

aValues calculated using the C=O bond energy (743 kJmol-1)349 via the methodology as 
outlined in ref.350 using equation ref.351. bValues for H33258 binding-induced differences 
from ref.325. 
  

Based on this model the assignment of the peaks, observed in both the FT-IR and 2D-IR 

difference spectra upon the formation of the N3-A3T3 complex, can be confirmed as resulting 

from changes to the AT base modes of the A3T3 duplex. The significantly smaller sizes of the 

shifted subsets extracted using the model for the N3-bBI ligand, is consistent with a bound 

population of 23%. Once this lower population is taken into account the sizes of the shifted 

subsets of the T4 and T2 carbonyls (Table 6.2, red) upon N3-bBI binding match those observed 

from the interactions in the H33258:A3T3 complex. For the N3-A3T3 complex the model 

determined that ~19% of the AT2S mode of the A3T3 (A-tract) sequence is shifted ~6 cm-1 to 

higher frequency while ~15% of the AT4S mode shifts by ~8 cm-1. Additionally the absence of 

any GC features, on the diagonal or in the off diagonal region, in the 2D-IR difference 

spectrum show that the interactions between N3-bBI and the DNA duplex are localized to the 

A-tract. The similarity between the size of the shifted portions of the AT2S and AT4S vibrational 

modes when H33258 and N3-bBI bind, are consistent with N3-bBI participating in a similar 

induced fit mechanism with the A3T3 sequence. This is also found to be entirely consistent 

with the results of the NMR spectroscopy of the N3-A3T3 system. 

Infrared spectroscopy  azido label 

The asymmetric azide stretch of the unbound N3-bBI ligand was found to consist of a single 

peak centred at 2106 cm-1 (Fig.6.6.(a)). Upon binding to the A3T3 sequence a high frequency 

component centred at 2118 cm-1 (Fig.6.6.(e), blue) was observed. Fitting the absorbance 
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band to Gaussian line-shape functions shows that this new high frequency component 

constitutes 21% of the azide absorbance band. 

 

Figure 6.6: a) FTIR spectra of the asymmetric azide stretch of unbound N3-bBI ligand (black) 

at 20 °C, overall fit shown in red with residuals (grey, offset by -2.510-4 OD), 2D-IR spectra of 
the asymmetric azide stretch of the unbound N3-bBI ligand at 20 °C recorded at waiting times 
of b) 300 fs, c) 500 fs and d) 700 fs, central line slopes shown in green. e) FTIR spectra of the 
asymmetric azide stretch of the N3-A3T3 complex (black) at 20 °C, showing an unbound 
contribution (green) and a bound contribution (blue), overall fit shown in red with residuals 

(grey, offset by -510-4 OD), 2D-IR spectra of the asymmetric azide stretch of the N3-A3T3 
complex at 20 °C recorded at waiting times of f) 300 fs, g) 500 fs and h) 700 fs, central line 
slopes shown in green and yellow. 

As seen for the DNA 2D-IR spectra, each mode observed in the FT-IR spectrum contributes a 

peak pair, with a negative (red, 𝜐 = 0 ⟶ 1) peak located on the spectrum diagonal and a 

positive (blue, 𝜐 = 1 ⟶ 2) peak shifted to lower probe frequency by the anharmonicity of 

the bonding potential. The 2D-IR spectra, of the asymmetric azide stretch, of the unbound 

N3-bBI ligand recorded at waiting times of 300 fs, 500 fs and 700 fs are presented in 

Figs.6.6.(b),(c)&(d), respectively. The peak corresponding to the 𝜐 = 0 ⟶ 1 transition (red) 

is initially strongly elongated along the spectrum diagonal, indicating a contribution from 

inhomogeneous broadening. As the waiting time increases the peak exhibits the effects of 

spectral diffusion (chapter 1), becoming less diagonally elongated. This change in shape can 

be quantified via the Centre Line Slope (Figs.6.6.(b),(c)&(d), green line)352,353 reflecting the 

dynamics associated with the frequency-frequency correlation function (FFCF) of the 

asymmetric stretch of the azide moiety. These measurements allow the azide to act as a 

reporter of the dynamics of its local molecular environment. In the case of the unbound N3-
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bBI ligand the FFCF (Fig.6.7.(a), black), extracted via the Centre Line Slope methodology, 

yielded a spectral diffusion rate of 247(±0.5) fs. 

Upon binding to the A3T3 sequence, the additional component on the high frequency side of 

the asymmetric azide stretch of the N3-bBI ligand is also visible in the 2D-IR spectrum 

(Figs.6.6.(f),(g)&(h)). This is consistent with the FT-IR data and it is noted that there are no 

off-diagonal component is observed linking them. 

Obtaining 2D-IR spectra of the N3-A3T3 complex at a range of waiting times shows that both 

components undergo spectral diffusion with different dynamics. The central line slopes for 

the two components that contribute to the azide band of the N3-A3T3 complex, shown in 

Figs.6.6.(f),(g)&(h), demonstrate that the unbound (green) and bound (yellow) components 

of the band diffuse at rates of 218(±0.4) fs (Fig.6.7.(a), red) and 3.5 ps (Fig.6.7.(a), blue) 

respectively, causing a discontinuity in the central line to appear at longer waiting times. 

Tracking these changes in the central line slopes observed in the 2D-IR spectra of the 

unbound N3-bBI and the N3-A3T3 complex allows the diffusion dynamics of both molecular 

environments to be determined. These diffusion dynamics of the asymmetric azide stretch 

with and without the A3T3 sequence, at both 20 °C (Fig.6.6) and 80 °C (SI, Fig.A6.8), are 

presented in Fig.6.7. 

 

Figure 6.7: The spectral diffusion dynamics of the asymmetric azide stretch of the N3-bBI 
without (black) and the unbound (red) and bound (blue) N3-bBI with the A3T3 sequence at a) 
20 °C and b) 80 °C. 

The slow spectral diffusion of the high frequency component is quoted as an approximate 

value as the shorter (1 ps) lifetime of the azide probe means it is ill-defined. At 80 °C, after 

the N3-A3T3 complex has undergone dissociation, the spectral diffusion dynamics in the 
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sample without (Fig.6.7.(b), black) and with (Fig.6.7.(b), red) the ss-DNA were found to be 

459(±0.5) fs and 480(±0.6) fs respectively.  

A computational study, on the impact of different H-bonding interactions on the peak 

position of the azide mode, predicted all H-bonds of -symmetry induce shifts to higher 

frequency while those of -symmetry induce shifts to lower frequency.334 Therefore the exact 

peak position is determined by the geometry of the H-bonding network surrounding the 

azide. This predicted sensitivity is reflected in the 5.6 cm-1 shift to lower frequency of the 

peak, caused by the changes in the geometry of the local H-bonding network upon the 

aggregation of the N3-bBI ligand (SI, Fig.A6.9).  

The high frequency component, in the FT-IR and 2D-IR spectra, upon binding represents a 

21% sub-set of all the N3-bBI molecules present. Additionally the absence of cross-peaks 

between these two sub-ensembles shows that there is no coupling or exchange between 

these two groups, therefore the high-frequency is assigned to the bound portion of the N3-

bBI ligand present in this system (Fig.6.4.(b), red). The position of the bound component is 

consistent with the transfer of the azide moiety into the minor groove leading to the loss of 

its original hydration shell. Once located within the minor groove hydrogen bonds can only 

form to the terminal nitrogen atom of the azide moiety, leading to a shift to higher frequency 

as this atom is predicted to be more strongly affected by -H-bonds than -H-bonds.334 This 

is further supported by the 12 cm-1 decrease in the width of the new component when 

compared to the width of the unbound azide mode, suggesting the N3-bBI molecules 

contributing to this component experience a reduced number of different possible H-

bonding networks. 

The spectral diffusion dynamics of the probe in water (Fig.6.7.(a), black) matches those of 

the unbound segment of the azide band observed for the N3-A3T3 complex (Fig.6.7.(a), red), 

further supporting this assignment, while those of the additional high frequency shoulder are 

significantly slower (Fig.6.7.(a), blue).316 The change in the centre line slope observed for the 

bound contribution to the azide band of the N3-A3T3 complex appears to decrease linearly as 

the waiting time increases. This is consistent with dynamics that are slow compared to the 

lifetime of the azide probe (1 ps), which is consistent with the 3.5 ps diffusion dynamics 

extracted from this data. It is noted that the dynamics of this portion of bound N3-bBI is 

remarkably slow compared to the 0.2 ps dynamics in the free solution. It is thought that the 

probe does not directly probe the DNA duplex, as it is known to show dynamics on a 20 ps 
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timescale.316,317 The unique hydrogen bonding patterns suggest that the probe is in contact 

with water molecules so we conclude that the probe is partially solvent exposed. The strongly 

restricted dynamics demonstrate that the water probed by the azide is constrained by the 

minor groove, consistent with the label probing the remaining spine of hydration. 

Alternating AT sequence binding 
Infrared spectroscopy – DNA Base Modes 

The indications from the UV-visible study are that the interactions between the N3-bBI ligand 

and the (AT)3 sequence leads to a 3.5-fold lower stabilisation of Tm when compared to the 

N3-A3T3 complex. For H33258, the interactions between the ligand and the (AT)3 sequence 

follow a rigid body model, still consistent with an AT-only interaction, but this mechanism 

only leads to a 1.5-fold lower stabilisation of Tm (16 °C versus 24 °C).325 This comparison 

suggests that the binding of N3-bBI to the alternating sequence is significantly lesss than the 

rigid body interaction seen for H33258. The molecular interactions underpinning the N3-(AT)3 

complex can be investigated via the DNA base modes. The FT-IR spectra of the (AT)3 sequence 

and its complex with N3-bBI (N3-(AT)3) are presented in Fig.6.8.(a). As seen in the IR spectra 

of the A-tract sequence, the spectra of the alternating sequence contains four distinct peaks, 

indicated by dashed grey lines Fig.6.8.(a). The assignment of these peaks are summarised in 

Table 6.1.  
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Figure 6.8: a) FT-IR spectra of (AT)3 DNA with (black) and without (red) N3-bBI. Blue spectrum 
shows the binding-induced difference FT-IR spectrum (complex-free sequence). b) 2D-IR 
spectrum of N3-(AT)3 complex. Crosses mark off-diagonal peaks assigned to coupling of modes 
primarily located on T-base. Circles show off-diagonal peaks assigned to coupling of modes 
on A and T bases induced by W-C base pairing. c) Ligand binding induced 2D-IR difference 
spectrum. d) FT-IR spectra of GC and AT-only DNA sequences to show the relative (weighted 
per base) magnitudes of peaks and peak positions to aid assignment of the IR spectrum of the 
(AT)3 sequence. 

The IR difference spectrum associated with the formation of the N3-(AT)3 complex (Fig.6.8.(a), 

blue) is different from the difference spectrum associated with the formation of the N3-A3T3 

complex (Fig.6.5.(a), blue). While it contains some features reminiscent of those seen in the 

binding-induced difference spectrum of the N3-A3T3 complex (Fig.6.5.(a), blue) associated 

with shifts to higher frequency of the AT2S and AT4S modes (green arrows), there are 

additional features, near 1650 cm-1 and 1622 cm-1 which are more consistent with 

modifications to the GC modes upon binding (pink arrows). 
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The binding-induced 2D-IR difference spectrum highlighting the changes to the DNA base 

modes of the (AT)3 sequence upon binding is found to contain a multitude of separate 

features (Fig.6.8.(c)). The number of changes and their positions when compared to the 

assigned linear IR spectrum of DNA oligonucleotides containing exclusively GC and AT base 

pairs (Fig.6.8.(d)) demonstrates that upon binding to the (AT)3 sequence N3-bBI causes 

perturbations to both AT and GC base vibrational modes. These additional GC diagonal and 

cross-peaks observed in the binding-induced difference spectrum are highlighted by squares 

and triangles respectively (Fig.6.8.(c)). This reflects both the complexity and congestion of 

the FT-IR binding-induced difference spectrum (Fig.6.8.(a), blue). From the 2D-IR difference 

spectrum it is observed that the AT2S, AT4S and GSCS(+) vibrational modes undergo the largest 

alterations upon binding. Additional, smaller, features associated with perturbations to the 

TR, AR1T and GRCS vibrational modes are also observed.  

The congestion of this spectral window means that it can be complicated to verify changes 

in all of these modes accurately. The most dominant features observed in the 2D-IR 

difference spectrum are noted to be located in the 16451710 cm-1 region of the DNA base 

modes. To verify the contribution of AT and GC modes to the changes seen in this region of 

the DNA base mode spectrum, we employ a model 2D-IR spectrum (SI, Fig.A6.10) constructed 

from 2D-Gaussian line-shapes, which simulate the coupled peaks in the 2D-IR spectra of the 

DNA duplexes (SI, Fig.A6.10.(a)&(b)). The best agreement with the experimental 2D-IR 

binding-induced difference spectrum, observed for the N3-(AT)3 complex, was obtained by 

shifting a subset of the AT2S, GSCS(-), AT4S and GSCS(+) modes to higher frequency (SI, 

Fig.A6.10.(c)). 

Despite the model not exactly reproducing the fine details of the off-diagonal region of the 

experimentally observed 2D-IR difference spectrum, this model does reproduce the overall 

appearance of the changes observed (SI, Figs.A6.10.(c)&(d)). Crucially it is noted that this is 

only achieved if the same portion of the GSCS(+) and GSCS(-) vibrational modes undergo similar 

shifts to higher frequency. The complexity of the spectral signature of the interactions 

between the N3-bBI ligand and the (AT)3 sequence means that it is difficult to use this type of 

model to accurately quantify the underlying modifications. It is thought that the appearance 

of the smaller TR and AR1T features are the result of the shifts of the two T carbonyls are these 

moieties contribute to both of these ring modes. Finally the small feature assigned as the 
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GRCS mode is thought to be a result of the shift of the C carbonyl upon the formation of the 

N3-(AT)3 complex. 

Overall these changes can be used to understand the molecular determinants of the 

interactions within the N3-(AT)3 complex. Particularly noteworthy is the very small (2%) 

fraction of the AT4S peak that is shifted, this is thought to be consistent with the DNA duplex 

itself behaving as a rigid body, as seen in a previous study of the complex formed between 

the (AT)3 sequence and H33258.325 The shift of the AT2S mode to higher frequency indicates 

that upon binding the strength of the H-bonds formed to the T2 carbonyl, known to point 

directly into the minor groove, decreases. This is consistent with the loss of the spine of 

hydration upon binding and the formation of hydrogen bonds between these carbonyls and 

the ligand. Finally the shift of a portion of the GSCS(+) and GSCS(-) modes are thought to be 

consistent with a decrease in the strength of the hydrogen bonds formed to the C carbonyl, 

which participates in the GC W-C H-bond located on the floor of the minor groove. This is 

thought to suggest that upon binding hydration water are also expelled from one of the GC 

ends of the (AT)3 sequence. The involvement of the C carbonyl in both the GSCS(+) and GSCS(-

) modes explains why both of these modes are perturbed by binding. Finally the larger shift 

observed for the GC modes when compared to the AT2S mode upon binding is thought to 

indicate that after binding the ligand does not form hydrogen bonds to the GC base pairs. 

Together these changes are thought to indicate that the formation of the complex between 

the N3-bBI and the (AT)3 sequence largely follows a non-specific interaction mechanism 

where the DNA behaves as a rigid body. 

Infrared spectroscopy  azido label 

Upon the formation of the N3-(AT)3 complex the asymmetric azide stretch (Fig.6.9.(a)) is 

noted to only undergo a subtle 3 cm-1 shift to higher frequency. This much more subtle 

change is significantly different from the appearance of a high-frequency shoulder observed 

upon binding to the A-tract sequence. This reflects the differences in the binding interactions 

between the N3-bBI ligand and these two different sequences. 
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Figure 6.9: a) FTIR spectra of the asymmetric azide stretch of the N3-(AT)3 complex (black) at 

20 °C, overall fit shown in red with residuals (grey, offset by -510-4 OD), 2D-IR spectra of the 
asymmetric azide stretch of the N3-(AT)3 complex at 20 °C recorded at waiting times of b) 300 
fs, c) 500 fs and d) 700 fs, central line slopes shown in green. The spectral diffusion dynamics 
of the asymmetric azide stretch of the N3-bBI ligand without (black) and with (blue) the (AT)3 
sequence at e) 20 °C and f) 80 °C. 

The 2D-IR spectra, of the asymmetric azide stretch, for the N3-(AT)3 complex, at different 

waiting times, are shown in Figs.6.9.(b),(c)&(d). As the waiting time increases the peak, 

corresponding to the 𝜐 = 0 ⟶ 1 transition (red), undergoes spectral diffusion resulting in 

the Centre Line Slope (Figs.6.9.(b),(c)&(d), green lines) becoming more vertical with 

increasing Tw, reflecting the dynamics associated with the FFCF of the azido moiety within 

the N3-(AT)3 complex. Results of the Centre Line Slope analysis shows that the spectral 

diffusion dynamics of the asymmetric azide stretch of the N3-(AT)3 complex at 20 °C is 

351(±0.6) fs (Fig.6.9.(e), blue). Upon heating to 80 °C it is observed that the spectral diffusion 

dynamics of the azido-label increase to 507(±0.5) fs (Fig.6.9.(e), blue). This demonstrates that 

at 80 °C the ligand is fully dissociated from the duplex and its behaviour becomes similar to 

the unbound ligand. 

The 3 cm-1 shift to higher frequency in the peak position, observed in the IR spectrum upon 

binding, is consistent with the dissolution of the N3-bBI aggregate known to form at pD7 (SI, 

Fig.A6.9). Together with the changes seen for the azide mode of the N3-A3T3 complex 

(Fig.6.6.(e)), this seems to suggest that upon binding to the (AT)3 sequence the azide does 

not reside in the DNA minor groove in the same manner. 
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It is noted that the spectral diffusion dynamics of the azide mode upon the formation of the 

N3-(AT)3 complex slows by 100 fs. In a previous study67 on the spectral diffusion of DNA NH 

modes, it was reported that the diffusion dynamics slowed upon a decrease in the humidity 

of the sample showing these dynamics are linked to the number of water molecules 

surrounding the mode. Here, the increase in the diffusion dynamics upon binding suggests 

that the azide moiety does not reside in the minor groove but in an area with a reduced 

number of water molecules compared to the bulk solution. It is noted that any proposed 

binding interaction between N3-bBI and the (AT)3 sequence must satisfy the constraints 

imposed by both results of the changes in the natural IR DNA probes and the non-natural 

azide probe upon the formation of the N3-(AT)3 complex. Thus we propose that the weaker 

non-specific binding interaction between N3-bBI and the (AT)3 sequence leads to the azide 

moiety residing outside the minor groove of the duplex. This would seem to explain the 

spectral diffusion dynamics of the azide mode in the N3-(AT)3 complex which would be 

probing the slightly more structured water molecules located at the interface between the 

aqueous solution and the (AT)3 duplex. 

Molecular Determinants of Sequence Selectivity 

To date the investigations of minor groove binding has shown that H33258 and N3-bBI both 

bind to A-tract DNA via an induced fit mechanism, however these ligands respond very 

differently to an alternating AT sequence. H33258 binds with a large stabilisation of Tm (16 

°C, versus 24 °C for A-tract binding) and a lower binding affinity leading to descriptions of 

‘sub-optimal’ binding. Spectroscopically this was shown to arise from a binding mode more 

reminiscent of a rigid body interaction, lacking the induced fit component of the A-tract 

binding. N3-bBI shows a marked drop in duplex stabilisation (7 °C) upon binding to the 

alternating sequence and does not demonstrate spectroscopically similar signature to 

H33258 suggesting a different, presumably poorer quality of binding. The spectral signatures 

of these interactions are summarized in figure 6.10. 
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Figure 6.10: Spectral signatures of molecular interactions within the a) N3-A3T3, b) H-A3T3,325 
c) N3-(AT)3 and d) H-(AT)3

325 complexes with the identified mechanisms and stabilisations 
shown in green. 

The binding-induced 2D-IR difference spectra for the interactions between the A-tract (A3T3) 

sequence and the N3-bBI and H33258 ligands are shown in Figs.6.10.(a)&(b). In addition to 

the similarity in the stabilisation (24 °C) of the sequence by the ligands it is noted that the 

spectral signatures of these interactions are remarkably similar. In contrast to this the 

binding-induced 2D-IR difference spectra seen for the interactions formed between the 

alternating ((AT)3) sequence and both of these bis-benzimidazole ligands are significantly 

different (Figs.6.10.(c)&(d)) leading to a 9 °C lower Tm stabilisation of the (AT)3 sequence upon 

the formation of the N3-(AT)3 complex. This difference is primarily due to contribution of GC 

modes to the difference spectrum upon the formation of the N3-(AT)3 complex indicating that 

the interactions between the N3-bBI ligand and the (AT)3 duplex are not localised to the AT 

region , as seen in for the H33258:(AT)3 complex. 
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The large degree of similarity in the spectral signatures (Table 6.2) of the binding interactions 

seen for the N3-bBI and H33258325 ligands and the A-tract sequence shows that the formation 

of both of these DNA complexes follows the induced fit mechanism. This indicates that the 

effect of the introduction of the hydrophilic azide probe into the bis-benzimidazole ligand 

(N3-bBI) on these interactions is negligible. However the differences seen in the spectral 

signatures of the binding interactions between these two ligands and the alternating 

sequence suggest that in the case of the H33258 ligand the complex follows a rigid body 

mechanism, whereas the N3-bBI ligand participates in a non-specific interaction with this 

sequence. Based on this, in the case of the alternating sequence the addition of the 

hydrophilic azido probe results in a loss of the sequences-specificity of the bis-benzimidazole 

ligand. Together the changes to the spectral signatures due to the addition of the azido-label 

to the bis-benzimidazole ligand (N3-bBI) highlights key differences between the induced fit 

and rigid body interactions. The hydrophilic nature of the azide moiety is thought to result in 

an additional unfavourable contribution to the enthalpic change upon binding into the 

hydrophobic minor groove. In the case of binding to the A-tract sequence this unfavourable 

contribution, due to the azide, is overcome by the favourable enthalpic contribution due to 

the enhanced interactions provided by the induced fit mechanism. In contrast to this the 

weaker rigid body interaction underlying the formation of complexes between the bis-

benzimidazole ligands and the alternating sequence, does not lead to an enhancement in the 

intermolecular interactions between the ligand and the duplex, leading to a smaller 

favourable enthalpic contribution. It is thought that this smaller enthaplic contribution from 

the rigid body interaction is not sufficient to overcome the destabilizing effect of the azido 

probe causing the ligand to interact in a non-specific manor and lose its sequence-selectivity. 

6.4 Conclusion 

In conclusion, we have designed a new ligand (N3-bBI) that is found to be more selective for 

A-tract DNA than H33258. Characterisation of the binding to the A-tract and alternating 

sequences shows that the stabilisation changes from 24 °C to 7 °C (versus 24 °C to 16 °C for 

H33258). NMR and 2D-IR spectroscopy show that A-tract binding of the ligand is similar to 

the induced fit model derived for H33258 while binding to the alternating sequence is non-

specific for the N3-bBI ligand, involving both AT and GC base pairs. The azide probe shows 

mobile water near the azide except when buried in the minor groove, as seen in the N3-A3T3 

complex. Within the minor groove the azide encounters a unique H-bonding environment 

with exceptionally slow dynamics, suggesting the probe is exploring the remaining spine of 
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hydration within the A3T3 minor groove. Overall we show that the impact of the azide moiety 

is not enough to overcome the enthalpic benefits of induced fit binding but the rigid body 

interaction of bis-benzimidazole binding to alternating sequences is significantly perturbed 

by the azide. 

6.5 Methods 

6.5.1 Materials 
The lyophilised, salt-free DNA oligonucleotides were obtained from Eurofins; D2O, DMSO, 

monobasic and dibasic sodium phosphate were obtained from Sigma-Aldrich. The Hoechst 

33258 azide derivative (N3-bBIoechst) was synthesized and purified by John J. May working 

in the Burley Group at Strathclyde University. All chemicals were used without further 

purification. All the samples used in the experiments were prepared in pD 7 phosphate buffer 

solution. All of the DNA oligonucleotides were dissolved to produce 10 mM stocks and a 100 

mM stock of N3-bBIoechst was prepared using DMSO. Using these stocks all samples were 

prepared using pD7 phosphate buffer solution to a final duplex: N3-bBIoechst ratio of 1:1 

and annealed at 90 °C for 10 minutes.  

6.5.2 UV-visible Spectroscopy 
The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 µm 

polytetrafluoroethylene spacer for all the IR experiments. FTIR experiments were carried out 

using a Perkin-Elmer Lambda 25 at a resolution of 1 nm with sample concentrations of 2.5 

mM (A3T3 duplex/aH-A3T3 complex) or 5 mM ((AT)3 duplex/aH-(AT)3 complex). These 

measurements were repeated at 1 µM (samples prepared via serial dilution to ensure 

accuracy) to provide duplex melting temperature data at this concentration to compare with 

the fluorescence measurements. 

6.5.3 Fluorescence Spectroscopy 
The 1 µM sample was diluted from the original samples (concentrations of 2.5 mM (A3T3 

duplex/aH-A3T3 complex) or 5 mM ((AT)3 duplex/aH-(AT)3 complex)) via serial dilution to 

ensure accuracy. The samples were held in a quartz cuvette with a path length of 1 cm. The 

fluorescence experiments were carried out using a Horiba Fluorolog2 at a resolution of 1 nm. 

The samples were excited at 365 nm and the emitted fluorescence was recorded from 380 

nm – 600 nm. 

6.5.4 2D-IR and FT-IR Spectroscopy 
The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 µm 

polytetrafluoroethylene spacer for all the IR experiments. FTIR experiments were carried out 
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using a Bruker Vertex 70 at a resolution of 1 cm-1 with sample concentrations of 2.5 mM (A3T3 

duplex/aH-A3T3 complex) or 5 mM ((AT)3 duplex/aH-(AT)3 complex). 2D-IR spectra, of the 

DNA base vibrations, were collected using the ULTRA FT-2D-IR spectrometer.48,49 The IR 

pulses used had a temporal duration of  100fs; a center frequency of 1650 cm-1 and a 

bandwidth of 300 cm-1, at a repetition rate of 10 kHz. FT-2D-IR measurements were carried 

out at concentrations of 1.25 mM (A3T3 duplex/azidoH-A3T3 complex) or 2.5 mM ((AT)3 

duplex/azidoH-(AT)3 complex). 2D-IR spectra of the asymmetric azide stretch were collected 

using the LIFEtime FT-2D-IR spectrometer,354,355 as previously described.356 Briefly, the IR 

pulses used has a temporal duration of 300fs; a center frequency of 2100 cm-1, at a 

repetition rate of 100 kHz. An IR pulse shaper (Phasetech) was utilized to generate the two 

collinear pump pulses separated by a variable time delay, . The waiting time, Tw, between 

the pump and probe pulses was then set using an optical delay after the pulse shaper. The 

2D-IR data sets were then measured for a range of Tw values by scanning  at each waiting 

time. Spectra were then generated by performing a Fourier transform along . Phase cycling 

was also employed in these measurements to suppress the scatter originating from the 

samples. FT-2D-IR measurements of the azide mode were carried out at a concentration of 5 

mM for both the unbound N3-bBI and the two N3-bBI:DNA complexes. 

6.5.5 Gaussian09 Calculations 
All of the ab initio calculations presented in this chapter were carries out using the 

Gaussian09 software package. Geometry optimisations, frequency calculations and the 

potential energy surface were explored for the H33258 and N3-bBI ligands. All of these 

calculations were carried out using the 6-311G(d,p) basis set and implementing the hybrid-

DFT B3LYP functional.154  
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6.6 Addendum 

At the date of submission, the 28th of August 2017, the specially synthesised de novo N3-bBI 

ligand explored in this chapter was thought to be highly pure. However subsequent 

experimental work carried out for the preparation of a paper, in the Burley group at 

Strathclyde, has revealed that the purity of the ligand explored in the previous experimental 

chapter was in fact only 75 - 80% pure. However, it is thought that the impurity in the original 

sample of the N3-bBI binder did not bind to the DNA duplexes and so it is thought that the 

presence of this impurity should not alter the results in the previous chapter associated with 

the bound ligands. In order to address this a high purity sample of the N3-bBI ligand was 

synthesised and the key FT-IR measurements for the N3-A3T3 complex were repeated to 

evaluate the effects of the presence of the impurity on the spectroscopy. The amide I region 

of the FT-IR spectra of the purified N3-bBI (black) and its N3-A3T3 complex (red) recorded at 

20 oC, are shown in Fig 6.11. 

 

Figure 6.11: FT-IR spectra of the amide I region of the uncomplexed N3-bBI ligand (black) and 

its N3-A3T3 complex (red) recorded at 20 oC. 

The purified version of the N3-bBI ligand used in these measurements was known to be a 

trifluoroacetic (TFA) acid salt, this is supported by the appearance of a sharp TFA peak in the 

amide I region of the FT-IR spectrum of the unbound ligand (black, Fig.6.11). Beyond the 

appearance of this TFA peak the absorbance of the purified N3-bBI ligand is still very small in 

this region (3-5%), fully consistent with results in the previous experimental chapter. 

Unfortunately, the presence of the TFA in the sample means that upon binding the spectrum 

of the appearance of the DNA modes (red, Fig.6.11) is altered by this mode and so it is not 

possible to generate a binding induced difference spectrum for the N3-A3T3 complex form 

using the purified form of the N3-bBI ligand. Therefore, the thermal denaturation of the N3-
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A3T3 complex was investigated to determine the effect of the binding interactions between 

the duplex and the ligand on the melting temperature. The FT-IR spectra of the DNA base 

modes and extracted melting curve of the complex are shown in Figs. Add.6.12.(a)&(b) 

respectively. 

 

Figure 6.12: FT-IR spectra of the a) N3-A3T3 complex at 5 °C intervals between 20  95 °C and 

b) the melting curve of the N3-A3T3 complex (extracted via PCA analysis). 

As the temperature of the N3-A3T3 complex is increased the FT-IR spectra of the DNA base 

modes (Fig.6.12.(a)) undergo a number of different changes. The most prominent change in 

the spectrum is an overall reduction of the number of resolvable peaks from five, at low 

temperatures, to four at high temperatures, as observed for the uncomplexed A3T3 sequence 

in chapter 4. This change is consistent with the melting of the DNA duplex. Analysing these 

spectra, via PCA, yielded a melting curve of the N3-A3T3 complex that could be well-

represented by a sigmoidal function with a Tm of 81 °C (Fig.6.12.(b), red). This reveals that 

the binding interactions formed between the A3T3 duplex and the N3-bBI ligand of 22 oC and 

this is noted to be identical to stabilisation observed for the binding of H33258 to the A-tract 

sequence (chapter 5). This indicates that the binding interactions in the N3-bBI:A3T3 and 

H33258:A3T3 complexes are similar. Additionally, it is noted that when the purified N3-bBI 

ligand is used to prepare the N3-A3T3 complex a clear solution was formed, this is consistent 

with the melting curve of the complex being represented by a single sigmoid indicating all of 

the A3T3 duplexes are bound.  

Finally, the changes in the asymmetric azide stretch of the purified N3-bBI ligand upon binding 

are investigated to determine if this was affected by the presence of the impurity in the 

original N3-bBI ligand, these FT-IR spectra are shown in Fig.6.13.   



 

175 
 

 

Figure 6.13: FT-IR spectra of the asymmetric azide stretch of a) the N3-A3T3 complex (impure 

ligand); b) the N3-A3T3 and N3-bBI ligand (purified ligand).  

In the previous experimental chapter it was noted that upon binding to the A3T3 sequence 

the asymmetric azide stretch of the N3-bBI ligand (Fig.6.13.(a)) gained a high frequency 

component centred at 2118 cm-1. For the purified N3-bBI ligand the asymmetric azide stretch 

of the unbound ligand was found to consist of a single peak centred at 2103 cm-1 (blue, 

Fig.6.13.(b)). Upon binding to the A3T3 sequence the entire peak was found to be shifted to 

high frequency by 15 cm-1, yielding a single peak centred at 2118 cm-1 (red, Fig.6.13.(b)). The 

shift of the asymmetric azide stretch upon biding is noted to be fully consistent with the high 

frequency component gained upon the binding of the impure ligand in the previous 

experimental chapter. Furthermore, the shift of the entire azide mode of the purified N3-bBI 

ligand upon binding to the A3T3 sequence is consistent with all of the ligands being bound, 

consistent with the observation of a single sigmoidal melting curve for the N3-A3T3 complex 

(Fig.6.12.(b)).  

Overall, these results of the spectroscopy of the complex formed between the purified N3-

bBI ligand and the A3T3 sequence indicate that the presence of the impurity only seems to 

have resulted in a decrease in the solubility of the ligand. This is thought to have led to the 

observation in the original chapter that only 21% of the duplexes were bound. However, the 

interactions between the N3-bBI ligand and the DNA sequences and the changes in the 

asymmetric azide stretch of the ligand were unaffected by the presence of the impurity. 

Therefore, it can be concluded from this addendum that broadly speaking the presence of 

the impurity in the original N3-bBI ligand did not affect the complexes formed in the previous 

experimental chapter.  
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6.7 Appendix 

 

Figure A6.1: Simulated and assigned IR spectrum generated from a B3LYP/6-311G(d,p) 

Gaussian09154 calculation performed on the deuterated N3-bBI ligand.  

 

Figure A6.2: FT-IR spectra of the amide I vibrational mode of N3-bBI measured at pD 5 (red) 

and pD 9.5 (magenta). Measured at an ionic strength of 200 mM. 
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Figure A6.3: Calculated curvature of H33258 (black) and a) rotamer 3 (red), b) rotamer 2 (red) 

and c) rotamer 1 (red) of N3-bBI. Calculated from the optimised geometries of both ligands 

preformed utilising the hybrid-DFT B3LYP functional with a 6-311G(d,p) basis set.154 

 

Figure A6.4: FT-IR spectra of the DNA base modes of the A3T3 sequence without DMSO (black) 
and with 10 (V/V)% DMSO (red). Blue spectrum shows the DMSO-induced difference FTIR 
spectrum. 
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Figure A6.5: Assigned FTIR spectra of a) AT only duplex (sequence: 5’-ATTATTATTATATTA-3’) 
and b) GC only duplex (sequence: 5’-GCCGCCGCCG-3’). 

 

Figure A6.6: FTIR spectra of a) A3T3 duplex only (blue) and N3-bBI only (pink), b) (AT)3 duplex 
only (blue) and N3-bBI only (pink). All spectra recorded at 20 °C. 



 

179 
 

 

Figure A6.7: Simulated 2D-IR spectra of the coupled AT2S and AT4S transitions before (a) and 

after (b) a shift of a subset of the bands to higher frequency. (c) shows the simulated 

difference 2D-IR spectrum that results from a subtraction of (a) from (b). (d) Shows the 

experimentally observed difference 2D-IR spectrum obtained following formation of the N3-

A3T3 complex. Pink and black arrows point to off-diagonal features linking the two modes in 

experimental and simulated spectra. 
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Figure A6.8: 2D-IR spectra of the asymmetric azide stretch of the N3-bBI ligand in solution at 
80 °C (top row) recorded at waiting times of a) 300fs, b) 500fs and c) 700fs. The N3-bBI ligand 
in the N3-A3T3 complex at 80 °C (middle row) recorded at waiting times of d) 300fs, e) 500fs 
and f) 700fs. The N3-bBI ligand in the N3-(AT)3 complex at 80 °C (bottom row) recorded at 
waiting times of g) 300fs, h) 500fs and i) 700fs. 
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Figure A6.9: Normalized FTIR spectra of the asymmetric azide stretching mode of N3-bBI in 
an aqueous solution (red, pD 5), partially dissolved (green, pD 7) and suspended in an aqueous 
environment (blue, pD 9.5). 
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Figure A6.10: Simulated 2D-IR spectra of the coupled AT2S, GSCS(-), AT4S and GSCS(+) transitions 

before (a) and after (b) a shift of a subset of the AT2S, GSCS(-) and GSCS(+) bands to higher 

frequency. (c) shows the simulated difference 2D-IR spectrum that results from a subtraction 

of (a) from (b). (d) Shows the difference 2D-IR spectrum obtained following formation of the 

N3-(AT)3 complex. 
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7.1 Abstract 

In chapter 4, FT-IR and 2D-IR spectroscopy have been used to gain insights into the 

mechanisms underlying the melting transition of an A-tract (5’-A3T3) and alternating AT (5’-

ATATAT) DNA sequences. Additionally these techniques have been successfully employed to 

gain a deeper understanding of the interactions underpinning the formation of complexes 

between two different bis-benzimidazole ligands and both the A-tract and alternating AT DNA 

sequences. However, so far very little is known about the impact of binding on the melting 

mechanism. In this chapter, the impact of two bis-benzimidazole minor groove binders on the 

melting mechanisms of an A-tract (5’-A3T3) and alternating AT (5’-ATATAT) DNA sequences is 

investigated. Results from both FT-IR and 2-dimensional infrared spectroscopy indicate that 

binding does not fundamentally alter the melting mechanism of either of the DNA sequences 

explored. In fact the only impact of such binding interactions was found to be an increase in 

the temperature at which the sequences start to melt, not altering the end-fraying 

mechanism observed for the unbound sequences (chapter 4). Interestingly, in addition to 

showing that the binding does not fundamentally alter the melting mechanism, the 

temperature induced shifts in the T2 carbonyls indicate that the increase in the melting 

temperature is predominantly due to the ligand-DNA hydrophobic interactions formed upon 

binding.  
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7.2 Introduction 

Very little is known about the impact of the presence of minor groove binders on the 

mechanism of the melting of these short DNA oligonucleotides. Recently a single-molecule 

AFM study was carried out which determined that interactions formed between the 

archetypal minor groove binder H33258 and an A-tract sequence increased the overall 

duplex rigidity.357 This increase in rigidity was assigned to the bifurcated H-bonds formed 

between the ligand and the duplex. However, the exact contributions of the H-bonding 

interactions and the ligand-duplex hydrophobic contacts, within the complex, to the 

stabilisation of the melting temperature has remained unclear.358,359,360 

Two dimensional infrared spectroscopy (2D-IR)361,362,363 has proved to be a versatile 

methodology to probe both dynamics and structural aspects of the DNA macromolecule due 

to its high temporal resolution and ability to probe the complex intermolecular couplings 

within DNA.364,365,366,367 Recently 2D-IR has been used to unravel the melting mechanisms and 

understand the impact of the melting on the structural dynamics of short DNA 

oligonucleotides.368,369 One of these studies has led to valuable insights into the impact of the 

alterations in the position of the GC bases within the sequence on the overall melting 

mechanism.69 While the other demonstrated that melting induced more rapid spectral 

diffusion, as well as indicating the water in the spine of hydration is dynamically restricted in 

ds-DNA.70 

In chapters 4, 5 and 6, both FT-IR and 2D-IR spectroscopy have been used to explore different 

aspects of the behaviour of short DNA oligonucleotides.370,371 This has led to a deeper 

understanding of the mechanisms underlying the melting of such sequences and the 

interactions underpinning the binding of an archetypal minor groove binder. Here an attempt 

is made to utilise IR spectroscopy to gain further insights into the impact of these binding 

interactions on the melting mechanism of these sequences. In order to gain these insights 

the changes in the FT-IR and 2D-IR spectra of the base modes of the H-(AT)3 complex are 

studied. The interactions underlying this complex were found to follow a “rigid body” model 

(Chapter 5), the fact that the (AT)3 duplex doesn’t experience any significant structural 

perturbation allows the impact of the binding on the melting mechanism to be explored. This 

exploration leads to the hypothesis that the binding of H33258 does not alter the overall 

steps in the melting of the DNA duplex, instead the interactions between the ligand and the 

DNA duplex result in the delayed onset of the melting transition. Furthermore the impact of 
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binding on the melting transition of the A3T3 sequence supports this hypothesis, however this 

analysis is further complicated by the fact that the “induced fit” binding interactions in this 

case result in a perturbation of the A3T3 sequence (Chapter 5).  

7.3 Results and Discussion 

The structure of this chapter is as follows. The first section will focus on the impact of the 

binding of H33258 to the alternating AT ((AT)3) sequence, as in chapter 5 the interactions 

underlying this sequence were noted to follow a rigid body mechanism. This presents the 

simplest possible binding scenario as these interactions do not alter the structure of the 

duplex meaning any changes in the FT-IR and 2D-IR spectra of the DNA base modes is only 

due to the increase in temperature. After this the impact of the binding of H33258 to the A-

tract (A3T3) sequence is considered. In chapter 5 it was found that the binding interactions 

underlying this complex followed an induced fit mechanism, leading to a perturbation of the 

duplex structure. This present a more challenging scenario, and it presents a good test of the 

hypothesis developed for the previous example. Finally, the complexes formed between the 

azido-derivative of the H33258 ligand and these two sequences are briefly considered and 

the challenges in the analysis of this data will be discussed. 

7.3.1 H-(AT)3 complex 

DNA Base Modes 
When the melting of the alternating sequence was studied in chapter 4, it was shown that as 

the temperature increases the FT-IR spectra of the base modes undergoes a series of 

changes. These changes are also observed in the FT-IR spectrum of the H-(AT)3 complex as 

this melts (Fig.7.1.(a)). For the H-(AT)3 complex the most prominent change is an overall 

reduction in the number of resolvable peaks from five to four. The spectral changes are noted 

to be identical to those observed for the uncomplexed DNA (chapter 4) and so are consistent 

with the melting of the complex. 
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Figure 7.1: FT-IR spectra of the a) H-(AT)3 complexes at 5 °C intervals between 20  95 °C; b) 
two state model coefficients of ss (red) and ds (black) H-(AT)3 FT-IR spectra against 
temperature. Spectral structure of the two state model residuals (blue) when applied to c) the 
H-(AT)3 FT-IR spectra at 65 oC and d) (AT)3 sequence FT-IR spectra at 45 oC. The characteristic 
unzipping and bubble formation model residuals are shown in pink and green respectively in 
these plots. 

Application of the two state model to the IR spectra obtained upon the heating of the 

complex also shows similar results to the free DNA sequence. Specifically sigmoidal DNA 

melting curves are obtained (Fig.7.1.(b)). Fitting a sigmoid to the melting curve yields a 

melting temperature for the H-(AT)3 complex of 68 oC. This shows that the formation of the 

H-(AT)3 increases the melting temperature of the alternating sequence by 16 oC, as observed 

in Chapter 5. The application of the two state model to the H-(AT)3 complex results in small 

but non-randomly distributed residuals (Fig.7.1.(b), blue), as observed for the unbound 

sequence in Chapter 4. As for the unbound sequence the thermal profile of these residuals 

can be represented by a sum of two Gaussian peaks. The peak of the residuals is found to be 

at approximately 60 oC, approximately 15 oC higher than the peak in the thermal profile of 

the residuals seen for the uncomplexed sequence. The presence of these structured residuals 
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suggests that the melting mechanism of this complex cannot be fully explained via a two 

state model.  

The spectral structure of the model residuals were compared with the characteristic residuals 

produced by the duplexes melting via either an unzipping (pink, Figs.7.1.(c)&(d)) or bubble 

formation mechanism (green, Figs.7.1.(c)&(d)). Here, the unzipping mechanism refers to the 

scenario in which the ends of the duplex melt before the middle of the sequence, leading to 

the duplex unzipping as it melts. Whereas, in the bubble formation mechanism the middle of 

the duplex start to melt before the ends leading to the formation of a melted bubble within 

the duplex during the melt. Comparison between the experimentally observed residuals for 

the H-(AT)3 complex (blue, Fig.7.1.(c)) and those produced by the two possible melting 

mechanisms suggests that this complex melts via an unzipping mechanism. Furthermore, the 

large degree of similarity between the experimentally observed residuals of the H-(AT)3 

complex (blue, Fig.7.1.(c)) and unbound (AT)3 sequence (blue, Fig.7.1.(d)) means that these 

results indicate that the binding of H33258 does not alter the overall melting mechanism of 

the (AT)3 duplex. Instead the results of the FT-IR spectroscopy on the DNA base modes of the 

H-(AT)3 complex suggests that the binding interactions underpinning the complex simply 

delay the onset of the mechanism by 16 oC.   

As discussed in the previous DNA chapters (Chapters 4, 5 and 6) both GC and AT base modes 

contribute to the entire FT-IR spectrum. As a consequence of this it is difficult to determine 

which changes in the overall spectrum are due to alterations in the GC or AT regions of the 

duplex. However the distinct GC and AT cross peak patterns observed in the off-diagonal 

regions of the 2D-IR spectra of DNA sequences allows the changes in the overall spectrum to 

be assigned to changes in either the GC or AT sections of the duplex. Therefore to further 

explore the impact of H33258 binding on the melting mechanism of the (AT)3 sequence are 

explored via 2D-IR spectra of the complex. 

The DNA melting curves, extracted utilising the two state model, for the H-(AT)3 complex is 

shown in Fig.7.2. For the H-(AT)3 complex this analysis also yields sloped melting curves, 

containing a single sigmoidal step, in agreement with those extracted from the FT-IR spectra 

of the complex. For the H-(AT)3 complex (Fig.7.2.(a)) fitting this melting curve to a sigmoid 

yields a melting temperature of 64 oC. This melting temperature is similar to those obtained 

from the FT-IR spectra of the base modes of these complexes and show that the binding leads 

to an increase in the melting temperature of 14 oC.  
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Figure 7.2: Fitted Melting curves (black and red) and model residuals (blue), extracted 
utilising the two state model, from the 2D-IR spectra of the H-(AT)3 complex 

The only overall change in the melting curves of the H-(AT)3 complex (Fig.7.2) is noted to be 

the overall stabilisation of the melting temperature compared to the unbound duplex 

(Chapter 3). The model residuals are noted to be small but non-randomly distributed (blue, 

Fig.7.2) again suggesting that the two state model cannot fully describe the melting 

mechanism. To further investigate the changes occurring during the melt, temperature-

induced 2D-IR difference spectra were generated for the H-(AT)3 complex.  

Two 2D-IR difference spectra are analysed, one of these difference spectra was generated to 

reveal the initial changes in the experimentally measured spectrum underlying the initial 

slope of the extracted melting curves (Fig.7.2) from 20 oC to 65 oC and the second was 

generated to gain insights into the changes leading to the sigmoidal step observed in the H-

(AT)3 melting curve from 65 oC to 90 oC. These temperature-induced 2D-IR difference spectra 

for the H-(AT)3 and uncomplexed (AT)3 sequence are shown in Fig 7.3. 
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Figure 7.3: Temperature-induced 2D-IR difference spectrum for the H-(AT)3 complex a) 
observed for an increase in temperature from 20 oC to 65 °C and b) observed for an increase 
in temperature from 65 oC to 90 °C. Temperature-induced 2D-IR difference spectrum for the 
uncomplexed (AT)3 sequence c) observed for an increase in temperature from 20 oC to 50 °C 
and d) observed for an increase in temperature from 50 oC to 90 °C.  

Both of the temperature-induced 2D-IR difference spectra of the H-(AT)3 complex 

(Figs.7.3.(a)&(b)) are found to be very similar to the 2D-IR difference spectra obtained upon 

heating the uncomplexed (AT)3 sequence (Figs.7.3.(c)&(d)). Comparing these temperature 

induced 2D-IR difference spectra it can be seen that these are broadly similar for the H-(AT)3 

complex and the uncomplexed (AT)3 sequence. Before the melt, the temperature induced 

2D-IR difference spectra of the complex (Fig.7.3.(a)) and the unbound sequence (Fig.7.3.(c)) 

both contain features at 1650 cm-1, 1675 cm-1 and 1700 cm-1 on the spectrum diagonal. After 

the melt, the temperature induced 2D-IR difference spectra of the complex (Fig.7.3.(b)) and 

unbound sequence (Fig.7.3.(d)) are both noted to contain diagonal features located at 

approximately 1620 cm-1, 1640 cm-1, 1660 cm-1 and 1680 cm-1. From these 2D-IR difference 

spectra it can be seen that the initial changes in the 2D-IR spectrum of the base modes of the 

H-(AT)3 complex (Fig.7.3.(a)) are associated with decreases in the intensity of the GSCS(+) 

(1650 cm-1) and GSCS(-) (1675 cm-1) modes as well as a shift to higher frequency of the AT2S 

(1700 cm-1) mode, similar to the changes observed in the uncomplexed (AT)3 sequence 

(Fig.7.3.(c)). The assignment of the features associated with the loss in intensity of the ds-GC 
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modes is supported by the appearance of the associated cross peaks in the difference 

spectrum, indicated with open squares on Figs.7.3.(a)&(c). Finally the assignment of the 

feature at 1700 cm-1 on the spectrum diagonal is supported by the appearance of features 

suggesting a shift to higher frequency of cross peaks between this feature and positions 

associated with other ds-AT base modes (green dashed line, Fig.7.3.(a)&(c)). The loss of 

intensity of these ds-GC modes suggests that the temperature of the complex is raised from 

20 oC to 65 oC the GC-ends of the (AT)3 sequence starts to melt, as observed for the 

uncomplexed sequence in Chapter 4. 

It is noted that the temperature-induced difference spectra of the H-(AT)3 complex, before 

the melt, contains features associated with a temperature-induced shift to higher frequency 

of the AT2S mode, as observed for the uncomplexed sequence in chapter 4. This change in 

the frequency of the AT2S mode is associated with a decrease in the strength of the H-bonds 

formed to the T2 carbonyls. In the complex these carbonyls are known to be involved in the 

H-bonding interactions formed between the DNA sequence and H33258, therefore it is 

thought that this mode can be used to allow the role of the H-bonding in the stabilisation of 

the DNA duplex to be explored. This idea will be revisited in the following section.   

Finally, the temperature-induced difference spectrum showing the changes underlying the 

sigmoidal step in the melting curve (Fig.7.3.(b)) extracted from the 2D-IR spectra of the H-

(AT)3 complex (Fig.7.2) are found to be primarily associated with the loss in intensity of the 

AR1T (1620 cm-1), TR (1640 cm-1) and AT4S (1660 cm-1) modes. Again these assignments are 

supported by the presence of cross peaks between these features appearing the difference 

spectra (triangles, Fig.7.3.(b)&(d)). Finally the feature located at approximately 1680 cm-1 in 

these difference spectrum is thought to be due to a loss in the intensity of the GSCS(-) mode. 

Overall it is thought that as the temperature of the complex is increased from 65 oC to 90 oC 

the central AT region of the complex melts. It is thought that the contributions of the GSCS(-) 

mode to this temperature-induced difference spectrum are due to the final stage of the 

melting of the GC-ends of the duplex. This is fully consistent with the hypothesis that the 

binding of H33258 to the (AT)3 sequence does not change the melting mechanism, but leads 

to the overall melt occurring at a higher temperature.    

DNA Minor Groove 
The temperature-induced 2D-IR difference spectrum when the H-(AT)3 complex was heated 

from 20 oC to 65 oC (Fig.7.3.(a)) was found to consist primarily of features arising from the 



 

196 
 

loss of intensity of ds-GC modes, however in addition to these features it was noted that 

there was a feature present in this difference spectrum associated with a temperature-

induced shift to higher frequency of the AT2S mode. As noted for the uncomplexed (AT)3 

sequence this is consistent with a loss in the strength of the H-bonds formed to the T2 

carbonyls (Chapter 4). As these carbonyls are positioned in the minor groove this mode 

should be a very sensitive reporter of both ligand binding, in the DNA complex, and hydration, 

in the uncomplexed sequence. It is thought that the changes in the position of this mode will 

allows the changes in the ligand H-bonding interaction to be extracted for the complex, in a 

similar manor to the extraction of the changes in hydration of the unbound sequence in 

chapter 4. The change in the position of the AT2S mode in the H-(AT)3 complex and 

uncomplexed (AT)3 sequence as the sample temperature is increased are shown in Fig.7.4.  

 

Figure 7.4: Change in the position of the T2 carbonyl stretch of the a) H-(AT)3 complex and b) 
(AT)3 sequence with increasing temperature. 

The position of the AT2S mode, in both the H-(AT)3 (Fig.7.4.(a)) and uncomplexed (AT)3 

sequence (Fig.7.4.(b)), initially increases as the temperature increases, however as the 

temperature increases beyond the extracted melting temperature of the sample the shift of 

this mode is seen to abruptly change direction (Figs.7.4.(a)&(b)). The overall change in the 

position of the T2 carbonyls, ∆𝜈𝑇2
[𝐻 − (𝐴𝑇)3] and ∆𝜈𝑇2

[(𝐴𝑇)3] are noted to be 2.5 cm-1 and 

2.25 cm-1 respectively, consistent with the overall shift to higher frequency of the T2 

carbonyls observed in the FT-IR spectrum of an exclusively AT sequence upon melting 

(Chapter 4). The abrupt change in the direction of the shift for the AT2S modes of both the 

complex and unbound sequence, is indicative of two different processes occurring as the 

temperature is increased. At low temperatures the dominant process involves a decrease in 

the strength of the hydrogen bonds formed to the T2 carbonyls, in the complex it is thought 
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that this is consistent with the loss of the bifurcated hydrogen bonds between the duplex 

and H33258 as the complex melts. At temperature increases beyond the observed melting 

temperature of the sample the change in the direction of the shift indicates the increase in 

the strength of hydrogen bonds formed to the T2 carbonyls, consistent with the unwinding 

and solvation of these moieties after H33258 dissociates. Fitting the changes in the position 

of the T2 carbonyls as the temperature increases using a piecewise function consisting of two 

sigmoid curves yields transition temperatures for these two different processes. For the H-

(AT)3 complex these transition temperatures were found to be 50 °C and 62 °C, respectively, 

whereas for the uncomplexed (AT)3 sequence these two transitions are centred at 33 °C and 

51 °C, respectively. 

As seen in both the FT-IR and 2D-IR spectroscopy, the impact of the binding of H33258 to the 

(AT)3 sequence does not fundamentally change the melting mechanism of the (AT)3 duplex. 

Overall, as the temperature is increased and the complex melts a loss in the GC base pairing 

is seen to occur below the sigmoidal step within the melting curve, and a loss of the AT base 

pairing is seen to occur above it. This is spectroscopically identical to the unbound (AT)3 

duplex but shifted up in temperature by 16 oC. This means that the melting mechanism is the 

same but the onset of the melt is delayed due to the binding interactions formed between 

the duplex and the ligand. The frequency shifts in the T2 carbonyls shows that the ligand H-

bonds start to weaken before the ligand dissociates from the minor groove of the complex. 

This suggests that the formation of the H-bonds between the ligand and the duplex are not 

directly responsible for the stabilisation of the duplex. This is consistent with the previous 

thermodynamic studies which indicated that the stabilisation of the melting temperature of 

the duplex is primarily due to the hydrophobic contacts between the ligand and the sides of 

the DNA minor groove.17,18   

7.3.2 H-A3T3 complex 

DNA Base Modes 
As the temperature of the H-A3T3 complex is increased the FT-IR spectra of the DNA base 

modes (Fig.7.5.(a)) undergo a number of different changes. The most prominent change in 

the spectrum is an overall reduction of the number of resolvable peaks from five, at low 

temperatures, to four at high temperatures, as observed for the uncomplexed A3T3 sequence 

in chapter 4.  
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Figure 7.5: FT-IR spectra of the a) H-A3T3 complex at 5 °C intervals between 20  95 °C; b) two 
state model coefficients of ss (red) and ds (black) H-A3T3 FT-IR spectra against temperature. 
Spectral structure of the two state model residuals (blue) when applied to c) the H-A3T3 FT-IR 
spectra at 80 oC and d) A3T3 sequence FT-IR spectra at 50 oC. The characteristic unzipping and 
bubble formation model residuals are shown in pink and green respectively in these plots. 

The DNA melting curves, obtained by the application of the two state model to the FT-IR 

spectra of the H-A3T3 complex, are shown in figure 7.5.(b). Fitting these to sigmoidal curves 

yields a melting temperature for the complex of 83 oC, showing that the melting temperature 

is stabilised by 24 oC upon binding. It is noted that the application of this model to the FT-IR 

spectra results in small but non-randomly distributed residuals (blue, Fig.7.5.(b)), showing 

that the two state model cannot fully explain the melting mechanism of the complex. In order 

to understand the differences between the actual melting mechanism of the H-A3T3 complex 

and the two state model the spectral structure of the residuals (blue) near the observed 

melting temperature of the complex was explored (Fig.7.5.(c)). Comparing the spectral 

structure of these residuals with the characteristic residuals of the duplex melting via either 

an unzipping (pink, Figs.7.5.(c)&(d)) or bubble formation mechanism (green, Figs.7.5.(c)&(d)) 

shows that the experimentally observed residuals are more consistent with the duplex 
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melting via the unzipping mechanism. This conclusion is further supported by the similarity 

between the spectral structure of the residuals of the two state model observed for the H-

A3T3 complex (Fig.7.5.(c), blue) and the uncomplexed A3T3 sequence (Fig.7.5.(d), blue). This is 

also consistent with the hypothesis developed for the H-(AT)3 complex, suggesting binding 

H33258 to such DNA sequences only results in an elevation of the onset temperature of the 

melting transition without altering the underlying mechanism. 

The melting of the H-A3T3 complex was further studied using 2D-IR spectroscopy, as 

previously done for both the uncomplexed sequence (Chapter 4) and H-(AT)3 complex. 

Applying the two state model to the 2D-IR spectra of this complex yields sigmoidal melting 

curves, shown in Fig.7.6. Fitting these melting curves yields a melting temperature of 83 oC 

for the complex, consistent with the 24 oC stabilisation in the melting temperature expected 

for the H33258:A3T3 complex (Chapter 5).  

 

Figure 7.6: Melting curve, extracted utilising the two state model, from the 2D-IR spectra of 
the H-A3T3 complex. 

The melting curve obtained when the 2D-IR spectra of the H-A3T3 complex (Fig.7.6) are found 

to be similar to those obtained from the analysis of the FT-IR spectroscopy. Fitting these 

melting curves, to sigmoidal curves, yields a melting temperature for the complex of 80 oC, 

which is noted to be broadly similar to the melting temperature obtained from the analysis 

of the FT-IR spectra. Overall it is noted even though the binding of the H33258 ligand to the 

A3T3 sequence results in a 24 oC increase in the melting temperature, it does not result in any 
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other significant changes in the IR spectroscopy seen as the temperature of the sample 

increases and the complex melts.  

The application of the two state model to the 2D-IR spectroscopy of the H-A3T3 complex is 

found to produce small but non-randomly distributed residuals (blue, Fig.7.6). The thermal 

profile of these residuals can be represented by a Gaussian peak centred at approximately 

70 oC. The presence of these residuals suggest that the two state model cannot fully describe 

the melting mechanism underlying the melting transition of the H-A3T3 complex. In order to 

understand these differences between the two state model and the actual melting 

mechanism underlying this complex temperature induced difference spectra were generated 

for the H-A3T3 complex. As for the unbound A3T3 sequence two temperature-induced 2D-IR 

difference spectra are analysed, one of these difference spectra was generated to reveal the 

initial changes in the spectrum underlying the initial slope of the extracted melting curves 

(Fig.7.6) from 20 oC to 50 oC and the second was generated to gain insights into the changes 

leading to the sigmoidal step observed in the H-A3T3 melting curve from 65 oC to 90 oC. These 

temperature-induced 2D-IR difference spectra for the H-A3T3 and compared to those 

obtained for the uncomplexed A3T3 sequence are shown in Fig 7.7. 
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Figure 7.7: Temperature-induced 2D-IR difference spectrum for the H-A3T3 complex a) 
observed for an increase in temperature from 20 oC to 50 °C and b) observed for an increase 
in temperature from 65 oC to 90 °C. Temperature-induced 2D-IR difference spectrum for the 
uncomplexed A3T3 sequence a) observed for an increase in temperature from 20 oC to 50 °C 
and b) observed for an increase in temperature from 50 oC to 90 °C.  

Both the temperature-induced difference spectra for the H-A3T3 complex (Figs.7.7.(a)&(b)) 

and the unbound A3T3 sequence (Fig.7.7.(c)&(d)) are noted to be broadly similar. The 

temperature-induced difference spectrum for the changes underlying the initial slope of the 

melting curve was found to be largely due to the loss of intensity of ds-GC modes in the 

uncomplexed A3T3 sequence (Fig.7.7.(c)). These assignments were found to be supported by 

the appearance of the cross-peaks (squares, Fig.7.7.(c)). These GC features are also found to 

be present in the H-A3T3 temperature-induced difference spectrum (Fig.7.7.(a)). Similarly in 

the temperature-induced difference spectra of the H-A3T3 complex (Fig.7.7.(b)) and A3T3 

sequence (Fig.7.7.(d)) focused on the changes occurring during the sigmoidal step observed 

in the extracted melting curves. Here, the comparison between the differences seen in the 

H-A3T3 complex and the unbound duplex illustrate that the majority of the changes in the 

base modes of these spectra arise due to the loss in intensity of ds-AT modes. Again these 

assignments are supported by the presence of cross-peaks in the off-diagonal region 

(triangles, Figs.7.7.(b)&(d)). These results support the hypothesis that the only impact of 



 

202 
 

H33258 binding on the melting mechanism of the A3T3 sequence is an increase in the 

temperature at which the duplex starts to melt. This is again fully consistent with the fact 

that the binding interaction are highly localised to the AT-rich region of the duplex (Chapter 

5).   

Even though it is noteworthy how similar the temperature-induced difference spectra of the 

unbound A3T3 sequence and H-A3T3 complex, there is one notable difference. This difference 

is found in the temperature-induced difference spectrum for the changes in the DNA base 

modes when the temperature of the complex is increased to 50 oC. This feature, indicated 

with a green box in Fig.7.7.(a), is thought to be consistent with a shift to higher temperature 

of the AT4S mode. It is suspected that this changes is due to a relaxation of the induced fit 

geometry, which the A3T3 duplex assumes upon binding (Chapter 5), as the temperature 

increases and the ligand-DNA H-bonds start to become weaker.  

DNA Minor Groove 
The exploration of the temperature-induced 2D-IR spectra of the H-(AT)3 (Fig.7.3.(a)) and H-

A3T3 (Fig.7.7.(a)) complexes revealed that increasing the temperature to 50 °C results in the 

AT2S mode shifting to higher frequency. This is thought to be consistent with a decrease in 

the strength of the hydrogen bonds formed to the T2 carbonyls from H33258, demonstrating 

that the changes in these interactions to be studied as a function of temperature. The 

changes in the position of the T2 carbonyl stretching mode as the temperature is increased 

for both the H-A3T3 complex and the unbound A3T3 sequence were extracted from the 

temperature-induced 2D-IR difference spectra over the experimental temperature range are 

shown in figure 7.8. 
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Figure 7.8: Change in the position of the T2 carbonyl stretch of the a) H-A3T3 complex and b) 
A3T3 sequence with increasing temperature. 

As noted in chapter 4, the changes in the position of the T2 carbonyl as the temperature of 

the sample is increased is observed to be consistent in the uncomplexed A3T3 sequence 

(Fig.7.8.(b)) with the loss of the spine of hydration as the melting transition starts and the 

solvation of the carbonyl moieties as the duplex unwinds and these groups becomes exposed 

to the surrounding aqueous environment (Chapter 4). In the uncomplexed A3T3 sequence 

these transitions were determined to occur at 46 °C and 54 °C, respectively (Chapter 4). As 

was seen for the H-(AT)3 complex, upon the binding of H33258 to the A3T3 sequence both of 

these transition temperatures were found to increase to 66 °C and 74 °C, respectively. This 

increase of 20 oC is broadly consistent with the stabilisation of the duplex due to binding. 

Additionally it was noted that the overall shift in the position of the T2 carbonyls, 

∆𝜈𝑇2
[𝐻 − 𝐴3𝑇3] and ∆𝜈𝑇2

[𝐴3𝑇3] are noted to be 2.6 cm-1 and 2.3 cm-1, respectively, 

consistent with the overall shift to higher frequency of the T2 carbonyls observed in the FT-

IR spectrum of an exclusively AT sequence upon melting.  

For the H-A3T3 complex, it is noted that the initial transition is due to the weakening of the 

ligand-DNA hydrogen bonds formed upon binding instead of the loss of the minor groove 

spine of hydration. Here, it is interesting to note that this process occurs 20 oC before the 

ligand is known to dissociate from the duplex. This further supports the idea that the 

hydrogen bonding formed between the ligand and the sequence do not contribute 

significantly to the stabilisation of the duplex. This again suggests that the stabilisation of the 

duplex is largely due to the hydrophobic contacts between the ligand and the walls of the 

DNA minor groove, and is fully consistent with previous thermodynamic studies carried out 

on these H33258:DNA complexes.17,18 It is noted that the formation of these hydrophobic 
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interactions stabilising the duplex and preventing the sequence from unwinding are also 

thought to be consistent with the observed increase in duplex rigidity noted in the single 

molecule AFM study.64 

In the case of the H-A3T3 complex, the results of the FT-IR and 2D-IR spectroscopy show that 

the impact of the binding of H33258 does not fundamentally change the melting mechanism 

of the DNA duplex. Rather it appears that the binding interactions result in the delay of the 

onset of the melting transition of the duplex by 24 oC. Broadly speaking, when the complex 

melts a loss in the GC base pairing is seen to occur below the sigmoidal step in the melting 

curve and the loss of the AT base pairs above. Alongside this loss of the GC base pairing the 

shifts to lower and higher frequencies of the AT4S and AT2S modes respectively, are thought 

to be due to the relaxation of the induced fit geometry of the bound duplex, as the ligand H-

bonds start to weaken with increasing temperature. Finally the T2 carbonyls are found to 

report on the changes in the ligand H-bonding as the temperature increases, revealing that 

these interactions start to weaken before the complex melts. This is found to be in agreement 

with thermodynamic studies of such complexes suggesting that the stabilisation of the 

duplex is primarily due to the hydrophobic interactions between the walls of the minor 

groove and the ligand.17,18 Overall, it is noted that the melting mechanism is not 

fundamentally altered by the binding of H33258 with the only change in the spectroscopy 

resulting from the relaxation of the induced fit geometry of the bound duplex. 

7.3.3 N3-bBI complexes 

As seen for the H33258:DNA complexes it is thought that a similar analysis of the impact on 

the melting mechanisms of the (AT)3 and A3T3 sequences due to the binding of the de novo 

N3-bBI could be carried out. These complexes are thought to be much more challenging to 

analyse as in the case of the A3T3 sequence only 23% of the duplexes are bound (Chapter 6) 

lead to the temperature-induced spectra being a combination of the changes occurring the 

unbound and bound duplexes as the temperature of the sample is increased. It is noted that 

due to the fact that this complex follows the same induced fit binding mechanism as seen in 

the H-A3T3 complex, it is possible that the result of such an analysis would show that the 

impact of the binding of the N3-bBI ligand only results in an increase in the onset temperature 

of the melting mechanism. In the case of the (AT)3 sequence the binding of the N3-bBI ligand 

is thought to follow an non-specific interaction thought to be present within the complex 

(Chapter 6). Such a non-specific binding interaction is thought to result in the ligands being 
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bound to the DNA sequence at a multitude of different positions. The decrease in the 

strength of H-bonds between the ligand and the (AT)3 sequence at such a large of different 

positions throughout the duplex as well as the changes in the duplexes due to the loss of the 

Watson-Crick H-bonding contributing to any temperature-induced 2D-IR difference spectrum 

for this complex, making it challenging to understand these changes. For these reasons the 

impact of this ligand on the melting of these duplexes is not explored here.   

7.4 Conclusions 

In conclusion, we have revealed that the formation of complexes between these two 

different DNA sequences with the H33258 ligand does not fundamentally change the 

mechanism underlying the melting transition of thee duplex. Rather the only impact of the 

binding is an increase in the temperature at which the bound duplex starts to melt (by 16 oC 

and 24 oC for the (AT)3 and A3T3 sequences, respectively). Interestingly in these H33258:DNA 

complexes studying the AT2S mode reveals that the ligand-DNA H-bonds are lost at much 

lower temperatures than the observed dissociation temperatures for these complexes, 

providing further evidence that the ligand-duplex H-bonds within the complex do not 

significantly contribute to the overall stabilisation of the complex. Together these results 

indicate that the increase in the melting temperature upon binding is predominantly due to 

the ligand-duplex hydrophobic interactions. 

7.5 Experimental 

2D-IR and FT-IR Spectroscopy 
Lyophilised, salt-free DNA oligonucleotides were obtained from Eurofins; H33258, D2O, 

DMSO, monobasic and dibasic sodium phosphate were obtained from Sigma-Aldrich. N3-bBI 

was synthesized and purified by Dr. J. J. May (Burley Group). All chemicals were used without 

further purification. All samples were prepared using pD7 phosphate buffer solution to a final 

duplex:ligand ratio of 1:1 and annealed at 90 °C for 10 minutes. For all IR measurements, 

samples were held between two CaF2 windows separated by a polytetrafluoroethylene 

spacer of 50 µm thickness in a temperature controlled Harrick cell. FTIR measurements were 

carried out using a Bruker Vertex 70 spectrometer at a resolution of 1 cm-1 with sample 

concentrations of 2.5 mM (A3T3 duplex/H-A3T3 complex/N3-A3T3 complex) or 5 mM ((AT)3 

duplex/H-(AT)3 complex/N3-(AT)3 complex). 2D-IR spectra were collected using the ULTRA FT-

2D-IR spectrometer.372,373 The IR pulses used had a temporal duration of  100fs; a center 

frequency of 1650 cm-1 and a bandwidth of ~300 cm-1, at a repetition rate of 10 kHz. FT-2D-
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IR measurements were carried out at concentrations of 1.25 mM (A3T3 duplex/H-A3T3 

complex\N3-A3T3 complex) or 2.5 mM ((AT)3 duplex/H-(AT)3 complex\N3-(AT)3 complex).  

UV-visible Spectroscopy 
The samples were held in a demountable Harrick cell utilising CaF2 windows and a 50 µm 

polytetrafluoroethylene spacer for all the UV-visible measurements. UV-visible 

measurements were carried out using a Perkin-Elmer Lambda 25 at a resolution of 1 nm with 

sample concentrations of 2.5 mM (H-A3T3 /N3-A3T3 complex) or 5 mM (H-(AT)3 /N3-(AT)3 

complex). 
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In this thesis the exploration of the versatility of 2D-IR to study aspects of DNA, including the 

melting mechanisms and binding interactions between DNA and small molecules, was 

approached by characterising both a non-natural asymmetric azide stretch and the DNA base 

modes. After this initial characterisation these modes were applied to explore and gain 

insights into the melting of two short DNA oligonucleotides, the formation of complexes 

between DNA duplexes and two different bis-benzimidazole ligands, probe the nature of the 

DNA minor groove environment that these ligands experience upon binding and finally the 

impact of these ligands on the melting mechanisms of these two short DNA oligonucleotides. 

Here, the conclusions of these experimental chapters are summarised and the 

recommendations for further work are outlined. 

8.1 Overall Conclusions 

In Chapter 3, the response of the asymmetric azide stretch of benzyl azide to changes in its 

local environment was characterised. The absorption band of this asymmetric azide stretch 

was found to be complicated due to the presence of two accidental Fermi resonances, one 

centred at a slightly higher frequency than the azide mode and the other centred at a slightly 

lower frequency than the azide mode. Increasing the electrostatic potential of the local 

environment results in shifts to lower frequencies of both Fermi resonances, additionally a 

decrease in the vibrational lifetime of the asymmetric azide stretch was observed. Increases 

in the hydrogen bonding strength of the local environment resulted in a shift to higher 

frequency of the asymmetric azide stretch as well as increasing the lifetime of the low-

frequency shoulder and decreasing the lifetime of the high frequency shoulder. Additionally 

the 2D-IR response of the asymmetric azide stretch illustrated that the coupling constant 

between the low-frequency shoulder (L) and the azide mode varied exponentially with 

changes in the nature of the molecular environment, whereas the coupling constant between 

the high-frequency shoulder (H) and the azide mode was found to decrease linearly with 

increasing hydrogen bonding strength. All of these changes in the response of the 

asymmetric azide stretch of benzyl azide could be used to extract relevant molecular 

information about the local environment, including both the electrostatic potential and the 

hydrogen bonding strength. The responses of the Fermi resonances as the local environment 

changes suggested that only the mode underlying the high-shoulder participates in hydrogen 

bonds. In combination with the simulated IR spectrum this suggests the low-frequency and 

high- frequency shoulders are the result of a Fermi resonance between the asymmetric azide 
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stretch and overtones of a CH2 scissor mode of a ring mode respectively. Overall, the results 

of the characterisation of the asymmetric azide stretch response of benzyl azide demonstrate 

that such a moiety is well suited to act as a non-natural IR probe.   

In addition to the characterisation of the non-natural asymmetric azide stretch, the DNA base 

modes and how these modes changes upon changes in the DNA structure due to both 

changes in the sequence and as the duplexes undergo a melting transition were explored in 

Chapter 4. Overall the results show the utility of 2D-IR spectroscopy as a technique for the 

investigation of DNA sequences and the changes that an alteration in the sequence can 

impart on both the structure of the duplex and the mechanism by which it dissociates as it 

undergoes thermal denaturation. Using the DNA base vibrational modes as natural IR probes, 

difference spectroscopy illuminates that when the A-tract within the DNA oligonucleotide is 

replaced with it alternating counterpart there is a 4.8 kJmol-1 decrease in the strength of 

Watson-Crick hydrogen bonds involving the T4 carbonyl. This is accompanied by a loss in the 

number of hydrogen bonds between the spine of hydration and the T2 carbonyls. These 

changes in these two vibrational modes show that the alteration of the order of the AT region 

of the DNA oligonucleotide leads to the loss of three-centred inter-strand hydrogen bonds as 

well as a decrease in both the order and number of water molecules present in the minor 

groove spine of hydration. Additionally this highlights the sensitivity of 2D-IR spectroscopy to 

perturbations in the structure of DNA duplexes and alterations in the hydrogen bonding 

strengths. The extension of the 2D-IR study to the thermal denaturation of the two DNA 

sequences allows the mechanism underlying this transition to be studied. This study 

determined that for both of these short oligonucleotides this follows an unzipping 

mechanism. This mechanism was determined to consist of the fraying of the GC ends of the 

duplexes. The fraying of the GC ends and the loss of the minor groove spine of hydration 

were found to occur within the same temperature range, suggesting that the fraying of the 

duplexes leads to the loss of the spine of hydration for both sequences. In the A3T3 sequence 

it was noted that this loss of the spine of hydration was followed by the unwinding of the 

duplex, occurring at approximately 54 °C. The melting mechanism of the A3T3 sequence then 

terminates with the loss of the W-C hydrogen bonds between the AT base pairs at 64 °C, 

completing the unzipping of the strands. In contrast to this it was determined that following 

the loss of the spine of hydration the (AT)3 sequence unwinds and the AT W-C hydrogen 

bonds are lost in a concerted unwinding/unzipping process which occurs over the 

temperature range of 50 °C to 55 °C. These mechanisms highlight the change in the melting 
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mechanism caused by the presence of an A-tract which introduces an unwound duplex 

intermediate into this mechanism and so delaying the final unzipping of the strands. This 

further demonstrates the versatility of 2D-IR as a technique to gain a more fundamental 

understanding of important DNA processes. 

Taken together the conclusions from Chapters 3 and 4 illustrate that together the IR 

spectroscopies of the asymmetric azide stretch and the DNA base modes can be used to study 

the local environment surrounding the azide moiety and structural changes within the DNA 

duplex. In the following two experimental chapters the characterisation of these vibrational 

mode obtained in these chapters is then used to study the complex formed between two 

short DNA oligonucleotides and bis-benzimidazole minor groove binders. In the first of these 

experimental chapters, chapter 5, FT-IR and 2D-IR spectroscopy of the DNA base vibrational 

modes was used to explore the binding interactions within the complexes between H33258 

and two DNA sequences. In chapter 5, 2D-IR shows that binding H33258 to two DNA 

sequences leads to shifts in vibrational modes associated with specific AT base pairs that are 

due to the loss of the spine of hydration and formation of direct H-bonding between DNA 

and ligand as well as alterations in the propeller twist induced by the ligand locating in the 

minor groove. Comparison of binding to A-tract and alternating DNA sequences revealed that 

binding to A3T3 results in loss of the ordered propeller twist arrangement of bases found in 

the uncomplexed DNA. This is not replicated to the same extent in the alternating sequence 

and we propose that these structural changes constitute an induced fit type interaction that 

facilitates superior accommodation of H33258 and increased hydrophobic interactions 

between ligand and DNA. This contradicts current pictures which treat H33258 binding as a 

rigid body interaction and complements the entropic release of water from the minor groove. 

Finally, the results fully demonstrate 2D-IR capabilities to simplify quantification of solution 

phase DNA-binding. 

Building from the conclusions the experiments carried out on the binding interactions 

between two short DNA oligonucleotides and the archetypal bis-benzimidazole minor groove 

binder, H33258, the same analysis was carried out on the complexes formed between these 

DNA oligonucleotides and a specially synthesized azide derivative of H33258. In addition to 

analysis the utilisation of the azide derivative allowed the minor groove environment that 

such a ligand encounters upon binding to be explored. In this experimental chapter it was 

found that the new ligand (N3-bBI) is found to be more selective for A-tract DNA than H33258. 
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Characterisation of the binding to the A-tract and alternating sequences shows that the 

stabilisation changes from 24 °C to 7 °C (versus 24 °C to 16 °C for H33258). NMR and 2D-IR 

spectroscopy show that A-tract binding of the ligand is similar to the induced fit model 

derived for H33258 while binding to the alternating sequence is non-specific for the N3-bBI 

ligand, involving both AT and GC base pairs. The azide probe shows mobile water near the 

azide except when buried in the minor groove, as seen in the N3-A3T3 complex. Within the 

minor groove the azide encounters a unique H-bonding environment with exceptionally slow 

dynamics, suggesting the probe is exploring the remaining spine of hydration within the A3T3 

minor groove. Overall we show that the impact of the azide moiety is not enough to 

overcome the enthalpic benefits of induced fit binding but the rigid body interaction of bis-

benzimidazole binding to alternating sequences is significantly perturbed by the azide. 

In the final experimental chapter presented as part of this thesis all of the previous analysis 

is applied to the melting of the bound DNA sequences is explored. In this experimental 

chapter, we have revealed that the formation of complexes between these two different 

DNA sequences with the H33258 ligand does not fundamentally change the mechanism 

underlying the melting transition of these duplexes. Rather the only impact of the binding is 

an increase in the temperature at which the bound duplex starts to melt (by 16 oC and 24 oC 

for the (AT)3 and A3T3 sequences respectively). Interestingly in these H33258:DNA complexes 

studying the AT2S mode reveals that the ligand-DNA H-bonds are lost at much lower 

temperatures than the observed dissociation temperatures for these complexes, providing 

further evidence that the ligand-duplex H-bonds within the complex do not significantly 

contribute to the overall stabilisation of the complex. Together these results indicate that the 

increase in the melting temperature upon binding is predominantly due to the ligand-duplex 

hydrophobic interactions. 

8.2 Further Work and Recommendations 

In this thesis 2D-IR spectroscopy has been applied to the DNA modes and the asymmetric 

azide stretch in order to gain insight into the melting mechanism of DNA sequences, the 

formation of the DNA:bis-benzimidazole complexes and the impact of these ligands on the 

melting transition. Moving beyond the results explored and discussed in this thesis there are 

several recommendations for further work in this area. The first of these recommendations 

is centred on the work carried out using the non-natural IR probe. In this thesis the 

asymmetric azide stretch was chosen as it is known to be located within the spectral clear 
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window for biological systems (1800 – 2300 cm-1), however it was found that the lifetime of 

this mode was rather short and so here it is recommended that further work could be carried 

out utilising another non-natural mode which exhibits a much longer vibrational mode (e.g. 

a thiocyanate moiety). Carrying out further work on such a derivative of the H33258 ligand 

would be interesting as it would allow the dynamics of environment which the ligand 

encounters within the DNA minor groove to be explored for a longer period of time and 

potentially might allow the reduced dynamics of the remaining spine of hydration to be more 

fully studied.  

In chapters 5 and 6, the DNA base modes were used to study the interactions between the 

H33258 and N3-bBI ligands and two different DNA sequences. One of these sequences (the 

A-tract sequence) represented the preferred binding target of these ligands whereas the 

other (the alternating AT sequence) was known to be a sub-optimal binding target. 

Contrasting the binding of these two different ligands showed that the addition of a 

hydrophilic azide moiety to the archetypal ligand resulted in an enhanced selectivity for the 

A-tract sequence. This highlights that the generation of 2D-IR difference spectra can be used 

to assess how minor alterations of the ligand structure affect the sequence selectivity of 

these small molecules. Therefore, it is proposed that it would be interesting to carry on this 

particular path by carrying out a series of small structural alterations and utilise 2D-IR 

spectroscopy to determine changes in the sequence selectivity. It is hoped that if these 

structural alterations are done in a systematic way that it might be possible to use the 

gathered information to extract a series of rational design rules for such minor groove 

binders.  

In addition to being used to probe the interactions formed within the DNA complexes, the 

DNA base modes were also used to extract the melting mechanism of both uncomplexed and 

complexed DNA sequences. Within this exploration the T2 carbonyl was utilised as a probe of 

the changes in the minor groove of the DNA sequences as the melting transition occurred. 

However, it was noted that the spectral region in which the DNA base modes are found is 

heavily congested. In particular the AT2 and GSCS(-) modes are noted to be difficult to 

separate from each other, meaning that it is difficult to extract data from the T2 carbonyls. 

Here it is recommended that further work should be carried out for both the complexed and 

uncomplexed DNA sequences where the carbonyls on the C and the G bases are isotopically 

labelled. This labelling will result in this vibrational mode shifting to a lower frequency, 
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allowing the AT2 mode to be isolated and be more thoroughly studied as these complexes 

and duplexes melt. It is hoped that this will allow the changes in the minor groove to be more 

closely studied and would also allow spectral diffusion within the minor groove to be studied 

in mixed DNA sequences and their complexes for the first time at a range of temperatures. 

Additionally, the labelling of the C and G carbonyls should result in the GSCS(+) mode shifting 

down to lower frequency. Assuming a large enough shift in these modes is obtained it is 

thought that it should be possible to track the changes in the T4 carbonyl (e.g. the AT Watson 

Crick H-bonding) and the G/C carbonyls (e.g. the GC Watson Crick H-bonding) as the 

temperature is increased. In both the complexed and uncomplexed sequences this labelling 

would allow the melting mechanism to be directly probed and in the case of the induced fit 

mechanism proposed for the H-A3T3 and N3-A3T3 complexes the isolation of the T4 carbonyl 

would allow the relaxation of this DNA fit geometry (as proposed in chapter 7) to be studied 

directly. Finally, it is recommended that this work is expanded to further DNA sequences and 

other archetypal minor groove binders (e.g. polyamides) to build a dataset which might allow 

the development of general rational design principals for tailored sequence-selective minor 

groove binders. 


