Resource Discovery in
Heterogeneous Digital Content
Environments

Universityof N&

Strathclyde

Science

George Macgregor
0000-0002-8482-3973

Department of Computer & Information Sciences

University of Strathclyde

A thesis submitted for the degree of PhD by published works at the
University of Strathclyde

Doctor of Philosophy

2020






Acknowledgements

Big thanks to Dr Diane Rasmussen Pennington for her helpful supervision,
support and candid comments on draft chapters — and for her dog training
tips. Thanks also to my second supervisor, Dr David McMenemy, for

persuading me that I should finally pursue a PhD.

The research documented in works selected for inclusion in this thesis
were in some instances supported by — or were the outcome of — research
and development projects. In particular, I would like to acknowledge the
following Jisc-funded projects: the COPAC/Clumps Technical Coopera-
tion Project (CC-Interop), the High-level Thesaurus Project (Phases I1I
& 1V), and Principles in Patterns (PiP).

I would also like to acknowledge the co-authors of PWs 2, 4, 6, 7, 8: Emma
Graham (née McCulloch) (University of Strathclyde), Fraser Nicolaides
(University of Greenwich), Dennis Nicholson (University of Strathclyde -
retired), Anu Joseph (University of Strathclyde).

Thanks are also extended to Aaron Tay (Singapore Management School),
Dr Martin Bréndle (University of Ziirich), and Dr Péter Kirdly (Gesellschaft
fiir wissenschaftliche Datenverarbeitung mbH Gottingen) for providing

useful feedback on my repository related research works.



Declaration

This thesis is the result of the author’s original research. The work con-
tained therein has been composed by the author and has not been previ-

ously submitted for examination which has led to the award of a degree.

The copyright of this thesis belongs to the author, and the appropriate
copyright holders highlighted, under the terms of the United Kingdom
Copyright Acts as qualified by University of Strathclyde Regulation 3.50.
Due acknowledgement must always be made of the use of any material

contained in, or derived from, this thesis.

Signed:

Date:



Statement of contribution

This statement confirms that of the 11 published works selected for this
portfolio, 6 are single-authored. The remaining 5 are co-authored. All of
co-authored works stem from projects in which I was either a principal
investigator or lead author of the work. My specific contributions to each
of the co-authored works has been highlighted in the analysis of each work
(Chapters 3-7) but is also specified in Chapter 2.

Signed:

Date:



Abstract

The concept of ‘resource discovery’ is central to our understanding of how
users explore, navigate, locate and retrieve information resources. This
submission for a PhD by Published Works examines a series of 11 re-
lated works which explore topics pertaining to resource discovery, each
demonstrating heterogeneity in their digital discovery context. The as-
sembled works are prefaced by nine chapters which seek to review and
critically analyse the contribution of each work, as well as provide con-
textualization within the wider body of research literature. A series of
conceptual sub-themes is used to organize and structure the works and
the accompanying critical commentary. The thesis first begins by ex-
amining issues in distributed discovery contexts by studying collection-
level metadata (CLM), its application in ‘information landscaping’ tech-
niques, and its relationship to the efficacy of federated item-level search
tools. This research narrative continues but expands in the later works
and commentary to consider the application of Knowledge Organization
Systems (KOS), particularly within Semantic Web and machine interface
contexts, with investigations of semantically aware terminology services
in distributed discovery. The necessary modelling of data structures to
support resource discovery — and its associated functionalities within digi-
tal libraries and repositories — is then considered within the novel context
of technology-supported curriculum design repositories, where questions
of human-computer interaction (HCI) are also examined. The final works
studied as part of the thesis are those which investigate and evaluate the
efficacy of open repositories in exposing knowledge commons to resource

discovery via web search agents.

Through the analysis of the collected works it is possible to identify
a unifying theory of resource discovery, with the proposed concept of
(meta)data alignment described and presented with a visual model. This

analysis assists in the identification of a number of research topics worthy



of further research; but it also highlights an incremental transition by the
present author, from using research to inform the development of tech-
nologies designed to support or facilitate resource discovery, particularly
at a ‘meta’ level, to the application of specific technologies to address
resource discovery issues in a local context. Despite this variation the
research narrative has remained focussed on topics surrounding resource
discovery in heterogeneous digital content environments and is noted as

having generated a coherent body of work.

Separate chapters are used to consider the methodological approaches
adopted in each work and the contribution made to research knowledge

and professional practice.
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Chapter 1

Introduction: towards a unifying
theme of resource discovery

1.1 Overview

The research works assembled for this submission of PhD by Published Works, pub-
lished between 2003 and 2020, contribute to our understanding of resource discovery
and address questions arising within a series of heterogeneous discovery contexts. In
addition to the critical commentary that accompanies them, the 11 selected works con-
tribute to a unifying theme of resource discovery and enable the notion of ‘(meta)data
alignment’ to be proposed. The works are accompanied by five themed chapters, all of
which provide critical commentary on the research assembled and consider the works’
impact in relation to the extant literature. This critical commentary also considers
the methodological merits of each work and the implications for the present author’s
ongoing research agenda. The precise structure of the thesis is detailed in sections
1.3 and 1.4 below, and details of the published works are provided in Chapter 2, with
each published work reproduced in Appendix B. It is useful to contextualize this body
of work by first understanding the concept of resource discovery and how it relates

to the works assembled for this thesis.

1.2 The concept of resource discovery

The potential of information to be valuable is key to its conceptualization as an
‘information resource’. Information resources are expressly designed or conceived
by someone, or something, to convey meaning, with the intention that the resource
be used for a specific purpose. This ability to convey meaning and knowledge gives

information its value. Today such information resources are typically characterized by



their application of human-readable and/or machine-readable characters, such that
they are conductive to replication and long-term storage [3]. The concept of ‘resource
discovery’ is therefore central to our understanding of how users explore, navigate,
locate and retrieve information resources.

Formal definitions of resource discovery can vary in their specificity. Courtney
[4] states that resource discovery entails ‘locating resources that are unknown’ to the
user. This definition emphasises the capacity of discovery tools or systems to surface
both ‘hidden collections’ and new information relevant to users’ overall information
needs, but also to provide users with navigational aids to support discovery within
increasingly complex digital collections.

Noted informatician Clifford A. Lynch provides an exhaustive exploration of re-
source discovery concepts [5]. Lynch formally defines resource discovery as a ‘complex
collection of activities that [...] range from simply locating a well-specified digital ob-
ject on the network all the way through lengthy iterative search activities’ [5]. Even
simpler attempts at defining resource discovery [6] highlight the systematization of
information resources as key to providing users with a ‘consistent, organized view of
information’. Lynch [5] elaborates by noting the process of identifying a set of poten-
tially relevant information resources as being central to resource discovery, with the
organization and ranking of resources within the set, and their expansion or filtering
according to specified criteria, as being especially important to our understanding of
the concept. Typical examples of discovery include the ‘searching of various types of
directories, catalogs or other descriptive databases’.

We can therefore state that resource discovery underpins users’ information seek-
ing behaviour by providing mechanisms through which users’ can satisfy their in-
formation needs [7]. These mechanisms can be varied but, in general, support users’
ability to locate the information resources which correspond to the requirements spec-
ified in a user query, which might be submitted to a resource discovery service. The
query may be user generated, mediated by machine, or may even be entirely machine
generated on behalf of the user depending on the type of resource being requested;
but ultimately the delivery, supply or support of ‘resource’ from the discovery service
is provided if users’ query requirements are matched by the resource discovery service.
These resource discovery services will typically assume the form of one or more infor-
mation retrieval systems, digital libraries or digital repositories, each based largely or
entirely on the use of surrogate descriptions of digital content, such as metadata or

other forms of structured data.



A significant body of theoretical and philosophical work exists which seeks to
provide a conceptual model of what constitutes an information resource [§]. This
abstract work has been helpful in understanding the value of information, especially
within corporate contexts and knowledge-based industries. However, within the do-
main of resource discovery, typical examples of information resources remain far more
material. They include information objects such as documents, files, data, and mul-
timedia content, all in human and machine-readable form and capable of being called
within a networked environment [9 [10} [TT]. These information resources are sought
by users because they help fulfil an information need [12].

It is worth acknowledging that the concept of resource discovery can also en-
compasses several different communities of practice. For example, the emergence of
ubiquitous computing (ubicomp) over recent decades [I3] and, more recently, human-
centered computing (HCC) has expanded the scope of resource discovery to include
‘resource’ as a type of computational resource, as nodes within the Internet of Things
(IoT), or as distributed systems, among other types [I4]. Similarly, resource discovery
as a basis for delivering information resources to users has become embedded within
users’ information seeking behaviour [I5] [16, 17, 18]. The ubiquity of the web, im-
proved digital literacy among users and the proliferation of networked digital devices
has resulted in increased user engagement with information retrieval tools, digital
libraries and repositories. Discovering — and negotiating with — these information
resources through every day human-computer interactions has consequently become
a typical activity for any information user [19)].

The purpose of this thesis is to explore a series of interlinked research topics within
the broader research theme of resource discovery using the selected published works.
In their taxonomy of resource discovery, Vanthournout et al. [20] note that resource
discovery involves three principal actors: resource providers, resource users, and the
resource discovery service itself. The works assembled for this thesis contribute to the
body of knowledge on resource discovery and examine each of these taxonomic actors
in different ways. Collectively the works contribute to our understanding of how
provider, user and resource discovery service shapes the efficacy of resource discovery
within heterogeneous digital information environments. To achieve this the works
study several of the mechanisms known to underpin the concept of resource discovery.
These mechanisms have represented the research focus of the present author’s career

and include the following interrelated areas:

1. Metadata —and more generally structured data, e.g. applications of RDF /XML,

etc.;



2. Knowledge organization;

3. Distributed systems interoperability, especially the syntactic and semantic in-

teroperability issues that arise from numbers 1 and 2, and;

4. The influence of numbers 1, 2 and 3 on information retrieval and aspects of

human-computer interaction (HCI).

With users confronting rapidly changing resource discovery environments, provid-
ing a better understanding of these mechanisms is essential to ensure optimum levels
of information engagement from users. Without ongoing attention there will always
remain a possibility that users’ information needs will go unsatisfied, with consequent
implications for everyday task completion and new knowledge creation that this im-
plies. A critical analysis and commentary of the assembled works therefore represents
the main body of this thesis. It will seek to contextualise the work within extant re-
search literature, provide commentary and critically appraise its contribution to the

relevant fields of study.

1.3 Resource discovery sub-themes

The published works selected for inclusion in this thesis are listed and annotated in
Chapter 2. The works span different types of research contribution; some provide
conceptual or theoretical background to specific research areas or problem spaces,
while many others are experimental, frequently describing the development or de-
ployment of new technologies and/or their evaluation. Irrespective of the ‘type’ of
contribution, the works are grouped according to categories, with each category oc-
cupying a sub-theme within the broader topic of this thesis. The works are presented
largely in a chronological order, reflecting the evolving sophistication of the present
author’s reasoning about the specific topics explored within resource discovery, as
well as maturation in the methodological approaches adopted.

The sub-themes are as follows:
e Resource discovery within digital libraries.

e Resource discovery concepts within Knowledge Organization Systems (KOS) &

Semantic Web contexts.

e Human-computer interaction (HCI) & curriculum design repositories.



e Open science: resource discovery & open repositories.

The very fact that resource discovery is the unifying theme connecting these sub-
themes is significant; but it can also be noted that relationships exist between the
individual works, thereby demonstrating a coherence to the body of work presented.
Even between some of the earliest selected published works and the latest there are
clear intellectual overlaps; from the role of repositories in delivering research content
to users, to works demonstrating the application of resource discovery expertise within
alternative communities of practice, e.g. within a repository designed to store XCRI
compliant metadata about curriculum designs being generated within a UK HEI.

A conceptual model of how the selected works relate to one another is provided
in Chapter 2. This model will be described in more detailed in the following chapter
and will be referred to throughout the thesis. The nature of the relationships between

the selected works — represented as nodes in the model — will also be described.

1.4 Thesis structure & approach

The thesis is structured as follows: Chapter 2 provides bibliographic details for the
research works which have been selected for inclusion in the thesis. This chapter
also includes brief annotations and key information about each work, as well as a
conceptual model describing the way in which the selected works are linked.

Chapters 3-6 will consider the works in the context of each of the resource discov-
ery sub-themes, outlined above. As such, Chapter 3 will explore ‘Resource discovery
within digital libraries’; Chapter 4, ‘Resource discovery concepts within KOS & Se-
mantic Web contexts’; Chapter 5, ‘Human-computer interaction (HCI) & curriculum
design repositories’ and, finally, Chapter 6, ‘Open science: resource discovery & open
repositories’. These chapters provide a commentary on the set of works assembled,
to explain their background, common themes and linkages, context in the literature,
methodological approaches, research contribution, limitations, impact, and fit with
the present author’s ongoing research agenda.

Chapter 7 will consider the methodological evolution of the present author, as
displayed in the published works. Chapter 8 then uses the assembled published works
to propose a unifying theory of resource discovery through the concept of (meta)data
alignment and provides an exploration of potential future research questions arising
from the works. Finally, the wider contribution of the works to academic knowledge

and practice is considered in Chapter 9, as well as their collective importance.



The selected published works are presented as an appendix to the thesis and form

Appendix B.



Chapter 2

Selection of published works

The published works selected for inclusion in this thesis are listed below in section
2.1. Alongside the full bibliographic details, 2.1 also provides a brief rationale for the
inclusion of each work, a summary of their research contribution and the received
citations at time of writing. The works are organized according to the sub-themes

introduced in Chapter 1. They are as follows:

e Resource discovery within digital libraries.

e Resource discovery concepts within Knowledge Organization Systems (KOS)

and Semantic Web contexts.
e Human-computer interaction (HCI) and curriculum design repositories.

e Open science: resource discovery and open repositories.

Some related additional works are also referred to a various points within the
main body of the thesis. These works are distinguished from other cited literature by
appearing in bold typeface, e.g. [21I] rather than [22] for all other literature. Their
details are included in the References section but are not included in the formal
submission owing to restrictions of space and submission requirements. A full list of
the present author’s published works is also provided in Appendix A.

With the exception of one work, all the selected works for this thesis were peer-
reviewed and published in the formal literature as journal articles or conference pa-
pers. The exception is a report of evaluative work [21] conducted under the auspices
of a research project and delivered as a published deliverable for the project. The
intellectual justification for its inclusion within this thesis will be provided in Chap-
ter 5. Suffice to state that it comprises a detailed scholarly contribution which is

commensurate in quality to the other works selected for inclusion.
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Resource discovery within digital libraries

HCI & curriculum design
repositories

m
B e g
| i _ i )
Resource discovery concepts within KOS & .
Semantic Web contexts

8 Open Science: Resource discovery & open
repositories

Figure 2.1: Conceptual model of the published works assembled, the sub-themes to which they are assigned, and their
interrelationships.

Chapter 1 noted that ‘resource discovery’ was the unifying theme connecting the
sub-themes, providing additional coherence to the body of work presented, but that
additional relationships also existed between individual works. A conceptual model
demonstrating this coherence is provided in Fig. 2.1. This model diagrams the works
listed in section 2.1 below as nodes, with the various relationships and interconnec-
tions noted between published works. Although they are not diagrammed as such, it
could be suggested that the relationship between these nodes is almost hierarchical
insofar as the works considered within ‘Resource discovery in digital libraries” demon-
strate the widest subject scope, while those in ‘Open science: resource discovery and
open repositories’ — the final published works to be considered as part of this thesis

— demonstrate a considerable narrowing in subject scope.

2.1 Bibliographic details & summaries

The bibliographic details of the published works selected for this thesis are provided

below. FEach work is accompanied by a brief rationale and, where applicable, its



citations, as calculated by Google Scholai] For shorthand reference within the thesis
proper, each work is numbered using the convention ‘PW’ (e.g. PW1 = Published
Work 1).

The contribution made by the present author to each co-authored work is also
provided using CRediT (Contributor Roles Taxonomy) ] CRediT specifies 14 con-
tributor roles that are typically performed in the creation of a scholarly work and
standardizes their definition. These roles describe specific aspects of the production
of a work, such as contributing to the ‘methodology’ or ‘formal analysis’. Not all
14 roles are applicable to the selected co-authored works but all relevant roles are

specified alongside the co-authored works for this thesis.

2.1.1 Resource discovery within digital libraries

1. Published work 1 (PW1) Macgregor, G. (2003) Collection-level description:
metadata of the future? Library Review, 52 (6). pp. 247-250.

Available: https://doi.org/10.1108/00242530310482015

A brief conceptual paper exploring the role of collection-level metadata (or ‘de-
scription’) in supporting user resource discovery within the context of rapidly
growing digital libraries and other large heterogeneous information environ-
ments. The concept of ‘functional granularity’ and ‘information landscaping’ is
explored as is its role in defining resource collections by administrators of those

collections but also by users.

Citations acquired at time of writing: 26

2. Published work 2 (PW2) Macgregor, George and Nicolaides, Fraser (2005)
Towards improved performance and interoperability in distributed and physical

union catalogues. Program, 39 (3). pp. 227-247.
Available: https://doi.org/10.1108/00330330510610573

Evaluative research undertaken to investigate disparities in the performance
of competing discovery models within digital libraries: centralized (physical)
and distributed (virtual) bibliographic discovery services. Observations gleaned
by the research resulted in numerous practical implications for those establish-
ing distributed systems based on the Z39.50 information retrieval protocol and

search /retrieve web services, as well as those establishing centralized systems.

LGeorge Macgregor: https://scholar.google.co.uk/citations?user=nDfa5GMAAAAJ
2CRediT — Contributor Roles Taxonomy: https://casrai.org/credit/


https://doi.org/10.1108/00242530310482015
https://doi.org/10.1108/00330330510610573
https://scholar.google.co.uk/citations?user=nDfa5GMAAAAJ
https://casrai.org/credit/

This work received ‘Highly Commended Paper’ award from Program
in 2005.

Citations acquired at time of writing: 9

Co-author contribution: The present author was responsible for the follow-
ing: writing — original draft and writing — review & editing. The present author
contributed equally with his co-author in the following areas: conceptualization,

formal analysis, investigation, validation, visualization.

. Published work 3 (PW3) Macgregor, George (2005) Z39.50 broadcast search-
ing and Z-server response times: perspectives from CC-interop. Online Infor-
mation Review, 29 (1). pp. 90-106.

Available: https://doi.org/10.1108/14684520510583963

This work explores the influence of broadcast searching on so-called ‘Z-server’
response times, noting that in 2019 Z39.50 still remains an important machine
interface to digital libraries and OPACs (Library of Congress, 2019). The re-
search involved search tests using 17 different Z-servers, analysis of the results
and conclusions drawn on the suitability of the Z39.50 protocol in distributed
discovery models. The work is a notable contribution on the study of preferable

models of union discovery services (or catalogues), i.e. physical or virtual.

Citations acquired at time of writing: 6

2.1.2 Resource discovery concepts within KOS & Se-
mantic Web contexts

. Published work 4 (PW4) Macgregor, George and McCulloch, Emma (2006)
Collaborative tagging as a knowledge organization and resource discovery tool.
Library Review, 55 (5). pp. 291-300.

Available: https://doi.org/10.1108/00242530610667558

A conceptual and literature based work exploring the emergence of ‘collabora-
tive tagging’ as a mechanism to facilitate information management and resource
discovery. A conceptual analysis of collaborative tagging against more formal
subject retrieval mechanisms is presented (e.g. thesauri, taxonomies, ontolo-
gies, etc.) and issues with the technique highlighted. This is a highly cited
work published at a critical point in the evolution of tagging approaches within

online discovery tools.
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https://doi.org/10.1108/14684520510583963
https://doi.org/10.1108/00242530610667558

Citations acquired at time of writing: 444

Co-author contribution: the following responsibilities were shared, although
the present author assumed a leading role, hence the granting of first authorship:
writing — original draft and writing — review € editing. The present author
contributed equally with his co-author in the following areas: conceptualization,

mwvestigation.

. Published work 5 (PW5) Macgregor, George (2009) E-resource management
and the Semantic Web : applications of RDF for e-resource discovery. In: The
E-Resources Management Handbook - UKSG. UKSG, Newbury, pp. 1-20. ISBN
9780955244803

Available: https://doi.org/10.1629/9552448-0-3.20.1

This work provides a theoretical introduction to some essential Semantic Web
concepts and the resource description framework (RDF), a key enabling lan-
guage of the Semantic Web. It exhibits theoretical understanding and fluency
with Semantic Web technologies, applications of RDF (e.g. FOAF, SKOS,
OWL, DC, RDFa) and outlines applications within digital libraries and other
e-resource contexts. This provides a theoretical foundation for subsequent works
included within this thesis sub-theme; although the work itself was published

after these other works.

Citations acquired at time of writing: 6

. Published work 6 (PW6) Macgregor, George and Joseph, Anu and Nichol-
son, Dennis; Prasad, A.R.D and Madalli, Devika P., eds. (2007) A SKOS Core
approach to implementing an M2M terminology mapping server. In: Interna-
tional Conference on Semantic Web & Digital Libraries (ICSD 2007). Docu-
mentation Research & Training Centre, Bangalore, India, pp. 109-120.

Available: https://strathprints.strath.ac.uk/2970/

The first of several works selected for this thesis exploring the potential of Se-
mantic Web and Linked Data approaches to facilitating resource discovery. This
particular paper describes the use of the W3C Simple Knowledge Organization
System (SKOS) in the implementation of a machine interface (or API) to deliver
a functioning terminology server, capable of mediating subject based searches
across different knowledge organization systems. SKOS is shown to be useful to

wrap terminology responses, consumable by digital libraries, repositories, etc.
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https://doi.org/10.1629/9552448-0-3.20.1
https://strathprints.strath.ac.uk/2970/

Citations acquired at time of writing: 16

Co-author contribution: The present author assumed sole responsibility for
the following: writing — original draft, writing — review & editing, conceptualiza-
tion, misualization. The present author contributed equally with his co-authors

in the following areas: software, methodology.

. Published work 7 (PWT) Macgregor, G. and McCulloch, E. and Nicholson,
D. (2007) Terminology server for improved resource discovery: analysis of model
and functions. In: Second International Conference on Metadata and Semantics
Research, 2007-10-11 - 2007-10-12.

Available: https://strathprints.strath.ac.uk/3435/

This work is a companion paper to the previous one and demonstrates the web
service requests supported by the proposed terminology server, based on SKOS
for data structuring and SOAP / SRW for machine requests. The terminology
server model, employing a Dewey Decimal Classification (DDC) spine approach,
is outlined, as is the system architecture and possible resource discovery use

cases for the server.
Citations acquired at time of writing: 6

Co-author contribution: The present author contributed equally with his
co-authors in the following areas: writing — original draft, writing — review &

editing, conceptualization, investigation, visualization, software, methodology.

. Published work 8 (PW8) McCulloch, E. and Macgregor, G. (2008) Anal-
ysis of equivalence mapping for terminology services. Journal of Information
Science, 34 (1). pp. 70-92.

Available: https://doi.org/10.1177/0165551507079130

Using prior work surrounding a SKOS based terminology server as the con-
text, this work considers the equivalence or mapping types required to facilitate
interoperability in the context of a distributed terminology server. The SKOS
Core Mapping Vocabulary Standard (MVS) and other mapping types are tested
against terminological mappings within the terminology server. An alternative
and generic suite of match types is proposed, although more detailed than the
MVS proposition. It has been subsequently cited by many researchers investi-

gating the deployment of semantically aware systems within specific knowledge
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domain discovery tools (e.g. astronomy) and within digital libraries more gen-

erally.
Citations acquired at time of writing: 31

Co-author contribution: Despite the second authorship, both authors con-
tributed equally to the creation of this work. Authorship order was determined
by a coin toss. The present author contributed equally in the following areas:
writing — original draft, writing — review € editing, conceptualization, method-

ology, investigation, data curation, validation, visualization, software, method-

ology.

2.1.3 Human-computer interaction (HCI) & curriculum
design repositories

. Published work 9 (PW9) Macgregor, George (2012) Principles in Patterns
(PiP) : User Acceptance Testing of Course and Class Approval Online Pilot
(C-CAP). [Report]. University of Strathclyde, Glasgow.

Available: https://strathprints.strath.ac.uk/46510/

There is growing interest in the use of technology-based approaches to improve
the quality, reuse potential and discovery of curriculum designs within HEISs.
This work — the only non-peer-reviewed work selected for inclusion this thesis —
formed part of an evaluative strand in the Principles in Patterns (PiP) project.
The work is broadly concerned with ‘user acceptance testing’ of a technology-
based curriculum design tool, devised to improve curriculum design quality
but also enable the deposit of approved designs into a ‘design repository’ for
the purposes of discovery, sharing and reuse (via XCRI compliant metadata).
The general evaluative approach adopted employs a combination of standard
Human-Computer Interaction (HCI) techniques and specially designed data col-
lection instruments, including protocol analysis, stimulated recall and pre- and

post-test questionnaire instruments.

Citations acquired at time of writing: N/A
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10.

11.

2.1.4 Open science: resource discovery & open reposito-
ries

Published work 10 (PW10) Macgregor, George (2019) Improving the dis-
coverability and web impact of open repositories: techniques and evaluation.
Code4Lib Journal (43).

Available: https://journal.coded4lib.org/articles/14180

This work is the first of two which evaluate the effect of repository optimiza-
tion techniques on the discovery potential of open repositories on the web. The
work outlines the approaches implemented and reports on comparative search
traffic data and usage metrics, and delivers conclusions on the efficacy of the
techniques implemented. The evaluation provides persuasive evidence that spe-
cific enhancements to technical aspects of a repository can result in significant
improvements to repository visibility, resulting in a greater web impact and
consequent increases in COUNTER compliant content usage. All supporting

and underlying data are made openly available.

Citations acquired at time of writing: 3

Published work 11 (PW11)

Macgregor, George (2020) Enhancing content discovery of open repositories: an

analytics-based evaluation of repository optimizations. Publications, 8(1), 8.
Available: https://doi.org/10.3390/publications8010008

This second work within the current sub-theme is a more detailed continuation
of the previous work, using a larger dataset with which to verify and validate
findings. A deeper exploration of the data, alongside additional statistical anal-
yses, is performed. As in the previous work, all relevant data are made openly

available.

Citations acquired at time of writing: Work has yet to acquire cita-

tions owing to its recent publication.

2.2 Presentation of published works

All of the published works (PW1-PW11) have been reproduced in Appendix B.

Full bibliographic details are provided above in section 2.1 for each work if the final

published version is sought directly from the publisher.
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Using the conceptual model presented in Fig. 2.1 and the resulting sub-themes,
the next seven chapters will now provide a critical commentary of the assembled
published works, exploring their background, impact, context within the wider body
of extant literature, methodological competency and linkage with the other works

selected.
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Chapter 3

Resource discovery within digital
libraries

This chapter first considers contributions to the topic of resource discovery within
digital library contexts. This will include consideration of the first three published
works presented in this thesis: PW1, PW2 and PW3, as will be the convention
in this thesis. As earlier sections have established, resource discovery can occur in a
wide variety of user contexts. The contributions presented here explore the role of
collection-level metadata (or collection-level description) in supporting ‘information
landscaping’ and ergo federated searching of digital libraries and repositories. The
ability of such discovery tools to be delivered to end users is often determined by the
efficacy of the technical protocols underpinning the federated searching, but also the

degree of semantic interoperability observed between search targets.

3.1 Collection-level metadata & ‘information land-
scaping’

Collection-level metadata (CLM) is predicated on a desire to improve the browsing
and searching of large, multi-corpus, multi-format and often distributed digital collec-
tions or information services. Within the context of digital libraries, collection-level
metadata can be deployed as an important resource discovery mechanism. CLM
provides structured, open, standardized and machine-readable metadata providing a
high-level description of an aggregation of individual items in both digital and phys-
ical environments [23]. Although such metadata can support a number of different
information management functions [24 25], the principal motivation is that collection-

level metadata can support users’ information seeking since such metadata provides
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a simple and convenient way of delivering ‘first level access’ to large information cor-
pora [26]. CLM assists because it groups resources into convenient collections. The
metadata used to describe these collections then provides a suitable access point for
users to enter relevant collections and retrieve information at the item level, while
simultaneously excluding less relevant collections [27]. The idea of excluding or filter-
ing out less relevant collections is an important one within ‘information landscaping’
and will be revisited in the next section.

The relevance of CLM in facilitating discovery has increased in recent years as the
volume of content within digital collections has grown, within both formal collections
served by digital libraries or repositories [28, 29, 30], BT, B2, B3] B4, B5]; but also
within services delivering user-generated content, such as photo-sharing platforms
[36, B7]. Service discovery tools, or so-called ‘service registries’, have also adopted
collection-level metadata application profiles. These have been designed to expose
machine readable data about collections of resources which can then be interrogated
by software applications, such as portals [38], 39].

Although there has been significant early work undertaken to define consistent
approaches and standards for CLM [40], much of the subsequent research area has
been informed by the analytic models proposed by Heaney [41], [42]. These mod-
els informed the development of the RSLP Collection Description schema [43], the
Dublin Core Collections Application Profile [44], and the IESR Application Profile
[39]. Richer implementations of Heaney’s analytic model, demonstrating greater hi-
erarchical and associative relationships, have also been implemented, such as that
proposed by the SCONE and CC-Interop projects [45, [46, 47, 48, 49], [1I]. Those
falling into the former category tend to demonstrate ‘flat file’ characteristics but have
nevertheless been found to be adequate within their given applications (Fig. 3.1).
In fact, the terminology service described in Chapter 4 and, in particular, within
PW6 and PW7 demonstrate a get_collections function to assist in the identifica-
tion of digital collections by service registries. This terminology service function uses
the Dublin Core Collections Application Profile and the IESR Application Profile to
model the terminological and collection data returned to clients.

Despite its adequacy, the Dublin Core Collection Description Terms [44] has been
updated to demonstrate greater granularity as well as better alignment with the Re-
source Description Framework (RDF), as per the Semantic Web and Linked Open
Data (LOD) conventions. More recently, the Europeana cultural heritage platform,
which encompasses 60 million digital items, has incorporated CLM into the Euro-

peana Data Model (EDM) [50], aspects of which drive some browsing functionality
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Figure 3.1: Example CLM record in XML, adhering to the IESR Application Profile & incorporating shared elements
from RSLP Collection Description schema & Dublin Core Collections Application Profile.

<?7xml version="1.0"7>
<iesrd:iesrDescription
xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:dcterms="http://purl.org/dc/terms/"
xmlns:dcmitype="http://purl.org/dc/terms/dcmitype/"
xmlns:iesr="http://iesr.ac.uk/terms/#"
xmlns:iesrd="http://iesr.ac.uk/"
xmlns:rslpcld="http://purl.org/rslp/terms#"
xmlns:xsi="http://www.w3.0org/2001/XMLSchema-instance"
xsi:schemalocation="http://iesr.ac.uk/ http://iesr.ac.uk/schemas/xsd/iesr.xsd">
<dcmitype:Collection>
<dc:identifier xsi:type="dcterms:URI">
http://scone.strath.ac.uk/coln/7952
</dc:identifier>
<dc:title>
Dept. of Computing Science and Mathematics eTheses
</dc:title>
<dcterms:abstract xml:lang="en">
Electronic copies of theses produced by students from the Department of Computing
Science and Mathematics of the University of Stirling.
</dcterms:abstract>
<dc:type xsi:type="dcterms:DCMIType">Collection</dc:type>
<dc:type xsi:type="rslpcd:CLDT">
Collection.Internet.Text.Image.Special.Form.Virtual
</dc:type>
<iesr:hasService xsi:type="dcterms:URI">
http://scone.strath.ac.uk/coln/7953
</iesr:hasService>
<iesr:hasService xsi:type="dcterms:URI">
http://dspace.stir.ac.uk/dspace/handle/1893/36
</iesr:hasService>
<dc:subject xsi:type="dcterms:LCSH">
Computer science
</dc:subject>
<dc:subject xsi:type="dcterms:LCSH">
Mathematics
</dc:subject>
<dc:subject xsi:type="dcterms:DDC">
004
</dc:subject>
<dc:subject xsi:type="dcterms:DDC">
510
</dc:subject>
<rslpcd:owner xsi:type="dcterms:URI">
http://scone.strath.ac.uk/agnt /5393
</rslpcd:owner>
<dcterms:isPart0Of xsi:type="URI">
http://scone.strath.ac.uk/coln/7911
</dcterms:isPart0f >
</dcmitype:Collection>
</iesrd:iesrDescription>
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Figure 3.2: User interface of Europeana, employing the EDM to power collection browsing functionality.
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for users (Fig. 3.2). Europeana has devised a metadata applications profile aligned
with the Dublin Core Collections Application Profile. This profile takes advantage
Heaney’s analytic model and harnesses advances in Semantic Web data modelling via
the Resource Description Framework (RDF) [33].

3.2 Information landscaping & ‘functional granu-
larity’

The first published work (PW1) presented as part of this chapter is a brief conceptual
paper [23], which addresses the value of CLM in resource discovery and its potential
for supporting users in satisfying their information needs. It was noted previously
that a useful characteristic of CLM based systems is their ability to simplify the infor-
mation landscape. For example, the information landscape presented to the user may
be generated with specific grouping criteria. This may be based on subject strengths,
language, accessibility, digital format, or even geographical location if we are referring
to physical resources. Systems employing CLM therefore have the capacity to enable
users to identify potentially fruitful collections worthy of item-level search, while en-
abling them to discard those collections which are considered to contain fewer relevant
items. As we shall see from the published works presented in the next section, issues
surrounding interoperability become a key issue when users traverse the landscape
and reach the ‘discovery level’ (see Fig. 3.3), where item level retrieval tools are pre-
sented to the user, such as digital libraries, repositories or library catalogues. These
interoperability issues arise owing to the distributed nature of these services.

PW1 introduces a number of concepts that were undocumented in the literature
at the point of publication. PW1 therefore contributed to domain understanding of
how ideas of ‘functional granularity’ and dynamic information landscaping can be
used within CLM based systems. In other words, it describes the creation of systems
that use the richness of CLM schema to deliver flexible collection grouping criteria for
users (i.e. ‘dynamic landscaping’). When deployed in digital libraries or repositories
this approach frequently resembles the kind of faceting that might be observed on
e-commerce websites or certain generic search tools. Similarities do exist; but, owing
to the richness of CLM schema, far richer and more precise filtering is possible, often
based on varied and extensive criteria.

PW1’s contribution to understanding appears to be corroborated by its influence
in subsequent works exploring approaches to CLM and CLM-based systems, e.g.
[511, 521 37, 53], [34], B5] and also provides further theoretical discussion around the idea
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Figure 3.3: A model of an information environment which employs dynamic landscaping through the use of CLM-
based services, as presented in [1J].

of ‘functionality granularity’, a method for defining the parameters of, say, a digital
collection and how it should be recorded in CLM [54]. In particular, it explains the
practical implementation of functional granularity as a flexible one to be performed
by collection administrators — and one which naturally creates levels of granularity
to be traversed by the user when replicated by digital services, thereby providing a
useful navigation aid for users of large digital corpora as well as providing an effective
filtering mechanism.

In critically reviewing PW1 it is evident that no research questions are explicitly
articulated. As the concept of CLM and their application within digital libraries
was a new one, and published literature addressing CLM was limited at the point
of publication, PW1 ultimately sought to inform readers of the potential benefits of

using CLM based systems in resource discovery; but also to highlight cogent con-
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ceptual questions surrounding collection modelling, collection definition, information
landscaping and functional granularity. By highlighting these conceptual questions
PW1 is presenting, however inexplicitly, a series of suggested future research areas.
Its inclusion here as a published work is therefore designed to demonstrate the present
author’s abstract understanding of how CLM and its applications can be harnessed
to support resource discovery strategies.

PW1 benefits from insights gained under the auspices of two research and devel-
opment projects around the time of publication (SCONE and CC-interop), both of
which experimented with CLM approaches to information landscaping and resource
discovery, e.g. [1],[55]. Both projects developed prototype systems capable of being
embedded within the architectures similar to that diagrammed in Fig. 3.3, and in
some instances these prototypes also served as pilot services to users [50], [57].

Despite the conceptual and ‘real world’ merits of PW1, a clear limitation remains
its brief nature, absence of research framework for the conceptual discussion and
absence of visual models, which could have aided analysis of such an abstract topic,
especially within the wider CLM research agenda. Subsequent work in this space [58],
59,33, 53, [34] would have benefited from such a framework because -— as acknowledged
by these cited works -— problems surrounding collection definition and modelling has
impeded research attempting to understand how best CLM can support resource
discovery. Conceptual work undertaken for the EDM [50] has arguably been the only
extant work which has attempted to specify ‘representational requirements’ to assist
in the definition and modelling of collections [33], [60], something which PW1 could
have proposed, albeit embryonically.

PW1 also fails to be explicit about the conceptual boundaries of CLM. In other
words, its purpose is to articulate the benefits of CLM and highlight specific con-
ceptual questions, but a failure to specify a framework introduces uncertainty about
whether these conceptual questions are exhaustive or whether there are others which
have been omitted. This limitation is reinforced by the lack of any visual model to
support the conceptual discussion and the absence of any caveat to control for this
omission. Despite all of this — as noted above -— the work nevertheless remained
a necessary contribution to scholarly discourse at the point of publication because

community understanding about the potential of CLM was relatively unknown.
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3.2.1 Federated search, clumping & interoperability issues —
PW2 & PW3

The ‘discover’ and ‘detail’ stages of the landscaping process within a larger informa-
tion environment is the point at which item-level discovery becomes relevant (Fig.
3.3). As noted, issues surrounding interoperability become more challenging when
users reach the ‘discovery level’ and when the federated search of multiple distributed
services is offered to users. The transition to distributed item-level retrieval tools such
as digital libraries, repositories or library catalogues demands a level of technical and
semantic interoperability between services in order to provide reliable federated item-
level retrieval. Many of the interoperability challenges between services have been
known for a considerable time (Borgman, 2002) but many persist and remain diffi-
cult to solve without adequate technical standardization or metadata harmonization
[61], 62, [63), 64], 65].

The idea of ‘clumping’ is associated with the proliferation of digital libraries sup-
porting the Z39.50 Information Retrieval protocol [66]. Z39.50 is a client—server,
application layer protocol for searching and retrieving information from remote ser-
vices over a TCP/IP network [67]. It specifies procedures and formats for a client to
search database(s) hosted by a server, retrieve records, and execute related informa-
tion retrieval functions. The use of Z-client software (employing the Z39.50 protocol)
enables a single Z-client to connect to multiple Z-servers (or ‘clumps’). This ap-
proach allows the client to ‘broadcast’ a single search (i.e. perform a federated search
or meta-search) to multiple Z-enabled services simultaneously, with results from each
service retrieved and merged into a single result set for the user (e.g., Fig. 3.4 —
Search25). Data retrieved by the client are typically in MARC or XML but can span
a variety of formats and serializations [6§].

739.50 remains a popular protocol despite other, arguably preferable web ser-
vice approaches, especially those demonstrating RESTful characteristics [69]. Its
wide adoption and software support through software toolkits such as YAZ [70]
has meant that Z39.50 continues to be deployed in new digital library applications
[T, [72), (73, 74, [75]. It has also found recent applications within areas as diverse
as massive data sharing platforms for meteorological disaster data [76] and digital
library recommender systems [77].

Studying specific interoperability issues within distributed digital libraries with
regards to item-level search is the focus of PW2 and PW3. These works dovetail

with PW1 insofar as a) they correspond with the discovery layer diagrammed in Fig.
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3.3, b) follow the same overall conceptual thread, and c) follow on from any infor-
mation landscaping functionality facilitated by CLM. The context for both works is
the federated search of digital libraries, particularly the technical and semantic inter-
operability issues inherent in ‘clumping’ approaches to distributed searching. PW2
[78] is a co-authored work but one which the present author leads. The study design,
execution, and analysis was shared between the authors, with a larger proportion
assumed by the present author.

PW2 is essentially divided into two parts. The first documents system search
tests conducted on a series of Z-enabled OPACs and a comparative analysis of the
relative performance of the results delivered by a distributed architecture (i.e. feder-
ated or clumped) and a centralized equivalent (i.e. physical union catalogue (Copac)).
Perhaps predictably, the findings of the work highlight the inherent tension between
almost all distributed systems and their centralized counterparts [79]. That is, the
degree of autonomy afforded to distributed systems and whether these systems fulfil
the requirements and demands requested by the other systems in the cooperative. We
use the term ‘cooperative’ here to denote systems, or in this case digital libraries or
similar, which have entered into an information environment of distributed services.
Such information environments specify certain technical expectations on individual
services as a rule to participating in the wider cooperative. These technical expecta-
tions will typically describe the minimum syntax and semantics of the participating
services [79]. This model is popular in most communities of practice where inter-
actions between systems occurs. It allows organizations to exert control over local
systems and provides freedom from any dependences to other systems while satis-
fying the expectations of the cooperative. In other words, providing the technical
expectations of the cooperative are satisfied the distributed systems can operate as if
centralized.

The predictability of PW2 arises because the findings identified low adherence to
the rules of the cooperative such that collective performance of the distributed digital
libraries was often poorer than the centralized one. In essence, the minimum syntactic
and semantic expectations were not being satisfied by the distributed services. A lack
of support for the 7Z39.50 Bib-1 attribute set — within which submitted queries are
semantically defined -— was observed. Wide variation in metadata quality across sites
and low semantic alignment to support subject-based queries was also identified (an
issue to be addressed more exhaustively in Chapter 4).

It is perhaps interesting to note that CLM has been proposed as a mechanism for

providing effective filtering tools, thereby helping users to reduce information overload
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before attempting to discover relevant item-level resources [29]. While the cooperative
demonstrated superior data currency when compared to the centralized case study,
what PW2 demonstrates — and subsequent works presented in later chapters —
is that item level syntactic and semantic interoperability issues were compromising
search quality for users. This finding conforms to the prototypical ‘known issue’ within
distributed system theory [79]. Whilst CLM may provide filtering opportunities for
users, it is clear that poor adherence to the rules of the cooperative compromises
retrieval, despite the use of the Z39.50, the Bath Profile [80], and MARC with AAC2.

Despite the detailed treatment of its methodological approach to data collection
and its acknowledgement of caveats, a level of methodological naivety is evident from
PW2. The process of data collection for the first part of PW2 used a comparative case
study approach [81], with ‘analytic induction’ used to create a descriptive model of
the retrieval problems observed across the different Z-servers, each employing variant
configurations and metadata conventions. That there is a methodological label for
this approach is omitted in PW2 and instead this is only implicitly suggested rather
than explicitly stated. Articulating that the approach to data collection in PW2
subscribed to a recognized qualitative approach would have added credibility to an
otherwise sound methodological approach and could have provided greater validation
of the overall findings.

The second part of PW2 involved data collection at two workshops. These work-
shops were facilitated as focus groups, the use of which were considered essential to
elicit the required rich qualitative data from digital library and system practition-
ers. The operation of the focus groups, and the data collection techniques used, were
highly successful in the field. Documentation of how the qualitative data were anal-
ysed and the conclusions drawn was less successful, as evidenced by PW2. A large
volume of qualitative data were gathered during the focus groups, with group dis-
cussions transcribed, organized according to high-level themes and circulated among
focus group participants for comment or correction. These steps in the data analysis
are curiously omitted from PW2’s methodology, thereby compromising the trans-
parency of the methodological approach, replicability of the study and potentially
undermining the safeness of the findings.

Upon reflection it is clear that whilst the data collection were sound for this
portion of PW2, the weakness was a failure to treat such a rich qualitative dataset
with sufficient analytical detail. Data coding were undertaken to only a shallow
level (i.e. high-level themes), with a reliance on ‘lumping’ [82]. ‘Lumping’ can be an

expedient way of analysing large volumes of qualitative data [82], 83] but has long been
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recognized in seminal works as being subject to superficiality as the process of lumping
often means the coder inadvertently avoids careful scrutiny of the data [84]. Little
attention was therefore paid to surfacing potentially relevant subordinate concepts or
themes as part of PW2’s analysis. No coding framework for the focus group data was
therefore generated and ergo presented in PW2. If a more sophisticated qualitative
approach had been adopted, such as Grounded Theory [85], combined with a more
exhaustive approach to coding, additional insights from the data may have been
exposed and a superior summary of the qualitative data analysis could have been
presented in PW2. It is apposite to note that the use of qualitative methods — as
well as mixed methods to deliver triangulation in research findings — is something
which the present author has deployed extensively in other works, including in one
of the published works selected for this thesis (i.e. PW9) [21]. Suffice to state that
this analytical failure was never repeated in any subsequently published, or indeed
unpublished, works.

The aforementioned methodological oversights from PW2 can certainly appear
obvious in a historical critique but few of them realistically undermine the overall
findings of the work. None were identified as problematic via the peer-review process
either. Instead PW2 contributed to understanding of the management of distributed
digital libraries and the interoperability problems to be solved. Its impact was that it
was the first and only study of its kind to engage in such an evaluation and confirmed a
negative finding, which hitherto had been only acknowledged via anecdotal evidence
[1], [86l 87, 8]]. This enabled the creation of national strategies and transferable
recommendations on Z-server management and metadata practices across research
institutions [89], which national services such as Copac implemented [66]. Although
the findings were acknowledged in the literature [90] it nevertheless remains the case
that such a base failure in distributed digital library management persists more re-
cently in related communities of practice, particularly in relation to scholarly open
repository implementations using the OAI-PMH protocol [91], 92, B32], a discussion
point to which we will return in Chapter 6. It is consequently possible to conclude
that there are sections of the digital library domain which fail to successfully launch
services externally and/or successfully integrate within other systems, or aggregated
services.

PW3 is related to PW2 and occupies a similar intellectual space [93] insofar as
it again evaluates the efficacy of a group of Z-servers, with federated search being
the typical research use case. The work could also be said to explore the issues

surrounding ‘transparency’ within distributed digital libraries.
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‘Transparency’ in the context of distributed systems and relevant reference models
[94], is the goal of hiding the fact that the system’s processes and resources are actually
physically distributed across multiple servers. In other words, distributed systems
should ideally present themselves to users as if they were a single, centralized system.
For this to be successful within the use case documented in PW3, it is necessary
for users’ expectations of the distributed digital library to compare favourably with
the centralized model. This is especially true with respect to the efficacy of the
739.50 protocol itself, which in the early years of its adoption in digital libraries was
considered sluggish [95]; but also with respect to how individual services have adhered
to the syntactic and semantic rules of the cooperative.

Parallel research involving the same use case systems -— but undertaken by collab-
orators in order to better understand users’ expectations [96} 7] -— found evidence of
what has controversially been termed ‘Google generation’ user behaviour [19]. User
expectations surrounding retrieval response times, influenced by interactions with
Google and similar services, meant that understanding the response times, system
impediments, etc. that might undermine search performance within a distributed
digital library model was necessary. The research which was conducted as part of
PW3 was therefore designed to better understand the performance issues with a view
to informing the development of new, more successful digital libraries.

The so-called ‘quick and dirty’ Z39.50 implementations at institutions found in
PW3 once again suggested poor adherence to the rules of the cooperative and therefore
lower levels of transparency. Results suggested that improved treatment of complex
search queries, greater harmonization in Z-server configurations and lower time-out
thresholds might deliver performance enhancements. However, in general -— and espe-
cially when Z-servers were configured correctly -— transparency could be successfully
maintained and user expectations better fulfilled. Z-servers within the cooperative
tended to respond rapidly and network congestion and local usage of services was not
found to significantly influence Z-server performance. These findings may be con-
sidered encouraging in the context of Z-enabled digital libraries but are difficult to
reconcile against users’ retrieval and HCI expectations found in related work [96] O7].

It can be posited that the influence of PW3 may have been greater had there been
a more imaginative approach to presenting the evidence. Data charts are adequate
for presenting such a vast volume of data but their effective interpretation remains
difficult without tabulated data summarises, or indeed access to the raw datasets as
would be de rigueur in 2020. The volume of data doubtlessly made the inclusion of

tabulated data undesirable in this work; yet in subsequent works it has been possible
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to adopt creative approaches to the summarization of far larger datasets. The failure
to adopt such approaches in PW3 is therefore a clear limitation of the work. The
limitation is particularly obvious in this instance because specific data points are
discussed in the main body of the work but cannot be verified easily by consulting
the charts. A tabulated summary of data providing response times across systems,
with appropriate segmentation of the data according to measures of central tendency;,
level of variance (SD), and IQR would have been appropriate and may have prompted
additional data insights. Upon reflection it is odd that this deficit went unreported
during peer-review and therefore remained unaddressed in the final published work.

Nevertheless, as the only study of its kind the contribution made by PW3 to the
wider research agenda surrounding distributed digital libraries clearly reinforced the
viability of Z39.50 based approaches to distributed digital library item-level retrieval,
as noted previously by the continued deployment of the approach in digital library
applications. Unfortunately, many of the reported semantic interoperability and Z-
server configuration problems persist. For example, Kapidakis & Sfakakis [98] describe
similar difficulties in delivering ‘meta-search’ functionality involving FRBRized digital
libraries as well as low semantic interoperability between services, once again indicat-
ing that basic lessons surrounding the management of distributed architectures have

not been learned.
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Chapter 4

Resource discovery concepts within
KOS & Semantic Web contexts

This chapter will continue the discussion of Chapter 3 by progressing onto concepts
surrounding resource discovery within subject-based item-level retrieval contexts,
specifically the development and deployment of terminology services and the exploita-
tion of Semantic Web approaches to achieve this (PW5, PW6, PWT7, PW8). Con-
sideration will also be given to PW4. PW4 revisits some core principles in knowledge
organization and the creation of knowledge organization systems (KOS) within the
context of Web 2.0 collaborative tagging. PW4 warrants collective analysis alongside
the other published works of this chapter owing to its focus on KOS principles which,
as we shall demonstrate in later sections, are core to the terminological approaches
adopted in PW5-PWS, as well as many vocabulary specifications used within the
Semantic Web. Its relevance in this regard will be explained in more detail in the
first section of this chapter. It could be suggested that, from PW4 onwards, a more
mature academic writing style is visible the present author’s published works.

PW4, PW6, and PW7 are co-authored works on which the present author leads,
reflecting the leading role assumed in writing the works, forming their approach and —
in the case of PW6 and PW7, during which time the present author was a research
fellow — being principally responsible for leading the underlying research project.
PWS8 is the final co-authored work of the thesis, devised and written during the same
time as PW6 and PW7. PWS8 was written during a time of great collaboration and
productivity. The present author is listed second in PWS8; however, both authors
contributed equally to the work, with the order of attribution determined by a coin
toss. The methodological approach and its execution, data analysis and conclusions

were therefore shared equally across both authors.
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4.1 Knowledge Organization Systems

Knowledge organization systems (KOS) are conceptual and terminological devices
used to present systematized interpretations of knowledge [99]. These devices exert
control, not just over the way in which this knowledge is organized, but also over the
terminology used to describe certain knowledge concepts (i.e. vocabulary control).
KOS typically encompass the following types, ranked here based on their semantic

sophistication:

1. Term lists, such as authority files, gazetteers, glossaries, etc.

2. Hierarchical relational vocabularies, such as information retrieval thesauri and

subject heading lists.

3. Taxonomic classification schemes, such as bibliographic classification schemes,

taxonomies, etc.

4. Ontologies and knowledge graphs, such as both upper and domain ontologies.

It is long established that the incorporation of KOS into retrieval tools — in
their various permutations — can perform an important role in improving resource
discovery outcomes, e.g. [100] 10T, [102]. The benefits of concept structure and the
control exerted over the vocabulary used within KOS are explained within PW4 [103]
and will not be reproduced here (see section ‘Defining Controlled Vocabularies’ in
PW4). Suffice to state that vocabulary control (e.g. control for synonyms, homonyms,
lexical anomalies, etc.) used by KOS, and the resultant control exerted over indexing,
ensures the terms used to describe concepts are standardized and therefore similar
or related resources are collocated for ease of discovery by the user. Further ease
of discovery is promoted through hierarchical and syntactic relationships, as well as
coding or notation — the latter of which continues to find uses within tools such as
the MeSH Browser [ and UNESCO Thesaurus browser [

Owing to the recent proliferation of KOS in supporting commercial retrieval sys-
tems (inc. web search engines) and information retrieval within an ever growing
number of digital content platforms (e.g. digital repositories, digital libraries, cul-
tural asset collections, etc.), the variety of KOS types now far exceeds the typical

examples provided above [104] [105]. Recent work has sought to propose a ‘taxonomy’

I'MeSH Browser: https://meshb.nlm.nih.gov/search
2UNESCO Thesaurus Browser: http://vocabularies.unesco.org/browser/thesaurus/en/
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for KOS types based on their relative semantic complexity, taking account of how
KOS are now central to the functioning of the Semantic Web and Linked Data [106].

Naturally, digital libraries and repositories have often been at the forefront of
KOS innovation, with many active and prototype systems in use. See for example
[107, (108, 109, (10, T11, 012, 113, 114, [I15, 116, (117, 118, [19]. Aside from their
use to improve search performance in such digital platforms, most of the innovation
in KOS integration has been for the purposes of user navigation, resource browsing
(e.g. facetted browsing, facetted results refinement, etc.) or resource display. These
types of resource discovery aid are underpinned by the hierarchical and associative
concept relations encoded by KOS and support well understood information seek-
ing behaviours surrounding browsing [120} 121]. They also support the alternating
information seeking strategies employed by specific user communities [122, 123].

Additionally, query expansion (QE) functionality [124] is something which KOS
are uniquely scoped to provide. Such use of interactive QE can assist users in their
query formulation and there are numerous examples in the literature of KOS powered
query expansion within digital libraries, repositories and medical literature corpora
[125], 126], 127, 22], 128, 129] 130} 131]. As we shall see in later sections, functional
approaches to QE were among the anticipated use cases of the terminology services
described in PW6, PW7 and PWS.

4.2 KOS interoperability & terminology services

Problems surrounding the interoperability of KOS has long been an active research
area [132]. As additional applications for KOS continue to be found, especially within
Linked Data and biomedical contexts, the need for advances in KOS interoperability
remains a focus of research activity in order to improve subject-based searching and
browsing across services [I19]. Digital libraries and repositories have increased the
need for such interoperability in order to facilitate user access to discrete heteroge-
neous digital objects. Within distributed resource discovery contexts, such as those
described in Chapter 3, this need is especially true since digital objects held across
distributed systems will tend to be indexed and organized according to different KOS
[133]. Encountering disparate KOSs is the inevitable reality of resource discovery
within these systems because different terminologies will generally have been used
to meet the subject searching and browsing requirements of local users, or to better
describe the digital collection within wider metadata requirements. The impractical-

ity of querying multiple services individually, or even acquainting oneself with the
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terminologies or KOS in use, is such that federated subject-based searching becomes
not only necessary, but critical.

A failure to adhere to a single KOS could be described as yet another failure by
systems to satisfy the semantic expectations of the ‘cooperative’ model, as we de-
scribed previously in Chapter 3. However, KOS deployment within typical digital
resource platforms frequently exists independently of other metadata interoperability
requirements owing to the importance of subject-based resource discovery in users’
unknown item searching [I34]. A lack of discipline specificity in more general, uni-
versal schemes, such as Library of Congress Subject Headings (LSCH)H limits their
application to similarly general, universal collections. Discipline specific services are
therefore better fulfilling subject-based requirements via domain specific KOS (e.g.
MeSHE]7 STW Thesaurus for Economicsﬂ HASSETE], the NASA GCMDE], etc.), with
scientific and biomedical applications in particular stimulating the creation of numer-
ous domain ontologies [135], 1306, 137].

Improving the ability of users to engage in federated, subject-based resource dis-
covery of disparate discipline-specific repositories and digital libraries is the predom-
inant focus of the published works associated with this chapter; facilitating seman-
tic interoperability and, specifically, achieving interoperability between KOS so that
subject-based federated resource discovery is possible. Some of the difficulties in
achieving this — to be explored in more detail in later sections — demonstrate the
immense problems in semantic interoperability. So, before exploring terminology
services and KOS interoperability, it is worth highlighting the related concepts high-
lighted in PW4.

4.3 Semantic expressiveness of knowledge struc-
tures & collaborative tagging: PW4

PW4 is ostensibly about the emergence collaborative tagging as a popular mecha-
nism for organizing digital content [103]. Collaborative tagging (or simply ‘tagging’)
emerged in parallel with the broader trend of Web 2.0 in the mid-2000s, in which a

3Library of Congress Subject Headings (LCSH): http://id.loc.gov/authorities/subjects.
html

*Medical Subject Headings (MeSH): https://www.nlm.nih.gov/mesh/

5STW Thesaurus for Economics: http://zbw.eu/stw/version/latest/about

SHumanities and Social Science Electronic Thesaurus (HASSET): https://hasset.
ukdataservice.ac.uk/

‘NASA Global Change Master Directory (GCMD): https://wiki.earthdata.nasa.gov/
display/CMR/NASA+GCMD+Keywords
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growth in user-generated content and participatory digital cultures on the Web was
considered indicative of a ‘second generation’ in the World Wide Web [13§]. The
popularity of tagging as a new, preferable approach to organizing content was in a
large part aided by several high-profile talks delivered by Internet sociologists and new
media writers, particularly Clay Shirky (e.g. [139]). Shirky’s notions of how knowl-
edge, or more specifically digital content, should be organized and ergo discovered
was influenced by familiar arguments that existing approaches to KOS creation failed
to reflect users’ real requirements [140]. Shirky posited that KOS were frequently
delivering biased interpretations of knowledge domains and therefore organization
could better be delivered by the participatory user base associated with Web 2.0 (i.e.
‘organization goes organic’ [139]).

The relevance of this to terminology services is that collaborative tagging, and the
so-called ‘folksonomies’ they produced, was frequently proposed by its advocates as a
way of addressing semantic interoperability problems on the web, and even replacing
the Semantic Web altogether [I41]. Most works published during the emergence of
Web 2.0 noted the potential for user generated knowledge to contribute to aspects of
the ‘web of data’, e.g. [142] 143, [144]; but also noted that the purported potential of
tagging was unrealistic and failed to acknowledge the inherent challenges in providing
semantics for both humans and machines, making tasks associated with the Semantic
Web such as better resource discovery unachievable [145].

That tagging was contrary to well understood principles in information retrieval
and knowledge organization was the focus of PW4. Within PW4 a definition of
KOS is proposed (ironically referred to by the synonym, ‘controlled vocabularies’)
and used to assess the efficacy of collaborative tagging. Though merely a review
and a conceptual exercise to measure collaborative tagging as an effective knowledge
organization mechanism, PW4 is the most cited published work presented as part of
this thesis. PW4 could be described as a Zeitgeist work insofar as it was -— at the point
of publication — the only review of extant literature and the only published attempt
to logically assess the efficacy of tagging as a knowledge organization mechanism.
For this reason it has acquired an impact arguably incommensurate with its real
significance. PW4 nevertheless exposes a fluency in the construction of KOS such
that the limitations of tagging could be assessed logically, theorized and articulated.

For example, early experimental work reported positive results in the use of tag-
ging data to generate coherent knowledge structures [146], [141]. But these results have
not always been borne out by subsequent work. Term noise and a lack of expressive-

ness, hierarchical or syntactic structure are highlighted as difficulties in harnessing
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crowd-sourced tagging data to generate coherent knowledge structures [147]. Dong
et al’s review [147] notes positive progress in the research literature but reinforces
the unreliability of data mining, machine learning or semantic mapping techniques to
extract meaning from tagging data. This disappointment has been found in experi-
mental studies exploring the retrieval efficacy of tags in a variety of online settings.
For instance, Lorince et al. [148] investigated the efficacy of tagging based retrieval
within online music services such as Last.fmff] Their data suggest tags did not gen-
erally serve as retrieval aids nor did they predict listening behaviour or function in
personal information management; instead they appeared to be purely a ‘participa-
tive’ exercise on the part of users.

Where attempts have been made to harness this participation for the purposes
of augmenting the Semantic Web findings have been disappointing [149]. Markines
et al. [149] concluded that it was computationally unscalable to perform the level
of similarity analyses required on large-scale tagging corpora. The intriguing aspect
to these disappointments has been research exploring greater user intervention to
essentially annotate content more effectively (i.e. for users to create rudimentary
metadata). Passant et al. [I50] describe a lightweight collaborative Semantic Web
framework which can underpin Web 2.0 services but which also invites users to anno-
tate content more effectively, annotations which can then be translated into machine
readable statements via RDF [150]. Similarly, Zhang & Cranshaw [151] demonstrated
a prototype system designed to enrich group chat content by presenting users with
opportunities to ‘mark-up’ their chats as a supplement to their tagging data [I51].

It is worth noting that the idea of inviting greater annotation of unstructured
data has been successful in the case of Wikidataf] -— as a component of the wider
participative Web 2.0 service, Wikipedia. Wikidata been able to attract sufficient
volunteers to curate an extensive and growing corpus of data statements as key-value
pairs, thereby relating concepts, objects and things to one or more values [152] [153].
The exposure and openness of these statements holds particular potential for Linked
Open Data (LOD) and Semantic Web applications, and is already being harnessed
by digital libraries, heritage platforms and repositories to improve authority data
[154, [155] or augment existing structured data [I56]. Experiments on extracting a
crowdsourced KOS of some kind from Wikidata is presenting numerous challenges
but is nevertheless proving more productive than prior attempts with tagging data
[157].

8Last.fm: https://www.last.fm/
YWikidata: https://www.wikidata.org/
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This is not to state that there has not been progress in harnessing tagging data
or incorporating it into digital information platforms. See indicative examples, [158],
159 160, 161, 162, 163]. However, where it has been harnessed to support informa-
tion retrieval, tests confirm the corollary of the logic outlined in PW4: that tagging
data tend to reveal high recall and low precision [164], 165, 162, 166, 167]. This,
in turn, echoes the theoretical and experimental work of previous decades, specially
surrounding the use of early free-text indexing in the 1970s and beyond -— the con-
clusions of which were that free-text was most productive when combined or mapped
to existing KOS [168], [169], much as the successful tagging research has demonstrated
more recently. The efficacy of the folksonomies generated from collaborative tagging
are simply limited owing to their lack of semantic richness and expressiveness, a phe-
nomenon which has been the focus of numerous KOS typologies over recent years.
See for example, the ISKO Encyclopedia of Knowledge Organization, which reviews
numerous KOS typologies, most of which attempt to arrange KOS according to their
characteristics, with semantic expressiveness forming an important criteria [170]. In
fact, we can diagram the relationship between semantic expressiveness and resource
discovery (Fig. 4.1). As the semantic expressiveness and complexity of a KOS in-
creases on the X axis, a proportional increase in the resource discovery power of the
KOS on the Y axis can generally be observed.

If we accept that the lack of semantic expressiveness is a problem with folk-
sonomies, then semantic interoperability across different folksonomies will be even
more difficult than with formal KOS. This leads to the need for improved and contin-
ued interoperability between formal KOS and the availability of potential solutions. It
also returns us to the intellectual work highlighted earlier in this chapter surrounding
the need to better support subject-based resource discovery, a line of enquiry which

remains an active research area [I711 [172].

4.4 Terminology services

Terminology services can assume a number of manifestations but a useful definition
has been provided by Tudhope et al.: Terminology Services (TS) are a set of services
that present and apply vocabularies, both controlled and uncontrolled, including their
member terms, concepts and relationships. This is done for purposes of searching,
browsing, discovery, translation, mapping, semantic reasoning, subject indexing and

classification, harvesting, alerting etc. [173].
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Advances in the modelling and publication of KOS data has developed alongside
progress in the Semantic Web and Linked Data (or ‘Linked Open Data’ (LOD)),
providing decentralized mechanisms for publishing, sharing, reusing and facilitating
access to terminological data. This is perhaps most ably demonstrated by WikiData.
Terminology services nevertheless remain a necessary component of KOS interoper-
ability efforts, partly because LOD or Semantic Web solutions cannot in themselves
deliver the infrastructure required [174], but also because approaches to the integra-
tion of RDF data into local services (e.g. digital libraries, repositories, etc.) is at
an insufficient level of maturity, both at the integration level but also at the HCI
level [I72]. Terminology services can provide the necessary infrastructure and offer
opportunities for solving these issues. Their development and deployment within
the sub-domains of medical informatics and bioinformatics has been particularly pro-
nounced in recent years. A need to store, query and retrieve data held within complex
biomedical terminologies — ranging from gene ontologies to SNOMED to highly spe-
cific terminologies pertaining to dermoscopy — requires high levels of efficacy. See
for example: [175], (135 176} 177, 178, 179, [180] 181 182 183, 136].

Most of the works assembled for the remainder of this chapter relate to the use of
terminology services, the inclusion of RDF data within these services to enable KOS
interoperability and terminology mapping (i.e. PW5, PW6, PW7, PW8). PW6 [133],
PWT7 [184] and PW8 [185] each explore aspects of a specific terminology service, data
from which was designed to be embedded within local services. PW5 complements
the other works by providing an exercise in the role of RDF in ‘e-resource discovery’
and is therefore related to PW6, PW7 and PWS insofar as RDF data modelling was

used in the terminology service.

4.4.1 SKOS-based M2M terminology mapping server: PW6
& PW7

The aforementioned terminology service was designed to provide machine access
(M2M) via a SOAP web service to terminological data relating to disparate KOS,
thereby enabling local services to harness any hierarchical or syntactic relationships
for browsing or interactive query expansion (QE) [133]. Data served also related
to various KOS-to-KOS mappings based on a Dewey Decimal Classification (DDC)
switching language, or ‘spine’, thereby enabling subject-based queries in one discovery
service to be translated into the KOS of another [185]. Although the terminology ser-
vice was flexible to satisfy a number of KOS interoperability user cases, the principal

use case was as a ‘shared service’ or node within wider information environments. One
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such example was the Jisc Information Environment (IE) [I86], comprising numer-
ous disparate digital libraries, domain specific or scientific repositories, and cultural
heritage platforms each with similarly disparate KOS, thereby demanding federated
subject-based searching and browsing for users. A terminology service functioning
as a piece of ‘shared service infrastructure’ and designed to mediate subject-based
queries across disparate services is necessary if resource discovery is to be successful
[187]. The need for terminological mediation in user queries was, for example, envis-
aged as a critical component of the original Jisc IE architecture [I88]. But it should
be noted that the use of terminology services to solve this issue also presents oppor-
tunities for additional subject-based discovery aids, such as serving data to support
hierarchical browsing for users, interactive QE, as well as ‘recommended’ documents
based on related terms or concepts.

PW6 describes the proposed terminology service, focussing largely on the tech-
nical approach adopted [133]. This service — which was prototyped with colleagues
[189] — operated in a M2M web service context, using Search/Retrieve Web ser-
vice (SRW)H allowing messages from client to server to be messaged using XML
over HTTP via the W3C SOAP protoco[!] SOAP enables the ‘wrapping’ of XML
messages within an XML envelope. Client queries for terminological data, submit-
ted to the terminology service by SRW, would therefore be returned to the client
within a SOAP envelope and modelled using an XML compliant specification, in this
case an XML serialization of RDF (RDF/XML). The work outlines the various ter-
minological calls (‘server functions’) the client can make to the terminology server
(e.g. Get_filtered set, Get_non DDC_records), explores the use of the SKOS Map-
ping Vocabulary Specification (MVS) to modelling KOS-to-KOS mappings, and notes
experimental work being undertaken using a geospatial dataset repository. PW7 con-

tinues the exposition of PW6 by delivering:

1. A fuller explanation of the server functions available.

2. A demonstration of the way in which terminological data are modelled for mes-

saging in SOAP envelopes.
3. Example searches, and;

4. An analysis of the KOS-to-KOS mapping approach used by the terminology

service. The process of ‘terminology mapping’, which provides the basis for

10Search/Retrieve Web Service (SRW) - LOC Standards: http://www.loc.gov/standards/sru/
HW3C SOAP: https://www.w3.org/TR/soap/
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KOS-to-KOS terminological data, is discussed in more detail in a later section
and is given fuller treatment in PW8 [185].

PWT also highlights the additional role of CLM within the terminology service.
An important use case which complements systems offering information landscaping
is the notion that there may be circumstances whereby user queries are collection-
level based rather than item-level. PWT7 therefore demonstrates a get_collections
function to assist in the identification of digital collections and/or services by sub-
ject(s). This function uses the Dublin Core Collections Application Profile and the
[IESR Application Profile to model the terminological and collection data returned to
clients (see PW7, section 16.5.1).

As noted by PW6 and PW7, the modelling of terminological data were per-
formed using the Simple Knowledge Organization System (SKOS) vocabulary speci-
fication. Pure XML specifications for modelling information retrieval thesauri were,
and continue to be, available, such as Zthes [I90], but they lack the expressiveness
to model knowledge structures which display greater semantic sophistication. SKOS
was merely an emerging specification at the time of the publication of PW6 and PW?7.
It had emerged to facilitate the modelling of KOSs for publication on the Semantic
Web using RDF (e.g. [191]). The present author contributed case studies to the
W3C to aid the development of subsequent versions of SKOS (e.g. [192], [193]).
SKOS has since become a W3C standard and a key building block of the Seman-
tic Web and LOD [194], and now underpins numerous digital library applications
[195], 196, 197, 198, 199, 191, 200}, 105, 172], [201].

Although largely descriptive in nature, PW5 could be described as a typical the-
sis chapter insofar as it establishes the candidate’s knowledge, understanding and
appreciation for what is a key component of the terminology server described in
PW6 and PWT7: KOSs and their terminological mappings modelled as RDF in RD-
F/XML [201]. That is to state, it establishes credibility in the author’s other works
by demonstrating fluency in the concepts underpinning the terminology server, such
as in semantically aware metadata, RDF vocabulary specifications and so forth. Of
course, this is not to diminish the broader contribution of PW5, which is to provide
an exposition of the wider resource discovery opportunities which can arise within
semantically aware ‘e-resource management’ contexts, as well as the potential appli-
cations of RDF within digital libraries and repositories. The work itself references
many of the other published works presented in this chapter, owing to the use of
SKOS RDF within the terminology service described in PW6 and PW7. Even so, it
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expands on this by assembling examples of RDF applications, such as Dublin Core
[202], FOAF [203], RDFa [204], OWL [205] and, of course, SKOS.

For the purposes of a terminology service, however, SKOS presented opportu-
nities for accurately modelling KOS and maintaining their structural and semantic
properties. By serializing the SKOS data as RDF/XML, terminological data could
be embedded within SOAP envelopes for messaging, extensive examples of which are
provided in PW6 and PW7. This, in turn, presented opportunities for the flexible and
reliable re-use of terminological data by clients in local systems, as well as novel ap-
plications such as displaying terminological results to users as RDF graphs, or better
contextualizing results within the semantic structures of KOSs.

An interesting aspect of these technical experiments was that -— at the point
these works were published — none of the KOSs used within the terminology server
had been modelled in RDF. Their modelling in SKOS and related RDF vocabulary
specifications (in RDF/XML) had instead to be created from scratch, largely by
the present author, resulting in high levels of efficacy in RDF, graph modelling and
knowledge of its technical applications, as evidenced by PW5 [201]. Today such
modelling would not be required since organizations, including the Library of Congress
and the National Institutes of Health (NIH) have since expended great effort to model
and expose their terminological data in line with LOD expectations.

The published works discussed thus far in this chapter have presented important
conceptual or technical work, with PW6 and PW7 in particular setting out the tech-
nical framework for a wider research agenda. This agenda proved influential among
those pursuing similar semantic interoperability research, e.g. [206] 207, 208, 209
210]. Additional aspects of this research agenda were evaluated as part of PW8,
which sought to investigate the mapping quality possible across multiple KOSs and
how these mapping relationships could be characterized. The nature of PW8 and its

contribution is given a more detailed treatment in the following section.

4.4.2 Terminology mapping, equivalence & term disambigua-
tion: PWS8

KOS-to-KOS mapping — or more specifically terminology mapping — is a KOS inter-
operability approach which has been adopted in a wide variety of resource discovery
contexts with varying degrees of success [211]. The process of mapping involves im-

posing a degree of equivalence between the same or similar concepts within different
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KOS, including any conceptual and hierarchical features [212]. The terminology ser-
vice described in PW6 and PW7 derived its terminology mapping data via such a
mapping approach.

PWS8 provides a detailed exposition of terminology mapping and its difficulties,
as well as a review of the research literature in its opening sections, so these will
not be reproduced here; suffice to state that direct KOS-to-KOS mapping can be
resource intensive owing to its intellectually onerous nature. Mapping research has
therefore tended to explore variants of the ‘terminology switching model’; in which a
single KOS is used as an intermediary terminology, against which all other KOSs are
mapped [213]. This simplifies the management of multiple terminological mappings
and reduces the resource required to maintain direct KOS-to-KOS mappings (see
PWS, Fig. 1). By using a common — normally ‘universal’ -— KOS as the intermediary
terminology, it is possible for queries submitted using the terminology of retrieval
system A to be translated into the terminology of retrieval system B.

It is certainly an approach that ‘simplifies’ and reduces the cost of the terminol-
ogy mapping; however, it remains a process entailing considerable human resource in
order to yield accurate and comprehensive terminological equivalences. It is therefore
interesting to note that in the conference slides accompanying PW6 [133] the present
author noted that investigations were under way to implement ‘a more distributed
model, including exploring a collaborative model to maintaining and implementing
mappings to the spine, such as a wiki-style model for a group of cataloguers, indexers,
etc. within the Jisc IE’. While this functionality was ultimately never implemented
within the prototype terminology server owing to competing project priorities, it was
nevertheless planned and recognized as the only viable, long-term approach to main-
taining existing mappings or implementing new ones (in lieu of sufficiently reliable
machine automated techniques). It therefore remains a prescient insight into viable
distributed concept mapping models, as instantiated more recently with WikiData
[156], 152, [157].

The terminology mapping approach upon which the terminology service described
in PW6 and PW7 was based used an approach similar to terminology switching, in-
sofar as the Dewey Decimal Classification (DDC) was deployed as the intermediary
terminology. As a universal classification, DDC offers extensive treatment of most
intellectual concepts and benefits from language-independent analytico-synthetic no-
tation capable of uniquely identifying concepts, a feature considered important for
minting concept URIs within the Semantic Web — something which Panzer [214] ex-

plored in more detail -— and facilitating multilingual information retrieval. However,
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the terminology service approach differed to switching by instead using a so-called
‘DDC spine’ [215]. This spine, described in PW6, became central to functionality
surrounding ‘concept disambiguation’ because, depending on client calls made to the
terminology server, relevant terminological data could be messaged back to the client
and used to resolve the presence of homographs, enabling end users to refine their
query [133].

Owing to the semantic, hierarchical, lexical and conceptual differences between
KOSs, terminology mapping can only ever provide approximate equivalence between
concepts [216]. Characterizing the nature of the imposed mappings therefore becomes
important in order to denote the level of equivalence achieved. The nature of this
equivalence also has to be accommodated by a terminology service and communicated
to clients. PW8 enumerates the motivation behind capturing this data and serving it
as an integral part of an M2M terminology service, including the ability for clients to
rank results according to the degree of equivalence with users’ preferred terminology,
among others.

In the terminology service described in PW6 and PWT7 equivalence was character-
ized using the SKOS Mapping Vocabulary Specification (MVS), a draft specification
which has since been incorporated into SKOS proper albeit in a modified form [194]
(see example in Fig. 4.2). While the MVS was deployed within the terminology ser-
vice in lieu of alternatives, it was also acknowledged that the MVS equivalence types
were inadequate to accommodate service-scale terminology services [193], lacking
the necessary specificity to characterize the breadth of equivalences likely to arise
across KOSs of varying sophistication. PW8 therefore sought to explore a range of
alternative equivalence types for possible use within terminology services [185], us-
ing Chaplan’s mapping types [217] as a starting point to creating a ‘generic suite’
of equivalence types. By using the prototype terminology server as a testbed it was
possible to use Chaplan’s more detailed mapping equivalences to investigate to what
extent equivalence could be imposed between randomly selected concepts from the
Art & Architecture Thesaurus (AAT), MeSH, LCSH and the UNESCO Thesaurus
via a DDC spine and whether these equivalence types were a suitable alternative to
the MVS in the Semantic Web, or within terminology services.

Whereas other works presented in this chapter presented conceptual or technical
work forming part of a wider research agenda, PW8 documented a detailed compar-
ative study which used various methodological controls to improve the validity of its
conclusions. By testing mapping quality across a number of disparate KOS types the

work contributed to the evolution of terminology service requirements [218], mapping
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Figure 4.2: Example of the now deprecated SKOS Mapping Vocabulary Specification (MVS), deployed in conjunction
with SKOS Core, and as used within prototype M2M terminology service.

<?xml version="1.0" encoding="I1S0-8859-1"7>
<rdf :RDF
xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf -~syntax-ns#"
xmlns:skos="http://www.w3.0rg/2004/02/skos/core.rdf#"
xmlns:map="http://www.w3.0rg/2004/02/skos/mapping#"
xml:base="http://.../concepts.php">
<skos:Concept rdf:about="#363.34">
<skos:preflLabel xml:lang="zxx">363.34</skos:preflLabel>
<skos:altLabel xml:lang="en">Disasters</skos:altLabel>
<skos:inScheme rdf:resource="http://.../schemes/DDC.rdf"/>
<map:exactMatch>
<skos:Concept rdf:about="#16117"/>
</map:exactMatch>
<map:exactMatch>
<skos:Concept rdf:about="#16118"/>
</map:exactMatch>
<map:narrowMatch>
<skos:Concept rdf:about="#16119"/>
</map:narrowMatch>
<map:narrowMatch>
<skos:Concept rdf:about="#2256"/>
</map:narrowMatch>
<map:narrowMatch>
<skos:Concept rdf:about="#762"/>
</map:narrowMatch>
<map:exactMatch>
<skos:Concept rdf:about="#2696"/>
</map:exactMatch>
<map:exactMatch>
<skos:Concept rdf:about="#143"/>
</map:exactMatch>
</skos:Concept>
<skos:Concept rdf:about="#16117">
<skos:preflLabel xml:lang="en">Disasters</skos:preflLabel>
<skos:inScheme rdf:resource="http://.../schemes/LCSH.rdf"/>
</skos:Concept>
<skos:Concept rdf:about="#16118">
<skos:preflLabel xml:lang="en">Emergency management </skos:preflabel>
<skos:inScheme rdf:resource="http://.../schemes/LCSH.rdf"/>

<!-- example truncated -->
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approaches [219] 220], 198 221] and ontology mapping research [222]. It was also the
most extensive mapping research at the point of publication since most prior work
focussed on the mapping issues encountered when equivalence between two single
KOSs was being sought (e.g. [223] 224], as opposed to the mapping of multiple KOSs
across a terminology spine.

What critical reflection highlights is that despite being framed within the context
of terminology services, the Semantic Web and the MVS, PW8 makes no proposal for
how the identified equivalence match types — which the research concluded needed to
be more detailed than the MVS — would be modelled as RDF as part of the wider
SKOS specification. The omission of such a proposal appears anomalous since the
findings may have enjoyed greater impact if the equivalence types had been opera-
tionalized for RDF, perhaps launched as a separate RDF vocabulary for integration
by others into their own Semantic Web applications. As noted previously, SKOS was
an embryonic specification and the suitability of the MVS was subject to debate [223],
[133], a factor which originally motivated the research documented in PW8. To not
include proposals for how this data could be modelled or re-used alongside other RDF
vocabularies therefore appears short-sighted. Furthermore, it may have been exces-
sive for a single published work, but there was an opportunity to pursue a follow-up
research study which sought to deploy the proposed equivalence types within the
terminology service described in PW6 and PW7 and evaluate their efficacy, again

improving the impact of the conclusions of PWS.
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Chapter 5

Human-computer interaction
(HCI) & curriculum design
repositories

This chapter will continue with many of the resource discovery concepts explored
in prior chapters but within the novel context of technology-supported curriculum
design (or ‘tech-supported curriculum design’). This context entails questions around
the creation of metadata describing interoperable curriculum data and the use of
curriculum design repositories. It is within this environment that PW9 explores
the HCI issues inherent in deploying tech-support curriculum design systems within
academic communities [2I]. In this regard it is worth drawing attention to a series
works occupying a similar intellectual space and which were published by the present
author in tandem with PW9. These works are not presented as part of this thesis but
nevertheless provide important additional narrative around the research contained
within PW9. See for example: [225), 226, 227, 228, 229, 230, 231].

5.1 Tech-supported curriculum design

Curriculum design is central to the learning and teaching programmes offered by
higher education institutions (HEIs). The creation of a curriculum design is about
setting out a ‘total plan for learning’ [232], within which due consideration is given to
the intended learning of students, the assessment methods to be drawn upon, and the
overall academic rationale underpinning the proposed curriculum [233]. Curriculum
design in HEIs is therefore a ‘teachable moment’ because it remains one of the few
instances when academic lecturers concentrate on the planning and structure of their

proposed teaching content [234].
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The principal motivation behind tech-supported curriculum design is to harness

this teachable moment to:

e Promote better curriculum design which, in turn, promotes improved academic

quality, pedagogy and ergo student learning impact [235] 236].

e Capture and aggregate structured data about curriculum designs for the pur-
poses of discovery, information management, sharing, improved interoperability

across systems, and reuse in the creation of new curricula [226].

e Support HEIs in developing curricula which are more responsive to rapidly
changing educational requirements, skill needs within industry and specialist
curricula for delivery at international branch campuses, or to attract interna-

tional students within an increasingly globalized HE sector [232], 237].

Those approaches to tech-supported curriculum design that demonstrate the high-
est levels of technical innovation can support interactive curriculum design systems,
within which the ‘designer’ is supported in the design process. Such support may
include system features to ensure designers’ adherence to pedagogical best practice,
while simultaneously exposing the designer to novel or existing high-impact learning
designs [238]. The identification of common curriculum design issues which might
otherwise cause academic quality or teaching delivery problems can also be detected
[236]. For instance, Kolas & Staupe [239] describe their experiments with a ‘design
wizard’ which promotes the curriculum designer in devising the most appropriate ped-
agogical approaches for any given learning or assessment method. This design wizard
uses various system rules based on the pedagogical evidence-base that exists on the
most effective teaching methods, assessment strategies and student engagement tac-
tics to be used, thereby ensuring that that design data are captured appropriately
and that key pedagogical quality standards are satisfied.

Despite a number of seminal works in the literature, the research landscape of
tech-supported curriculum design remains embryonic, with the most notable experi-
ments initiated in the UK and Australia (e.g. [240, 241], 242], 243] 244, 245], [225].
More recently some aspects of tech-supported curriculum design have been relevant
to ‘instructional design’ [246] which, although demonstrating a focus on learning and
instruction delivery, increasingly influences the design of curricula [247].

The ability to capture and aggregate curriculum designs, along with their associ-

ated (meta)data, is an important motivation of tech-supported curriculum design. It
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is also the aspect which most relates to the other published works assembled for this
thesis.

Information management traditions in HEIs have tended to be unsatisfactory in
the area of curriculum design, with many tech-supported projects noting inadequa-
cies in the prior document management, version control, and discovery capacities of
institutions [234] 248, 249]. The arrival of tech-supported curriculum design has suc-
cessfully exposed these inadequacies. In its place it has introduced an information
resource ethos into the systems, processes and practices surrounding curriculum de-
sign management (where tech-supported approaches have been adopted). Recognizing
curriculum designs as constituting information resources, or ‘knowledge assets’, which
hold ongoing value and which also require capturing, modelling, describing, sharing
and reusing has been central to this ethos [226]. Even within projects which have
explored socially orientated Web 2.0 inspired approaches, for example Cloudworks]]
at the Open University, an emphasis has been to ensure designs are captured, shared,
reused and their value maximized [238].

The prospect of modelling and describing curriculum designs has motivated think-
ing on how best such knowledge assets should be captured [250], 239]. By capturing
structured data about designs there are opportunities to ensure designs can be more
easily discovered, not only within local institutional contexts, but across distributed
environments where multiple curriculum design systems or repositories may co-exist.
The sharing of curriculum designs across institutions and educational sectors, facili-
tated via standardized interoperable metadata schema, is therefore a distinguishing

feature of many tech-support curriculum design approaches [251].

5.2 XCRI

The eXchanging Course Related Information (XCRI) data model, accompanied by
an XML schema, has provided a basis for interoperability between disparate systems,
as well as specifying core data elements for curriculum design systems and reposi-
tories [2]. Borrowing from a number of existing schema, including Dublin Core and
Metadata for Learning Opportunities (MLO) [252] 253], XCRI has the potential to
describe ‘course related information’, as per the example created in Fig. 5.1. However,
owing to the vast nature of curriculum information, most examples in the literature

have focused primarily on a smaller application profile of XCRI known as XCRI-CAP

LCloudworks: https://cloudworks.open.ac.uk/
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(Course Advertising Profile) (Fig. 5.2 — XCRI-CAP UML model). XCRI-CAP en-
ables institutions to share data pertaining to curricula with course aggregators and
discovery systems [254], 255], 250], 245]. To this end experiments were conducted using
a central data hub for facilitate the exchange of XCRI data, known as the XCRI
eXchange Platform (XXP) [257], with various ‘value added’ services build on top of
XCRI data. More recently, data are driving websites such as Prospects’ a course
comparison service.

Improved semantic interpretation of curriculum data has nevertheless been estab-
lished, with sector-wide recommendations to model XCRI in RDF [258] and with
XCRI mapped to more semantically aware schema, such as Schema.org [259]. Dis-
appointingly, work on an official RDF vocabulary remains unfinished [2]; but work
undertaken as part of the LUCI project by Ouseena & Hyeonsook created an RDF
schema for XCRI and explored ways in which curriculum data could be exposed as
Linked Data [260]. Suffice to state, XCRI provides a foundation set of curriculum
design metadata which can then be extended using other vocabulary specifications
— and which can be harnessed by institutions to build curriculum design systems, or

in the case of PW9, a prototype curriculum design system and repository [21].

5.3 Prototype curriculum design repository & cog-
nitive load theory: PW9

The prototype system described in PW9 was developed under the auspices of a wider
tech-supported curriculum design projectﬂ which researched innovative technological
approaches to curriculum design in order to exploit the ‘teachable moment’ described
earlier in this chapter. This entailed developing technology which could better support
academics in designing improved curricula, thereby leading to superior educational
outcomes, as well as the discovery, aggregation and improved management of cur-
riculum design data [227, [228], 231]. This latter aspect was notable for the creation
of a design repository, from which designs could be discovered, reused (or ‘cloned’)
for the purposes of creating new designs (see Fig. 5.3 & 5.4). Exemplar designs
were also highlighted to users by the system to inspire users’ innovation in their own
design practices [226]. Designs were described according to a bespoke XML schema,
with the capability of a subset of elements to be mapped to XCRI for discovery and
interoperability [225].

2Prospects: https://www.prospects.ac.uk/
3Principles in Patterns (PiP): https://www.principlesinpatterns.ac.uk/
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Figure 5.1: XCRI example created for MSc Digital Health Systems at the Department

of Computer & Information

Sciences, University of Strathclyde.

<?xml version="1.0" encoding="UTF-8"7>

<catalog
xmln
xmlns:

http://xcri.org/profiles/1.2/catalog"
criTerms="http://xcri.org/profiles/1.2/catalog/terms"

xmlns:credit="http://purl.org/net/cm"
xmlns:dcterms="http://purl.org/dc/terms/"
xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:mlo="http://purl.org/net/mlo"

xmlns:geo="

http://www.w3.0rg/2003/01/geo/wgs84_pos"

xmlns:xhtml="http://www.w3.0rg/1999/xhtml"

xmlns:xsi="

http://www.w3.org/2001/XMLSchema-instance"

xmlns:courseDataProgramme="http://xcri.co.uk"
xsi:schemaLocation="
http://xcri.org/profiles/1.2/catalog http://schema.prospects.ac.uk/xcri/xcri_cap_1_2.xsd
http://www.w3.0rg/2003/01/geo/wgs84_pos http://www.craighawker.co.uk/xcri/validation/xsds/geo.xsd
http://xcri.org/profiles/1.2/catalog/terms http://schema.prospects.ac.uk/xcri/xcri_cap_terms_1_2.xsd
http://purl.org/net/mlo http://schema.prospects.ac.uk/xcri/mlo/mlo_xcri_profile.xsd
http://xcri.co.uk http://schema.prospects.ac.uk/xcri/coursedataprogramme.xsd"
generated="2019-10-14T15:58:23">
<dc:contributor >Macgregor, George</dc:contributor>
<dc:description>University of Strathclyde. This data is released under Open Government Licence (OGL) Version
3.0 - http://www.nationalarchives.gov.uk/doc/open-government-licence/</dc:description>
<provider>
<mlo:hasPart>Department of Computer and Information Sciences</mlo:hasPart>
<mlo:hasPart>Department of Physics</mlo:hasPart>
<mlo:hasPart>Department of Pure and Applied Chemistry</mlo:hasPart>
<dc:description>A place of useful learning</dc:description>

<dc:identifier>https://www.strath.ac.uk/</dc:identifier>

<dc:identifier xsi:type="courseDataProgramme:ukprn">10099999</dc:identifier>
<dc:title>University of Strathclyde</dc:title>

<mlo:url>https://www.strath.ac.uk/studywithus/postgraduatetaught/</mlo:url>

<course>

<mlo:isPart0f >Department of Computer and Information Sciences</mlo:isPartOf>

<dc:description>MSc Digital Health Systems - Become a leader in the field of health and care IT. Learn how to
manage and analyse data collected from personal device and large-scale health and care systems. Develop
software development and management skills to support planning and delivery of better care systems. Partial
accreditation by the British Computer Society.</dc:description>

<dc:description xsi:type="xcriTerms:specialFeature">Work with the multidisciplinary Digital Health and Wellness
Research group based in computer and information science. This group has been involved in several major
collaborative research and development projects and evaluations within the UK and internationally. The group
were lead investigators in the evaluation of a 37GBP million Innovate UK dallas programme to deploy
assistive digital health and wellness technologies at scale across the UK.</dc:description>

<abstract>This

<dc:identifier>https://www.strath.ac.uk/courses/postgraduatetaught/digitalhealthsystems
/</dc:identifier>

<dc:identifier xsi:type="courseDataProgramme:internalID">PG064</dc:identifier>

<dc:subject xsi:type="courseDataProgramme:JACS3" identifier="I110">Computer architectures
and operating systems</dc:subject>

<dc:subject xsi:type="courseDataProgramme:JACS3" identifier="I500">Health informatics</dc
:subject>

<dc:subject xsi:type="courseDataProgramme:JACS3" identifier="I510">Health technologies</dc:
subject >
<dc:title>Digital Health Systems</dc:title>

<dc:type xsi:type="courseDataProgramme:courseTypeGeneral" courseDataProgramme:identifier
="PG">Postgraduate</dc:type>

<dc:type xsi:type="mlo:RTCourseTypeFlag" mlo:RT-identifier="T">Taught</dc:type>

<mlo:url>https://www.strath.ac.uk/courses/postgraduatetaught/digitalhealthsystems/</mlo:
url>

professional masters degree in business and marketing is an exciting route for anyone working in

any field.</abstract>

<applicationProcedure href="http://www.poppleton.ac.uk/postgraduate/courses/how-to-apply
/>

<mlo:assessment >Taught modules are assessed using a combination of individual projects, group projects and final
exams. The project is assessed on the quality of the project report (ie Master thesis). An overall minimum
of 50% across all assessed classes and report is required in order to be awarded the Master in Digital
Health Systems.</mlo:assessment>

<learningOutcome >Students will learn about the lifecycle of designing, developing and evaluating health
technologies from mhealth and novel personal health and wellness devices (eg mobile apps, wearables) to
ehealth and larger scale hospital and community based IT systems (eg electronic health records). Students
will understand agile participatory and co-design approaches for delivering health and care IT solution. </
learningOutcome >

<mlo:objective>Successful award of MSc</mlo:objective>
<mlo:prerequisite>First degree in any subject.</mlo:prerequisite>
<regulations href="www.strath.ac.uk/sees/educationenhancement/qualityassurance/
universityregulations/"/>
<mlo:qualification>
<dc:identifier >MBAOO1</dc:identifier>
<dc:title>MSc Digital Health Systems</dc:title>
<abbr >MBA</abbr>
<dc:description>Master of Science</dc:description>
<dcterms:educationLevel >Postgraduate</dcterms:educationlLevel >
<mlo:url>https://www.strath.ac.uk/courses/postgraduatetaught/digitalhealthsystems/</mlo:url>
<awardedBy>University of Strathclyde</awardedBy>
</mlo:qualification>

<!-- example truncated -->
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Figure 5.2: XCRI-CAP, UML model [2].

As innovative as these systems are (including the prototype described in PW9),
they are curious insofar as many of the data elements comprising a data model such
as XCRI have to be created by the academic user in order for the design to be
accurately captured. The system itself may capture technical aspects of the design
automatically, such as technical metadata or inferred data properties based on users’
academic context (e.g. subject/discipline, institutional affiliation, teaching remit,
etc.). Previous designs may also be cloned for reuse. But metadata pertaining to
the teaching delivery, learning outcomes, assessment strategy, curriculum structure
and so forth are created by the intended teacher of that design [24§]. In other words,
academic users are engaging with a familiar task albeit demonstrating high levels of
‘intrinsic’ cognitive load [261, 262], while also being simultaneously exposed to high
levels of ‘extraneous’ cognitive load [263] 264] as the user attempts to complete their
task using unfamiliar or novel technology. This highlights the system interaction
issues which can arise when users demonstrate high levels of ‘domain expertise’ but
lower ‘task-based expertise’, or vice versa.

HCI experiments have revealed that in certain conditions domain expertise can be
a determinant of whether related information tasks are completed with satisfactory
efficacy; however, that level of efficacy is directly influenced by the precise level of do-
main expertise and system knowledge (i.e. task-based expertise). For example, stud-
ies exploring these variables across information searching and interaction behaviour
have concluded that the effect of domain expertise can be limited [265, 266]. In
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Figure 5.3: Creating and managing curriculum designs within the prototype design repository.

others, domain expertise has been found to influence web searching task completion.
White et al. have, for instance, demonstrated models for characterizing and predict-
ing expertise levels thereby allowing system interactions that are more responsive to
user search needs [267]. But outside of information retrieval or information seeking
behaviour, a more problematic relationship between domain and task knowledge is
observable (e.g. [268, 269].

In addition, systems such as the prototype in PW9 are seeking to generate more
detailed curriculum designs and, in essence, creating the kind of metadata which might
normally be expected of a data professional. As PW9 explains in section 2.2, such
systems therefore seek to minimize extraneous cognitive load since, ‘Systems that
expose users to high levels of extraneous cognitive load as a result of poor system
design and usability have been shown to erode human cognitive processing. This
generally manifests itself in a measurable decline in task performance, inefficiency in
task completion, increased error rates and user frustration’ [21].

The present author was responsible for the evaluation of the prototype system,
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Figure 5.4: Discovering designs for possible reuse (or ‘cloning’) in the creation of new curriculum designs.

which resulted in an extensive programme of disparate evaluative threads, the foci
of which included HCI, data modelling, metadata interoperability, business process
re-engineering and curriculum design [228, 229]. PW9 documents a detailed user
study of the prototype tech-supported curriculum design system [21] and represents
the outcome of one of these evaluative threads. The study was essentially designed
to evaluate the system within a ‘real user’ context and measure the system’s capacity
to support participants in the creation of curriculum designs. The work consequently

documents the intersection between:

1. tech-supported curriculum design and the bureaucratic processes underpinning
it,

2. the metadata generated to drive the system and the designs deposited in the

repository; and, most notably,

3. aspects of HCI, specifically human-centred design factors; since for (1) and (2)
to be successful, it is necessary to ensure the minimization of users’ cognitive
load.

Of the works assembled at this point for the thesis, PW9 displays the highest
level of methodological sophistication and rigour. The procedure employs a mix of
quantitative and qualitative methods and demonstrates a level of enquiry unseen
in prior works. Protocol analysis, or the ‘think aloud’ technique [270, 271], was
utilized with study participants and productively combined with stimulated recall
[272], 270, 273] to generate a rich foundation of qualitative data. The nature of
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this data included screen capture recordings of both participants’ system interactions
(visual data) and audio recordings of their ‘think aloud’ protocols (audio data), as well
as audio recordings of the stimulated recall sessions. All of this data was subjected
to exhaustive content analysis, coding and further enquiry.

Participant interactions with the prototype system were inserted between espe-
cially customized questionnaire instruments, deployed pre- and post- the interaction
session. The pre-session instrument used features of Murphy et al.’s Computer Self-
Efficacy (CSE) scale [274], which incorporated more recent modifications proposed
by the literature in order to benchmark the IT efficacy of study participants [275].
A customized version of the Brooke’s System Usability Scale (SUS) was the post-
session instrument [276l 277]. The SUS was modified as per the findings of Bangor
et al. [278] and by Finstad [279], and was supplemented by the Adjective Rating
Statement (ARS).

The SUS is an instrument which has — and continues to be -— developed, deployed
and validated by HCI research, ranging from topics such as information retrieval and
resource discovery (e.g. [280] 281 282 283]), to more generic aspects of HCI (e.g.
[278, 279, 284, 285l 2806], 287, 288]. SUS has also been successfully translated into
languages other than English [289] 290)].

The lack of prior work in this area, or even any conceptual understanding about
users’ interactions with systems like or similar to the prototype, therefore necessi-
tated rich data gathering via numerous research instruments in order to support the
triangulation of findings. Although PW9 represents a robust evaluative study un-
derpinned by methodological rigour, it is evident that insufficient control over — or
measurement, of — extraneous cognitive load was attempted, despite this variable
representing an important motivation in assessing the efficacy of the prototype sys-
tem. The influence of load on the participants was instead determined almost entirely
through qualitative data, collected from the protocol analyses, both visual and au-
dio data (e.g. heuristic behaviour, participant comments during the protocol, etc.).
Such qualitative data are not without merit and can provide insights about cognition
that quantitative techniques cannot [291], 292, 293, 294]; but the protocol analyses
were not supplemented by any quantitative instruments, nor was this limitation high-
lighted in the study caveats. The post-session SUS instrument gathered metrics from
which aspects of extraneous cognitive load were inferred but at an insufficient level
of specificity to draw conclusions about this aspect of participants’ experiences.

Upon reflection the decision not to include a quantitative measure appears odd

in retrospect because such measures are widely documented in the literature [295,
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290, 270, 282] and some research instruments are considered ‘standard’ within any
HCI research (e.g. [297]). It is nevertheless the case that the quantitative measure-
ment of cognitive load during any HCI tasks can be problematic. Most standard
techniques are questionnaire instruments [270], which can be clumsy and intrusive to
participants’ task performance since to gather optimal data they ideally need to be
administered during task performance which, for obvious reasons, is too disruptive.
As such they are normally administered post-task, at which point participants’ recol-
lections of mental exertion may be incorrectly recalled and ergo incorrectly reported,
giving rise to data validity concerns [282].

The subjective nature of self-reporting instruments over those based on directly
observable and quantifiable characteristics remains a contested issue in the literature,
with more recent works exploring how cognitive load can be quantified during task
completion in unobtrusive ways; for example via speech-based load measurement,
derived from protocol data, and used to map speech features (e.g. rate of pauses,
voice pitch, etc.) to users’ mental exertion [298] -— and the mapping of users’ eye
movements via eye-tracking techniques to quantify levels of cognitive load relative to
website complexity [299]. The use of mixed methods, as in PW9, is an important way
of combating the subjective reporting of cognitive load, especially in lieu of speech
analysis or eye-tracking — and given the myriad of instruments already deployed
in PW9, there were opportunities to further triangulate data gathered by using,
for instance, the seminal NASA Task Load Index (TLI) instrument, alongside the
protocol analyses used [300, 297]. This is not to state that there were no quantitative
measures — recall that a modified version of Brooke’s SUS instrument [276], 277]
alongside the ARS [278] was administered — more that greater attention could have
been paid to this aspect of the study had dedicated measures been deployed in tandem.

Despite the aforementioned potential shortcomings in methodological design, PW9
nevertheless demonstrates a generally robust contribution to the research area, es-
pecially in its exhaustive use of qualitative data to generate a hierarchical coding
framework capable of eliciting significant observations about participants’ acceptance
of the prototype system. The conclusion that the prototype was ‘positively received’
by participants — as triangulated across data gathered from a number of instruments
— was negated by the study’s failure to model participants’ ‘real world’ tasks. This
shortcoming resulted in a failure of the prototype system to deliver on one of its
core objectives — or at least the methodology failed to detect it: reflection or inven-
tiveness in participants’ design creation process, something which was hypothesized

would result in the creation of superior designs capable of greater learning impact
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among students. PW9 reports that the failure here was the artificial nature of the
task participants were set and proposes solutions in any future research (see Section
4 — Conclusion). However, it is difficult to contemplate the recruitment of partici-
pants willing to generate ‘design diaries’ for designs created from scratch, something
which engenders high levels of intrinsic cognitive load; or to employ user captured
data as proposed by some in the literature [301] for such an involved task as cur-
riculum design. More generally, designing evaluative tasks which accurately model
users’ real world information tasks and which demonstrate satisfactory external —
as well as internal — validity remain problematic because a level of artificiality is
inevitably introduced into a lab setting [270]. To this extent, it is possible to state
that the artificiality of the user task in PW9 was also due to the lab setting and was
no different to most other user studies.

As an example of tech-supported curriculum design to support the capture of
designs for discovery, management and reuse, the prototype system demonstrated
success. Systematizing designs, their content and their metadata immediately adds
to their value by rendering them more useful to others [302], 303, 304], a familiar
knowledge management ethos which often has inconsistent adoption in general HEI
operations [232, [305] 306}, 307].

The exposure of designs via XCRI compliant metadata for potential aggregation
through platforms such as XXP reinforces a thematic link pertaining to interoperabil-
ity and its relationship to discovery, as in previous chapters of this thesis; although,
an important aspect which sits outside the scope of PW9 and its associated works
could be said to be the failure of XCRI to migrate to an RDF data model. As a
limitation this has become more obvious since the publication of PW9, and calls
into question the scalability of XCRI data aggregation. Schema objects within XCRI
which are capable of being referenced by URI are instead described as literals and
obvious weaknesses in semantic interoperability are therefore likely to result. This
may explain recent experiments with XCRI mappings to schema.org in lieu of a com-
prehensive RDF XCRI vocabulary specification [30§].

The methodological approach adopted in PW9 was necessarily multi-pronged ow-
ing to the complexity but also the novelty of the research area. Tech-supported
curriculum design remains an embryonic area of study [309] [310], of which the use of
technology to support the design and capture of curricula — of the type akin to the
prototype system in PW9 — is an even greater subset. For example, since PW9 was

published in 2012, there have been just four works which have evaluated the success
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of similar systems, or sought to refine understanding on how designs can be managed
for the purposes of discovery or reuse [242, [311], [312], 313].

It is also significant to note that despite conceptual works in the late 1970s on the
potential application of ‘systems thinking’ and its technological application within
the curriculum design process [314, 315], B16], only a few examples of (what became
known as) ‘tech-supported curriculum design’ have been observed in the literature
prior to circa 2010 (at which point activity started to grow). See, for example:
[317, 239, 318, 2306, B19]. To this extent, PW9 is both a novel and significant con-
tribution to our understanding of how users interact with tech-supported curriculum
design tools since the prototype system was more mature than those described in
the extant literature and included many innovative features, such as the storage of
designs in a repository for discovery and cloning, the metadata modelling and in-
formation management capabilities, and the academic quality management features
available [21], [226], [320]. Given the relative paucity of published literature in this
area, it is regrettable that PW9 was not developed or repurposed for publication in
the academic literature where it may have enjoyed greater impact. Instead, PW9
remains one of many technical outputs from the Principles in Patterns (PiP) project,
most of which were published in the open scholarly commons as reports or discussion
papers [320], 228, 2371, 227, [27], 230].
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Chapter 6

Open science: resource discovery &
open repositories

The final works assembled for this thesis, and for consideration in this chapter, are
PW10 and PW11. These related works explore the evolution of a particular re-
search concept within the setting of open science, specifically the evaluation of sys-
tem optimizations designed to effect improved resource discovery. These works are
a crystallization of various research themes already explored in Chapters 3, 4 and 5
and, as published works, these publications unify knowledge and understanding from
previous phases of the present author’s career to deliver a distinctive contribution to
open science and the operation of open scholarly infrastructure.

The works focus on the efficacy of open repositories as nodes within open scholarly
communications infrastructure and as discovery mechanisms for open content, par-
ticularly scholarly content belonging to the knowledge commons. This chapter will
present the research motivations surrounding PW10 and PW11 but also explore the
context [321], [322], which necessitates consideration of existing repository support
for resource discovery as well as delineating ‘open repositories’ for the purposes of

this chapter.

6.1 Open repositories, open science & the knowl-
edge commons

As examples of software used to manage and deliver digital content, definitions of
‘repositories’ in this thesis have thus far been generic. However, open repositories -—
as a component in open scholarly communications infrastructure — assume a more

precise meaning, a meaning which has gained currency outside of pure scholarship
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[323, 324], 325, 326]. Definitions of repositories can vary in the literature (e.g. [327,
328, 1329, [330], 331] but most agree that they typically deliver and support:

1. Heterogeneous and open digital content, often of a scholarly nature, such as
(non)peer-reviewed research texts, research datasets, theses and grey literature
[328, 331], [332]; although increasingly delivering multimedia assets, digitized
collections and so forth [333].

2. The management of digital assets over time, normally using open source tech-
nologies, in order to ensure the identification, persistence, digital preservation
and curation of digital objects. Such management is essential to the main-
tenance of unique digital collections [334] but an increasingly important in-
strument in maintaining the ‘digital scholarly record’, an issue which is being
confronted in instances where less stable publishing technologies have been de-
ployed [335], 330, [337].

3. Community-driven or community-focused management of digital content. Repos-
itories will typically serve a community of users or be operated by a specific
community of practice (e.g. arXiV.orgﬂ for mathematical sciences). This com-
munity, whether subject-based or institutional, determines what should be de-
posited in the repository but is often simultaneously a contributor to the con-
tent deposited and exposed by that repository [338]. In other words, community
members are frequently both authors and copyright owners, especially within

the context of scholarly open repositories.

4. The improved exposure, visibility and discovery potential of open digital con-
tent. Perhaps most importantly given the scope of this chapter, repositories
are designed to expose digital content and promote discovery of that content
[339, 340, 341], thereby also generating scholarly impact for open research con-
tent [342, 343],[344]. This requires system support for a variety of technical stan-
dards and protocols designed to promote interoperability with search agents and
to facilitate participation in a distributed global repository network, or ‘coopera-
tive’ [79]. These technical expectations are, as in the discussions of Chapter 3, a
condition of participating meaningfully the global repository cooperative, which
stipulates the technologies, syntax and semantic expectations of the participat-

ing services. As well shall see, such networks are central to content aggregation,

larXiv.org: https://arxiv.org/
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data mining, the creation of new discovery tools, and the production of new or

unexpected knowledge derived (often computationally) from repository content.

The content that open repositories in their various permutations provide is a con-
tribution to the burgeoning ‘knowledge commons’ [345], 346], or in some circumstances
the ‘digital commons’ — although it should be noted that characterizations of the
latter are frequently confined to free and open-source software (FOSS) and remain
the subject of continued intellectual debate [347].

The concept of the ‘commons’ within the realm of information and computing
is not new (e.g. [348]), but since the emergence of the Web obvious opportunities
have arisen, most notably through the Creative Commons licensing project?, upon
which much of the content stored in repositories depends. As a contribution to the
commons, information, data, and digital content demonstrates a degree of collective or
community ownership (as per 3 above), with its reuse and dissemination encouraged.
The peculiar aspect of this arrangement is that digital content is ‘non-subtractible’
insofar as multiple users can access the same content with zero effect on their quantity
or quality [349].

The umbrella concept of ‘open science’, or ‘open research’, can be a broad one.
It includes many related sub-concepts surrounding open scholarly communications
infrastructure, Open Access to research content, open data, open peer-review, open
annotation and so forth and is well documented in the literature [350, 351, 352 [353].
Suffice to state, open science is a logical extension of the knowledge commons, by en-
suring scholarly findings are disseminated more rapidly thereby accelerating scientific
achievement for the benefit of humanity [354]. With openness new opportunities are
presented to reuse and add value to existing findings, for example through replica-
tion or reuse of datasets for unexpected applications. With openness in content and
scholarly infrastructure, digital research content can be text and data mined (TDM),
enabling the extraction of implicit knowledge contained in a growing corpus of tens
of millions of full-text documents [355], 356, 357, [358], well beyond the corpora used
by Swanson’s pioneering TDM work in the late 1980s and early 1990s [359] B360].

2Creative Commons licensing project: https://creativecommons.org/
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Figure 6.1: The technical expectations of participating in the ‘repository cooperative’ means that repositories demon-
strate high levels of interoperability with o disparate array of discovery tools and systems, as diagrammed here.

6.2 Technical expectations of the repository coop-
erative

As per 4 above, participation in the global open repository network, or cooperative,
necessitates the fulfilment of certain technical expectations, the majority of which
promote interoperability between distributed repositories but also repository interop-
erability with search agents and content aggregators, thereby supporting the exposure
of repository content. Most open source repository platforms fulfil these expectations
and, taken together, fulfilment means that repository content is by default well-placed
to be exposed and consumed by a wide variety of resource discovery services, as dia-

grammed in Fig. 6.1.

6.2.1 OAI-PMH

The Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) is a prin-
cipal building block of the open repository network and provides a machine interface

to repository content [361, [362]. Repository data are provided as XML according
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to any XML-based schema (e.g. MODS, MARCXML, METS) or metadata appli-
cation profiles (e.g. EThOS, OpenAIRE), although at a minimum DC XML must
be provided. Data can be queried according to a set of OAI-PMH specified queries
(or ‘verbs’) and allows data exchange across repositories but also the harvesting of
repository content by aggregation engines, such as CORHE| or BASHY Aggregation
and exposure of content by services such as CORE not only facilitates additional
visibility for repository content, but also allows novel tools to be constructed on top
of this data and content. For example, APIs to enable TDM across aggregated con-
tent [363] B58], alternative bibliometric approaches [364], scholarly recommendation
engines [365], or paywall circumvention widgets such as the CORE Discovery browser
plugin [366] or the Unpaywall plugin [367]. An example of a typical GetRecord re-
sponse is provided in Fig.6.2.

Though OAI-PMH is the principal machine interface to repositories, and will likely
remain so for the foreseeable future, it is expected to be superseded by ResourceSync,
a de facto update to OAI-PMH. ResourceSync better aligns with current and future
scholarly infrastructure technical requirements [368, [369] and is an essential compo-
nent of the ‘Next Generation Repositories’ framework [370]; although issues with its
performance (e.g. [92]) are such that efforts continue to improve the efficacy of OAI-
PMH based metadata application profiles, such as RIOXX, the governance group for

which the present author is currently chair [371].

6.2.2 Embedded metadata

Open repositories will support the embedding of rich page metadata, typically asso-
ciated with the digital deposits of a repository [372]. By way of example, a default
installation of EPrints provides rich metadata in a wide variety of serializations to
ensure optimum interoperability with an unanticipated number of resource discov-
ery agents. Data are available according to the EPrints Schema and DC, but also
as RDF/XML, RDF N-Triples, RDF+N3, JSON, MODS, METS, and many more.
This ensures inclusion requirements for academic services such as Google Scholar are
met [373] while also satisfying general search engine interoperability. Interoperability
with reference management and sharing platforms (e.g. Zotero, Mendeley, etc.) is
also delivered via embedded .ris, .bib, .enw, etc., thereby — through user adoption
of associated browser plugins — enabling detection of in-page metadata and the auto-

matic importation of metadata and digital content into personal reference collections

3CORE: https://core.ac.uk/
4BASE: https://www.base-search.net/

62


https://core.ac.uk/
https://www.base-search.net/

Figure 6.2: An example of an OAI-PMH response to a GetRecord query, used to retrieve an individual metadata
record comforming to the RIOXX metadata application profile.

<?7xml version=’1.0’ encoding=’UTF-8’7>
<0AI-PMH xmlns="http://www.openarchives.org/0AI/2.0/" xmlns:xsi="http://www.w3.o0rg/2001/XMLSchema-instance" xsi:
schemaLocation="http://www.openarchives.org/0AI/2.0/ http://www.openarchives.org/0AI/2.0/0AI-PMH.xsd">
<responseDate >2019-11-28T14:39:26Z</responseDate >
<request verb="GetRecord" identifier="oai:strathprints.strath.ac.uk:69192" metadataPrefix="rioxx">https://
strathprints.strath.ac.uk/cgi/oai2</request>
<GetRecord>
<record>
<header>
<identifier>ocai:strathprints.strath.ac.uk:69192</identifier>
<datestamp>2019-11-27T05:19:18Z</datestamp>
<setSpec>7374617475733D707562</setSpec>
<setSpec>7375626A656374733D51:5144</setSpec>
<setSpec>7375626A656374733D54 :5441:5441313634</setSpec>
<setSpec>74797065733D61727469636C65</setSpec></header>
<metadata>
<rioxx xmlns="http://www.rioxx.net/schema/v2.0/rioxx/"
xmlns:ali="http://ali.niso.org/2014/ali/1.0" xmlns:dc="http://purl.org/dc/elements/1.1/" =xmlns:dcterms="
http://purl.org/dc/terms/"
xmlns:rioxxterms="http://docs.rioxx.net/schema/v2.0/rioxxterms/" xsi:schemaLocation="http://www.rioxx.net/
schema/v2.0/rioxx/ http://www.rioxx.net/schema/v2.0/rioxx/rioxx.xsd"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance">
<ali:free_to_read></ali:free_to_read>
<ali:license_ref start_date="2019-09-13">http://creativecommons.org/licenses/by/4.0</ali:license_ref>
<dc:description>The potential to bioprint and study 3D bacterial biofilm constructs could have great
clinical significance at a time when antimicrobial resistance is... </dc:description>
<dc:format>application/pdf</dc:format>
<dc:identifier>https://strathprints.strath.ac.uk/69192/7/
Ning_etal_2019_3D_bioprinting_of_mature_bacterial_biofilms.pdf</dc:identifier>
<dc:language >en</dc:language>
<dc:source>1758-5082</dc:source>
<dc:subject>QD</dc:subject>
<dc:subject>TA164</dc:subject>
<dc:title>3D Bioprinting of mature bacterial biofilms for antimicrobial resistance drug testing</dc:title>
<rioxxterms:author>Ning, Evita</rioxxterms:author>
<rioxxterms:author >Turnbull, Gareth</rioxxterms:author>
<rioxxterms:author>Clarke, Jon</rioxxterms:author>
<rioxxterms:author>Picard, Frederic</rioxxterms:author>
<rioxxterms:author id="https://orcid.org/0000-0002-7708-4607">Riches, Philip</rioxxterms:author>
<rioxxterms:author>Vendrell, Marc</rioxxterms:author>
<rioxxterms:author id="https://orcid.org/0000-0002-6079-2105">Graham, Duncan</rioxxterms:author>
<rioxxterms: https://orcid.org/0000-0001-8736-7666">Wark, Alastair W.</rioxxterms:author>
<rioxxterms: "https://orcid.org/0000-0002-5567-7399" >Faulds, Karen</rioxxterms:author>
<rioxxterms:author>Shu, Wenmiao</rioxxterms:author>
<rioxxterms:project funder_name="EPSRC (Engineering and Physical Sciences Research Council)">EP/L016559/1</
rioxxterms:project>
<rioxxterms:project funder_name="EPSRC (Engineering and Physical Sciences Research Council)">EP/N010914/1</
rioxxterms:project>
<rioxxterms:publication_date >2019-09-13</rioxxterms:publication_date>
<rioxxterms:type>Journal Article/Review</rioxxterms:type>
<rioxxterms:version>VoR</rioxxterms:version>
<rioxxterms:version_of_record>https://doi.org/10.1088/1758-5090/ab37a0</rioxxterms:version_of_record>
</rioxx>
</metadata>
</record>
</GetRecord>
</0AI-PMH>
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for organization and future reference, as well as sharing in the cloud with other users
[374, 1375].

6.2.3 Browse interfaces & link architecture

The way in which content within repositories is structured and organized will tend
to follow faceted browsing conventions, with content delivered as human-readable
equivalents of an XML sitemap (e.g. by year, author, subject, collection, etc.), as
favoured by crawlers [373] and reflected in the ‘sets’ offered in OAI-PMH interfaces
[361]. Most repository platforms also support XML sitemaps by default but guidance
from leading search engines, Google for example, suggests that they tend not to be
used if efficient access to site content can be achieved through well-organized pages

demonstrating effective link architecture [376].

6.2.4 SWORD

The Simple Web-service Offering Repository Deposit (SWORD) protocol is another
interoperability standard supported by repositories, allowing them to ingest deposits
from multiple remote clients in multiple formats using a standardized M2M protocol.
Typical use case scenarios are described by Lewis et al. [377] and can include the
deposit of digital content into multiple repositories simultaneously, automatic deposit
of content directly from desktop clients [378], repository-to-repository deposit, and
so forth. SWORD is a profile of the Atom Publishing Profile (AtomPub) [379] and
allows (authenticated) users to route content to recipient services. Recipient reposi-
tories may exercise discretion of what content is accepted (e.g. lack of authentication,
file type not supported by repository, corrupted MD5 checksum, etc.). SWORD there-
fore provides an efficient mechanism for moving content across repositories, sharing
content and exposing it. It is noteworthy that, based on SWORD, scholarly infras-
tructure services have emerged, such as the OpenAIRE Literature Broker [380] and
the Jisc Publications Router [381], which seek to ‘route’ open digital content (from
other participating repositories, publishers, learned societies, etc.) to recipient repos-
itories thereby ensuring content which otherwise may be missed by those communities

are captured, better exposed and digitally preserved.
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6.3 Enhancing & evaluating repository discover-
ability: PW10 & PW11

Despite the out-of-the-box optimizations which benefit the discovery potential of
repositories, there remains wide variation in the visibility of content delivered by
some repositories. For example, Arlitsch and O’Brien have reported inconsisten-
cies in the indexing of repositories by Google Scholar [382], something confirmed by
Google Scholar engineers [373]. Askey and Arlitsch have also noted the influence of
other signals in promoting search engine visibility [383].

Inconsistent configuration of OAI-PMH endpoints and a failure to model metadata
according to established schema or application profiles within OAI-PMH responses
continues to be an issue for aggregation services too. This is especially the case for
repositories exposing only minimal DC (via OAI-PMH) and where content referencing
is inconsistently applied; for instance dc: identifier failing to reference digital file(s),
or use of dc:relation to reference content which is better suited to dc:identifier
[384] 1385].

Variation in OAI-PMH metadata modelling, and a failure to implement schema
with greater specificity, can result in lower levels of harvesting by aggregation ser-
vices and ergo lower visibility. Recent experiments comparing the performance of
OAI-PMH and ResourceSync found wide variation in the average number of OAI-
PMH requests it took to accurately identify content on certain repository platforms
(where DC was exposed). For example, accurate identification of file content on
EPrints took an average of circa 9 OAI-PMH requests, while on Digital Commons
it required an extraordinary 13,286 requests [380], suggesting that variation was in
some cases hardwired into repository software and necessitated intervention from
repository administrators to correct. Such variation in metadata modelling is typi-
cally replicated in any embedded metadata exposed by repositories too, resulting in
inconsistent indexing by search agents.

Open science is at a crossroads, something which potentially limits the discovery of
repository content. The influence of national research assessment frameworks and in-
creased research management at HEIs has stimulated the growth of Current Research
Information Systems (CRIS). CRIS software, though not new (e.g. [387, [38§]), has
emerged as a solution to the information management tasks associated with research
assessments; however, this focus on CRIS software is commonly to the detriment of

open science and the knowledge commons. This is because some institutions elect
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to decommission or deprioritize repository development in favour of their CRIS soft-
ware in order to satisfy their research management remit [389) 390] thereby neglecting
commitment to the principles of open science or the scholarly knowledge commons.
Most CRIS software is proprietary and operated by organizations openly hostile to
open science (e.g. RELX) [391]), is ill designed for participating in the knowledge
commons, and generally demonstrates poor support for the technical expectations of
the repository cooperative [392), 322], [393]. In fact, the dichotomy between open
science and research management is at the core of much debate in the literature about
the future of scholarly publishing and academia, a debate which though interesting is
outside of the scope of this thesis (see instead for example: [394] 395, 396, [397]). Suf-
fice to state that it is necessary to re-articulate the importance of repositories as nodes
within open scholarly communications infrastructure and their superior capabilities
in supporting resource discovery.

Despite numerous contributions to the literature about the importance of reposi-
tories in supporting discovery, work by only a single group of researchers has sought
to investigate the nature of certain variables [398] [399, [383] 382]. Further still, these
works have not sought to codify variables or to measure the impact of repository
optimizations on discoverability. PW10 and PW11 [321], [322] respond to this gap
in our understanding and use preliminary results reported by the present author else-
where [400] as a starting point for a more detailed research narrative. Among other
things, the works seek to explore the potential correlations between visibility / dis-
coverability (i.e. the independent variables) and COUNTER usage / web impact (i.e.
the dependent variables).

Both works study and codify specific technical adjustments and improvements
which are hypothesized to enhance repository discoverability, with PW11 continu-
ing the ‘further research’ narrative established by PW10. In fact, PW11 could be

described as a direct continuation of PW10 because it:

e involves observations and evaluation using an overlapping but larger longitudi-

nal dataset in order to confirm the indicative results from PW10, and;

e cmploys additional data and analytical techniques to corroborate conclusions.

The published works assembled for this chapter are both journal articles (PW10
and PW11), the second of which was originally a peer-reviewed conference paper

invited for journal publication in an enhanced form (after undergoing an additional
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round of peer-review). Both works are presented within the context outlined in pre-
vious sections and both seek to better understand the multitude of variables which
influence repository visibility and discoverability. The works adopt a ‘before-after’
repeated measure experimental set-up, entailing the capture of relevant data prior
to the implementation of technical changes and the monitoring of those data in the
months and years afterwards. This approach enabled the effects of change to be ob-
served during the temporal periods selected for study which, for reasons of refutation,
are different in each work.

Research in an area dependent upon third party systems (e.g. search engine search
and indexing) and data analytics immediately confront experimental compromises.
To secure the most reliable results such a study should adopt a controlled exper-
imental set-up, with two identical repositories — one representing the controlled
repository and the other the experimental (or ‘treatment’) repository. This method-
ological approach is common within resource discovery related research, most notably
experiments typifying TREC-based information retrieval, where the comparative per-
formance between different retrieval techniques can be measured against controlled
document collections [401), [402]. However, because there is a dependence upon third
party systems in the topics studied as part of PW10 and PW11, the suggestion of
a controlled experimental set-up is hypothetical. It is impossible to effect change or
exert control on third party systems and, owing to the unknown nature of how certain
aspects of how some third party systems function, it is impossible to control for all
variables hypothesized to influence the visibility of repositories. Use of a repeated
measure set-up in PW10 and PW11 was therefore a necessary compromise in order
to study this topic area. The reliance on data analyses which are largely dependent
on correlation and inference, as opposed to direct causation, are also a consequence
of the reduced level of control the present author had over the experimental process.

Across both published works, the present author nevertheless considers the nec-

essary compromise in study design to have been compensated for by the following:

1. Capture of data from multiple data sources to ensure a level of triangulation
in findings, including use of COUNTERP| usage statistics [403] via IRUS-UK[,
a variety of web analytics derived from Google Analytics [404], and retrieval
data extracted from Google Search Console [405]. Transparency surrounding

the use of Google Search Console data are addressed in both works and again

SCOUNTER: https://www.projectcounter.org/
6[RUS-UK (Institutional Repository Usage Statistics UK): https://irus.jisc.ac.uk/
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are a result of Google’s current dominance in search and the lack of comparable

tools from competitors.

2. Deployment of inferential statistical analyses, in addition to descriptive statis-
tical analyses, to deliver data insights which might be expected within conven-

tional controlled experiments.

3. Replication of the study (in PW11) using a larger longitudinal dataset, seg-
mented over different temporal periods, to control for any cyclical patterns in

repository usage.

4. Inclusion of additional statistical analyses in PW11 to obviate shortcomings in
analyses reported in PW10, most notably the use of exponential regression as
a way of discounting a possible exponential relationship between the volume of

content deposited and the repository usage generated.

These four steps counterbalance the underlying compromise to deliver findings
that are as robust as can be expected given the methodological constraints.

Possible criticisms of the works assembled for this chapter are that they are in-
sufficiently holistic in their interpretation of visibility and discoverability. A more
holistic evaluation could have included greater consideration of alternative discov-
ery mechanisms (e.g. OAI-PMH) as opposed to being restricted to search engine
discovery. While the motivation for the present author’s particular focus in PW10
and PW11 is articulated clearly, and data within the works support a focus on web
search, the motivation for considering other aspects of discovery are similarly strong
given the limited evaluative work which has been undertaken over the years. As with
the discovery potential of repositories to search agents, scientific investigation of the
efficacy of other mechanisms, such as OAI-PMH, SWORD, etc. has been limited.
OAI-PMH compliant repositories and so-called ‘static’ OAI repositories [406], [407]
have all enjoyed thorough treatment; but much of this treatment has been either the-
oretical, based on the self-evident benefits of exposing content via OAI-PMH [40§].
Or they have been entirely anecdotal and based on the logical corollary of open con-
tent exposed via the knowledge commons [409]. Instead significantly more research
time has been spent on ancillary topics such as the influence of metadata quality
in repositories [410, 411], 412, O1]. Though it has implications for content aggre-
gation and is undoubtedly important for systems interoperability, metadata quality
is rarely considered in relation to resource discovery. Only McCown et al. [413]

and Allison [414] attempt to measure OAI-PMH and its implications for discovery,
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with McCown et al. providing an early exploration into the search engine coverage
of OAI-PMH compliant copora and Allison evaluating users’ engagement with OAI-
PMH harvested content within a wider digital library context. Measurement of to
what extent SWORD content deposits — via any of the use cases mapped out by
Lewis et al. [377] -— can contribute to discoverability or the visibility of open content
also remains under-researched. Most literature explains SWORD’s potential [415] or
describes novel system implementations rather than performing any evaluation (e.g.
[380), 416, [417]).

The wider digital library context highlighted by Allison [414] is relevant when due
consideration is given to the wider open commons and the extraordinary volume of
content now being aggregated by services such as CORE which, at time of writing,
is in excess of 136 million papers [418]. The use case for CLM — which the present
author introduced in Chapter 3 -— within OAI-PMH interfaces remains an unexplored
one too. Its potential for supporting improved discoverability has nevertheless been
recognised by researchers [419, 420, 421]. This recognition has partly been a con-
sequence of the OAI-PMH protocol itself, which natively supports collection-level
metadata within an <identify> response [361]; but also its potential for exposing far
richer CLM using DC based schema, such as the DC Collection Description Terms
[44]. Only Foulonneau et al. [27] have attempted integrating CLM within OAI-PMH
item-level metadata as part of a prototype system. Foulonneau et al.’s work is espe-
cially noteworthy since it also reports on preliminary findings of its retrieval potential,

about which they conclude:

Collection-level [metadata] can be used as a way to preserve or restore
context otherwise lost when item-level metadata are harvested from dis-
parate and heterogeneous repositories and can also provide an additional
level of descriptive granularity that may be better suited for some user

queries.

Despite these positive findings no systematic programme of research ever emerged
from Foulonneau et al. or others active in metadata, knowledge organization or
resource discovery research. This is surprising because the intended CLM use case is
now more applicable within the rapidly expanding knowledge commons, yet none of
this was a research consideration for the present author when planning and conducting
the research necessary for PW10 and PW11. Upon reflection this appears to reinforce
a lack of cognisance surrounding the present author’s research history and how this

history can apply to new or emerging research themes.
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It nevertheless remains noteworthy that not all aspects of PW10 and PW11 lack
this cognisance. For example, the increasing relevance of semantically aware struc-
tured data to search tools, especially through the recent incorporation of schema.org
into algorithms such as PageRank [422], is factored into the research — providing
a conceptual link to the research themes examined in Chapter 4. This is achieved
through the native support for RDF-based schema demonstrated by the case study
repository software but, secondly, through the use of the Google Data Highlighter
tool [423] as one of the techniques to optimize repository indexing [322), [321]. By
deploying this pattern matching tool it was possible to replicate schema.org data
within the technical constraints of the case study repository system.

This is not to diminish the research and findings published in PW10 and PW11
as insignificant. They are a unique contribution to community understanding of
how open repositories — as significant nodes within open scholarly communications
infrastructure and the wider the global knowledge commons -— can be optimized to

deliver demonstrable improvements in discovery potential.
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Chapter 7

Methodological evolution

7.1 Addressing resource discovery actors

This thesis began by considering a unifying theme of resource discovery and the
present author’s motivation to explore a series of interlinked research topics within
the broader research theme of resource discovery. As we have noted, there are some
who have proposed taxonomic analyses of resource discovery in order to aid under-
standing and investigation, including by Vanthournout et al. [20]. They have noted
that resource discovery typically involves three principal actors: resource providers,
resource users, and the resource discovery service itself. As the present author has
demonstrated, the published works assembled — discussed and critiqued in previous
chapters — have examined issues involving all three of these taxonomic ‘actors’, with

some works examining several simultaneously:

e Resource providers: PW5, PW6, PW7, PW9, PW10, PW11
e Resource users: PW9

e Resource discovery service: PW1, PW2, PW3, PW4, PW6, PW7, PWS

The works presented have therefore addressed all salient actors considered to
operate within typical resource discovery scenarios. Moreover, the conceptual and
methodological approaches adopted throughout these works were diverse, reflecting
the nature of the topics under investigation or consideration, especially the varied
nature of the digital scenarios presented; but, taken chronologically, these works also
demonstrate an incremental evolution in methodological sophistication and a greater
confidence in the scientific method. While the approaches adopted for the published

works have been studied in prior chapters, it is worth summarizing all the techniques
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used. They include: theoretical / conceptual, literature based, questionnaire (includ-
ing bespoke and established instruments), protocol analysis, stimulated recall, data
analytics, statistical analyses, focus groups, qualitative content analysis, and compar-
ative analysis. In most cases the works were multimethod (i.e. involving multiple data
collection methods) but also included several instances of ‘mixed methods research’
(MMR) in order to triangulate findings, with numerous techniques often deployed
within the same work (e.g. PW2, PW9) [424] [425].

7.2 Transition to pragmatism

As noted in the critical commentary accompanying prior chapters, works from earlier
in the present author’s career tend to demonstrate higher levels of methodological
immaturity, with some methodological limitations being especially apparent in the
light of reflective criticism. This is to be expected given that the works chart the
present author’s research career, from inexperienced researcher to experienced. Ear-
lier works, including those not included within the thesis, often subscribed to an ad
hoc research approach, with less coordination in the use of research instruments or
consideration of their efficacy. However, it can be observed that MMR — as distinct
from multimethod — began to be deployed more frequently as the present author’s
research career developed. This is an observation which becomes especially observ-
able when published works outside those assembled for this thesis are also considered
(e.g. [426), 231), 227, 427, 229, 189]; additional methodological approaches and
alternative research instruments are introduced (e.g. 1-2-1 interviews, group inter-
views, Most Significant Change (MSC), etc.). Furthermore, as the present author has
evolved, greater theoretical consideration is given to mixing methods, with improved
use of triangulation across data gathering techniques to ensure the highest levels of
validity. It could therefore be suggested that this development towards MMR was a
tacit acknowledgement that hitherto methodological approaches had been too sim-
plistic given the complex human-computer interaction issues under examination; that
optimum understanding of the research phenomena could only be achieved through
a combination of quantitative and qualitative data [428, 270]. Of course, it should
also be highlighted these techniques were often underpinned by technical development
work on the part of the present author.

Given the commitment to a diverse suite of research methods and data collec-

tion techniques, as well as the heterogeneous nature in which they were deployed,
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it may also be suggested that the present author’s methodological journey has con-
cluded in the creation of a methodological pragmatist. A pragmatist, in this context,
refers to the philosophy of pragmatism, as originally posited by philosophers such as
William James [429] and John Dewey [430], and which is frequently linked to MMR
approaches to research enquiry [431], 432, 433, 434]. Pragmatism is not a research
paradigm that the present author explicitly incorporated into his research practice,
but rather one that evolved naturally and tacitly as the research phenomena under
investigation grew in their complexity. Pragmatism goes beyond reaching for what,
for example, ‘simply works’ or is ‘pragmatic’ in any given MMR scenario [433]. It
presents a coherent philosophy to underpin research enquiry, emphasizing the power
of analysed experience for practical-minded researchers [435]. More than this, it is
an acknowledgement that the metaphysical and epistemic questions which can oc-
cupy some research paradigms can distract from the application of research methods.
Instead pragmatism focusses itself towards solving practical problems in real world
situations [434].

Solving practical problems in real world situations is certainly a common theme
within the assembled works, as well as those not included within this thesis; but it can
also be stated that the assembled works represent a de facto rejection of alternative
research philosophies, while emphasizing empiricism. Empiricism is normally associ-
ated with positivism [436] but nevertheless remains important to pragmatism [434],
to such an extent that it is occasionally criticised in some disciplines as a ‘Trojan
horse’ for positivism, e.g. [437]. This is not to state that diverse research strategies
are unused by the present author, or that theoretical analyses or understanding are
absent from the works; PW1, PW2, and PW9, for example, demonstrate conceptual
understanding, analytic induction and thematic analyses. However, it is about the
adoption of a paradigm that seeks to combine the strengths of qualitative and quan-
titative methods in practicable or actionable ways (i.e. MMR), rather than valuing
metaphysical or epistemic questions.

Nor is it to state that pragmatism ‘lacks philosophy’ [438]. In fact, in conjunc-
tion with MMR, pragmatism provides a useful — and some argue necessary [439] —
framework for understanding or approaching enquiry within the present author’s re-
search areas. For example, Dalsgaard & Dindler [440] have introduced the notion
of ‘bridging concepts’ as an intermediary form of knowledge, situated somewhere
in-between theory and practice. Their approach to human-computer interaction re-
search is based entirely on Deweyan pragmatist concepts. The summation of the

present author’s methodological evolution as one of pragmatism is therefore a natural
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evolution and it parallels recent trends within wider information science scholarship
[428, 2701 (441, [442], itself the outcome of the overtly positivist approaches which
have historically typified the information and computing sciences. The dangers of
positivism have been identified by noted information seeking and knowledge organi-
zation scholar, Birger Hjgrland, as obsessing about “correlations between variables
while drawing no conclusions about causes” [436]. Maintaining cognisance of the core
pragmatist principles will therefore be fundamental for the present author’s research
going forward. It will be essential to ensure research questions are studied holistically
and in line with emerging expectations within the author’s discipline [439] 442], but
also to avoid so-called Trojan horse criticisms or obsessions about correlation.
Though methodological limitations have been noted in our collective appraisal of
the assembled works, numerous instances of novelty and contribution to knowledge
have also been noted. These contributions will be described more substantively in
Chapter 9; but the works can also be said to suggest the emergence of a unifying
theory of resource discovery, through the concept of (meta)data alignment. This
concept will be proposed and discussed in more detail in the next chapter (Chapter

8), alongside a consideration of the present author’s future research agenda.
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Chapter 8

(Meta)data alignment & future
research

8.1 (Meta)data alignment as a unifying theory of
resource discovery

Returning to the notion of a unifying theme of resource discovery, it could be stated
that the interlinked research topics surrounding resource discovery, which have been
considered and assembled as part of this thesis, are unified in their exploration of
(meta)data alignment. The works have studied metadata (in their variety of permu-
tations) but primarily structured open data (e.g. applications of RDF/XML, XML,
etc.), the expression of KOS as structured data, the syntactic and semantic interop-
erability issues that arise in distributed resource discovery contexts, the influence of
data optimization in promoting the discovery of open content, and the implications
of all of the aforementioned on questions of human-computer interaction.

As a concept ‘metadata alignment’ remains ill defined. Its usage is loose in the
literature, emerging in the mid-2000s as disparate data corpora grew in size and
number thereby raising challenges in integration and interoperability. For example,
it is most frequently used to describe miscellaneous approaches to merging metadata
schema, augmenting or optimizing them, or ‘aligning’ knowledge structures such as
taxonomies, thesauri, and ontologies, with considerable experimentation noted within
digital heritage and digital libraries, e.g. [443| 444], 1445, [446], 447, (448, 449, [450].
Even with such fertile experimentation it is disappointing to note that no scholars
have attempted to formalize what ‘metadata alignment’ means. In this conceptual
vacuum it is possible to propose a definition based on the published works assembled
for this thesis.
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Utilizing the concept of ‘alignment’ and applying it is unsurprisingly popular
within a number of research disciplines. ‘Alignment’ could be said to describe the
arrangement of things, whatever they may be, in a straight line or perhaps in parallel,
or to correct their relative positioning. From Merriam-Webster it is clear that the
English definition finds application more readily within engineering, as per “[Align-
ment] : the act of aligning or state of being aligned, especially: the proper positioning
or state of adjustment of parts (as of a mechanical or electronic device) in relation to
each other’ﬂ However, despite its engineering connotations — or perhaps because of
them — the concept has been extended and applied within disciplines such as cogni-
tive sciences, data science and educational psychology. ‘Conceptual alignment’ is an
important idea within cognitive sciences and social cognition as it describes how two
persons achieve mutual understanding by using ‘the same computational procedures,
implemented in the same neuronal substrate, and operating over temporal scales in-
dependent from the signals’ occurrences’ [451]. In other words, these two persons
achieve mutual understanding because they are conceptually aligned [452].

These ideas of conceptual alignment have been adopted elsewhere, most notably
within aspects of data mining and machine learning in order to simplify understanding
of the complex data problems associated with domain modelling. Here conceptual
alignment is principally concerned with “preserving partial isomorphism which maps
formal concepts of one concept lattice onto formal concepts of another concept lattice.
Two concept lattices are in total conceptual alignment if a total order-preserving
isomorphism exists between them” [453]. Achieving direct alignment of conceptual
lattices is central to thinking here, whereas in educational psychology and pedagogical
domains, the alternative notion of ‘constructive alignment’ is well-established and has
become a key tenet of educational theory and psychology. Pioneered by educational
psychologist, J. Biggs [233], [454], and explored or tested by countless educational
scholars (e.g. [455] 456], 457, [458]), constructive alignment describes the optimum
conceptualization of a curriculum design: one in which there is a synergy between the
stated aims of the learning programme, the intended learning outcomes for learners
and the design of assessments and their evaluation criteria. Harmonization between
these layers of the pedagogical process promotes deeper levels of learning as students
are forced to draw upon higher cognitive resources. The greater the harmonization,
the greater the expected learning impact on the student.

Based on the work assembled for this thesis it could be proposed that (meta)data

alignment, at a conceptual level at least, encapsulates aspects of the philosophies used

!Merrium-Webster, ‘alignment’: https://www.merriam-webster.com/dictionary/alignment
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in both the conceptual and constructive alignment approaches described above. Ergo,
in our context, (meta)data alignment could be said to be principally concerned with
the arrangement of data structures across horizontal or vertical layers, in such a way
as to promote ever increasing levels of harmonization and mutual understanding be-
tween systems, thereby promoting commensurate improvements in discovery impact
for users. The ‘meta’ in (meta)data alignment is placed within parentheses because
within this thinking we are concerned with not just the descriptive, structural, admin-
istrative or technical metadata normally associated with many present day metadata
schema [459], but also alternative data structures, whether these be KOS vocabu-
lary specifications or metadata application profiles, and the data preferences of the
discovery services that may consume this data and present it to users.

The model diagram below (Fig. 8.1) provides a visual representation of this

concept to aid interpretation.

e Collection-based services are situated at the top of the diagram. Such services
are those powered by CLM and offer information landscaping functionality, or
could even be services powered by collaboratively generated collection descrip-
tions [36]. This represents the broadest step in the resource discovery process
as users’ discovery is initiated at a general level, involving the identification and

elimination of entire corpora.

e The distributed service layer encompasses services such as open content aggrega-
tors, distributed digital libraries, federated search tools, digital services offering
clumping, and so forth. Some of these services may have been identified as a
result of interactions with the collection-based services as possible routes to dis-
covering content at the item level, as per the information landscaping techniques
described in Chapter 3.

e The semantic interoperability layer includes terminology services, concept link-
ing tools delivered via LOD or semantically aware middleware. This layer is
principally concerned with aligning user queries entered at the distributed ser-

vice layer with the service layer below.

e The discovery layer represents the conclusion of meta(data) alignment as con-
ceived in this model, insofar as the alignment in all prior layers of the model
have promoted optimum syntactic and semantic interoperability at all levels,
and within all data structures used by participating systems, thereby delivering

superior discovery experiences for end users.
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e By time we reach the discovery layer, factors relating to HCI are introduced
which can influence end users’ interaction with any discovered resources and
associated metadata, can impact on users’ personal information management,
users’ ordering or arrangement of results and so forth. This is diagrammed as
subsuming the discovery layer but it does not represent a layer in itself. No
(meta)data alignment need take place here as this has been performed in all
preceding layers. Instead, the principal considerations here are how structured
data are harnessed and put to use by resource discovery services. In other
words, how data are presented to users so as to aid their interactions with the

resources and its metadata, while simultaneously minimizing users’ cognitive

load.

The model presented in Fig. 8.1 not only goes some way to describing the works
in this thesis, their coherence when considered collectively, and their relationship to
each other; but could also be said to have applications in other controlled information
environments, such as those described in previous chapters (e.g. digital libraries,

open repositories, etc.), since alignment across layers is necessary to deliver high-
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quality discovery services to users. The greater the integration between systems and
layers, the greater (meta)data alignment is necessary. For this reason, the model is
not generally applicable outside controlled information environments, such as generic
web search tools. For example, there are fewer layers in these contexts as integration
between collection-based services and distributed service layers does not exist, nor
does the same level of rich metadata exist to power discovery. Similarly, the semantic
interoperability layer cannot be said to exist in the open web in any meaningful way.
There are well documented initiatives to ameliorate this issue [460, 461} 462] but its
implementation by resource providers remains inadequate.

The model assumes local resource providers and resource discovery services to
have a level of control over their systems. An emerging but significant development
in the provision of proprietary software solutions has been a gradual move towards
software as a service (SaaS) [463]. Digital heritage institutions, libraries, archives
and so forth are among the bodies which, for some services, have migrated from local
delivery systems to those based on a SaaS approach [464]. Though SaaS software
tends to benefit from the economies of scale secured through multiple customers
sharing the same software and infrastructure, the consequence is rigidly standardized
software products. These products will typically offer serviceable functionality in
order to meet the base requirements of the maximum number of customers [463].
This presents potential difficulties for longer term meta(data) alignment in some
layers of the model — or in some future scenarios, since alignment is predicated upon
an ability to control, customize and optimize systems, thereby enabling (meta)data

alignment across layers.

8.2 Future research

8.2.1 Equivalence match types, interactive QE & automatic
mapping via ‘terminological dataset triangulation’

The research trajectory and the unifying narrative of the assembled published works
has been explained. However, analyses and criticism of the works in the preceding
chapters highlighted both lost opportunities for further research and also prompted
areas for future work, all within the continuing context of (meta)data alignment
within heterogeneous discovery contexts.

Among the most notable areas is further exploration of possible ways the equiva-
lence match types proposed in PW8 should be modelled within the RDF data model
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for deployment alongside the wider SKOS specification. Not pursuing this line of en-
quiry was highlighted as a shortcoming of the works presented in Chapter 4; yet, little
has changed since PW8 was released into the public domain. SKOS now incorporates
within its skos:mappingRelation a series of conceptual matches: skos:closeMatch,
skos:exactMatch, skos:broadMatch, skos:narrowMatch and skos:relatedMatch
— all of which are included within the main vocabulary instead of a separate RDF
vocabulary, as was initially the case with the MVS [465]. A level symmetry be-
tween SKOS and OWL is maintained. The limitations of the existing SKOS mapping
equivalences are noted in the literature [466] and emanate largely from its focus on
conceptual equivalence at the expense of semantic equivalence [467]. There is, there-
fore, clear merit in proposing a more detailed, separate RDF vocabulary using the
findings of PWS8 as a foundation and evaluating their efficacy within terminology
services and/or alternative Semantic Web or LOD applications.

A motivation also exists in evaluating the mapped concepts and their associated
match types with users, but within the context of interactive QE functionality (e.g.
within digital repositories, digital libraries, retrieval systems, etc.). Recall that a
principal function of the terminology service presented in PW6 and PW7 was also
to support the integration of terminological data within local services thereby enabling
them to harness the hierarchical or syntactic relationships for browsing or interactive
QE. Further exploration of this research agenda has been attempted by others [468]
but it seems self-evident that any alternative approach to mapping necessitates re-
evaluation of interactive QE efficacy, especially if the breadth and quality of mappings
improves.

Such research also needs to accommodate matters pertaining to cognitive load
in relation to match types, most likely via user evaluation in a lab setting. Match
types are intended to convey meaning about the nature of an equivalence mapping
and therefore function as an indicator of relevance to end users; particular types
of mapping match type therefore infer a level of relevance more than others and
the prospect of retrieving more relevant resources. Notwithstanding the absence of
any user-centric evaluations of this nature, the prospect of introducing a suite of
potentially more complex match types has the potential to cause user confusion during
resource discovery and consequently demands rigorous testing.

Following the notion that mapping breadth and quality needs to improve, work in
KOS mapping could be advanced through alternative automatic approaches. Though
pure automatic approaches were not explicitly addressed in the works presented in

Chapter 4, research investigating automatic KOS-to-KOS mapping has been ongoing
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¥: Multiple open terminological datasets

Figure 8.2: A proposed automatic concept mapping approach based on ‘dataset triangulation’.

since the late 1990s (e.g. [469]) with exploratory work undertaken within medical
informatics as far back as 1991 [470]. Its lack of success was why the assembled works
in Chapter 4 concentrated on human intervention with the possibility of harness-
ing a collaborative, wiki-inspired approach to scaling up and maintaining mappings
[133, A85]. Others have proposed ‘interactive’ mapping models whereby the process
is essentially a semi-automatic one, with automatic mappings verified and, where
necessary, modified via human intervention. This helps to maintain the highest data
quality, something deemed especially necessary within digital heritage and digital
library contexts [471], 472, [473].

Though the ‘state-of-the-art’ for pure automatic mapping research remains limited
[474] there have been successes reported recently (e.g. [475, [A76]. Successes have
sought to improve the calculation of concept closeness [474]. The existence of large
terminological datasets is now more common and their open availability is generally
assured. A potentially fruitful line of enquiry would therefore be to explore automatic
KOS-to-KOS mapping -— or via a switching KOS or spine -— the using such datasets
to triangulate mappings. For instance, Ballatore et al. [477] evaluated WordNet

as a semantic hub to increase the success of KOS integrations. They developed
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Voc2WordNet, an unsupervised mapping technique designed for mapping geographic
terms, which employs WordNet as a ‘semantic support tool’ to assist in the discovery
of ‘implicit semantic relations between features, such as subsumption or meronomy...".

It therefore seems apposite to explore new automatic mapping approaches using
what could be described as ‘dataset triangulation’. That is to say, using multiple open
terminological datasets to aid in the computation of KOS mappings (either directly
or via switching or spine) (see Fig. 8.2). In such a scenario it would theoretically
be possible to interrogate certain large, open, terminological datasets as a ‘sense
checker’; establishing more accurate machine-based mappings by verifying conceptual
and semantic similarities or closeness based on the features of other KOS within
the terminological datasets. This creates triangulation by delivering KOS-to-KOS
mappings that are potentially more accurate, because mappings from X to Z is
mediated by sense checking by Y.

The research strands presented in this section detail a series of exciting lines of
academic enquiry, all of which have the potential to influence the design or application
of (meta)data within digital libraries, repositories and information retrieval systems.

But there are also research strands arising which are more practice-based in nature.

8.2.2 CLM, resource discovery & the discovery of open com-
mons content

The use case for CLM in resource discovery has been well established as part of
this thesis, especially within Chapter 3. We also noted in Chapters 3 and 6 that
an untapped use case for CLM exists within resource discovery research and that
promising results found by Foulonneau et al. when deploying CLM within repositories
resulted in no programme of further research [27]. This may have been because —
at the time of publication — the number of potential real world applications for
their results was limited by the immaturity of global repository infrastructure at that
time. However, this line of enquiry is arguably more relevant today given the growth
which has subsequently been observed. Massive growth in the number of repositories
has been observed over the past 10 years, all of which have been cultivating an
increasing volume of digital content . When Foulonneau et al. performed their
research a mere 85 repositories were operational globally (see Fig. 8.3 E[), and it seems

reasonable to assume that a large proportion of these would have been prototypical

2As per Open Directory  of  Open Access Repositories (OpenDOAR):
https://v2.sherpa.ac.uk/view/repository_visualisations/1.html (CC-BY-NC-ND). Graph captured
08/02/2020).
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Figure 8.8: Global growth in the number of repositories registered with OpenDOAR since late 2005 to February 2020.

or experimental systems and therefore unsuitable to end users and, ergo, as a viable
testbed of research.

Given how much more conducive the current global repository context is to testing
such a line of enquiry, it would be highly productive to revisit the trajectory first es-
tablished by Foulonneau et al. and evaluate it within today’s environment; one where
superior resource discovery support for users is needed and one in which a more useful
role for CLM can be envisaged to improve item-level retrieval for users. It could be en-
visaged that repositories could expose CLMs within OAI-PMH <identify> responses
to aggregators but according to a new, dedicated CLM schema and, in particular, one
which better accommodates concept URIs. This would enable increased accuracy in
subject-based information landscaping and therefore, theoretically, increased accu-
racy in item-level retrieval -— all of which is worthy of evaluation and necessary to
better understand the discovery potential CLMs within the knowledge commons.

Of course, item-level retrieval through search remains a dominant form of discov-
ery for content held within the knowledge commons. PW10 and PW11 documented
techniques for optimizing open repositories for discovery agents, through a combina-
tion of what we are now terming (meta)data alignment approaches. The impact of
these techniques were evaluated and positive results were reported. However, a num-
ber of caveats and limitations were noted, some of which are explicitly enumerated

in PW11 [322] and form an additional research agenda for the present author:

e Traffic latency: Monitoring and measuring traffic latency as a possible factor
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on improved Google Scholar indexing of repositories;

e (Coversheets: Better measuring the influence, if any, of coversheets on repository
indexing, a factor which is purported to inhibit crawling and indexing by services
such as Google Scholar and others [373, 478] but the validity of which was
questioned by PW11.

e Combating the correlation fallacy: Establishing a more robust study design
for evaluating the relative visibility and discovery potential of open reposito-
ries. Such a study design would seek to improve the control of extraneous
variables to obviate the ‘correlation fallacy’ described in PW11. Better control
would dictate a study design involving collaboration across a number of par-
ticipating repositories, thereby enabling present usage and web analytics to be
benchmarked across a larger number of search agents, with specific repositories
used as a control. This would be a large project, involving numerous partic-
ipant repositories and institutions, and may be outside the scope of what is
normally considered routine ‘practice-based research’; necessitating dedicated

project funding.

e Enhanced analytics = Enhanced insights: Introducing additional, sophisticated
analytics into the evaluation methodologies used deserves further attention.
There continue to be numerous analytics and metrics which can be studied to
glean new perspectives on repository visibility and discoverability. In addition to
those described in PW10 and PW11, there are opportunities to combine data on
search queries, web traffic and COUNTER usage with larger, related datasets,
such as those from Kibang®l Kibana — which is embedded within the present
author’s repository infrastructure — facilitates the extraction and visualization
of Elasticsearch data and navigation of the Elastic Stack, enabling novel facets
of the research problem to be analysed with alternative units of measurement.
For instance, Kibana can facilitate the gathering of diverse data which can then
be used track query load, better understand how users flow through repositories,
and then harnessed to perform graph analyses which could potentially uncover

hidden relationships between the content users access.

Each of the above research agenda items has potential to contribute significant real

world impact within the knowledge commons by improving community understanding

3Kibana: https://www.elastic.co/kibana/. Kibana code available from GitHub:
https://github.com/elastic/kibana
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of how repositories and their digital content interacts with discovery systems and
users.

All of the research strands presented in this Future Research section also crys-
tallizes a research career transition for the present author. From one in which the
research agenda has been predominantly ‘academic’ to another that is predominantly,
though not exclusively, ‘practice-based’. Indeed, the research trajectory described in
section 8.2.2 is conducted within a practice-based environment, using technology, data
and information services that engage real world users while simultaneously reporting
the findings of this research, not only to academic audiences, but to practice-based

audiences t0o0.
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Chapter 9

Contribution to knowledge

Collectively, the works assembled for this thesis contribute to the body of knowledge
on resource discovery within heterogeneous digital environments and have improved
our understanding of how resource providers, resource users and resource services
can influence the overall efficacy of the resource discovery experience. Throughout
Chapters 3-8 instances of novelty have been noted, as well as the various contributions
to knowledge that the assembled works have made. This Chapter addresses these
contributions more substantively, highlighting their academic contribution, and, in

later sections, discusses the implications of the assembled works for practitioners.

9.1 Contribution of individual works

From the published works presented as part of this thesis, it is possible to summarize

the following contributions to academic knowledge:

1. Advanced our understanding of the role of CLM in resource discovery and its
use in information landscaping approaches within distributed digital library sce-

narios.

This contribution emerges from PW1 and to a lesser extent PW2. As Chap-
ter 3 reported, at the time of publication the use of CLM in resource dis-
covery tools remained embryonic. There were few documented examples and
little exploration of the role CLM could assume in the information landscap-
ing of large digital corpora. Instead investigations into improved resource
discovery tools tended to focus on item-level retrieval. Perhaps more signifi-
cantly in this case, theoretical and conceptual work surrounding definitions of
functional granularity were lacking. PW1’s contribution to knowledge was

to address these gaps and to deliver additional conceptual and theoretical
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work such that CLM could be better integrated into digital library resource
discovery tools. Such a contribution to community understanding appears
to be acknowledged by its influence in a large number of subsequent works
which explore and prototype approaches to CLM and CLM-based systems, e.g.
[4779, 480, 11, 52], 37, B4, (3], 34], 35, 481), 482, 37, [483].

2. Established national metadata interoperability strategies for distributed digital

libraries which were adopted by national services.

The concept of ‘clumping” was introduced in Chapter 3 as enabling federated
searching of multiple digital libraries and repositories (or ‘targets’). Clumping
was noted as significant for the research contexts of PW1, PW2 and PW3. The
research context for PW2 was the poor adherence of cooperative members with
the cooperative’s technical expectations, resulting in the retrieval of inconsistent
or even low quality results for users. But the research context also concerned
resolving questions on the efficacy of distributed or centralized cooperative ap-
proaches. PW2’s contribution was to improve community understanding of the
management of distributed digital libraries and the interoperability problems
therein. It was the first — and remains the only — study of its kind to conduct an
evaluation of distributed and centralized approaches. It also confirmed a neg-
ative finding surrounding the unsatisfactory level of interoperability between
distributed digital libraries and proposed the creation of national metadata
strategies and transferable recommendations on Z-server management. These
were formalized in a separate report [89], which national services such as Co-
pacﬂ, but also regional services, then implemented [66]. PW3 was also awarded
‘highly commended’ as part of the 2005 Emerald Literati Awards, in recognition

of its contribution.

3. Improved community understanding of Z-server performance issues in digital

library , where ‘clumping’ approaches are being used.

Recall that PW3 was an exploration of the concept of ‘transparency’ within
distributed digital libraries and, in particular, the transparency of services of-
fering federated search functionality (clumping). Its contribution was to refute
prevailing thinking that the specific technical protocol (known as Z39.50) un-

derpinning the federated searching functionality was inherently sluggish. Like

!Library Hub Discover, formerly known as Copac (the Consortium of Online Public Access Cat-
alogues): https://discover.libraryhub.jisc.ac.uk/
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PW2, PW3 exposed further evidence that targets were deviating from the ex-
pectations of the cooperative, resulting in a series of performance issues when
conducting federated searches. As the only large-scale study of its kind, this
work contributed to the wider research agenda surrounding distributed digi-
tal libraries. In particular, it clearly reinforced the viability of Z39.50 based
approaches to distributed digital library item-level retrieval. As Chapter 3
reported, deployment of the protocol persists today and PW3 has influenced
community thinking about its viability in newer digital library applications, e.g.
[98]. The work also informed the establishment of the aforementioned national

metadata and Z-server management guidelines [89].

4. Advanced our conceptual understanding of the resource discovery potential of

KOS with specific reference to collaborative tagging systems.

At the emergence of collaborative tagging systems (‘social bookmarking’) there
was a deficit in scholarly understanding of the potential efficacy of such ap-
proaches; yet, as PW4 demonstrates, existing understanding of KOS could
instead be used to assess the limitations of tagging by harnessing logic and
theory. As a conceptual exercise to measure collaborative tagging as an ef-
fective knowledge organization mechanism, PW4 is the most cited published
work presented as part of this thesis, acquiring in excess of 440 citations and
has ergo been highly influential on the study of tagging and in the evolution of
tagging-based Systemsﬂ even motivating and inspiring the creation of concep-

tual frameworks, e.g. [484].

5. Influenced international approaches to terminology services for serving KOS-
based data using Semantic Web standards and demonstrated uses for this data

within a diverse range of resource discovery applications.

The influence of the present author on international approaches to terminology
services within semantically aware information environments can be directly
traced to PW6. This work, the first in a suite of related works discussed in
Chapter 4 (PWT7 & PWR8), helped to develop emerging thinking on how se-
mantically aware terminology services should behave in a web service context,
how semantic data could be exposed and re-used by client services, and incor-
porated by clients to improve resource discovery for end users. The proposed

system’s design was elaborated in PW7 and directly influenced developments in

2Citations for PW4, according to Google Scholar: https://scholar.google.co.uk/scholar?
oi=bibs&hl=en&cites=8504780136253658297
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similar projects, particularly in Germany (e.g. [485] 206, [486]) and in prototypes
developed within domains as diverse as agriculture [221], 487] and biomedicine
[488),1489] — the latter domain of which, as the present author reported in Chap-
ter 4, is fertile ground for experimentation with terminology services. Both
PW6 and PW7 formed the basis of a W3C Semantic Web Deployment use case
study [193], used to inform emerging W3C Semantic Web standards, particu-
larly contributing to the development of SKOS [194]. Furthermore, the technical
outcome of this research (a prototype terminology service) was successfully in-
corporated by several academic search portals, including the Jisc ‘intuteﬂ and
EDINA ‘GeGeofl services.

PWS8 extended this further by providing a substantive contribution to the study
of equivalence matching in KOS mapping. Its significance was a consequence
of its scope, which examined mapping of multiple KOSs across an intermediary
terminology ‘spine’ using a functioning prototype. Prior literature focussed on
the mapping issues encountered when equivalence between two single KOSs
was being established (e.g. [223] 224], so the research documented in PW8 was
unique. By testing mapping quality across a number of disparate KOS types
the work has been cited in the evolution of terminology service requirements
[218], mapping approaches [219] 220, [198] 221] and ontology mapping research
[222].

Together, PW6, PW7 and PWS8 constituted a phase of publishing which cul-
minated in the present author’s invitation to guest edit of a journal special issud’|
of ‘Global Knowledge, Memory and Communication’, therefore constituting a
de facto contribution. The issue invited research articles exploring applications

of Semantic Web technologies within digital library contexts [490].

6. Ewvaluated a novel prototype tech-supported curriculum design system to facilitate
the generation, reuse and discovery of curriculum designs and their associated
data, as well as improved our understanding of the academic quality potential

of such technologies.

Commentary included as part of Chapter 5 highlighted the novelty of PW9

and the wider innovation in tech-supported curriculum design tools or systems.

3intute: http://www.intute.ac.uk/

4EDINA: https://edina.ac.uk/

Global Knowledge, Memory and Communication (formerly Library Review), Special Issue: Dig-
ital libraries and the Semantic Web: context, applications and research: https://www.emerald.
com/insight/publication/issn/0024-2535/vol/57/iss/3
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In particular, it was noted that PW9 provided a significant contribution to
discipline understanding of how users interacted with such tools, especially the
interactions necessary to generate structured designs about curricula they might
later deliver. This included exploration of issues surrounding the cognitive load
exposed to academic users, engaging with an unfamiliar type of system in order

to perform a cognitively onerous task.

The contribution of PW9 is one primarily of uniqueness. No similar examples
remain reported in the literature, and those prototype systems that are reported
tend to be less sophisticated or remain unevaluated. The prototype system con-
sidered within PW9 was more advanced and included innovative features, such
as the storage of curriculum designs in a repository for discovery, cloning or re-
use, the ability to model curriculum design metadata, wider information man-
agement capabilities to support academic administration, as well as academic
quality management features. It is interesting to note that, following the work
reported in PW9 and its related work [226], 227, 228, 229], 230, 231], the
prototype system was eventually adopted within the University of Strathclyde
and reportedly remains in use. Documentation produced by the University of
Strathclyde as part of the University’s Quality Assurance Agency for Higher
Education (Scotland)(QAA) Enhancement-led Institutional Review 2019 noted
a degree of institutional impact, reporting success in “capturing structured cur-

riculum information and data” using the system [497].

. Delivered a series of unique contributions to open science community under-
standing in the discovery of open content and knowledge commons, the opti-
mization of open repositories — and reasserted the need for open scholarly com-

munications infrastructure.

Despite open repositories being important publishers of scholarly content within
the global knowledge commons, Chapter 6 established a surprising lack of com-
munity understanding about how repositories should be optimized in order to
deliver demonstrable improvements in discovery potential. PW10 and PW11
established this lack of prior work in their research motivation, once again high-

lighting novelty as their principal contribution.

However, both PW10 and PW11 have a relevance beyond our understanding
of how open scholarly communications infrastructure operates and how reposi-
tories can feed content to the knowledge commons to also impinge on questions

of research impact. As was noted earlier in Chapter 6, system support for
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academic research management and assessment has emerged in tandem with
the proliferation of CRIS software. The concept of capturing ‘impact’ within
the CERIF data model deployed by most CRIS platforms emphasizes its im-
portance in research management thinking [492]; yet, these platforms remain
ill equipped to deliver the visibility necessary to drive discovery and ergo ci-
tation or ‘alternative’ impact [493]. PW10 and PW11 therefore represents a
significant contribution to discussions surrounding the software ecosystem sur-
rounding open science (e.g. repositories) and research management (e.g. CRIS)
— and how re-balancing is necessary to minimize system tension and ensure

the objectives of each are fulfilled.
Both PW10 and PW11 are recent publications, making their contribution

difficult to assess, but it can nevertheless be noted that both works have been
influential within the relevant stakeholder communities, including within the bl-
ogosphere [494] and Twitterspherdﬂ. Even within the newly published literature,
Walker [495] has cited the research of PW10 as evidence that discoverability
needs to be considered as part of strategic thinking about research impact. Arl-
itsch et al. [496] — the only other research group actively investigating questions
of repository visibility and discoverability — have acknowledged findings from
PW10 in their methodological justifications. Given the recent publication date
of PW11 (early 2020), it is perhaps too early to expect citations to be accrued.

9.2 Collective contribution to knowledge & the uni-
fying theory

A contribution to knowledge beyond that presented in the assembled published works
can also be identified as part of this thesis. This contribution was presented in

Chapter 8 and is the collective outcome of assessing all the assembled works:

e Proposal of a unifying theory of resource discovery based on the concept of

‘(meta)data alignment’ and an accompanying visual conceptual model.

Fig. 9.1 diagrams the relationship between the contributions made by the works
(as outlined above in section 9.1) and the unifying theory. In particular, the ‘con-
tributions to knowledge’ node in Fig. 9.1 notes the chronological, self-seeding nature
of the individual contributions but also their circular, recursive trajectory. As de-

scribed in section 8.2.2; specific research concepts have travelled ‘full circle’ during

6 Altmetric report for PW11: https://www.altmetric.com/details/75112702
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Figure 9.1: The present author’s holistic contribution to knowledge, incorporating the unifying theory of resource
discovery [(Meta)data alignment] as a collective outcome of the assembled works. ‘Metadata’ icon by Pascal Conil-
lacoste from the Noun Project, https: // thenounproject. com|- CC-BY.

the present author’s research journey, with topics surrounding CLM, for example —
research topics from the very beginning of the present author’s journey — re-emerging
as an area worthy of new additional research but within a different scholarly con-
text. In other words, the works assembled for this thesis, when critically assessed and
their individual findings understood collectively, also provide a holistic contribution
to knowledge.

This analysis assists in the identification of a number of research topics worthy of
further research; but it also highlights an incremental transition by the present author,
from using research to inform the development of technologies designed to support
or facilitate resource discovery, particularly at a ‘meta’ level, to the application of
specific technologies to address resource discovery issues in a local context. Despite
this variation the research narrative has remained focussed on topics surrounding
resource discovery in heterogeneous digital content environments and is noted as
having generated a coherent body of work.

The unifying theory of research discovery presented in section 8.2.2 and visual-

ized in Fig. 8.1 itself delivers a collective contribution to knowledge by:

1. Describing the inter-linked nature of the published works assembled for this

thesis and establishing their coherence as a collective body of work.
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2. Providing a model, based on the concept of (meta)data alignment, which can be
transferred by others to conceptualize common resource discovery interactions

in terms of layers, and thereby;

3. Enabling better understanding of the alignment necessary to ensure optimum
syntactic and semantic interoperability across all discovery layers and within
all data structures used by all participating system which, in turn, can deliver

superior resource discovery experiences for end users.

9.3 Contribution to practice

When reflecting on the assembled works and their collective contribution to knowl-
edge, it is possible to observe that their impact was, and is, not merely restricted
to abstract scholarship or academia. Instead a distinct, ongoing and parallel contri-
bution to professional practice can also be identified. This has been an important
strand in the present author’s research career and, as noted in the consideration
of future research (Chapter 8), continues to influence the present author’s research
agenda. Suffice to state that the works have contributed to improved practice-based
understanding of metadata interoperability issues within local digital libraries and
repositories, especially via PW2 and PW3. The role of PW2 and PW3 in defining
national interoperability and Z-server management recommendations was highlighted
in section 9.1, impacting the work of practitioners in institutions that chose to adopt
them but ensuring improved service provision for end users. But it could also be
suggested that the works provided a key ‘teachable moment’ for practice, drawing
attention to much needed improvements in digital library interoperability and pro-
moting the concept of ‘interoperability’ as central to metadata management within
increasingly distributed digital library environments.

There are works included within this thesis that, though contributing to the
present author’s body of research, are published in destinations designed to commu-
nicate to a predominantly practice-based community. This is especially true of PW4
and PW5. PW5, in particular, communicates theoretical concepts about potentially
disruptive changes to resource discovery in the form of RDF, LOD and the Semantic
Web; but is a chapter published within the ‘The E-Resources Management Handbook’
expressly to communicate with digital librarians and information science practitioners
— thereby potentially influencing their future approaches to solving imminent resource

discovery problems or expanding thinking around metadata modelling.
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Perhaps more significantly, works published later in the chronology (PW10 and
PW11) have contributed to discourse surrounding the management of open digital
collections, particularly those contributing to the knowledge commons, such as open
repositories. In other words, these works are examples of practice-based research de-
signed expressly to inform those involved in the generation or management of the open
knowledge commons, with the intended audience encompassing practitioner stake-
holders such as system administrators, repository developers and scholarly communi-
cations librarians. Indeed, there remains huge potential for repository developments
and system administrators to apply the research of PW10 and PW11 in their local
context in order to improve users’ resource discovery outcomes; but also to influence
the technical development and future software releases of some of the most impor-
tant digital library or repository platforms, including EPrints, DSpace, Samvera, and
Invenio. PW10, in particular, describes a series of technical ‘improvements’ and ‘ad-
justments’ made to a test-case repository but which could easily be incorporated
into most repository platforms so that they display the necessary behaviours out-of-
the-box (OOTB). It also speaks to policy-makers responsible for steering the course
of open science research infrastructure, including important standard setting bodies
such as OpenAIRH and COARP} as well research funding bodies, many of which
participate in the formulation of policy frameworks. Of relevance here are cOAlition
] the Wellcome Trust and UK Research & Innovation (UKRI).

"OpenAIRE: https://www.openaire.eu/
8Confederation of Open Access Repositories (COAR): https://www.coar-repositories.org/
9cOAlition S: https://www.coalition-s.org/
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Chapter 10

Conclusion & preamble to
published works

10.1 Concluding remarks

The research presented within the portfolio of published works assembled for this the-
sis chart an evolution in the research career of the present author. Chapters 3-6 have
sought to critically comment upon and contextualize this body of work. In so doing
the intellectual linkages within the presented works and across the extant literature
have been critiqued and limitations of the works exposed. These chapters — and,
of course, the works themselves — present from the earliest periods of the author’s
career, in which research was being undertaken with limited oversight or mentoring
from more experienced senior colleagues. During this period methodological confi-
dence was lacking and an immature academic writing style is clearly evident (e.g.
PW2 & PW3). But, from PW4 onwards, it is possible to observe a gradual transition
during which the reverse not only becomes evident, but is accompanied by supe-
rior conceptualization, data analysis and reasoning. This methodological evolution
was examined closely in Chapter 7 and revealed a definite philosophical transition to
pragmatism and a commitment to mixed-methods where practicable.

When examining the chronology of the works it is possible to observe a notable
feature of the present author’s research journey: an incremental transition from using
research to inform the development or building of technologies to support or facili-
tate resource discovery, particularly at a ‘meta’ level (e.g. distributed or federated
solutions), to the application of specific technologies to address resource discovery
issues in a local context. To this extent it could be suggested that the present au-
thor’s research journey has been characterized by a journey from ‘abstract research’

to ‘practice-based research’. This partly reflects the career path of the present author:
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from research assistant, research fellow and then lecturer, to a practitioner operating
within the knowledge commons. Despite this the research narrative has remained
focussed on topics surrounding resource discovery in heterogeneous digital content
environments and has generated a coherent body of work. As was reflected in the
model of (meta)data alignment presented in Fig. 8.1 — and which this coherent body
of work has facilitated — the assembled works chart a research narrative across a
variety of resource discovery service layers, with earlier published works principally
concerned with distributed service issues within resource discovery contexts (PWI,
PW2 & PW3) and addressing problems of semantic interoperability (PW4, PW5,
PW6, PW7 & PWS); while later works continue the narrative but within service and
discovery layers (PW9, PW10 & P11).

Although Chapter 9 highlights the numerous contributions to academic knowl-
edge and professional practice that the assembled works have made, Chapter 8 also
demonstrates that there remains a series of research trajectories of both an academic
and practice-based nature that deserve future investigation, such is the ongoing na-
ture of research enquiry. The model of (meta)data alignment provides a meaningful
conceptual model onto which the present author’s future research ambitions can be
attached and maintain theoretical coherence.

Disconnection between research and practice is an important and significant con-
cluding observation to be made. Throughout this thesis — and in particular the critical
commentary of the assembled works — there have been examples of a failure to imple-
ment the knowledge findings from research in practice, or to transfer lessons from one
context to another. This has resulted in a repetition of failure in the quality of the
resource discovery experiences delivered to end-users and poor service outcomes. This
is especially evident in the management of distributed digital libraries and reposito-
ries which are members of system cooperatives, where recurring inadequacies in the
configuration of machine endpoints and the semantic interoperability of metadata

exposed by these endpoints remains evident.

10.2 Preamble to Published Works

The published works assembled for this thesis reflect the research evolution of the
present author. This evolution has not only explored various aspects of resource dis-
covery vis-a-vis (meta)data alignment while demonstrating a collective coherence; but
has also revealed a research progression which has matured over time and displayed

increased levels of methodological sophistication.
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All of the 11 published works have been reproduced in Appendix B, prefaced

by a numbered legend to aid readers locate specific works.
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Introduction

It is now almost farcical to think that the
accommodation of the newer formats such as
films or sound recordings were considered as
a “revolution” in the 1970s and 1980s. Since
then, of course, libraries and information
services have undergone developments of
near seismic proportions as they attempt to
tame what Manoff (2000, p. 861) refers to as
“the information monsters”. The
proliferation of electronic information, mainly
via the Web, has forced information
professionals to swallow that bitter pill:
“access vs. ownership”. Many may have
swallowed it, but few have truly digested it.
We still find ourselves trying to exert the
same degree of control over electronic
information resources as that of print based
resources. In the past decade we have
discovered that libraries increasingly provide
access to highly volatile information,
information with an apparent lack of fixity,
and information that is often bereft of
permanence. The transient nature of this
information is such that users are directed to a
plethora of information (e-journals, Web
sites, related collections, and suchlike) held
outwith the traditional confines of the
“collection”.

Whilst the arguments continue to rage as to
whether this constitutes a desirable model of
information provision, what is certain is that
such arrangements thwart efforts to assimilate
them into traditional bibliographic forms.
This perception of library collections,
particularly in the realm of digital libraries,
has been changing. The use of collection-level
descriptions has become an increasingly
topical and relevant issue in recent years,
especially since digital libraries represent a
more heterogeneous manifestation than
traditional libraries (Hill ez al., 1999,

p. 1169). The emergence of digital and
hybrid libraries, maturing library catalogue
systems, the exponential gathering of digital
resources into “collections” and the further
aggregation of these collections has renewed
interest in the use of collection-level
description as a means of enhancing resource
discovery and collection management. The
purpose of this issue’s column is therefore to
illuminate the emerging potential of
collection-level description (CLD) and to
perhaps raise some issues worthy of further
thought.
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CLD: the scenario

CLDs are nothing particularly new. Archives,
for instance, have long been using such
resource discovery tools. Items within archival
fonds can only be understood and appreciated
within the context of those other items
belonging to the fonds, and the descriptive
practice employed by archivists reflects this
approach. Yet, in the library and information
science domain the collection has not
traditionally been at the forefront of resource
discovery. Obviously special collections and
other significant collections have always
existed, but such a view of libraries and
information services has not traditionally
underpinned the delivery of services in the
same way that it has in the world of archives
and museums. Emphasis has been on item-
level activities such as cataloguing and
circulation, while collection-level activities
have been implicit in the local service
environment. Nevertheless, the rampant
march of the digital libraries has perpetuated
the rise of information repositories of
unforeseen magnitude and of tremendous
diversity, often spanning a variety of domains.
More importantly, the potential for digital
library growth far exceeds the humble
parameters established by the print based
library. It is thus appropriate to aid user
navigation of such “information landscapes”
in order that information contained therein is
not rendered wholly redundant by its
apparent abundance.

The brief nature of this column prohibits
any detailed explanation of CLDs; references
are provided for that purpose. However, for
our interim purposes we can consider a CLD
to be a structured, open, standardised and
machine-readable form of metadata providing
a high-level description of an aggregation of
individual items. Such descriptions disclose
information about their existence,
characteristics and availability, and employ
the use of implicit item-level metadata and,
more particularly, contextualise that
aggregation of item-level descriptions. CLDs
are clearly desirable since they can enable the
discovery of collections of interest,
particularly prior to item-level discovery or
data mining. Providing us with an eloquent
analogy, Heaney (2000, p. 3) states that the:

information landscape can be seen as a contour
map in which there are mountains, hillocks,
valleys, plains and plateaux ... The scholar
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surveying this landscape is looking for the high
points. A high point represents an area where the
potential for gleaning desired information by
visiting that spot is greater than in other areas.

We are therefore able to harness the potential
of CLDs to provide an overview of groups of
items, perhaps even uncatalogued items or
those items where item-level details are
inappropriate. Such an approach is conducive
to the “high-level” navigation of large and
often distributed or heterogeneous resource
bases. A scholar, for instance, may wish to
utilise CLDs to discover the existence of
collections spanning numerous domains but
with a common characteristic such as subject
or collector, and then to subsequently
rationalise and direct their item-level queries
on the basis of the characteristics intrinsic to
that collection. In essence, we can deliver
improved distributed networked services for
users with the uptake of such metadata,
particularly when clear opportunities arise to
augment interoperability — for example, the
implementation of agreed schemas such as
the Research Support Libraries Programme
(RSLP) Schema (Powell et al., 2000).

“Functional granularity”

Leaving aside the contentious issue of what
actually constitutes a “collection”, an
institution that agrees upon the particular
aggregations that form its collections will
invariably discover that these collections are
related on a variety of levels. Thus,
relationships could be applied to collections
of varying sizes and granularity so that, for
instance, a “collection” may contain
numerous “sub-collections”, and vice versa
(“super-collections™). The use of granularity
is of obvious importance in the context of
CLD resource discovery, and Geisler et al.
(2002, p. 216) have already commented that
the relational attributes will be essential, not
only for discovering resources within single
repositories, but also across libraries of all
types, and across different domains:

By explicitly representing not only a wealth of
collections, but also the relationships among
them, regardless of their physical location, a
collection level metadata schema should greatly
improve the navigability of the [digital library].

Such conceptualisations of resource
navigation have already been instantiated by
CLD projects such as SCONE (2002). In
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SCONE rich forms of CLD are capable of
being “drilled down” from the highest level of
granularity through related sub-collections
(many of them distributed) until the desired
degree of specificity is reached. The ability
to exploit descriptions created by institutions
for practical and functional reasons means
that the user is capable of surveying the
landscape for the elusive “high points”. Not
only is this approach functional for the user,
but it is also functional for the institution. A
CLD, based on a recognised schema or
standard, can provide a simple, less labour-
intensive and standardised means of
disclosing an institution’s curatorial
responsibilities. Disclosing such
responsibilities can underpin collection
management duties and related initiatives
by providing a convenient tool for
coordinating collection development,
bibliographic access, storage, and
preservation, and by enabling informed
strategic planning at institutional, cross-
institutional, regional, sectoral and national
levels. The CLD then assumes a brand of
re-usable or recyclable metadata.

Functional for whom?

The concept of functional granularity is
unquestionably an intriguing proposition.
Heaney’s paper, “An analytical model of
collections and their catalogues”, which has
informed the work of UKOLN?’s collection
description focus (UKOLN, 2003) and
CDLR projects like SCONE and CC-interop
(CC-interop, 2003), suggests that a
functional granularity approach should be
adopted by an institution in the description of
its collections in order to:

... make explicit those elements of the collection
descriptions which the institution deems to be
useful or necessary for the purposes of resource
discovery or collection management (i.e. should
adopt a “functional granularity” approach)
(Heaney, 2000, p .5).

Clarifying this supposition, Dunsire (2002)
states that, “if intellectual or administrative
effort has gone into the definition of the
collection, then it is probably worth
recording”. The concept of functional
granularity is therefore entirely flexible and
relies on the judgements of the administrators
of that collection (or those closely associated
with the collection) to make informed
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decisions over what they consider to be a
relevant and useful aggregation of items. In
doing so they provide flexible tools for
collection management, breaking a collection
down into manageable sub-collections. More
importantly they create levels of granularity
that are enlightened by the information
professionals’ unique knowledge of these
collections. These are capable of supporting
navigation of the chaotic information
environment to which we wish to restore
order, as well as providing an efficient filtering
mechanism. More succinctly:

If records are created for both a collection and its
significant “sub-collections”, then it is possible
to choose between presenting only the “super-
collection” record (while filtering out the more
detailed “sub-collection” records), or presenting
the more detailed “hierarchical” view (Johnston,
2002).

The flexibility and functionality of this
concept is exemplified yet further when one
realises that it is possible to be embraced not
just by collection administrators for users
(and themselves), but also by users for users.
SCONE has collections defined by special
groups of users, such as the Scottish Working
Group on Official Publications. Such user
groups have created their own CLDs
expressly for enhancing their own activities.
As a collection description service, SCONE
has similarly created specific collections to
improve the “functions” of general retrieval
and data cascade/inheritance.

Yet, there remains the question of whether
locally dictated choices are conducive to a
globally accessible information infrastructure.
This is, after all, the age of “think globally, act
locally”. Employing the use of functionally
granular techniques, especially for resource
discovery across distributed networked
services, is undoubtedly useful and it does
provide a trajectory worth pursuing in digital
library research. The success of SCONE
bears testament to this. However, a project
like SCONE remains within the confines of a
distinct geographical and networked area,
where the attributes accorded to collections
are derived from similar socio-political and
cultural perspectives, not to mention similar
information science perspectives. Users from
outwith these areas may not be so informed
by such peculiarities, and nor should they be
expected to be. This is particularly true since
they are likely to be driven to interrogating the
said repository as a result of Belkin’s now
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legendary “Anomalous State of Knowledge”
(ASK) conundrum[1] (Belkin ez al., 1982).
Of course, we can always profess that local
expertise informs global expertise, but such
an approach smacks of arrogance and few
presumptions should ever be made over who
your clientele are.

Concluding remarks

It is clear that functional granularity, and the
use of granularity generally, is an area of
digital library research that should be pursued
further and one that should find further
applications, especially in conjunction with
emerging CLD schemas being championed
in the UK and, to a lesser extent, the USA.
The real question, however, remains as to
whether such an approach to resource
discovery lends itself to applications outwith
the locality from whence it originated. If not,
how can we best tinker with functional
granularity so as to maximise its relevance to
those disparate communities that do not share
common views on what is functional and what
is not? What is indisputable is that there is an
evident paradigm shift afoot: item level
description to collection level description.
Digital libraries, in their various
permutations, have ushered in an era whereby
the importance of item level description is
diminishing. It will always be significant (can
you imagine a world without it?), but the
gargantuan size of digital libraries and their
potential for growth have emphasised its
limitations and demonstrated the untenable
and unwieldy nature of item level description
for searching large distributed and
heterogeneous collections. So is it fair to say
that item level description has had its day?
Not quite. It’s just not the answer to
everything anymore.
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Note

1 Belkin famously remarked that it is “unrealistic to
ask the user of an IR system to say exactly what it is
that she/he needs to know, since it is just the lack
of that knowledge which has brought her/him to the
system in the first place” (Belkin et al., 1982, p. 66).
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Abstract

Purpose — Detail research undertaken to determine the key differences in the performance of certain
centralised (physical) and distributed (virtual) bibliographic catalogue services, and to suggest
strategies for improving interoperability and performance in, and between, physical and virtual models.
Design/methodology/approach — Methodically defined searches of a centralised catalogue service
and selected distributed catalogues were conducted using the Z39.50 information retrieval protocol,
allowing search types to be semantically defined. The methodology also entailed the use of two
workshops comprising systems librarians and cataloguers to inform suggested strategies for
improving performance and interoperability within both environments.

Findings — Technical interoperability was permitted easily between centralised and distributed
models, however, the various individual configurations permitted only limited semantic
interoperability. Significant prescription in cataloguing and indexing guidelines, greater
participation in the program for collaborative cataloguing, consideration of future functional
requirements for bibliographic records migration, and greater disclosure to end users are some of the
suggested strategies to improve performance and semantic interoperability.

Practical implications — This paper not only informs the library and information science research
community and union catalogue administrators, but also has numerous practical implications for
those establishing distributed systems based on Z39.50 and search/retrieve web services as well as
those establishing centralised systems.

Originality/value — The paper moves the discussion of Z39.50-based systems away from anecdotal
evidence and provides recommendations based on testing, and is intimately informed by the UK
cataloguing and systems librarian community.

Keywords Online catalogues, Cataloguing, Information retrieval, Open systems, Worldwide web,
Information searches

Paper type Research paper

1. Introduction
Union catalogues are by no means a new phenomenon. As Cannell and Guy (2001) note,
the emergence of library co-operatives in the 1970s stimulated the evolution of
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co-operative cataloguing systems and resource sharing, which in turn began the
evolution of what would currently be termed a centralised “union catalogue”. Perhaps
the most obvious example came from the USA where the Ohio College Libraries Centre
(OCLC) has successfully developed automated systems designed to expedite the goals
of the co-operative since the late 1960s. Such initiatives initially tended to produce
catalogue records for participating libraries either in computer output microfilm (COM)
or on catalogue cards to be consolidated with the other catalogue cards. Enthused by
developments across the Atlantic, a series of similar initiatives, some more
successful than others, were developed in the UK, including the Birmingham
Libraries Co-operative Mechanisation Project (BLCMP), South West Academic
Libraries Co-operative Automation Project (SWALCAP), and the Scottish Libraries
Co-operative Automation Project (SCOLCAP) (Tedd, 1994). Of course, by 1979 the
shared cataloguing system used by OCLC had attracted libraries, not just from across
the USA, but from across the world, and by 1981 OCLC decided to change their name to
the OCLC Online Computer Library Centre (Jordan, 2003). Today OCLC has become a
leading international library organisation and presides over the largest union
catalogue in the world: WorldCat (OCLC, 2004).

As user requirements and expectations have grown in tandem with massive web
development, making these union catalogues accessible to academics and students has
long been a keen area of interest for library and information science (LIS) practitioners
and researchers around the globe. The main focus for the UK activity was the
Consortium of University Research Libraries (CURL). CURL recognised early on that
its centralised shared cataloguing database (established in 1987) constituted a valuable
resource for the academic community and that access to such a resource should be
widened (Cousins, 1997). In 1995, CURL established the CURL OPAC (COPAC),
providing web access to the consolidated records (now about 30 million) of the 26
library members.

Such developments have typically made union catalogues more end-user orientated
and since the mid-1990s union catalogues have tended to assume one of two
manifestations:

(1) the centralised (or physical) model — a centralised approach whereby
bibliographic records contributed from a number of participating institutions
are incorporated into a single database; and

(2) the distributed (or virtual) model — where the same service is provided via a
distributed model, most commonly utilising the Z39.50 information retrieval
protocol (£39.50, 2004).

Indeed, the increasing pervasiveness of Z39.50 “broadcast searching” has thus allowed
participating institutions to remain “distinct” and to avoid the maintenance costs
typically associated with administering a large centralised system (Gatenby, 2002).
As with most technical service models, each has numerous advantages and
disadvantages. Some of these have been widely documented in the literature for some
time (Cousins, 1999; Nicholson, 2000; Stubley et al., 2001; Gatenby, 2002; Friesen, 2002;
Taylor, 2003) or examined (Moen, 2001a, b; Moen and Murray, 2003), whilst others have
undergone thorough analysis under the auspices of the UK CC-interop project
(Nicolaides, 2003a, b; Gilby and Sanders, 2003; Gilby et al., 2004; Dunsire and Macgregor,
2004). Nevertheless, with increasing library Z39.50 compliance, the creation of larger



heterogeneous distributed union catalogues becomes ever more likely, and issues
pertaining to the relative performance of each model have consequently been drawn into
sharp focus. The need for improved performance is now also essential to secure the
confidence of end users, some of whom believe union catalogue services to be unreliable
or irrelevant (Booth and Hartley, 2004). This focus has sharpened yet further as it
becomes clear that those technologies expected to eventually supersede Z39.50 entirely,
web services technologies (WST), still harbour various protocol limitations and often
suffer from reliability, security and transaction time difficulties (Yu and Chen, 2003).

7.39.50’s recent offshoot initiative, “Z39.50 International: Next Generation” (ZING),
has been fronting several exciting developments, particularly search/retrieve web
service (SRW) and search/retrieve uniform resource indicator (SRU) (ZING, 2004). Both
SRW and SRU represent an attempt to amalgamate the powerful capabilities of Z39.50
by implementing them in parallel with updated web-friendly protocols and
technologies, such as HTTP (hypertext transfer protocol) with SOAP (simple object
access protocol), a protocol for XML (extensible markup language) messaging, and by
utilising WSDL (web services definition language) to define the Z39.50 messages.
Whilst ZING promises greater functionality, and although developers are beginning to
incorporate SRW/SRU facilities within standard Z39.50 software (Index Data, 2004),
developments remain tentative and some would argue that it will be some time before
it becomes as widely accepted as Z39.50. Many libraries have recently invested
significant resources to become Z39.50 compliant and it is only now that Z39.50
compliance has truly reached the “critical mass” to which the UK’s Electronic Libraries
(eLib) programme originally aspired in 1998 (Macgregor, 2005).

Still, although Z39.50 has a long history, it is far from outmoded. As Taylor (2003)
notes and predicts, Z39.50 may have peculiar problems but it remains capable of
adapting to new environments and will experience wider deployment within the LIS
sector and beyond for many years. Such predictions are certainly manifest in wider LIS
deployment. As in many information-rich countries, the UK is experiencing an
increasing deployment of Z39.50 applications. While this is most marked in academic
and research libraries, it is extending also to further education (FE) colleges, public
libraries and lifelong learning institutions. For example, the Scottish Portals for
Education, Information and Research project (SPEIR) has spearheaded the wider roll
out of Z39.50 across these sectors in order to facilitate the creation of a Scottish
Distributed Digital Library (SDDL) (Dunsire and Macgregor, 2003; Nicholson et al,
2004). The emergence of large scale initiatives in museums provides yet further
evidence of Z39.50’s deployment potential, and reaffirms the possibilities that wait in
creating truly heterogeneous distributed union catalogues (Caplan and Haas, 2004).
Quite simply Z39.50 is, and will remain for the immediate future, the “eminent enabling
technology for distributed, parallel access to information sources” (Hammer and
Andresen, 2002).

2. Research purpose and objective

Given this premise, and the growing expectations of user groups, it is essential to
improve the performance of both physical and virtual union catalogue models.
Moreover, improving performance of each is essential to improving interoperability
between both models. Such reasoning has assumed greater relevance via the
CC-interop project and, in particular, the work documented by Gilby and Sanders
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(2003), whereby it is possible to treat an entire virtual union catalogue as a single
739.50 target (or Z-target) during traditional Z39.50 broadcast searching. This
presupposes the future pre-eminence of ZING technology since SRW/SRU will not
provide relief in respect to semantic interoperability and those variations in
cataloguing and indexing practices that continue to impair optimal performance of
virtual union catalogues. Therefore, the overarching purpose of this paper (and study)
is twofold:

+ to identify key differences in the performance of certain centralised (physical)
and distributed (virtual) bibliographic catalogue services; and

+ to suggest strategies for improving interoperability and performance in, and
between, physical and virtual models.

The distinct nature of the research objectives will be reflected in the format of the paper,
which will essentially follow two parts. Before discussing the research questions,
however, it is worthwhile contextualising our study within the remit of the CC-interop
project, under the auspices of which much of the said research was undertaken.

3. Background: the CC-interop project

In 1998, the UK’’s Joint Information Systems Committee (JISC) funded the third phase of
the eLib programme, entailing the creation of several virtual union catalogue services
(or “clumps” as they became known). Although the creation of widely used and
successful services was an objective, the ultimate aim of the clumps was to “kick start
critical mass” in the use of Z39.50 and to generate model technical architectures and
agreements to precipitate the development of new clumps in their assorted
incarnations, perhaps even nationally (Whitelaw and Joy, 2001, p. 2).

By 2000 four clumps had been created:

(1) M25 Link — for libraries within the M25 motorway around London;

(2) CAIRNS - Co-operative Academic Information Retrieval Network for Scotland;
(3) RIDING - libraries in Yorkshire and Humberside; and

(4) Music Libraries Online (MLO).

All these projects successfully established fully functioning clumps, each with
common and unique features. Most were regionally defined and were built upon
existing library co-operatives. For our purposes, however, the two most significant
clumps were M25 Link and CAIRNS:

(1) M25 Link had six partners drawn from the M25 Consortium of Academic
Libraries based in the London area (www.m25blib.ac.uk). The eventual
distributed catalogue, now comprising 36 institutional Z-servers, forms part
of the InforM25 service. It is maintained for the consortium by the M25 systems
team.

(2) CAIRNS (http://cairns.lib.strath.ac.uk/) included members of the Scottish
Confederation of University and Research Libraries (SCURL) and is now
developed and maintained by the Centre for Digital Library Research (CDLR) at
the University of Strathclyde. CAIRNS comprises 33 institutional Z-servers,
including numerous non-higher education (HE) Z-servers.



To build on the results and findings of eLib phase three, JISC provided a two-year
funding grant to the COPAC/Clumps Continuing Technical Cooperation Project
(CC-interop: http://ccinterop.cdlr.strath.ac.uk/), which aimed to “bring together, in a
virtual modus operandi, distributed catalogues to facilitate richer search and retrieval
possibilities for users” (Gilby and Dunsire, 2004, p. 4). Beginning in mid-2002,
CC-interop was a collaborative project involving: the M25 systems team, CDLR,
Manchester Information and Associated Services (MIMAS), RIDING, and latterly the
Centre for Research in Library and Information Management (CERLIM). The inclusion
of the COPAC service (http://copac.ac.uk/) at MIMAS epitomised the co-operative
nature of the project and emphasised the dialectic nature of the research being
undertaken.

The project comprised three work packages, each investigating a plethora of issues,
including:

* inter-linking between very large physical union catalogues (i.e. COPAC) and

large virtual union catalogues (i.e. InforM25);

+ the ability to “clump the clumps” thus producing a “hyper-clump”;

+ thorough research of collection-level description requirements for such
environments;

+ improving interoperability in distributed and physical environments; and
* investigating user requirements and behaviour for union catalogues.

For a greater discussion of the project outcomes and findings refer to Gilby and
Dunsire (2004).

4. Methodology for first research objective

Our first objective was to identify key differences in the performance of certain
centralised (physical) and distributed (virtual) bibliographic catalogue services.
COPAC was used as the physical union catalogue for study, and the distributed
services selected for testing were those CURL institutions that were also members of
InforM25 as seen in Table 1.

The focus of the performance evaluation was to determine why any given query
might elicit a different result set from each of the two types of system. As such,
consideration was given to several aspects of the respective systems: from their
interpretation of the structured format in which the queries were submitted to the
policies and practices affecting the indexes against which the query was executed. This
necessary approach therefore limited the use of quantitative techniques, and instead

Distributed services (distributed Z-servers) Abbreviation Library system
Imperial College of Science, Technology and Medicine Imperial Unicorn
London School of Economics LSE Unicorn

School of Advanced Study SAS Innopac
University College London UCL Aleph
University of London Library ULL Innopac
Wellcome Library for the History and Understanding

of Medicine Wellcome Innopac
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a methodical qualitative approach was adopted from which broader conclusions could
be drawn.

4.1 Searching and search types

Searches of COPAC and each of the selected distributed catalogues were conducted
using the Z39.50 information retrieval protocol and connections to the relevant
Z-servers were made using a Yaz Z-client (Index Data, 2004). This allowed search types
to be semantically defined in ways additional to those publicly available through the
COPAC and InforM25 search interfaces. Searches were constructed using the Bib-1
attribute set, a standard used in Z39.50 to define how search terms are to be treated by
the local catalogue (Z239.50, 2003). The search types used for this study included:

* author;
 author/title;

+ Kkey title (serial title);
+ subject; and

+ any (keyword).

Searches of these types were most inclined, we hypothesised, to elicit a different result
set from each system since such search types are subject to greater variation in index
scope and content, particularly author and subject searches.

No attempt was made to assess the precision of the result sets. This concept is
wholly dependent upon the definition of relevance and, as such, was beyond the scope
of our research. Instead, in examining the relative performance of COPAC and one or
more of the distributed systems, we have sought to account for any differences in result
set content (in short, why certain records might be present or absent). It is also worth
noting that in examining result sets from the centralised and distributed systems, we
have been concerned to identify comparable bibliographic records. Any assessment of
the presence or quality of any associated holdings and location data (number of copies,
enumeration and chronology, etc.) has therefore been omitted.

Although certain significant differences were observed with respect to the
capabilities of the examined services, the superiority of either the physical or
distributed model is, and will not be, inferred. Rather, the primary concern was to
consider the opportunities for effecting greater interoperability between all
components, particularly via any potential operational scenarios, such as within the
UK National Union Catalogue (UKNUC). Moreover, it was not the purpose of this
research to describe all of the potential or current functionality of COPAC or the several
distributed Z-servers.

4.2 Caveats
Not all the distributed systems listed in Table I were included in each test. In order of
importance, there were three reasons for this:

(1) not all of the distributed systems were enabled to use precisely the sets of Bib-1
attributes supported by COPAC;

(2) 1nsome circumstances, the various institutional implementations of a particular
system type performed in a consistent way and so, testing more than one
implementation was consequently not always necessary; and



(3) duplicate searches were not performed when it was felt that the issue or aspect
of performance had already been adequately illustrated.

5. Findings

The study revealed a variety of differences in system performance between the
physical and the virtual models. Based on the characteristics of these observations, and
to provide greater focus for the results discussion, the authors have deemed these
differences to fall into the following three broad categories.

(1) “Consolidated and Individuated Indexes” (issues pertaining to those indexes in
the tested physical and union catalogues, respectively).

(2) “Data Currency and Comprehensiveness” (issues pertaining to the currency and
comprehensiveness of the records retrieved).

(3) “Support and Treatment of Bib-1 Attributes” (the manner in which the tested
systems interpreted the search queries and any issues therein).

5.1 Consolidated and individuated indexes

As an example of the physical model, the COPAC system exploits a feature peculiar to
union catalogues in that any bibliographic entity is able to derive index entries from
records submitted by several institutions. As would be expected from any centralised
system, testing demonstrated that entities have been catalogued to various degrees of
comprehensiveness. Bearing in mind that any (consolidated) COPAC record may be
cumulatively enriched by successive contributing institutions, the potential of the
search process to retrieve relevant records proportionately improves. Of course, the
corollary dictates that any mis-catalogued entity may generate incorrect index entries,
and thus, reduce the precision of affected result sets. Although one such instance was
encountered during testing, the authors deem this to be a comparatively minor problem
given the wider benefits.

By way of example, a right-truncated author query for “greene, g” was submitted to
COPAC and to the distributed SAS Z-server. This generated three hits from COPAC
and one on the SAS Z-server, which was duplicated in the COPAC result set. The two
additional records retrieved from COPAC are shown in Figure 1.

Both records are present on the SAS catalogue, being found using a similarly
structured “Author” search for “low, david” and “gerard, john”. Their retrieval from
COPAC is a function of the additional indexing of subfield 700$a, Author Added Entry.
In both cases, this contains the term “Greene, Graham”, which matches the
requirements of the query. As can be observed from Figure 2, the equivalent records
from SAS do not contain this supplemental field.

The same occurrence was observed in respect of the testing against COPAC and
Wellcome, and COPAC and the LSE and Imperial, respectively, using an author query
without truncation.

The different performance of the two systems may therefore be attributed to the
different composition of the records from which the indexes are derived. For COPAC,
the index entries for each of these items have been derived from the relevant records of
the multiple contributing institutions. This is shown in Figure 1 by the multiple
instances of the 948 institutional-holdings field. In each case, at least one of these
contributions contained the Author Added Entry subfield.
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Figure 1.

Two additional records
retrieved from COPAC
using right-truncated
author search

Records: 1

[COPAC]Record type: USmarc

001 220010823724

003 UKLCURL

008 02120651973 000 0 eng d

[--]

100 1 $a Low, David, $c bookseller.

245 10 $a "With all faults" / $c [David Low], introduction by Graham Greene.

[--]

700 1 $a Greene, Graham, $d 1904-

[--]

948 $h Edi $n Edinburgh, Main Library [...]

948 $h Lon $n ULL, University of London Library [...]

948 $h Oxf $n Oxford, Bodleian Library $c $r 10056832

948 $h Dur $n Durham, Palace Green Library, Bib Pers. $c PG 090.942 LOW $r b1275489
948 $h SAS $n SAS, Warburg Institute $¢ NPD 505 $r b1255776

948 $h Abn $n Wellcome Library, History of Medicine Collection [...]

Records: 2

[COPAC]Record type: USmarc

001 040013941975

003 UKLCURL

008 980603s1951 enk 000 0 eng d

[.-]

100 1 $a Gerard, John, $d 1564-1637.

240 10 $a Narratio P. Johannis Gerardi de rebus a se in Anglia gestis $| English
245 10 $a John Gerard : $b the autobiography of a Elizabethan / $c translated from the Latin
by Philip Caraman, with an introduction by Graham Greene.

[-]

600 14 $a Gerard, John.

[.]
700 1 $a Greene, Graham, $d 1904-1991.

[-]

948 $h Edi $n Edinburgh, Main Library [...]

948 $h Lee $n Leeds, Brotherton Library, Main Building [...]

948 $h Ncl $n Newcastle, Store $c Store Mon 77506 $r 10412393

948 $h SAS $n SAS, Institute of Historical Research $c B.672 $r b1220256

(-]

Some variations in the indexing policies and practices of the reviewed institutions and
services were also identified. Thus, for any bibliographic record held simultaneously
on COPAC and the contributing institution’s database, index entries may have been
derived from differing sets of (sub)fields. This problem is further exacerbated by
possible variations in the mapping from the indexes to the Bib-1 use (access point)
attributes. For example, an institution or service may have created several “Author”
indexes, each of which is derived from a differing set of relevant fields and each of
which is mapped to a different use attribute (author (1003); name (1002); personal name
(1); author — personal name (1004); etc.) What constitutes any given “Author” index
could therefore vary considerably between databases of essentially the same records.

5.2 Data currency and comprehensiveness
COPAC maintain an “update” page (http://copac.ac.uk/about/updated/) to keep users
informed as to the currency of the database. Although COPAC receives updates from



001 0cm00807239

[.-]

100 1 $a Low, David, $d 1903-

245 10 $a "With all faults." / $c Introd. by Graham Greene.
260 $a Tehran : $b Amate Press, $c 1973.

300 $a xvii, 118 p : $billus ; $c 23 cm.

650 0 $a Booksellers and bookselling $z England.

910 04 $a rcp3186.

[--]
997 $a .b12557766 $b 960402 $c 960402
[

001 ocm06066685

[--]

100 1 $a Gerard, John, $d 1564-1637.

245 10 $a John Gerard : $b the autobiography of a Elizabethan / $c Translated from the Latin
by Philip Caraman; with an introduction by Graham Greene.

-]

650 0 $a Catholics $z England.

740 4 $a The autobiography of an Elizabethan.
952 50 $a 0001/11

[--]
997 $a .b12202563 $b 010802 $c 960326
[

the British Library weekly, updates from other contributing libraries may not be as
frequent. As such, the result sets obtained from the distributed systems were, by and
large, found to be more up-to-date than the equivalent sets from COPAC. These
instances largely concerned a single institution (UCL), which at the time of testing had
last submitted data to COPAC in August 1999. The particular problem encountered in
the tests was that records on the institutional database were absent from COPAC.
(The theoretical corollary is that records pertaining to items withdrawn from stock
may still appear on the union database.) This issue concerns the relative frequency
with which records are updated on local and third-party databases, such as COPAC.

One such example was observed when testing the search responses from UCL and
COPAC. The author query (without truncation) “capote, truman”, returned six records
from COPAC and eight from UCL. The two additional records from UCL can be seen in
Figure 3.

ISBN searches on COPAC revealed that both items were in fact recorded on the
COPAC database, but neither had a current holdings statement for UCL (in the 948
field). This discrepancy evidently occurred due to the temporary obsolescence of
COPAC’s UCL data.

Such discrepancies were also manifested in the “policy determined” omission of
records relating to certain classes of online resource. Indeed, at the time of testing, both
LSE and Imperial had elected not to submit records to COPAC for those bibliographic
records describing (and providing links to) electronic resources, such as licensed
full-text services or equivalent resources. Conversely, these records were accessible to
any third-party Z-client through the institutional Z-servers; though, for consistent
policy application and service delivery, it is arguable that they should not be.

Whilst it is unnecessary to over-emphasise the importance of what essentially are
administrative processes, such discrepancies as outlined above will tend to undermine
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Figure 3.

The two additional
records from UCL, not
found in COPAC

Figure 4.

Process of defining the
semantic nature of the
search query

Records: 1
[UCLO1]Record type: USmarc

[--]

020 $a 0241017815

100 1 $a Capote, Truman, $d 1924-1984
245 14 $a The thanksgiving visitor

260 $c 1967

[-]

Records: [2]

[UCLO1]Record type: USmarc

001 AC000022099

[.]

020 $a 0878052747 $c (alk. paper)

020 $a 0878052755 $c (pbk. : alk. paper)

[..]
100 1 $a Capote, Truman, $d 1924-1984

245 10 $a Truman Capote : $b conversations / $c edited by M. Thomas Inge.
260 $a Jackson, Miss. ; $a London : $b University Press of Mississippi, $c c1987.

[-]
600 10 $a Capote, Truman, $d 1924-1984 $v Interviews
[-]

coherent and consistent results across physical and virtual union catalogues, and could
potentially deliver inaccurate results within a hyper-clump environment (particularly
one incorporating several third-party databases).

5.3 Support and treatment of the Bib-1 attributes

As explained previously, the Bib-1 attribute set is designed to enable the definition of
all semantic structures relevant to the identification of bibliographic records. Simply,
the Bib-1 attribute set provides semantic definition to the search types by deciding
their precise nature. For example, a title search for “ancient american civilizations”
(Figure 4) could be interpreted in several ways.

Even if it was interpreted by the system as a “title keyword” search, the issue of
truncation still has to be resolved before the search can be undertaken. Such searches
are defined by the Bib-1 attribute set in an attempt to resolve these issues pertaining to
query interpretation. Table II outlines a basic attribute set for “title keyword” or “title

Title = ancient american civilization

A string of keywords? A phrase?

v |

Should any or all of the words be truncated?

Y
Should the phrase be matched first or anywhere in the ‘title’ field(s)?



exact match” searches, as defined by use, relation, position, structure, truncation and
completeness.

To calculate the potential number of attribute combinations would itself be a
mathematical challenge. Attribute combinations have consequently been subject to
further specification via internationally recognised library profiles such as the Bath
Profile (Bath Profile Maintenance Agency, 2004). As an adjunct to the development of
commercial and public-domain Z39.50 services, the adoption of Bib-1 has,
understandably, been somewhat selective, as has adherence to the related profiles.
Thus, in practice, some systems do not support all six attribute types, and, more
commonly, most systems support only a selection of the individual attributes and
attribute combinations. In many cases, this selectivity has been determined by the
limitations of catalogue indexes and local database search routines to which the
attributes are mapped. Nevertheless, these tests have revealed several noteworthy
aspects of Z-server support and behaviour.

The very scope of the tests was determined by the comparatively limited extent of
mutual support for specific attributes and attribute sets. This was patently manifested
in the variable support for the “Position” attributes, first- and anywhere-in-field, which
perforce can markedly influence retrieval. In some instances, where an attribute (or
attribute combination) was not supported, it was replaced with an alternative attribute
(or combination) by the Z-server. Such default Z-server behaviour was exemplified
with the treatment of “Truncation” by those distributed services using Unicorn
systems (Imperial and LSE) and can impact significantly on the consistency of the
result sets obtained from differently implemented databases of the same records.

A distinctive variation on this concerns COPAC’s ability to interpret the query term
(rather than, or in addition to, the attribute set). Testing detailed an “Author” search
that, because the term was in a normalised format was, by definition, submitted to a
“Quick Author” index. This operation effectively negated one of the specified
attributes, “No Truncation”, a function that is actually supported by COPAC. Whilst
these various default modifications are usually intended to maximise the efficiency of
the search and to optimise system performance in a one-to-one (Z-client to single
Z-server) relationship, it may not be entirely appropriate in operational environments
where a Z-client wishes to affect some measure of semantic consistency between
multiple Z-servers.

One final notable behaviour of the tested services related to the processing of the
“Structure” attribute, “Phrase”. As we discovered, COPAC and certain institutional

Title search

Keyword Exact match
Attribute type Value Attribute Value Attribute
Use (1) 4 Title 4 Title
Relation (2) 3 Equal 3 Equal
Position (3) 3 Any-position-in-field 1 First-in-field
Structure (4) 2 Word 1 Phrase
Truncation (5) 100 Do not truncate 100 Do not truncate
Completeness (6) 1 Incomplete subfield 3 Complete field
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Z-servers responded differently to words within queries that were defined as
stopwords or those that could be interpreted as Boolean operators.

In short, the relatively few systems that we examined have been shown to support
disparate varieties of search type (semantically defined using the Bib-1 attribute set)
and the consequent requirement for some measure of semantic interoperability is
clearly evident.

6. Implications

Although the small scale of the study does not permit us to be absolutely authoritative
in determining the relative importance of each of the above issues, it is reasonable to
assume that the least important concerned the time-lag with which records were
updated on the centralised database. Remedial action, if indeed it were deemed to be
necessary, would essentially require an organisational rather than a technical solution.
The two other factors, to which equal importance should be ascribed, concern
variations in, first, cataloguing and indexing practices and, second, support for Bib-1
attributes and attribute sets.

A general observation made by Heiler (1995, p. 271) continues to ring true: “Semantic
agreements are often lacking when old data or procedures are used for new purposes not
anticipated by their original developers”. Variations in cataloguing and indexing
policies and practices have long been recognised within the Z39.50 community as an
impairment to semantic interoperability (Lynch, 1997; Moen, 2001b; Nicholson ef al.,
2001; Friesen, 2002). This affects all search types, but is perhaps most pronounced for
“Subject” and “Keyword” type searches. Such variations are, of course, the product of
historical and local requirements and contingencies, the legitimacy of which should not
be challenged. Nevertheless, such issues are all pervasive and, as Simeoni (2004) notes,
are beginning to blight the performance of Federated Digital Libraries (FDLs) founded
upon the open archives initiative protocol for metadata harvesting (OAI-PMH) also.

Nicholson and Shiri (2003) note that semantic interoperability constitutes the largest
obstacle to providing coherent distributed digital libraries, and although McCulloch
(2004) and McCulloch et al (2005) note some of the exciting “terminology mapping”
developments and initiatives underway to provide a technical solution to these
problems, it is not unreasonable to assume that it will be many years before such
solutions are capable of being readily deployed within distributed digital library
architectures. As McCulloch (2004) observes, even before such solutions can take root,
information providers need to champion and implement international standards where
multiple terminologies are in use. Operational difficulties might arise with the possibly
historical use of multiple schemes, the use of ad hoc institutionally specific schemes,
the irregular application of schemes, and so forth.

Of course, the scope of the Bib-1 attribute set has allowed for multiple disparate
implementations to be made, as demonstrated by the variations in those of COPAC
and each of the distributed services under analysis. Within many profiles,
semantic interoperability is addressed through the definition of a core suite of
search types (constructed using specified sets of attributes). For the current and
possible future application scenarios in which COPAC and the distributed systems
might operate, the most relevant profile would be the Bath Profile since certain
commercial vendors supplying Z-server modules to higher-educational and other
institutions are committed to adoption of the profile (Nicolaides, 2003b).



The technical challenges, however, should not be underestimated. In order to
support the required attribute sets, it may be necessary for a library to engage in
technically demanding and financially onerous tasks, such as re-indexing their
catalogue. Essentially, the technical interoperability of COPAC with other distributed
systems was never in doubt. Rather, what testing documented was that the various
individual configurations permit only limited semantic interoperability. Thus, any
supra-national system (or “hyper-clump”) that seeks to integrate or otherwise utilise
such component services must address the above noted issues.

7. Strategies for improving interoperability and performance

Given some of these short- to medium-term challenges, how best can the LIS
community improve interoperability and performance of, and between, physical
and virtual union catalogues? The most obvious strategy is to initiate some form
of co-ordination of cataloguing and indexing practices. Such concerted initiatives
have hitherto been few and far between. Indeed, the only visible attempt in the
literature to arrest interoperability problems caused by variations in cataloguing
and indexing practices was undertaken by CAIRNS Cataloguing and Indexing
Working Group (2000). CAIRNS appended to these guidelines a variety of
suggested short- and long-term strategies for alleviating interoperability problems,
some of which met with at least nominal success (Nicholson et al, 2001).

Yet, a more general lack of activity is unsurprising since semantic interoperability is
inextricably tied to “communities of practice” (Friesen, 2002). Moen (2001b) clarifies
this supposition by defining Networked Information Discovery and Retrieval (NIDR)
(of which virtual union catalogues constitute one such incarnation) as falling into one
of three communities: focal, extended and extra. Moen’s definition therefore dictates
that the further a virtual union catalogue moves away from a “Focal” community
(typified by minimal interoperability issues and a large degree of homogeneity), the
greater the challenges and cost are to achieving true interoperability. By
acknowledging the work of Gilby and Sanders (2003), we soon recognise that the
potential for creating supra-national distributed catalogues and hyper-clumps will
inevitably dictate that member libraries will be party to an “Extra” community where
there exist numerous factors affecting interoperability. Such an assertion doubtless
requires the definition of suitable strategies for improving interoperability and
performance in, and between, physical and virtual, particularly with respect to
coordinating cataloguing and indexing practices to maximise interoperability.

8. Methodology for second research objective

To ascertain which strategies and mechanisms would prove most effective in
providing some degree of homogeneity in the UK cataloguing and indexing practices, a
qualitative approach was adopted whereby the opinions and views of the UK
cataloguing and systems fraternity were canvassed. The objectives of this approach
were threefold.

« To identify or suggest strategies capable of addressing or alleviating variant
cataloguing and indexing practices in the UK.

+ To ensure such strategies or proposed recommendations were intimately
informed by the UK cataloguing and systems fraternity, thus ensuring
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the legitimacy and authenticity of championing such strategies in the literature
and beyond.

+ To ascertain whether the UK-wide initiative, based primarily on the CAIRNS
experience, could be adopted and whether the UK cataloguing and systems
fraternity would be receptive to such an initiative were it to be rolled out at a
strategic level.

Two one-day workshops were organised in London (A) and Glasgow (B), respectively,
with invitations issued on relevant UK e-mail lists. A revised and more generic version
of the CAIRNS cataloguing guidelines was then distributed in advance of the
workshop and participants were encouraged to review these guidelines in preparation
for the event. Participants were also encouraged to bring along examples of policy and
practice from their local institutions, and issues they had encountered in using union
catalogues, to support, contradict, and otherwise inform the workshops.

Both workshops consisted of a number of short presentations in the morning to
outline and to refresh participants of the “issues”, followed by a facilitated and
semi-structured group discussion in the afternoon. With permission of the participants,
these discussions were tape-recorded and, together with notes taken during the session,
were amalgamated to produce a report summary of the discussions. These reports
were then distributed to the participants for amendment, comment and correction, and
then consolidated to reflect views expressed at both workshops.

Both events were well attended and attracted representation from many HE and
large research libraries, as well as representation from FE colleges. In total, 52 people
attended the workshops.

9. Findings from the workshops: strategies and recommendations

A clear consensus emerged at both workshops A and B that the UK cataloguing
community requires, and would welcome, the creation of guidelines that were more
prescriptive than the current CAIRNS guidelines. Such prescription would assist local
cataloguers in actively improving interoperability, whilst simultaneously placing a
degree of leverage in the hands of cataloguers and systems administrators to
encourage acknowledgement by senior library management of the consequences local
policies can have on global interoperability. Nevertheless, participants agreed that the
continuing globalisation of cataloguing, and the future potential for hyper-clump
creation, dictated that it would be more constructive to produce a set of
recommendations for a wider, more active and co-ordinated approach to improving
interoperability. More specific findings, strategies or recommendations from workshop
A and B participants fell into four categories:

(1) collaboration within distributed or physical union catalogues;
2) standards;
3) strategic developments; and

)

—_—

4) end users.

—

9.1 Collaboration within distributed or physical union catalogues
Participants at the workshops were unanimous in their recommendation that consortia
of libraries contributing to union catalogues should, in the absence of any immediate



strategic guidance, develop their own prescriptive guidelines covering catalogue
record scope and content, whilst accounting for both local and “global” needs. Such
guidelines might include a minimum input standard for the level of cataloguing and
the content of entry points or headings. As argued earlier, it is no longer sufficient for
such guidelines to be developed for one mode or level of aggregation. Any one library
may belong to more than one union catalogue, requiring local needs to be matched
against more than one set of global needs.

By way of example, the National Library of Scotland contributes to the CAIRNS
distributed union catalogue, the COPAC physical union catalogue, and the British
National Bibliography. Any union catalogue may in turn be treated as a single
component catalogue of a larger distributed union catalogue; so that what constitutes
global in one environment constitutes local in another. Similarly, Strathclyde
University Library is a member of CAIRNS, but CAIRNS itself may become a member
of a hyper-clump such as a distributed UKNUC. Once again, CAIRNS would be global
in the first environment, but local in the second. By continuing this theme yet further, a
UKNUC could feasibly become a local component in a distributed union catalogue for
the Anglophone world, and so forth. It therefore becomes clear that guidelines for
improving interoperability need to be developed at national and international levels
and suitable mechanisms for doing so should be identified or even created. One such
existing mechanism identified by workshop participants for the UK was the Full
Disclosure initiative hosted at the British Library (British Library Board, 2004).

Greater participation by consortia in international activities, such as the PCC (2004
www.loc.gov/catdir/pcc/ (accessed 12 January 2005)), should be encouraged. This
would reconcile clashes between local and global name and subject headings, and
ensure future interoperability with international distributed union catalogues. In
addition, consortia should consider developing a shared cataloguing service for digital
resources, involving the creation of only one catalogue record to be used, or copied, by
all member libraries. Rules for cataloguing digital resources tend to offer more choice,
and therefore, greater opportunity for variations and increased interoperability
difficulties. As workshop participants recognised, there is much less need, if any, for
local data in the catalogue record for a resource that is not circulated or shelved.

The role of communication was also identified by cataloguers and systems librarians
as particularly important to ensure that local reviews pertaining to cataloguing and
indexing practice resonate with the wider globalisation of bibliographic records.
Though e-mail communication was deemed useful, participants agreed that catalogue
consortia should develop mechanisms to ensure regular opportunities to discuss issues
and review policy or practices. Indeed, participants were unanimous in their concern
that providing proper professional advice to colleagues would be unforthcoming if they
were unable to discuss views, concerns, and experiences with fellow professionals, or
inform themselves of cataloguing developments occurring within their immediate
locale. Such concerns appear to be increasing as pressures to reduce costs and develop
new services increase and become ubiquitous within LIS circles.

9.2 Standards

Whilst greater acknowledgement of the Bath Profile was deemed necessary amongst
libraries, Z39.50 implementers, and library system vendors, it was recognised that
further development work on the Bath Profile should encompass recommendations for
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the scope and content of specified indexes. The Bath Profile offers greater prescription,
yet there still remains a plethora of local choices to be made during Z39.50 installation
and implementation. Such choices are not informed by global interoperability
requirements and constitute further obstacles to improving interoperability. For
example, the title index could be scoped to cover alternate titles, uniform titles, group
and part titles, and related titles. Further still, a normalisation rule could be applied to
all scoped titles. This, for example, might entail the removal of leading articles, such as
“The” and “An”. Such improvements in the Bath Profile would give cataloguing
consortia, system vendors, and Z39.50 service developers a sound basis for
establishing standard index mappings from metadata formats such as MARC21. In
any case, participants suggested that consortia using Z39.50 should consider
producing guidelines on required conformance with the Bath Profile, specifying
conformance areas and specific indexes and searches. This would be more prescriptive
than the profile itself, and by reducing choice would arguably improve interoperability.

In addition, standard rules for index content normalisation could be specified (and
adopted) at as wide a level as possible. Such rules would obviously cover punctuation
in names, titles and subjects, the inversion of personal names, and the treatment of
leading articles in titles. Standard rules would allow system vendors and service
developers to ensure more uniformity in Z-indexes. The adaptation of existing rules,
such as those used by the Name Authority Control (NACO), was deemed by workshop
participants to be feasible and wholly desirable.

9.3 Strategic developments

The most significant strategic development likely to impinge on future library system
design is the gradual shift towards IFLA’s Functional Requirements for Bibliographic
Records (FRBR) model (IFLA, 1998). Indeed, as Tillett (2004, p. 7) notes, “vendors and
bibliographic utilities like VTLS, OCLC, and RLG have already embraced the FRBR
conceptual model in designing their future systems”. The FRBR approach is based on
an entity-relationship model as a generalised view of the global bibliographic universe.
Such a model offers a new perspective on the composition and relationships of
bibliographic and authority records, as well as greater precision in the vocabulary used
to describe information entities. Whilst the adoption of FRBR has been slower in the
US, enthusiastic application in Europe and Australia has compelled the LIS fraternity
to begin co-ordinated planning to ensure a smooth transition.

Consequently, workshop participants noted that consortia and individual libraries
should monitor the implementation of FRBR to plan for large-scale machine processing
of catalogue data to improve interoperability. Upgrading a cataloguing system to the
FRBR model requires disaggregation of existing catalogue record components and
reaggregation into a significantly different structure (Delsey, 2004). In particular, the
true benefits to be derived from the FRBR model are obtained when the catalogues are
used in a global environment. This dictates that the effectiveness of the FRBR model
depends on precision in name and title indexes, thus facilitating a degree of automated
conversion whereby local records are matched and upgraded against fuller, more
authoritative global files (Tillett, 2004). Of course the costs of implementing the FRBR
model within a local catalogue are likely to be significant and it was recognised that a
better return on investment would be secured if a “global context” was applied to all
operations involving library catalogues where possible, rather than simply upgrading



to FRBR because it is what their library system vendor is offering. More significantly,
by applying a global context to all operations, interim and future interoperability
would be improved and the future “FRBR-isation” of catalogue data optimised and
rendered more manageable.

9.4 End users

An intriguing outcome of the workshops was the suggestion that disclosure of local
practices could affect interoperability for end users by influencing their search
behaviour. Such information might be embedded within the catalogue interface, or
offered via help, orientation, or training screens. Opinion was divided as to how frank
such information should be, particularly if it emphasised potentially negative issues
such as incomplete catalogues or poor quality records. In point of fact, many
questioned whether end users would be interested in, or use, this kind of support. Other
participants suggested that service administrators may incur the displeasure of more
experienced searchers (academics, research staff, etc.) if they were not informed of
those factors that could affect their entire search strategy. Nevertheless, participants
were in agreement that consortia should consider agreeing a standard set of
information about each catalogue which should be disclosed as part of the union
catalogue service, allowing additional information to be disclosed on the local
catalogue interface at the discretion of the library.

10. Conclusions and wider relevance

Whilst the various observations and conclusions drawn in this paper are derived from
our analysis of established services within the UK, most, if not all, of the issues are likely
to have an international resonance. The primary purpose of this paper has been to
identify key differences in the performance of certain physical and virtual bibliographic
catalogue services and to provide illustrative examples, as well as to suggest strategies
for improving interoperability and performance in physical and virtual systems. Such
assessments have to be undertaken since the future potential for creating ever larger
heterogeneous Z-based union catalogues increases in parallel with growing library
Z-compliance, thus drawing performance issues into an ever sharper focus.

Miller (2000) identifies several types of interoperability, including technical,
semantic, political/human and international interoperability. As a Z-enabled service,
the technical interoperability of COPAC with other distributed systems was never in
doubt. Indeed, as Miller notes, technical interoperability “is the most straightforward
aspect of maintaining interoperability, as there are often clear ‘right’ and ‘wrong’
answers to be found”. However, what the crux of this paper has sought to illustrate is
that the various individual configurations permit only limited semantic
interoperability, as evidenced by those issues relating to consolidated indexes, data
currency and the support or treatment of Bib-1 attributes. Perhaps more importantly,
these considerations on semantic interoperability will apply equally to SRW, which,
although lowering the barriers to future Z39.50-style implementations, will suffer from
sub-optimal performance as a consequence of poor semantic interoperability. Such
sub-optimal performance has the potential to be more pronounced in coming years
with the increasing prevalence of FRBR, where the requirement for semantic specificity
will be essential in order to expedite the coherent and meaningful distributed services
that users have come to expect.
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To meet these expectations it is imperative that significant prescription be
introduced into any cataloguing and indexing guidelines adopted by library consortia
(or a union catalogue service) in order to thwart those variations in cataloguing and
indexing practices that are currently compromising services. Such prescription is not
only essential to improve interoperability and performance, but is necessary to secure
the confidence of end users, some of whom already harbour little confidence in union
catalogue services (Booth and Hartley, 2004). More generally, however, greater
strategic guidance is required from international LIS bodies to plan for future
supra-national catalogues. It is therefore not unfeasible to suggest that prescriptive
guidelines for the Anglophone be developed via a partnership of national libraries
(Library of Congress, British Library, National Library of Australia, etc.), in tandem
with further Bath Profile development as outlined previously. Whilst interoperability
at an international level should be aspired to, such a partnership would function as a
catalyst for wider international interoperability initiatives and, if nothing else, would
unquestionably constitute a lesson in “political/human interoperability”. Nevertheless,
greater participation in the PCC, consideration of future FRBR migration, and greater
disclosure to end users are all activities in which individual libraries and library
consortia can actively influence and improve interoperability. In short, libraries need to
think globally before acting locally.
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Abstract

Purpose — Aims to focus on research and findings relating to the Z-server response times and the
performance of Z39.50 for parallel searching.

Design/methodology/approach — This paper begins by briefly outlining the evolution of Z39.50
and the current trends, including the work of the JISC CC-interop project. The research crux of the paper
focuses on an investigation conducted with respect to testing Z39.50 server (Z-server) response times in a
broadcast (parallel) searching environment. Customised software was configured to broadcast a search
to all test Z-servers once an hour, for 11 weeks. The results were logged for analysis.

Findings — Most Z-servers responded rapidly. “Network congestion” and local online public
catalogue usage were not found to influence Z-server performance significantly. Response time issues
encountered by implementers may be the result of non-response by the Z-server and how Z-client
software deals with this. The influence of “quick and dirty” Z39.50 implementations is also identified
as a potential cause of slow broadcast searching.

Research limitations/implications — The paper indicates various areas for further research,
including setting shorter time-outs and greater end-user behavioural research to ascertain user
requirements in this area. The influence more complex searches, such as Boolean, have on response
times and suboptimal Z39.50 implementations are also emphasised for further study.

Practical implications — This paper informs the library and information science (LIS) research
community and has practical implications for those establishing Z39.50 based distributed systems, as
well as those in the web services community.

Originality/value — The paper challenges popular LIS opinion that Z39.50 is inherently sluggish
and thus unsuitable for the demands of the modern user.

Keywords 739.50, Online catalogues, Information retrieval

Paper type Case study

Introduction

It is often forgotten that Z39.50 protocol has existed, in one form or another, for almost
30 years. Still, it was only in 1995, with approval granted by the National Information
Standards Organisation (NISO), that the standard attracted significant attention from
the library and information science (LIS) community, as well as some minor
acknowledgement from beyond the library world (Needleman, 2002, p. 248). By the
late-1990s, this attentiveness had spread internationally and had manifested itself in a
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flurry of Z-based research projects and activity, particularly in the UK where the third Z39.50 broadcast

phase of the Electronic Libraries programme (eLib) stimulated the creation and
evolution of several virtual union catalogues (or “clumps” as they became colloquially
known) (Dovey, 2000).

Yet perhaps more incredibly, it is only now that deployment of Z39.50 within the
library and information services sectors is truly reaching “critical mass”. Z-enabled
OPACs are, as Needleman (2002, p. 249) notes, now commonplace within the academic
and research library fraternities, an observation that could not have been made until
recently. Indeed in the UK, as in many information rich countries, Z39.50 is now
gaining prevalence within further education and public library sectors, thus
facilitating the creation of ever larger, heterogeneous, virtual union catalogues and
cracking open the possibilities for distributed searching by end-users (Dunsire and
Macgregor, 2003). More intriguingly, it is predicted that with the next revision of
7.39.50 scheduled for 2005, those sectors that have hitherto expressed tepid enthusiasm
for the standard (museums, archives, and others) will edge closer to Z39.50 compliance
(Taylor, 2003). Although this development would undoubtedly uncover a plethora of
difficulties and interesting issues pertaining to the interoperability between, and
distributed searching of, cross-domain catalogues, it underlines the pervasive nature of
7.39.50 and further illustrates the confidence sought by others in a standard that is, by
now, ubiquitous in the library community, as well being internationally recognised as
the “global standard” for networked information search and retrieval (NISO, 2002, p. 5).

While the advantages of any standard are manifest in its original introduction and
adoption, Z39.50 is not without its faults. Some of these have been widely documented
(Gatenby, 2002; East, 2003) and examined (Moen, 2001a; Moen and Murray, 2002),
while others have undergone thorough analysis under the auspices of the CC-interop
project (Nicolaides, 2003; Gilby and Sanders, 2003; Gilby et al., 2004; Dunsire and
Macgregor, 2004). Nevertheless it remains true that despite whatever difficulties
7.39.50 might present, it continues to rule distributed searching for the library world
and will do for the foreseeable future. It constitutes a significant cornerstone in the
technical architecture of the UK Joint Information Systems Committee (JISC)
Information Environment (IE) (Powell, 2004), continues to be assiduously bandied by
library system vendors, and remains a central component of many commercial content
management systems (CMS), such as ENCompass (Dietz and Noerr, 2004).

Those technologies expected to eventually supersede Z39.50 entirely, Web Services
Technologies (WST), are currently thought to fall short of providing the rich access
already offered by Z39.50 (McDonald, 2003) and, as Yu and Chen (2003) note, there are
limitations and barriers to be overcome by Web Services, many of which are similar to
739.50. However, the “Z39.50 International: Next Generation” initiative (ZING, 2004)
have been spearheading a flood of immensely exciting experiments and developments,
particularly Search/Retrieve Web Service (SRW) and Search/Retrieve URI (SRU).
SRW/SRU 1is an attempt to conflate the powerful capabilities of Z39.50 by
implementing them in tandem with updated Web-friendly protocols and
technologies, such as Hypertext Transfer Protocol (HTTP) with Simple Object
Access Protocol (SOAP), a protocol for Extensible Markup Language (XML)
messaging, and by utilising Web Services Definition Language (WSDL) to define the
7.39.50 messages. Although promising far greater functionality, developments remain
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tentative with the first official specification (Version 1.1) only released in early 2004,
but coinciding with some tantalising “real life” applications of the protocol via the
European Library project (van Venn and Oldroyd, 2004). Indeed, although ZING (2004)
are aiming to “lower the barriers to implementation while preserving the existing
intellectual contributions of Z39.50” — a move that is hoped will eventually assist wide
adoption in the larger web-based community — it will be many years before it is as
widely accepted as 7Z39.50 in the library community. In addition, and perhaps
ultimately, SRW will not provide deliverance in respect to semantic interoperability
and those variations in cataloguing and indexing practices that continue to blight
optimal performance of Z39.50 virtual union catalogues will linger. In any case it would
appear that Z39.50 will retain, at least for some time yet, its crown as the “eminent
enabling technology for distributed, parallel access to information sources” (Hammer
and Andresen, 2002).

To this end JISC in the UK (http://www jisc.ac.uk/) has been funding research via
the CC-interop project (http://cc-interop.cdlr.strath.ac.uk/) into numerous issues,
including testing the feasibility of inter-linking between union catalogues, both
physical and virtual, as well as investigating the use of collection-level description
schemas in relation to physical and virtual union catalogues. The crux of this paper,
however, will focus on research and findings relating to Z-Server response times and
the performance of Z39.50 for parallel searching.

Before discussing this, it is worth contextualising the said research within the remit
of CC-interop. For those unacquainted with the technology, there is also some merit in
briefly summarising how Z39.50 functions, however it is not the purpose of the authors
to provide an exhaustive explanation of the technical operations of the protocol. For
this refer to NISO (2002), Moen (2001b). Lynch (1997) and Taylor (2003).

739.50
ANSI/NISO Z39.50 is a communications protocol maintained by the Z39.50
Maintenance Agency at the Library of Congress (£39.50, 2004), enabling standard
messaging between a Z39.50 client (Z-client) and a Z39.50 server (Z-server), and
supporting the searching and retrieval of information in all formats in a distributed
networked environment. NISO defines Z39.50 yet more simply, as a “standard protocol
used by networked computer systems for information retrieval” (NISO, 2002, p. 3).
Essentially Z39.50 functions as a common language allowing interpretation by
Z-enabled systems, irrespective of what software, systems, or platforms are in
operation at the client or server. Most implementations use the standard TCP/IP
internet communications protocol to connect systems and Z39.50-compliant software
in order to decipher messages between them for searching and retrieval. By
normalizing the messages used by the client and the server, technical interoperability
can be achieved. Thus, any search query initiated by the end-user (at the client
interface) is immediately translated by the client software for sending to the remote
“Z-server” (or “Z-target”). Once the server is in receipt of the search details, it utilises
those rules dictated by Z39.50 to decode the search into a format recognised by the
local database. These exchanges are defined by attribute sets, the most prevalent of
which is the Bib-1 attribute set (£39.50, 2003). The Bib-1 attribute set underpins the
dominant library profiles, such as the Bath Profile (Bath Profile Maintenance Agency,
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search according to the aforementioned conventions, it initiates the search locally and
then returns the results of that search to the client. The results will then be displayed to
the user in a pre-determined format. This format will depend on the configuration
adopted by the client. Increasingly Z-client software conducts this processing, but more
often than not Z-client software either has to be customised or custom software has to
be deployed in tandem with the Z-client to undertaken this post-results processing.

Virtual union catalogues and clumps

As Z-client software has developed, and as librarians have recognised the potential for
distributed search and retrieval for the end-user, the protocol has made feasible the
construction of complex distributed information environments whereupon it is
possible for the Z-client to connect to multiple Z-targets. Such an approach allows the
user to “broadcast” a single search to multiple Z-enabled catalogues simultaneously
and have the results from each catalogue returned and merged into a single result set,
perhaps with duplicate records removed depending on Z-client configuration. As
mentioned, the late-1990s witnessed a spate of Z39.50 activity as various LIS
communities across the globe furiously set about developing virtual union catalogues.
The UK was no exception and was the hub of significant activity.

Arising from the Moving to Distributed Environments for Library Services
(MODELS) initiative, the JISC-funded electronic libraries programme (eLib), funded the
creation of four virtual union catalogue services (or clumps) in 1998 to conduct further
research and develop Z39.50 for the purposes of expansive information retrieval in the
UK (Stubley, 1998). A “clump” was defined as an aggregation of catalogues, including
physical union catalogues; this definition has subsequently been refined to refer to
those aggregations that are inherently distributed only, and is now more commonly
used to specifically describe aggregations based on Z39.50 (Dunsire and Macgregor,
2003). Although creating a service that would experience wide use by end-users was a
tacit objective, the overarching purpose of the clumps was to “kick start critical mass”
in the use of Z39.50 and to generate model technical architectures and agreements to
precipitate the subsequent growth of new clumps in their various permutations,
perhaps even nationally (Whitelaw and Joy, 2001, p. 2).

Of the four clumps created, three were regionally oriented and existing library
consortia provided the sure foundation for development:

(1) The Co-operative Academic Information Retrieval Network for Scotland
(CAIRNS) (http://cairns.lib.strath.ac.uk/) included members of the Scottish
Confederation of University and Research Libraries (SCURL) and is now
developed and maintained by the Centre for Digital Library Research (CDLR) at
the University of Strathclyde.

(2) M25 Link had six partners drawn from the M25 Consortium of Academic
Libraries based in the London area (http://www.m25lib.ac.uk). The resulting
distributed catalogue now forms part of the InforM25 service and is maintained
for the consortium by the M25 Systems Team.

(3) RIDING included members from the Yorkshire and Humberside Universities
Association (YHUA) (http://www .riding.ac.uk/).
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(4) Music Libraries Online (MLO) was the only clump not to be regionally focused.
Comprising nine UK conservatoire libraries, MLO facilitated distributed access
to scholarly music resources (http://www.musiconline.ac.uk/).

All these projects successfully established fully functioning clumps, each with
common and peculiar features. CAIRNS, for instance, instantiated a “dynamic
clumping” mechanism — or “landscaping mechanism” — based on Conspectus subject
strength measurements conducted by the SCURL member libraries (Nicholson ef al.,
2001), while M25 Link investigated dynamic clumping by geographical zones of
London and the availability of periodicals holdings via Z39.50 (Brack et al., 2001).

The CCanterop project
By 2002 JISC had provided a two-year funding grant to the Copac/Clumps Continuing
Technical Cooperation Project (CC-interop), a collaborative project involving the M25
Systems Team, CDLR, Manchester Information and Associated Services (MIMAS),
RIDING, and latterly the Centre for Research in Library and Information Management
(CERLIM). Building on the results and findings of the JISC eLib programme, CC-interop
enhanced the “distributed” thread of the JISC Information Environment in that it “aims
to bring together, in a virtual modus operandi, distributed catalogues to facilitate richer
search and retrieval possibilities for users” (Gilby and Dunsire, 2004, p. 4). The
inclusion of the Copac service (http://copac.ac.uk/) at MIMAS — a physical union
catalogue based on the consolidated bibliographic records of the Consortium of
University and Research Libraries (CURL) and searching some 30 million
bibliographic records — e