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## Abstract

The problem of using the $\alpha, 0$ and the $\alpha, \beta$-quasi periodic transformations within a finite element method in studying electromagnetic waves in a periodic space is addressed. We investigate an a priori error estimate for both transformations which allows us to solve our problem numerically on a uniform mesh. We also analyse the Dual Weighted Residual (DWR) method with the $\alpha, 0$-quasi periodic transformation to derive an a posteriori error estimate. This error estimate is later used to compute efficiently the numerical solution using an adaptive method. We then implement the above finite element methods. It is shown numerically that our numerical results are in good agreement with those in the literature, the $\alpha, \beta$-quasi periodic method converges at a far lower number of degrees of freedom than the $\alpha, 0$-quasi periodic method and the DWR method converges faster and requires fewer degrees of freedom than the global a posteriori error estimate or the uniform mesh. We also explore the geometrical freedom given by the finite element method and examine wave scattering by the Morpho butterfly wing.
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in medical x-ray imaging [62, 132]. There are also acousto-optic devices, which are dynamic gratings used to make tunable optical filters. They are used in many applications for example in the pharmaceutical industry, to characterize the composition of drugs, and in spectroscopic sensing, for detecting trace gases [108].

### 1.1 Background

The problem of electromagnetic wave diffraction is based on solving Maxwell's equations in the diffraction grating region, to find the resulting electromagnetic field when an incident wave shines upon the grating [79, 95]. In many applications we are more interested in the efficiency of the grating. The reflection (transmission) efficiency is the ratio of the reflected energy (transmitted energy) to the incident energy of the electromagnetic field. In our case, we will assume that there is neither charge nor current so that the Maxwell equations reduce to the Helmholtz equation [95]. There are two types of grating known as the perfectly conducting (sound soft) grating, when there is no energy absorbed by the grating (i.e the electromagnetic field vanishes inside the scatterer), and the dielectric transmitting (sound hard) grating, where energy can be absorbed by the grating. There are also two fundamental polarizations [82, 95, 50]. The first is the Transverse Electric mode (TE), where the direction of the electric field is perpendicular to the direction of propagation; which means the electric field is $E=\left(0,0, E_{z}(x, y, t)\right)$ and the magnetic field is $H=\left(H_{x}(x, y, t), H_{y}(x, y, t), 0\right)$. The second polarization is the Transverse Magnetic mode (TM), where the direction of the magnetic field is perpendicular to the direction of propagation; which means the magnetic field is $H=\left(0,0, H_{z}(x, y, t)\right)$ and the electric field is $E=\left(E_{x}(x, y, t), E_{y}(x, y, t), 0\right)$. We seek to solve the Helmholtz equation for both grating types and for both polarizations, in two dimensions, for a periodic grating with respect to one direction when a plane wave is incident. To this end, we use a finite element method and use the periodicity of the grating with respect to one direction to focus our study over one period. Since the domain is infinite in the other direction we need to truncate the domain and apply some transparent boundary conditions. We then use the Rayleigh expansion of the electromagnetic fields from the region outside the truncated domain of the diffraction grating system to match with the solution inside the diffraction grating region. We then subdivide the diffraction grating region into finite elements.

There are of course other numerical methods in the literature to solve the problem of diffraction of waves [95, 99]. There is the differential method where the dielectric permittivity and the electromagnetic field are expanded in a Fourier series over the grating period [95]. Then the Fourier expansions are inserted into the Helmholtz equation and the problem is solved using differential equation shooting methods. There is also the boundary element method [91], where the wave problem is formulated as an integral equation. This method is deployable when we can derive a periodic Green's function which describes the connection of the
electrical surface current radiating from one point belonging to the grating to an arbitrary point in the space. Then there is the finite difference method [65], which is based on solving the wave equation in the diffraction grating region by dividing the diffraction grating over one period into grids. The spatial derivatives are then approximated by finite differences. Like the finite element method, it uses the Rayleigh expansion of the electromagnetic fields from the region outside the diffraction grating system to match on the boundary the electromagnetic field from the region inside.

The advantage of the finite element method is its flexibility in dealing with complex geometries. It also naturally gives rise to a variational formulation which provides a platform to rigorously derive existence and uniqueness results and regularity bounds. This allows us to make statements about the well-posedness of the problem and to derive a priori error estimates. In addition, the finite element method can achieve a desired level of accuracy and at the same time minimize the computational cost by applying a posteriori error estimates.

### 1.2 Outline of the thesis

The first aim of this work is to undertake a rigorous analysis of an a priori error estimate with what we call the $\alpha, 0$-quasi periodic method when we use the finite element method and the Rayleigh expansion to solve the Helmholtz problem. This original work is contained in Chapters 3 and 4.

In applications, we are also interested in controlling efficiently the error that arises when we solve numerically the scattering problem. This can be done in the finite element case, by calculating a posteriori error estimates. Since we are interested in the efficiency of the grating we then choose the efficiency as our quantity of interest. The second aim of our work is therefore to investigate a goal oriented a posteriori error estimate called the Dual Weighted Residual (DWR) method. This method consists of using both the direct solution and the dual solution of the problem in order to achieve a goal oriented result. This original work is contained in Chapter 5.

We also want to investigate different formulations of the problem, still based on finite elements and the Rayleigh expansion, and examine in which cases these approaches will be more efficient in solving the diffraction problem. Since it has been reported for single scattering that there is an instability in numerical methods when we have high wavenumbers [59, 16], we write the solution of the scattering problem $U$ as a product of the analytical solution of the scattering problem when the domain is scatterer free and another unknown function we call $U_{\alpha, \beta}$. By doing so, we get a new wave equation that we will solve for this new unknown function rather than solving directly the Helmholtz problem for $U$. We call this the $\alpha, \beta$ quasi periodic method. Hence our third aim is to investigate the a priori error associated with this approach. The details of this original work are contained in Chapter 6.

Our final aim is to implement these methods in a discretised finite element code and investigate their stability, accuracy, dependency on system parameters, and their applicability to a set of problems. The details of this work are contained in Chapter 7.

As there are two types of wave to consider (transverse magnetic (TM) and transverse electric (TE)) and there are two types of gratings (perfectly conducting and transmitting dielectric) there are in fact four cases to investigate. We denote these cases by Case 1A/B: perfectly conducting and Case 2A/B: transmitting dielectric where $\mathrm{A}(\mathrm{B})$ denotes the $\mathrm{TE}(\mathrm{TM})$ wave. Whilst we have derived results for all four cases, in order to emphasise the salient points, we have relegated the analysis of Cases 1B, 2A and 2B to the appendices (in Chapter 3 we also give details for Case 2A).

We start by describing the geometry of the problem, in Chapter 2, when an incident wave is radiating on the grating profile $P=f(x)$ and we give the mathematical formulation of the problem. Due to the periodicity of the grating, we can focus our study over one period $d$. When we solve the problem numerically, we truncate the domain at $|y|=B<\infty$ by using the Dirichlet to Neumann (DtN) operators. The DtN operator is used to match the Fourier coefficients of the field obtained by finite elements inside this domain with the Rayleigh expansion of the field outside. Once we have formulated the problem mathematically, we study the properties of the DtN map. There have been a small number of theoretical investigations into the use of the Finite Element Method as a tool for studying the electromagnetic waves interacting with a diffraction grating [9, 12, 13]. In these studies the continuity of the DtN map was simply assumed and hence the dependency of the regularity constant on the system parameters such as the wavenumber was not derived. These are essential components of our analysis and so in Section 2.3.3 we derive these results for the first time. We then study the regularity estimate for the Helmholtz problem for a periodic grating in two dimensions in Chapter 3. This is needed in Chapters 4 and 6 to show the continuous dependence of the solution of the Helmholtz problem on the data. We then describe the $\alpha, 0$-quasi periodic method in Chapter 4 . We start with an examination of the continuous problem where we give its variational formulation in an appropriate Sobolev space. We then investigate the well-posedness of the continuous problem; that is, the solution exists, is unique and depends continuously on the data. Hence, a new regularity result is required in order to show this continuous dependence. The study of the well-posedness of the problem allows us to know in advance that we can solve the problem. We then discretise the problem to approximate its solution and derive a new a priori error estimate. This result guarantees the uniqueness of the approximate solution.

There are essentially two approaches to studying a posteriori error estimates. We can either study the difference between the exact solution and its approximate solution or we just choose to focus on a particular linear functional which depends on these solutions. In our case, we will adopt the second approach in Chapter 5. A
linear functional $Q$ is defined in such a way that it captures the error made between the efficiency of the grating in the continuous problem and that obtained from the discretised problem. By finding an upper bound for $Q$ we derive a formula for an error indicator function. This indicator function is subsequently used in the finite element implementation to adaptively refine the size of the individual elements. We start with the direct problem, then introduce the dual problem before proving an estimate of the linear functional of the error.

We also want to investigate different transformations of the problem, still based on finite elements and the Rayleigh expansion. To this end we introduce the $\alpha, \beta$ quasi periodic method in Chapter 6. Similar to Chapter 4, we start with an examination of the continuous problem where we give its variational formulation. We investigate the well-posedness of the continuous problem, discretise the problem to approximate its solution and derive a new a priori error estimate which guarantees the uniqueness of this approximate solution. We finish by comparing quantitatively the a priori error estimate from the $\alpha, 0$-quasi periodic method and the $\alpha, \beta$-quasi periodic method.

In order to validate the theoretical results that are derived in this thesis a series of numerical experiments were devised and implemented. There are two types of experiment to be performed. The first set of experiments involve solving the problem numerically using a standard implementation and confirming that a bounded solution does indeed exist. We will also use this implementation to examine the relative convergence of the two problem formulations given in Chapters 4 and 6. The second set of experiments utilise the new approach detailed in Chapter 5 to construct an adaptive grid implementation. The aim of these experiments is to verify that the proposed method does produce correct solutions and converges faster than alternative strategies. Details of these implementations and the corresponding results are contained in Chapter 7. We begin by validating our code with numerical methods and experiments from the literature. We then compare the $\alpha, \beta$-quasi periodic method with the $\alpha, 0$-quasi periodic method across a range of wavenumbers. We produce numerical results that show the advantage of using the Dual Weighted Residual (DWR) method as compared to the uniform mesh or the global a posteriori error method proposed in [13]. We have chosen the finite element method because of its flexibility to adapt to complex scattering geometry. In our final illustration, we will consider a scattering geometry from a real world application concerning the Morpho butterfly wing [98, 129, 124, 102].

## Chapter 2

## Physical and mathematical description of the problem

In this chapter, we start by introducing Maxwell's equations and show how these reduce to the Helmholtz equation in two simplified cases. Then, we give the geometrical description of the diffraction grating and the mathematical formulation of the problem concerning wave interaction with this. After we study the Dirichlet to Neumann map, we use this to construct a transparent boundary between an outer analytic solution and an inner numerical (finite element) solution so that we can truncate the domain of our problem. We then give the mathematical formulation of our problem in the truncated domain $\Omega \subset \mathbb{R}^{2}$.

### 2.1 Maxwell's equations and polarization

There are two types of grating [95, 82], the perfectly conducting (sound soft) grating when there is no energy absorbed by the grating (i.e the electromagnetic field vanishes inside the scatterer) and the transmitting dielectric (sound hard) grating where energy can be absorbed by the grating. In this latter case, the wavenumber inside the scatterer has a positive imaginary part which captures the energy loss. There are two fundamental polarizations [82, 95, 50]. The first is the Transverse Electric mode (TE), where the direction of the electric field is perpendicular to the direction of propagation; which means the electric field $E=\left(0,0, E_{z}\right)$ and the magnetic field $H=\left(H_{x}, H_{y}, 0\right)$. The second polarization is the Transverse Magnetic mode (TM), when the direction of the magnetic field is perpendicular to the direction of propagation; which means the magnetic field $H=$ $\left(0,0, H_{z}\right)$ and the electric field $E=\left(E_{x}, E_{y}, 0\right)$. Let us start by studying Maxwell's equations and derive the TE and TM problems for the perfectly conducting grating. After that we will deal with the transmitting dielectric grating.

The time harmonic form of Maxwell's equations, with $e^{-i w t}$ dependence, is
given by $[95,60]$

$$
\begin{align*}
\nabla \times \underline{E} & =-i w \underline{B}  \tag{2.1}\\
\nabla \times \underline{H} & =i w \underline{D}+\underline{J}  \tag{2.2}\\
\nabla \cdot \underline{J} & =-i w \rho  \tag{2.3}\\
\nabla \cdot \underline{D} & =\rho  \tag{2.4}\\
\nabla \cdot \underline{B} & =0 \tag{2.5}
\end{align*}
$$

where $\underline{E}$ is the electric field, $\underline{H}$ is the magnetic field, $\underline{B}$ is the magnetic flux density, $\underline{D}$ is the electric displacement, $\underline{J}$ is the electric current density, $w$ is the angular frequency, and $\rho$ is the electric charge density. The constitutive relations may be written

$$
\begin{align*}
& \underline{D}=\varepsilon \underline{E}  \tag{2.6}\\
& \underline{B}=\mu \underline{H} \tag{2.7}
\end{align*}
$$

where $\varepsilon$ and $\mu$ are, respectively, the electric permittivity and magnetic permeability of the medium. At this stage let us assume that $\mu=1$ and that there is no charge and no current, so that $\rho=0$ and $\underline{J}=0$.

## - Case 1: Perfectly conducting grating

For the perfectly conducting case, in the domain exterior to the grating, equations (2.6) and (2.7) hold, where the electric permittivity of the medium $\varepsilon$ is constant. Inserting equation (2.7) into equation (2.1) gives

$$
\begin{equation*}
\nabla \times \underline{E}=-i w \mu \underline{H} . \tag{2.8}
\end{equation*}
$$

Similarly if we use equation (2.6) in equation (2.2) we get

$$
\begin{equation*}
\nabla \times \underline{H}=i w \varepsilon \underline{E} . \tag{2.9}
\end{equation*}
$$

Introducing the components of each field via $\underline{E}=\left(E_{x}, E_{y}, E_{z}\right)$ and $\underline{H}=$ $\left(H_{x}, H_{y}, H_{z}\right)$ then, if we assume that $\underline{E}(x, y)$ and $\underline{H}(x, y)$, we have from equation (2.8)

$$
\begin{align*}
\partial_{y} E_{z} & =-i w \mu H_{x}  \tag{2.10}\\
\partial_{x} E_{z} & =i w \mu H_{y}  \tag{2.11}\\
\partial_{x} E_{y}-\partial_{y} E_{x} & =-i w \mu H_{z} \tag{2.12}
\end{align*}
$$

and from equation (2.9)

$$
\begin{align*}
\partial_{y} H_{z} & =i w \varepsilon E_{x}  \tag{2.13}\\
\partial_{x} H_{z} & =-i w \varepsilon E_{y}  \tag{2.14}\\
\partial_{x} H_{y}-\partial_{y} H_{x} & =i w \varepsilon E_{z} . \tag{2.15}
\end{align*}
$$

The perfectly conducting boundary conditions for the fields on the grating surface are given by

$$
\begin{array}{r}
\underline{n} \times \underline{E}=\underline{0} \\
\underline{n} \cdot \underline{H}=0 \tag{2.17}
\end{array}
$$

where $\underline{n}=\left(n_{x}, n_{y}, 0\right)$ is the outward unit normal vector on the grating surface [82]. Examining the components of equation (2.16) we get on the boundary

$$
\begin{equation*}
E_{z}=0, \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{x} E_{y}-n_{y} E_{x}=0 \tag{2.19}
\end{equation*}
$$

Combining equation (2.19) with equations (2.13) and (2.14) gives

$$
\begin{equation*}
n_{x} \partial_{x} H_{z}+n_{y} \partial_{y} H_{z}=\frac{\partial H_{z}}{\partial n}=0 \tag{2.20}
\end{equation*}
$$

where $\partial_{x}$ is the first order partial derivative with respect to $x$ ( $\partial_{y}$ is the first order partial derivative with respect to $y$ ). We note that equations (2.10) to (2.20) can be separated into two independent sets [82]. The first set consists of (2.10), (2.11), (2.15) and (2.18). These equations only contain the transverse component $E_{z}$ of the electric field and the components $H_{x}$ and $H_{y}$ of the magnetic field. Differentiating equation (2.10) with respect to $y$, differentiating equation (2.11) with respect to $x$ and adding them gives

$$
\Delta E_{z}=i w \mu\left(\partial_{x} H_{y}-\partial_{y} H_{x}\right)
$$

Using equation (2.15) then gives the Helmholtz equation

$$
\begin{equation*}
\Delta E_{z}+k^{2} E_{z}=0 \tag{2.21}
\end{equation*}
$$

where

$$
k^{2}=w^{2} \varepsilon \mu,
$$

subject to the boundary condition given by equation (2.18). This is called the Transverse Electric (TE) problem. The second set consists of (2.12), (2.13), (2.14) and (2.20). These equations only contain the transverse component $H_{z}$ of the magnetic field and the components $E_{x}$ and $E_{y}$ of the electric field. In a similar way if we combine equations (2.13) and (2.14) and use equation (2.12) we get a second Helmholtz problem

$$
\begin{equation*}
\Delta H_{z}+k^{2} H_{z}=0 \tag{2.22}
\end{equation*}
$$

subject to the boundary condition given by equation (2.20). This is called the Transverse Magnetic (TM) problem.

## - Case 2. Transmitting dielectric grating

We follow the same procedure as in Case 1 but this time we also have to satisfy Maxwell's equations inside the scatterer, and so we need to take into account that the permittivity $\varepsilon$ is no longer constant. For the TE case the combination of equations (2.10), (2.11) and (2.15) (with permittivity $\varepsilon(x, y)$ ) lead to the Helmholtz problem

$$
\begin{equation*}
\Delta E_{z}+k^{2}(x, y) E_{z}=0 \tag{2.23}
\end{equation*}
$$

with

$$
k^{2}(x, y)=w^{2} \varepsilon(x, y) \mu
$$

For the TM case a complication arises when we take the derivatives of equations (2.13) and (2.14) since the permittivity is now spatially dependent. Hence equations (2.13) and (2.14) can be rearranged and differentiated to give

$$
\partial_{y}\left(\frac{1}{i w \varepsilon(x, y)} \partial_{y} H_{z}\right)=\partial_{y} E_{x}
$$

and

$$
\partial_{x}\left(\frac{1}{i w \varepsilon(x, y)} \partial_{x} H_{z}\right)=-\partial_{x} E_{y} .
$$

Adding these and using equation (2.12) gives

$$
\begin{equation*}
\partial_{x}\left(\frac{1}{k^{2}(x, y)} \partial_{x} H_{z}\right)+\partial_{y}\left(\frac{1}{k^{2}(x, y)} \partial_{y} H_{z}\right)+H_{z}=0 \tag{2.24}
\end{equation*}
$$

since the permeability is constant.
For both Case 1 and Case 2, in order to formulate the scattering problem as a boundary value problem, we need to include an appropriate radiation condition (outgoing wave condition). In this thesis we will be considering electromagnetic waves interacting with a periodic diffraction grating. The usual Sommerfeld radiation condition is therefore not appropriate [28] as the radiating energy does not diminish in the direction of periodicity. Hence the so-called upward propagating radiation condition (UPRC) was introduced in [28]. It has been used to establish the uniqueness of the solution of scattering from a periodic grating. It was shown that if the grating is periodic then the UPRC is equivalent to the Rayleigh condition which means when $y$ goes to infinity, $E_{z}$ and $H_{z}$ must remain bounded and can be described as a superposition of outgoing plane waves $[97,95,4,5]$.

### 2.2 Problem statement

We wish to solve the Helmholtz equation in $\mathbb{R}^{2}$ for a periodic grating of period $d$ (with respect to $x$ ), as shown in Figure 2.1. Since we will consider two types of


Figure 2.1: Diagram representing an incident wave with an angle of incidence $\theta$ with respect to the $y$ axis on a periodic grating in $\mathbb{R}^{2}$. The parameter $d$ represents the period of the grating in the $x$ direction. The scatterers are represented by the shaded regions.
grating (the perfectly conducting grating and the transmitting dielectric grating) we denote, for the perfectly conducting case, the region of $\mathbb{R}^{2}$ outside the scatterers by $\mathbb{R}_{+}^{2}$ (the unshaded region in Figure 2.1) and by $\mathbb{R}_{-}^{2}$, the scatterers in $\mathbb{R}^{2}$ (shown as the shaded regions in Figure 2.1).

## - Case 1A: Perfectly conducting grating: TE case

Here we are solving for $U=E_{z}$ and, using equations (2.21) and (2.16), we solve the Helmholtz problem to find $U(x, y) \in C^{2}\left(\mathbb{R}_{+}^{2}\right)$ such that

$$
\begin{align*}
\Delta U(x, y)+k^{2}(x, y) U(x, y) & =0, & & (x, y) \in \mathbb{R}_{+}^{2} \\
U(x, y) & =0, & (x, y) & \in \partial \mathbb{R}_{-}^{2}, \tag{2.25}
\end{align*}
$$

subject to the upward propagating radiation condition (UPRC)

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{2.26}
\end{equation*}
$$

## - Case 1B: Perfectly conducting grating: TM case

Here we are solving for $U=H_{z}$ and, using equations (2.22) and (2.17), we solve the Helmholtz problem to find $U(x, y) \in C^{2}\left(\mathbb{R}_{+}^{2}\right)$ such that

$$
\begin{align*}
\Delta U(x, y)+k^{2}(x, y) U(x, y) & =0, & & (x, y) \in \mathbb{R}_{+}^{2} \\
\frac{\partial U(x, y)}{\partial n} & =0, & & (x, y) \in \partial \mathbb{R}_{-}^{2} \tag{2.27}
\end{align*}
$$

subject to the UPRC

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{2.28}
\end{equation*}
$$

where $\frac{\partial}{\partial n}$ denotes the normal derivative operator on the boundary of each scatterer.

## - Case 2A: Transmitting dielectric grating: TE case

Here we are solving for $U=E_{z}$ and, using equations (2.23), we solve the Helmholtz problem to find $U(x, y) \in C^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\Delta U(x, y)+k^{2}(x, y) U(x, y)=0, \quad(x, y) \in \mathbb{R}^{2} \tag{2.29}
\end{equation*}
$$

subject to the UPRC

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{2.30}
\end{equation*}
$$

## - Case 2B: Transmitting dielectric grating: TM case

Here we are solving for $U=H_{z}$ and, using equation (2.24), we solve the Helmholtz problem to find $U(x, y) \in C^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{k^{2}} \nabla U(x, y)\right)+U(x, y)=0, \quad(x, y) \in \mathbb{R}^{2} \tag{2.31}
\end{equation*}
$$

subject to the UPRC

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{2.32}
\end{equation*}
$$

We will utilize the periodicity of the grating and restrict our problem to a single vertical strip, $S=[0, d] \times \mathbb{R}$, as shown in Figure 2.2. We restrict the effects of the scatterers (the grating) to a horizontal strip $\Omega_{0}=[0, d] \times[-b, b]$ and we define the wavenumber $k$ to be

$$
k(x, y)= \begin{cases}k_{1} \in \mathbb{R}, & \text { for }(x, y) \in \Omega_{1}  \tag{2.33}\\ k_{0}(x, y) \in \mathbb{C}, & \text { for }(x, y) \in \Omega_{0} \\ k_{2} \in \mathbb{C}, & \text { for }(x, y) \in \Omega_{2}\end{cases}
$$

where $\Omega_{1}=[0, d] \times[b,+\infty)$ and $\Omega_{2}=[0, d] \times(-\infty,-b]$. The first reason for having $b$ is for computational efficiency, so that we can have coarse mesh inside the region away from the scatterers $(|y|>b)$. The second reason is that we need to use the Rayleigh expansion inside the region $b<|y|<B$ when we derive an a priori error estimates when we truncate the DtN map. The third reason is to make our geometry sufficiently general to cope with the situation where there is a different material in regions $\Omega_{i}$.

## Incident wave

The incident wave is

$$
\begin{equation*}
U_{I}=e^{i \alpha x-i \beta_{1}^{0} y} \tag{2.34}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha & =k_{1} \sin \theta,  \tag{2.35}\\
\beta_{1}^{0} & =k_{1} \cos \theta
\end{align*}
$$

and $\theta$ is the angle of incidence of the wave as shown in Figure 2.2. We demand that

$$
\left.\begin{array}{l}
\mathfrak{R}\left(k_{j}\right)>0,  \tag{2.36}\\
\mathfrak{J}\left(k_{j}\right) \geq 0,
\end{array}\right\}
$$

where $\mathfrak{R}\left(k_{j}\right)\left(\mathfrak{J}\left(k_{j}\right)\right)$ denotes the real (imaginary) part of $k_{j}$ so that the scattered and diffracted waves are composed of bounded outgoing waves. We use the notation $\beta_{1}^{0}$ to be consistent with the notation $\beta_{j}^{n}$ that we will use later on for the


Figure 2.2: Diagram depicting a periodic grating in $\mathbb{R}^{2}$ over one period $d$ in the $x$ direction. The scattering region is denoted by $\Omega_{0}$, the region occupied by the scatterer is denoted by $\Omega_{3}, \Omega_{1}$ is the upper region with constant wavenumber $k_{1} \in \mathbb{R}$ and $\Omega_{2}$ is the lower region with constant wavenumber $k_{2} \in \mathbb{C}$. $U_{I}$ is the incident wave.
different wavenumbers of the diffracted waves in the upper region $\Omega_{1}(j=1)$ and lower region $\Omega_{2}(j=2)$. The reason that there is no subscript or superscript on $\alpha$ is just a consequence of the Snell's law for stratified media which makes $\alpha$ the same in $\Omega_{1}$ and $\Omega_{2}$.

## Transparent boundary conditions (Dirichlet to Neumann Maps)

To solve the grating problem numerically for a wide range of grating geometries we will use a finite element method. We therefore need to truncate our domain to render it finite. To provide suitable boundary conditions for the finite element solver we use an analytical solution in the adjacent domains and apply transparent boundary conditions that match this analytical solution continuously and smoothly with the finite element solution inside the truncated region. To achieve this we study the analytic solution of the Helmholtz equation when the wavenumber is a complex constant; known as the Rayleigh expansion. These transparent boundary conditions are captured by the Dirichlet to Neumann (DtN) operators $T_{ \pm}$(see Section 2.3.2) which match the Rayleigh expansion of the electromagnetic field on the boundary of the truncated region with the finite element solution inside the truncated domain. To assist us in this we redefine $\Omega_{1}, \Omega_{2}$ to be

$$
\begin{array}{ll}
\Omega_{1}=\{(x, y): & 0 \leq x \leq d, b \leq y \leq B\} \\
\Omega_{2}=\{(x, y): & 0 \leq x \leq d,-B<y \leq-b\},
\end{array}
$$

where $B$ is a positive real number and $B>b$ (see Figure 2.3). We also denote

$$
\begin{array}{lll}
\Omega_{+}=\{(x, y): & 0 \leq x \leq d, & y \geq B\} \\
\Omega_{-}=\{(x, y): & 0 \leq x \leq d, & y \leq-B\}, \\
\Gamma_{+}=\{(x, y): & 0 \leq x \leq d, & y=B\} \\
\Gamma_{-}=\{(x, y): & 0 \leq x \leq d, & y=-B\}, \tag{2.38}
\end{array}
$$

and we denote by $\Omega_{3} \subset \Omega_{0}$ the scatterer (see Figure 2.3). In our study, the structure of the diffraction grating in one period can be shown either by Figure 2.3 or Figure 2.4. Then instead of finding $U$ which satisfies one of the equations (2.25), (2.27), (2.29) and (2.31) in $[0, d] \times \mathbb{R}$ we will find the equivalent solution of the problem in

$$
\begin{equation*}
\Omega=\{(x, y): 0 \leq x \leq d,-B \leq y \leq B\} . \tag{2.39}
\end{equation*}
$$

Hence we need an analytical solution to the Helmholtz problem in the homogeneous regions that lie above and below $\Omega$ so that we can solve our problem in $\Omega$, this is done in the following section.


Figure 2.3: Diagram showing the truncated periodic grating domain. We redefine $\Omega_{1}$, the region above the scattering region to be $\{(x, y): 0 \leq x<d, b \leq y \leq B\}$, and the substrate $\Omega_{2}$ to be $\{(x, y): 0 \leq x<d,-B \leq y \leq-b\}$.


Figure 2.4: Another type of the grating profile when the interface which separates the grating with the region above is an open curve.

### 2.3 Matching the analytical solution on to the finite element solution at the transparent boundary

As explained earlier we will need an analytical solution to the Helmholtz problem in the homogeneous regions that lie above and below $\Omega$ defined in (2.39). In the following section we derive this solution.

### 2.3.1 Fundamental solution of Helmholtz problem in a homogeneous domain

In Section 2.2 the methodology for solving these Helmholtz problems for a general scatterer geometry required an analytical solution in the outer domains; where the wavenumber is constant. Let $u \in H_{\alpha \#}^{1}\left(\Omega_{ \pm}\right) \bigcap C^{2}\left(\Omega_{ \pm}\right), k_{j} \in \mathbb{C}$ and let us find the analytical solution of

$$
\Delta u+k_{j}^{2} u=0, \quad x \in[0, d],|y| \geq B, \text { i.e. } x \in \Omega_{ \pm}, \quad j \in\{1,2\} .
$$

For that, we need the following lemma. For completeness sake Appendix A contains the definitions that we shall need in this thesis regarding Sobolev spaces.

Lemma 1. If u is $\alpha$-quasi-periodic and if $k_{j} \in \mathbb{C}$, then the solution of the Helmholtz problem

$$
\begin{equation*}
\Delta u(x, y)+k_{j}^{2} u(x, y)=0, \quad x \in[0, d],|y| \geq B, \quad j \in\{1,2\} \tag{2.40}
\end{equation*}
$$

is composed only of outgoing waves (apart from the incident wave). In order to satisfy the UPRC conditions at $y=\infty$ so that it is unique, it can be written as [97, 95, 4, 5]

$$
\begin{equation*}
u(x, y)=\sum_{n \in \mathbb{Z}} F_{n}(x) G_{n}(y) \tag{2.41}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{n}(x) & =c_{1} e^{i n_{\alpha} x}, \\
G_{n}(y) & =c_{n} e^{-i \beta_{j}^{n} y}+d_{n} e^{i \beta_{j}^{n} y} .
\end{aligned}
$$

For $y \geq B, c_{n}=0$ for all $n \in \mathbb{Z}$ except for $n=0$ which corresponds to the incident wave and for $y \leq-B d_{n}=0$ for all $n \in \mathbb{Z}$ in order to satisfy the radiation condition (UPRC). We also have

$$
\begin{align*}
n_{\alpha} & =\alpha+\frac{2 \pi n}{d}  \tag{2.42}\\
\left|\beta_{j}^{n}\right|^{2} & =\left|k_{j}^{2}-n_{\alpha}^{2}\right|, \quad \beta_{j}^{n}=e^{i z_{n} / 2}\left(\left|k_{j}^{2}-n_{\alpha}^{2}\right|\right)^{1 / 2} \tag{2.43}
\end{align*}
$$

such that

$$
\begin{equation*}
z_{n}=\arg \left(k_{j}^{2}-n_{\alpha}^{2}\right), \tag{2.44}
\end{equation*}
$$

for $j \in\{1,2\}$.
Proof. Let us write $u=\sum_{n \in \mathbb{Z}} F_{n}(x) G_{n}(y)$. If $u$ satisfies equation (2.40) then so does each $u_{n}=F_{n}(x) G_{n}(y)$. Therefore,

$$
\begin{equation*}
\Delta u_{n}+k_{j}^{2} u_{n}=0, \quad x \in[0, d],|y| \geq B, \quad j \in\{1,2\} . \tag{2.45}
\end{equation*}
$$

Then, equation (2.45) becomes

$$
F_{n}^{\prime \prime}(x) G_{n}(y)+F_{n}(x) G_{n}^{\prime \prime}(y)+k_{j}^{2} F_{n}(x) G_{n}(y)=0
$$

which can be rewritten as follows

$$
\begin{equation*}
\frac{F_{n}^{\prime \prime}(x)}{F_{n}(x)}=-\frac{G_{n}^{\prime \prime}(y)}{G_{n}(y)}-k_{j}^{2} . \tag{2.46}
\end{equation*}
$$

We see that the left and right hand sides of equation (2.46), are dependent only on $x$, and on $y$, respectively. Therefore, they both must be constant and so there exists a constant $\lambda_{n}$ such that

$$
\begin{align*}
& F_{n}^{\prime \prime}(x)=\lambda_{n} F_{n}(x)  \tag{2.47}\\
& G_{n}^{\prime \prime}(y)=-\left(\lambda_{n}+k_{j}^{2}\right) G_{n}(y) . \tag{2.48}
\end{align*}
$$

Let us begin by solving equation (2.47). Because of the quasi-periodicity of $F_{n}$, we cannot have $\lambda_{n}>0$ so we write $\lambda_{n}=-n_{\alpha}^{2}$. Therefore,

$$
F_{n}(x)=C_{1} e^{-i n_{\alpha} x}+C_{2} e^{i n_{\alpha} x} .
$$

Applying the quasi-periodic condition

$$
\begin{equation*}
F_{n}(d)=e^{i \alpha d} F_{n}(0) \tag{2.49}
\end{equation*}
$$

gives

$$
\left(C_{1}+C_{2}\right) e^{i \alpha d}=C_{1} e^{-i n_{\alpha} d}+C_{2} e^{i n_{\alpha} d}
$$

and so equation (2.49) is satisfied if and only if

$$
\begin{equation*}
n_{\alpha}=\alpha+\frac{2 \pi n}{d} \tag{2.50}
\end{equation*}
$$

and

$$
C_{1}=0 .
$$

We choose the direction of propagation along the $x$ direction to be from left to right and so

$$
\begin{equation*}
F_{n}(x)=C_{2} e^{i n_{\alpha} x} . \tag{2.51}
\end{equation*}
$$

Equation (2.48) can be solved using equation (2.50) to give

$$
-G_{n}^{\prime \prime}(y)-\left(k_{j}^{2}-n_{\alpha}^{2}\right) G_{n}(y)=0
$$

Then, with $\left(\beta_{j}^{n}\right)^{2}=k_{j}^{2}-n_{\alpha}^{2}$, as given by equation (2.43),

$$
\begin{equation*}
G_{n}(y)=c_{n} e^{-i \beta_{j}^{n} y}+d_{n} e^{i \beta_{j}^{n} y} . \tag{2.52}
\end{equation*}
$$

Note that we avoid the case $k_{j}^{2}=n_{\alpha}^{2}$ which corresponds to the resonance phenomenon [95, 82].

### 2.3.2 The Dirichlet to Neumann maps $T, T^{\alpha, 0}$ and $T^{\alpha, \beta}$

We need the following property of $\alpha$-quasi-periodic functions before we study the DtN maps.

Lemma 2. For fixed $y=y_{0}, f\left(x, y_{0}\right)$ can be treated as a function of one variable, $x$. If $f\left(x, y_{0}\right) \in L_{\alpha \#}^{1}([0, d])$, then $f\left(x, y_{0}\right)$ can be expanded as the Fourier series

$$
\begin{equation*}
f\left(x, y_{0}\right)=\sum_{n \in \mathbb{Z}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right) e^{i n_{\alpha} x} \tag{2.53}
\end{equation*}
$$

where

$$
f^{\left(n_{\alpha}\right)}\left(y_{0}\right)=\frac{1}{d} \int_{0}^{d} f\left(x, y_{0}\right) e^{-i n_{\alpha} x} d x
$$

with $n_{\alpha}=\frac{2 \pi n}{d}+\alpha$.
Proof. Because $f\left(x, y_{0}\right)$ is $\alpha$-quasi-periodic with respect to $x$, we can use Lemma A16 and we can see that $g\left(x, y_{0}\right)=e^{-i \alpha x} f\left(x, y_{0}\right)$ is periodic with respect to $x$. Therefore we can express $g\left(x, y_{0}\right)$ as a Fourier series

$$
e^{-i \alpha x} f\left(x, y_{0}\right)=\sum_{n \in \mathbb{Z}} g^{(n)}\left(y_{0}\right) e^{i \frac{i \pi n}{d} x}
$$

such that

$$
\begin{aligned}
g^{(n)}\left(y_{0}\right) & =\frac{1}{d} \int_{0}^{d} e^{-i \alpha x} f\left(x, y_{0}\right) e^{-i \frac{2 \pi n}{d} x} d x, \\
& =\frac{1}{d} \int_{0}^{d} f\left(x, y_{0}\right) e^{-i n_{\alpha} x} d x, \\
& =f^{\left(n_{\alpha}\right)}\left(y_{0}\right) .
\end{aligned}
$$

Hence

$$
e^{-i \alpha x} f\left(x, y_{0}\right)=\sum_{n \in \mathbb{Z}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right) e^{i \frac{2 \pi n}{d} x}
$$

which finishes the proof.

We can now expand the solution to the Helmholtz problem detailed in Lemma 1, $u(x, y)$, as a Fourier series in $x$ (for each $y$ value), by using Lemma 2. This leads us to

$$
\begin{equation*}
u(x, y)=\sum_{n \in Z} U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \tag{2.54}
\end{equation*}
$$

By using Lemma 1 for $(x, y) \in \Omega_{ \pm}$, this solution can be written as

$$
\begin{equation*}
u(x, y)=\sum_{n \in \mathbb{Z}} r_{j}^{n} e^{i \beta_{j}^{n} y+i n_{\alpha} x}+t_{j}^{n} e^{-i \beta_{j}^{n} y+i n_{\alpha} x}, j=1,2 \tag{2.55}
\end{equation*}
$$

where the unknowns $r_{j}^{n}$ and $t_{j}^{n}$, called Rayleigh coefficients, are complex scalars (we shall see later in Section 4.1.4 that $r_{j}^{n}\left(t_{j}^{n}\right)$ is related to the grating reflection (transmission) efficiency of order $n$ ). By requiring that $u$ is composed of bounded outgoing planes waves in $\Omega_{ \pm}$, except the incident wave in $\Omega_{+}$, we have

$$
\begin{aligned}
t_{1}^{n} & =\delta_{n 0} \\
r_{2}^{n} & =0
\end{aligned}
$$

for all $n \in \mathbb{Z}$ such that $\beta_{j}^{n}$ is given by equation (2.43) and $\delta$ is the Kronecker delta defined by

$$
\delta_{n m}= \begin{cases}1, & \text { if } n=m  \tag{2.56}\\ 0, & \text { otherwise }\end{cases}
$$

We again stipulate that $k_{j}^{2} G n_{\alpha}^{2}$ to avoid the phenomenon of resonance [95]. This leads us to write

$$
\begin{array}{lc}
U^{\left(n_{\alpha}\right)}(y)=r_{1}^{n} e^{i \beta_{1}^{n} y}+\delta_{n 0} e^{-i \beta_{1}^{0} y}, & \text { in } \Omega_{+} \\
U^{\left(n_{\alpha}\right)}(y)=t_{2}^{n} e^{-i \beta_{2}^{n} y}, & \text { in } \Omega_{-} \tag{2.57}
\end{array}
$$

In $\Omega_{+}$, since $\Gamma_{+} \subset \Omega_{+}$, when $y=B$, we have

$$
U^{\left(n_{\alpha}\right)}(B)=r_{1}^{n} e^{i \beta_{1}^{n} B}+\delta_{n 0} e^{-i \beta_{1}^{0} B}
$$

so

$$
\begin{equation*}
r_{1}^{n}=U^{\left(n_{\alpha}\right)}(B) e^{-i \beta_{1}^{n} B}-\delta_{n 0} e^{-2 i \beta_{1}^{0} B} . \tag{2.58}
\end{equation*}
$$

In $\Omega_{-}$, since $\Gamma_{-} \subset \Omega_{-}$, when $y=-B$,

$$
U^{\left(n_{\alpha}\right)}(-B)=t_{2}^{n} e^{i \beta_{2}^{n} B}
$$

so

$$
\begin{equation*}
t_{2}^{n}=U^{\left(n_{\alpha}\right)}(-B) e^{-i \beta_{2}^{n} B} \tag{2.59}
\end{equation*}
$$

Inserting the expressions from equations (2.58) and (2.59) in equation (2.57), we find that

$$
U^{\left(n_{\alpha}\right)}(y)=\left\{\begin{array}{l}
U^{\left(n_{\alpha}\right)}(B) e^{i \beta_{1}^{n}(y-B)}-\delta_{n 0}\left(e^{i \beta_{1}^{0}(y-2 B)}-e^{-i \beta_{1}^{0} y}\right), \text { in } \Omega_{+}  \tag{2.60}\\
U^{\left(n_{\alpha}\right)}(-B) e^{-i \beta_{2}^{n}(y+B)} \text { in } \Omega_{-} .
\end{array}\right.
$$

From now on, we will just denote by $\underline{n}$ the unit normal on $\Gamma_{+}$. When $y \geq B$, we derive from equation (2.60) that

$$
\frac{\partial U^{\left(n_{\alpha}\right)}(y)}{\partial n}=i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(y) e^{i \beta_{1}^{n}(y-B)}-\delta_{n 0}\left(i \beta_{1}^{0} e^{i \beta_{1}^{0}(y-2 B)}+i \beta_{1}^{0} e^{-i \beta_{1}^{0} y}\right) .
$$

Hence

$$
\begin{equation*}
\left.\frac{\partial U^{\left(n_{\alpha}\right)}(y)}{\partial n}\right|_{\Gamma_{+}}=i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(B)-\delta_{n 0} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \tag{2.61}
\end{equation*}
$$

Similarly, let us denote by $\underline{n}$ the unit normal on $\Gamma_{-}$. When $y \leq-B$, we derive from equation (2.60) that

$$
\frac{\partial U^{\left(n_{\alpha}\right)}(y)}{\partial n}=i \beta_{2}^{n} U^{\left(n_{\alpha}\right)}(y) e^{-i \beta_{2}^{n}(y+B)}
$$

Hence

$$
\begin{equation*}
\left.\frac{\partial U^{\left(n_{\alpha}\right)}(y)}{\partial n}\right|_{\Gamma_{-}}=i \beta_{2}^{n} U^{\left(n_{\alpha}\right)}(-B) \tag{2.62}
\end{equation*}
$$

This leads us to,

$$
\begin{align*}
\left.\frac{\partial u}{\partial n}\right|_{\Gamma_{+}} & =\sum_{n \in Z} i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x}-2 i \beta_{1}^{0} e^{i \alpha x-i \beta_{1}^{0} B}  \tag{2.63}\\
\left.\frac{\partial u}{\partial n}\right|_{\Gamma_{-}} & =\sum_{n \in Z} i \beta_{2}^{n} U^{\left(n_{\alpha}\right)}(-B) e^{i n_{\alpha} x} .
\end{align*}
$$

We now introduce Dirichlet to Neumann maps, $T_{ \pm}$, which are used to match continuously and smoothly the outer analytical solution on $\Gamma_{ \pm}$, with the inner solution given by the finite element methods in $\Omega$. They are called $\operatorname{DtN}$ maps, because they give the relationship between the value of the function $f$ on the boundary (i.e. Dirichlet data) to its normal derivative (i.e. Neumann data).
Definition 3. Let $f \in H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$. We define the DtN maps [9], $T$, where $T f \in$ $H_{\alpha \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)$and

$$
T_{ \pm} f(x)=\sum_{n \in Z} i \beta_{j}^{n} f^{\left(n_{\alpha}\right)}( \pm B) e^{i n_{\alpha} x}
$$

where $\left.f(x, y)\right|_{\Gamma_{ \pm}}=f(x, \pm B)$, with $z_{n}$ given by equation (2.44), $\beta_{j}^{n}$ given by equation (2.43) such that $j=1$ corresponds to $\Gamma_{+}$and $j=2$ corresponds to $\Gamma_{-}, n_{\alpha}$ given by equation (2.42) and $f^{\left(n_{\alpha}\right)}( \pm B)$ given by Lemma 2 .

In Chapter 4 and Chapter 6, two different methods are used to solve the scattering problem. We will need different $\operatorname{DtN}$ maps for each method, which we will denote by $T_{ \pm}^{\alpha, 0}$ and $T_{ \pm}^{\alpha, \beta}$.
Definition 4. Let $f \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$. We define the $\operatorname{DtN}$ maps [11], $T_{ \pm}^{\alpha, 0}$, where $T_{ \pm}^{\alpha, 0} f \in H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)$, and

$$
\begin{aligned}
T_{ \pm}^{\alpha, 0} f(x) & =\sum_{n \in \mathbb{Z}} i \beta_{j}^{n} f^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \\
f^{(n)}( \pm B) & =\frac{1}{d} \int_{0}^{d} f(x, \pm B) e^{-i \frac{2 \pi n}{d} x} d x
\end{aligned}
$$

In Chapter 6, we will introduce a function $w(y)$ such that the solution to the scattering problem $U=e^{i \alpha x} w(y) U_{\alpha, \beta}$. In doing so, we will need to introduce $T_{ \pm}^{\alpha, \beta}$ which is defined as follows
Definition 5. Let $f \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$. We define the DtN map, $T_{ \pm}^{\alpha, \beta}$, where $T_{ \pm}^{\alpha, \beta} f \in$ $H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)$and

$$
\begin{equation*}
T_{ \pm}^{\alpha, \beta} f(x)=\sum_{n \in \mathbb{Z}} i\left(\beta_{j}^{n} \pm\left. i \frac{w^{\prime}(y)}{w(y)}\right|_{\Gamma_{ \pm}}\right) f^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \tag{2.64}
\end{equation*}
$$

where

$$
w(y)=\left\{\begin{array}{lr}
t_{1} e^{-i \beta_{1}^{0} y}+r_{1} e^{i \beta_{1}^{0} y}, & b \leq y \leq B  \tag{2.65}\\
t_{2} e^{-i \beta_{2}^{0} y}+r_{2} e^{i \beta_{2}^{0} y}, & -B \leq y \leq-b,
\end{array}\right.
$$

with $b$ and $B$ as shown in Figure 2.3. The parameters $t_{1}=1, r_{2}=0$ and $r_{1}, t_{2} \in \mathbb{C}$, which satisfy $\left|r_{1}\right| \leq 1,\left|t_{2}\right| \leq 1$, and will be explained in detail in Chapter 6 along with the function $w(y)$.
Note that we can combine Definition 4 and Definition 5 to obtain

$$
\begin{equation*}
T_{ \pm}^{\alpha, \beta} f(x)=\left.T_{ \pm}^{\alpha, 0} f(x) \mp \frac{w^{\prime}(y)}{w(y)}\right|_{\Gamma_{ \pm}} \quad I_{d} f(x), \tag{2.66}
\end{equation*}
$$

where $I_{d}$ is the identity operator.

### 2.3.3 Properties of the operators $T, T^{\alpha, 0}, T^{\alpha, \beta}$

In this section we will derive some results regarding the DtN maps defined above.
To ease the notation we will drop the subscript $\pm$ from the maps and write

$$
\begin{aligned}
T & =T_{ \pm} \\
T^{\alpha, 0} & =T_{ \pm}^{\alpha, 0} \\
T^{\alpha, \beta} & =T_{ \pm}^{\alpha, \beta}
\end{aligned}
$$

In order to show the uniqueness of the solution to the scattering problem, one of the prerequisites is that $T$ is a continuous operator. In many papers [14, 13, 9, 118], the authors state that $T$ is a continuous linear form but they do not calculate the constant of continuity. Here we calculate these constants explicitly.

Lemma 6. The operator $T: H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right) \rightarrow H_{\alpha \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)$is a continuous linear form (the operator is linear and its norm in the image space is bounded by the norm of the function in the domain). There exists a positive constant $2 \leq C^{2} \leq \overline{5}$ such that

$$
\mathrm{k} T f \mathrm{k}_{H_{\alpha \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq C^{2} \sup \left(\left|k_{j}^{2}\right|, 1\right) \mathrm{k} f \mathrm{k}_{H_{\alpha \#}^{2}}^{2}\left(\Gamma_{ \pm}\right)
$$

for $j=1,2$. In addition, for all $n \in \mathbb{N}$ and $j=1,2$

$$
\left|\beta_{j}^{n}\right|^{2} \leq \begin{cases}C^{2}\left|k_{j}^{2}\right| & \text { if }\left|k_{j}^{2}\right|>n_{\alpha}^{2}  \tag{2.67}\\ C^{2} n_{\alpha}^{2} & \text { if }\left|k_{j}^{2}\right|<n_{\alpha}^{2}\end{cases}
$$

Proof. Let $f, g \in H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{+}\right)$, then

$$
\begin{aligned}
T(f+g) & =\sum_{n \in Z} i \beta_{j}^{n}(f+g)^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x} \\
& =\sum_{n \in Z} i \beta_{j}^{n} f^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x}+\sum_{n \in Z} i \beta_{j}^{n} g^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x},
\end{aligned}
$$

since

$$
\begin{aligned}
(f+g)^{\left(n_{\alpha}\right)}(B) & =\frac{1}{d} \int_{0}^{d}(f+g)(x, B) e^{-i n_{\alpha} x} d x \\
& =\frac{1}{d} \int_{0}^{d}(f)(x, B) e^{-i n_{\alpha} x} d x+\frac{1}{d} \int_{0}^{d}(g)(x, B) e^{-i n_{\alpha} x} d x
\end{aligned}
$$

If $c \in \mathbb{C}$, then

$$
\begin{aligned}
T(c f) & =\sum_{n \in Z} i \beta_{j}^{n}(c f)^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x} \\
& =c T(f)
\end{aligned}
$$

To prove continuity, we note from equation (2.43) that

$$
\begin{aligned}
\left|\beta_{j}^{n}\right|^{2} & =\left|n_{\alpha}^{2}-k_{j}^{2}\right| \\
& =\left|n_{\alpha}^{2}\right|\left|1-\frac{k_{j}^{2}}{n_{\alpha}^{2}}\right| .
\end{aligned}
$$

If $n_{\alpha}^{2}>\left|k^{2}\right|$, we have

$$
1-\frac{k_{j}^{2}}{n_{\alpha}^{2}}=1-\frac{\mathfrak{R}\left(k_{j}^{2}\right)}{n_{\alpha}^{2}}-i \frac{\mathfrak{J}\left(k_{j}^{2}\right)}{n_{\alpha}^{2}}
$$

and since

$$
k_{j}^{2}=\mathfrak{R}^{2}\left(k_{j}\right)-\mathfrak{I}^{2}\left(k_{j}\right)+2 i \mathfrak{R}\left(k_{j}\right) \mathfrak{J}\left(k_{j}\right),
$$

then

$$
1-\frac{k_{j}^{2}}{n_{\alpha}^{2}}=1-\frac{\mathfrak{R}^{2}\left(k_{j}\right)}{n_{\alpha}^{2}}+\frac{\mathfrak{J}^{2}\left(k_{j}\right)}{n_{\alpha}^{2}}-i \frac{\mathfrak{J}\left(k_{j}^{2}\right)}{n_{\alpha}^{2}} .
$$

Therefore, we have

$$
\left|1-\frac{k_{j}^{2}}{n_{\alpha}^{2}}\right|<|2-i|
$$

and so if $\left|k_{j}^{2}\right|<n_{\alpha}^{2}$, there exists $2 \leq c_{1} \leq \sqrt{ } \overline{5}$ such that

$$
\begin{equation*}
\left|\left(\beta_{j}^{n}\right)^{2}\right| \leq c_{1} n_{\alpha}^{2} \tag{2.68}
\end{equation*}
$$

When, $\left|n_{\alpha}^{2}\right|<\left|k_{j}^{2}\right|$, we have

$$
\begin{aligned}
\left|1-\frac{n_{\alpha}^{2}}{k_{j}^{2}}\right| & =\left|1-\frac{n_{\alpha}^{2} \Re\left(k_{j}^{2}\right)}{\left|k_{j}^{2}\right|\left|k_{j}^{2}\right|}+i \frac{n_{\alpha}^{2} \mathfrak{J}\left(k_{j}^{2}\right)}{\left|k_{j}^{2}\right|\left|k_{j}^{2}\right|}\right| \\
& \leq|1+i| \\
& \leq \overline{2},
\end{aligned}
$$

so if $\left|k_{j}^{2}\right|>n_{\alpha}^{2}$, there exists $1 \leq c_{2} \leq{ }^{\sqrt{ }} \overline{2}$ such that

$$
\begin{equation*}
\left|\left(\beta_{j}^{n}\right)^{2}\right| \leq c_{2}\left|k_{j}^{2}\right| \tag{2.69}
\end{equation*}
$$

Hence, by setting $C^{2}=\sup \left(c_{1}, c_{2}\right)$, we have from Definition A-17

$$
\begin{aligned}
\mathbf{k} T f(x) \mathbf{k}_{H_{\alpha}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2}= & \sum_{n \in \mathbb{Z}}\left(n_{\alpha}^{2}+1\right)^{-\frac{1}{2}}\left|\beta_{j}^{n}\right|^{2}\left|f^{\left(n_{\alpha}\right)}\right|^{2}, \\
= & \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}}\left(n_{\alpha}^{2}+1\right)^{-\frac{1}{2}}\left|\beta_{j}^{n}\right|^{2}\left|f^{\left(n_{\alpha}\right)}\right|^{2} \\
& +\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}}\left(n_{\alpha}^{2}+1\right)^{-\frac{1}{2}}\left|\beta_{j}^{n}\right|^{2}\left|f^{\left(n_{\alpha}\right)}\right|^{2}, \\
\leq & \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}} C^{2}\left(n_{\alpha}^{2}+1\right)^{-\frac{1}{2}}\left(\left|k_{j}^{2}\right|\right)\left|f^{\left(n_{\alpha}\right)}\right|^{2} \\
& +\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}} C^{2}\left(n_{\alpha}^{2}+1\right)^{-\frac{1}{2}} n_{\alpha}^{2}\left|f^{\left(n_{\alpha}\right)}\right|^{2},
\end{aligned}
$$

by using equation (2.68) and equation (2.69). Therefore for $j=1,2$

$$
\begin{aligned}
& \mathrm{k} T f(x) \mathrm{k}_{H_{\alpha \# 1}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq C^{2}\left|k_{j}^{2}\right| \\
& \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}}\left(n_{\alpha}^{2}+1\right)^{\frac{1}{2}}\left|f^{\left(n_{\alpha}\right)}\right|^{2} \\
&+C^{2} \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}}\left(n_{\alpha}^{2}+1\right)^{\frac{1}{2}}\left|f^{\left(n_{\alpha}\right)}\right|^{2}
\end{aligned}
$$

since $n_{\alpha}^{2}<n_{\alpha}^{2}+1$. Finally, we have

$$
\begin{aligned}
\mathrm{k} T f(x) \mathrm{k}_{H_{\alpha \neq \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} & \leq C^{2} \sup \left(\left|k_{j}^{2}\right|, 1\right) \sum_{n \in \mathbb{Z}}\left(n_{\alpha}^{2}+1\right)^{\frac{1}{2}}\left|f^{\left(n_{\alpha}\right)}\right|^{2} \\
& \leq C^{2} \sup \left(\left|k_{j}^{2}\right|, 1\right) \mathrm{k} f \mathrm{k}_{H_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}^{2}
\end{aligned}
$$

by using Definition A-17, which finishes the proof.
We also note the following result which will be used later when we study the well-posedness of the scattering problems.

Lemma 7. The bilinear form

$$
T(f, g):(f, g) \nrightarrow(T f, g)_{\Gamma_{ \pm}}
$$

such that $(., .)_{\Gamma_{ \pm}}$is given by Lemma A-8 is continuous on $H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right) \times H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$, and there exists a constant positive $C \leq \overline{5}$ such that

$$
\left|(T f, g)_{\Gamma_{ \pm}}\right| \leq d^{\sqrt{ }} \bar{C} \sup \left(\left|k_{j}\right|, 1\right) \mathrm{k} f \mathrm{k}_{H_{\alpha \neq \#}^{\frac{1}{\alpha}}\left(\Gamma_{ \pm}\right)} \mathrm{kg}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}
$$

Proof. We have by using Definition 3

$$
\begin{align*}
T(f, g)_{\Gamma_{ \pm}} & =\int_{\Gamma_{ \pm}} \sum_{n \in \mathbb{Z}} i \beta_{j}^{n} f^{\left(n_{\alpha}\right)}( \pm B) e^{i n_{\alpha} x} \overline{g(x, \pm B)} d x \\
& =\sum_{n \in \mathbb{Z}} i \beta_{j}^{n} f^{\left(n_{\alpha}\right)}( \pm B) \int_{\Gamma_{ \pm}} e^{i n_{\alpha} x} \overline{g(x, \pm B)} d x \\
& =d \sum_{n \in \mathbb{Z}} i \beta_{j}^{n} f^{\left(n_{\alpha}\right)}( \pm B) \overline{g^{\left(n_{\alpha}\right)}( \pm B)} \tag{2.70}
\end{align*}
$$

from Lemma 2. We use the Schwarz inequality [22] to write

$$
\begin{aligned}
\left|(T g, f)_{\Gamma_{ \pm}}\right| & =\left|d \sum_{n \in \mathbb{Z}} i\left(\beta_{j}^{n}\right)^{1 / 2} f^{\left(n_{\alpha}\right)}( \pm B)\left(\beta_{j}^{n}\right)^{1 / 2} \overline{g^{\left(n_{\alpha}\right)}( \pm B)}\right| \\
& \leq d\left(\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|f^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

We note that

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \leq & \sqrt{ } \\
\bar{C}\left|k_{j}\right| & \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|>n_{\alpha}^{2}\right\}}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +\sqrt{C} \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|<n_{\alpha}^{2}\right\}}\left|n_{\alpha}\right|\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2},
\end{aligned}
$$

by using equation (2.67) in Lemma 6. Since $\left|n_{\alpha}\right|=\left(n_{\alpha}^{2}\right)^{1 / 2}<\left(n_{\alpha}^{2}+1\right)^{1 / 2}$, we can write

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \leq & \sqrt{ } \bar{C}\left|k_{j}\right| \\
& \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|>n_{\alpha}^{2}\right\}}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +\sqrt{C} \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|<n_{\alpha}^{2}\right\}}\left(n_{\alpha}^{2}+1\right)^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}
\end{aligned}
$$

We also have $\left(n_{\alpha}^{2}+1\right)^{1 / 2}>1$,

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \leq & \sqrt{ } \bar{C}\left|k_{j}\right| \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|>n_{\alpha}^{2}\right\}}\left(n_{\alpha}^{2}+1\right)^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +\sqrt{C} \sum_{\left\{n \in \mathbb{Z},\left|k_{j}^{2}\right|<n_{\alpha}^{2}\right\}}\left(n_{\alpha}^{2}+1\right)^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
\leq & \sqrt{C} \sup \left(\left|k_{j}\right|, 1\right) \sum_{n \in \mathbb{Z}}\left(n_{\alpha}^{2}+1\right)^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}, \\
\leq & \sqrt{C} \sup \left(\left|k_{j}\right|, 1\right) \mathrm{k}_{\mathrm{Z}} \mathrm{k}_{H_{\alpha \neq \#}^{2}}^{2}\left(\Gamma_{ \pm}\right)
\end{aligned}
$$

The last inequality is justified by using the definition of the $H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$norm given in Definition A-17. We apply the same arguments to show

$$
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|\left|f^{\left(n_{\alpha}\right)}\right|^{2} \leq \sqrt{ }{ }^{\sqrt{C}} \sup \left(\left|k_{j}\right|, 1\right) \mathrm{k} f \mathrm{k}_{H_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}^{2}
$$

Therefore,

$$
\left|(T g, f)_{\Gamma_{ \pm}}\right| \leq d^{\sqrt{ }} \bar{C} \sup \left(\left|k_{j}\right|, 1\right){\mathrm{k} g \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}} \mathrm{kf} \mathrm{k}_{H_{\alpha \#( }^{\frac{1}{\alpha}}\left(\Gamma_{ \pm}\right)}
$$

The lemma below has been shown to hold for $k_{j} \in \mathbb{R}[9,85]$. However, in the cases we shall consider $k_{j} \in \mathbb{C}$, and therefore we extend the result.

Lemma 8. The wavenumber $\beta_{j}^{n}$, of the scattered (or diffracted) wave in a direction given by $\alpha$, satisfies

$$
\left.\begin{array}{l}
\mathfrak{R}\left(\beta_{j}^{n}\right) \geq 0  \tag{2.71}\\
\mathfrak{J}\left(\beta_{j}^{n}\right) \geq 0
\end{array}\right\}
$$

The inner product of a function $g$ and its normal derivative on the boundary $\Gamma_{ \pm}$ satisfies

$$
\left.\begin{array}{ll}
\mathfrak{R}(T g, g)_{\Gamma_{ \pm}}=-d \sum_{n \in \mathbb{Z}} \sin \left(z_{n} / 2\right)\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}\right|^{2} & \leq 0,  \tag{2.72}\\
\mathfrak{J}(T g, g)_{\Gamma_{ \pm}}=d \sum_{n \in \mathbb{Z}} \cos \left(z_{n} / 2\right)\left|\beta_{j}^{n}\right|\left|g^{\left(n_{\alpha}\right)}\right|^{2} & \geq 0,
\end{array}\right\}
$$

where $z_{n}$ is defined by equation (2.44).
Proof. We use the definition of $\beta_{j}^{n}$ given by equation (2.43)

$$
\beta_{j}^{n}=e^{i z_{n} / 2}\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}
$$

for $j=1,2$. By using Euler's formula, we can write

$$
\begin{equation*}
\beta_{j}^{n}=\left(\cos z_{n} / 2+i \sin z_{n} / 2\right)\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2} \tag{2.73}
\end{equation*}
$$

Then, with $z_{n}$ as defined by equation (2.44)

$$
\sin z_{n}=\frac{\mathfrak{J}\left(k_{j}^{2}\right)}{\left|k_{j}^{2}-n_{\alpha}^{2}\right|}=\frac{2 \mathfrak{J}\left(k_{j}\right) \Re\left(k_{j}\right)}{\left|k_{j}^{2}-n_{\alpha}^{2}\right|} .
$$

From equation (2.21) and equation (2.23), $k_{j}=w^{\sqrt{ }} \overline{\varepsilon_{j}}>0$ (since the frequency and permittivity are positive). Hence $\mathfrak{R}\left(k_{j}\right)>0$. From equation (2.60), $\mathfrak{J}\left(k_{j}\right) \geq 0$ so that the scattered and diffracted waves are composed of bounded outgoing waves in the $y$ direction and we have

$$
\sin z_{n} \geq 0,
$$

and so $z_{n} \in[0, \pi]$. Therefore, $z_{n} / 2 \in[0, \pi / 2]$ and hence $\cos z_{n} / 2$ and $\sin z_{n} / 2$ are both positive which shows

$$
\begin{array}{ll}
\mathfrak{R}\left(\beta_{j}^{n}\right)=\cos z_{n} / 2\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2} & \geq 0, \\
\mathfrak{J}\left(\beta_{j}^{n}\right)=\sin z_{n} / 2\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2} \geq 0 .
\end{array}
$$

We have by using Definition 3

$$
T(g, g)_{\Gamma_{ \pm}}=d \sum_{n \in \mathbb{Z}} i \beta_{j}^{n}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}
$$

which can be written using equation (2.73)

$$
T(g, g)_{\Gamma_{ \pm}}=d \sum_{n \in \mathbb{Z}} i\left(\cos z_{n} / 2+i \sin z_{n} / 2\right)\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}
$$

Then,

$$
\mathfrak{R}\left(T(g, g)_{\Gamma_{ \pm}}\right)=-d \sum_{n \in \mathbb{Z}} \sin z_{n} / 2\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}
$$

and

$$
\mathfrak{J}\left(T(g, g)_{\Gamma_{ \pm}}\right)=d \sum_{n \in \mathbb{Z}} \cos z_{n} / 2\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}
$$

Since $d\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}\left|g^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \geq 0$, we can use equation (2.71) and so

$$
\mathfrak{R}\left(T(g, g)_{\Gamma_{ \pm}}\right) \leq 0,
$$

and

$$
\mathfrak{I}\left(T(g, g)_{\Gamma_{ \pm}}\right) \geq 0 .
$$

The following lemma is a new result concerning the relation between the two operators $T$ and $T^{\alpha, 0}$ which we can use to derive some properties of $T^{\alpha, 0}$ using $T$ or vice versa.

Lemma 9. For $f \in L_{\#}^{1}([0, d])$

$$
T\left(e^{i \alpha x} f(x)\right)=e^{i \alpha x} T^{\alpha, 0} f(x)
$$

Proof. First let us consider the case where $y=B$. Using Definition 3

$$
T_{+} g(x)=\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} g^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x} .
$$

We take $g=e^{i \alpha x} f(x, B)$ and so

$$
T_{+}\left(e^{i \alpha x} f(x, B)\right)=\sum_{n \in \mathbb{Z}} i \beta_{1}^{n}\left(e^{i \alpha x} f(x, B)\right)^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x}
$$

By using equation (2.53)

$$
\begin{aligned}
\left(e^{i \alpha x} f(x, B)\right)^{\left(n_{\alpha}\right)}(B) & =\frac{1}{d} \int_{0}^{d} e^{i \alpha x} f(x, B) e^{-i n_{\alpha} x} d x \\
& =\frac{1}{d} \int_{0}^{d} e^{i \alpha x} f(x, B) e^{-i\left(\alpha+\frac{2 \pi n}{d}\right) x} d x \\
& =\frac{1}{d} \int_{0}^{d} f(x, B) e^{-i \frac{2 \pi n}{d} x} d x
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left(e^{i \alpha x} f(x, B)\right)^{\left(n_{\alpha}\right)}(B)=f^{(n)}(B) \tag{2.74}
\end{equation*}
$$

Using equation (2.53) again gives

$$
\begin{aligned}
T_{+}\left(e^{i \alpha x} f(x, B)\right) & =\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} f^{(n)}(B) e^{i n_{\alpha} x}, \\
& =\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} f^{(n)}(B) e^{i\left(\alpha+\frac{2 \pi n}{d}\right) x}, \\
& =e^{i \alpha x} \sum_{n \in \mathbb{Z}} i \beta_{1}^{n} f^{(n)}(B) e^{i \frac{2 \pi n}{d} x},
\end{aligned}
$$

since $e^{i \alpha x}$ is independent of $n$. Hence

$$
T_{+}\left(e^{i \alpha x} f(x, B)\right)=e^{i \alpha x} T_{+}^{\alpha, 0} f(x)
$$

by using Definition 4.
When $y=-B$ a similar procedure can be followed to show that

$$
T_{-}\left(e^{i \alpha x} f(x)\right)=e^{i \alpha x} T_{-}^{\alpha} f(x)
$$

The different methods described in the next two chapters lead us to use the two operators $T^{\alpha, 0}$ and $T^{\alpha, \beta}$. In order to show the uniqueness of the solution of the scattering problem using these two different methods, we require the continuity of the operators $T^{\alpha, 0}$ and $T^{\alpha, \beta}$. We note by using Definition 5 , that the continuity of $T^{\alpha, \beta}$ follows from the continuity of $T^{\alpha, 0}$. In the literature [9, 14, 118], several authors state that $T^{\alpha, 0}$ is a continuous linear form but they don't calculate the constant of continuity. Below we calculate this constant explicitly.
Lemma 10. The operator $T^{\alpha, 0}: H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right) \rightarrow H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)$is a continuous linear form. There exist positive constants $C \leq \overline{5}$ and $C_{1}=\sup \left(3,1+\frac{\alpha d}{2 \pi}\right)^{2}$ such that

$$
\mathrm{k} T^{\alpha, 0} f \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq C \sup \left(\left|k_{j}^{2}\right|, C_{1}\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2}
$$

for $j=1,2$ where $f \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$.
Proof. Let $f, g \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{+}\right)$, then from Definition 4,

$$
\begin{aligned}
T^{\alpha, 0}(f+g) & =\sum_{n \in Z} i \beta_{j}^{n}(f+g)^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \\
& =\sum_{n \in Z} i \beta_{j}^{n} f^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x}+\sum_{n \in Z} i \beta_{j}^{n} g^{(n)}( \pm B) e^{i \frac{i \pi n}{d} x}
\end{aligned}
$$

because

$$
\begin{aligned}
(f+g)^{(n)}( \pm B) & =\frac{1}{d} \int_{0}^{d}(f+g)(x, \pm B) e^{-i \frac{2 \pi n}{d} x} d x \\
& =\frac{1}{d} \int_{0}^{d} f(x, \pm B) e^{-i \frac{2 \pi n}{d} x} d x+\frac{1}{d} \int_{0}^{d} g(x, \pm B) e^{-i \frac{2 \pi n}{d} x} d x
\end{aligned}
$$

If $c \in \mathbb{C}$, then

$$
\begin{aligned}
T^{\alpha, 0}(c f) & =\sum_{n \in Z} i \beta_{j}^{n}(c f)^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \\
& =c T^{\alpha, 0}(f)
\end{aligned}
$$

To prove continuity, we note that from Definition A-14

$$
\begin{aligned}
& \mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\alpha \neq}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}= \sum_{n \in \mathbb{Z}}\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}} \\
&=\left|\beta_{j}^{n}\right|^{2}\left|f^{(n)}( \pm B)\right|^{2}, \\
&\left\{\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}}\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}}\left|\beta_{j}^{n}\right|^{2}\left|f^{(n)}( \pm B)\right|^{2}\right. \\
&+\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}}\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}}\left|\beta_{j}^{n}\right|^{2}\left|f^{(n)}( \pm B)\right|^{2},
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\alpha \alpha}^{-\alpha}}^{2-\frac{1}{2}}\left(\Gamma_{ \pm}\right) \\
& \leq \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}} C\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}}\left|k_{j}^{2}\right|\left|f^{(n)}( \pm B)\right|^{2} \\
&+\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}} C\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}} n_{\alpha}^{2}\left|f^{(n)}( \pm B)\right|^{2}
\end{aligned}
$$

by using equation (2.67) in Lemma 6. Since $\left(\frac{2 \pi n}{d}\right)^{2}+1 \geq 1$, then

$$
\begin{align*}
\mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\alpha \| \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq & \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}} C\left|k_{j}^{2}\right|\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2} \\
& +\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}} C\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{-\frac{1}{2}} n_{\alpha}^{2}\left|f^{(n)}( \pm B)\right|^{2} . \tag{2.75}
\end{align*}
$$

We also note that when $n_{\alpha}^{2}>\left|k_{j}^{2}\right|$ but $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$ we have

$$
\begin{align*}
\frac{n_{\alpha}^{2}}{\left(\frac{2 \pi n}{d}\right)^{2}+1} & \leq \frac{n_{\alpha}^{2}}{\left(\frac{2 \pi n}{d}\right)^{2}} \\
& =\left(\frac{n_{\alpha}}{\frac{2 \pi n}{d}+\alpha-\alpha}\right)^{2} \\
& =\left(\frac{n_{\alpha}}{n_{\alpha}-\alpha}\right)^{2} \\
& =\left(\frac{1}{1-\frac{\alpha}{n_{\alpha}}}\right)^{2} \tag{2.76}
\end{align*}
$$

Since $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$ then $\left(\frac{2 \pi n}{d}\right)^{2} \leq\left(\frac{2 \pi n}{d}+\alpha\right)^{2}$. Therefore, we have $\frac{4 \pi n}{d} \alpha+\alpha^{2} \geq 0$. If $n<0$, then

$$
\begin{equation*}
\frac{4 \pi|n|}{d} \alpha \leq \alpha^{2} \tag{2.77}
\end{equation*}
$$

From equation (2.77), we have

$$
\begin{array}{rll}
-\frac{\alpha}{2} & \leq \frac{2 \pi n}{d} & \leq \frac{\alpha}{2} \\
-\frac{\alpha}{2}+\alpha & \leq \frac{2 \pi n}{d}+\alpha & \leq \frac{\alpha}{2}+\alpha, \\
\frac{\alpha}{2} & \leq n_{\alpha} & \leq \frac{3 \alpha}{2}
\end{array}
$$

and so

$$
\begin{aligned}
& \frac{2}{3 \alpha} \leq \frac{1}{n_{\alpha}} \quad \leq \frac{2}{\alpha}, \\
& -\frac{2}{\alpha} \leq-\frac{1}{n_{\alpha}} \quad \leq-\frac{2}{3 \alpha} \text {, } \\
& -2 \leq-\frac{\alpha}{n_{\alpha}} \leq-\frac{2}{3} \text {, } \\
& -1 \leq 1-\frac{\alpha}{n_{\alpha}} \leq \frac{1}{3} .
\end{aligned}
$$

Therefore, for $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$ and $n<0$ we have

$$
\begin{equation*}
1 \leq \frac{1}{\left(1-\frac{\alpha}{n_{\alpha}}\right)^{2}} \leq 9 \tag{2.78}
\end{equation*}
$$

If $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$ and $n>0$, we have

$$
\begin{aligned}
& \frac{2 \pi}{d}+\alpha \leq \frac{2 \pi n}{d}+\alpha \leq \infty, \\
& 0 \leq \frac{1}{n_{\alpha}} \leq \frac{1}{\frac{2 \pi}{d}+\alpha}, \\
& -\frac{1}{\frac{2 \pi}{d}+\alpha} \quad \leq-\frac{1}{n_{\alpha}} \quad \leq 0, \\
& -\frac{\alpha}{\frac{2 \pi}{d}+\alpha} \quad \leq-\frac{\alpha}{n_{\alpha}} \quad \leq 0, \\
& 1-\frac{\alpha}{\frac{2 \pi}{d}+\alpha} \leq 1-\frac{\alpha}{n_{\alpha}} \leq 1 .
\end{aligned}
$$

Therefore, for $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$ and $n>0$ we have

$$
\begin{equation*}
1 \leq \frac{1}{\left(1-\frac{\alpha}{n_{\alpha}}\right)^{2}} \leq\left(\frac{\frac{2 \pi}{d}+\alpha}{\frac{2 \pi}{d}}\right)^{2} \tag{2.79}
\end{equation*}
$$

We do not consider the case where $n=0$ since $n_{\alpha}^{2}>\left|k_{j}^{2}\right|$ and $\left|k_{j}\right| \geq \alpha$. Hence for $n_{\alpha}^{2}>\left|k_{j}^{2}\right|$, and $\left(\frac{2 \pi n}{d}\right)^{2} \leq n_{\alpha}^{2}$, we have from equations (2.76), (2.78) and (2.79)

$$
\frac{n_{\alpha}^{2}}{1+\left(\frac{2 \pi n}{d}\right)^{2}} \leq \sup \left(9,\left(\frac{\frac{2 \pi}{d}+\alpha}{\frac{2 \pi}{d}}\right)^{2}\right)
$$

and so if we note $C_{1}=\sup \left(9,\left(\frac{\frac{2 \pi}{d}+\alpha}{\frac{2 \pi}{d}}\right)^{2}\right)$

$$
\begin{equation*}
\frac{n_{\alpha}^{2}}{\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}}} \leq C_{1}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}} \tag{2.80}
\end{equation*}
$$

When $n_{\alpha}^{2}>\left|k_{j}^{2}\right|$, we note that if $\left(\frac{2 \pi n}{d}\right)^{2} \geq n_{\alpha}^{2}$ then

$$
\begin{align*}
\frac{n_{\alpha}^{2}}{\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}} & \leq \frac{\left(\frac{2 \pi n}{d}\right)^{2}}{\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}} \\
& \leq\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}} \tag{2.81}
\end{align*}
$$

Now we can rewrite equation (2.75)

$$
\begin{aligned}
\mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq & \sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|\right\}} C\left|k_{j}^{2}\right|\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2} \\
& +\sum_{\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|\right\}} C C_{1}\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2}
\end{aligned}
$$

Finally,

$$
\mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq C \sup \left(\left|k_{j}^{2}\right|, C_{1}\right) \sum_{n \in \mathbb{Z}}\left(\left(\frac{2 \pi n}{d}\right)^{2}+1\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2}
$$

We finish the proof by using Definition A-14 and so

$$
\mathrm{k} T^{\alpha, 0} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \leq C \sup \left(\left|k_{j}^{2}\right|, C_{1}\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{2}\left(\Gamma_{ \pm}\right)}^{2} .
$$

We have the following relation between the two DtN maps $T$ and $T^{\alpha, 0}$.
Lemma 11. Let us denote $f_{\alpha}=e^{i \alpha x} f$ and $g_{\alpha}=e^{i \alpha x} g$ such that $f, g \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$.
Then

$$
\begin{equation*}
\left|T\left(f_{\alpha}, g_{\alpha}\right)\right|=\left|\left(T^{\alpha, 0} f, g\right)_{\Gamma_{ \pm}}\right| \tag{2.82}
\end{equation*}
$$

Proof. We note that $f_{\alpha}, g_{\alpha} \in H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$by using Lemma A-16 and so

$$
\begin{aligned}
\left|T\left(f_{\alpha}, g_{\alpha}\right)\right| & =\left|\left(T f_{\alpha}, g_{\alpha}\right)_{\Gamma_{ \pm}}\right|, \text {using Lemma } 7 \\
& =\left|\left(T\left(e^{i \alpha x} f\right), g_{\alpha}\right)_{\Gamma_{ \pm}}\right| \\
& =\left|\left(e^{i \alpha x} T^{\alpha, 0} f, g_{\alpha}\right)_{\Gamma_{ \pm}}\right|, \text {using Lemma } 9
\end{aligned}
$$

We note that

$$
\begin{aligned}
\left(e^{i \alpha x} T^{\alpha, 0} f, g_{\alpha}\right)_{\Gamma_{ \pm}} & =\int_{\Gamma_{ \pm}} e^{i \alpha x} T^{\alpha, 0} f \overline{g_{\alpha}} d x \\
& =\int_{\Gamma_{ \pm}} e^{i \alpha x} T^{\alpha, 0} f \overline{e^{i \alpha x} g} d x \\
& =\int_{\Gamma_{ \pm}} T^{\alpha, 0} f \bar{g} d x, \\
& =\left(T^{\alpha, 0} f, g\right)_{\Gamma_{ \pm}} .
\end{aligned}
$$

Hence

$$
|T(f, g)|=\left|\left(T^{\alpha, 0} f, g\right)_{\Gamma_{ \pm}}\right| .
$$

We also have the following new result which will be used to establish between the norms of $\alpha$-quasi periodic and periodic functions.

Lemma 12. Let $n \in \mathbb{Z}$ and let $n_{\alpha}$ satisfy equation (2.42). There exists constants $C_{\#}>\frac{2+\alpha^{2}+\sqrt{\alpha^{4}+4 \alpha^{2}}}{2}$ and

$$
C_{\alpha \#}> \begin{cases}\frac{-\left(2+\alpha^{2}\right)+\frac{\sqrt{ }}{\left(2+\alpha^{2}\right)^{2}+4\left(2 \alpha^{2}-1\right)}}{\mathcal{D}^{2}\left(\frac{\left.2 \alpha^{2}-1\right)}{\left(2+\alpha^{2}\right)^{2}+4\left(2 \alpha^{2}-1\right)}\right.}, & \text { if } \alpha^{2}>\frac{1}{2}  \tag{2.83}\\ \frac{-\left(2+\alpha^{2}\right)-}{2\left(2 \alpha^{2}-1\right)}, & \text { otherwise. }\end{cases}
$$

Then

$$
\begin{equation*}
1+\left(n_{\alpha}\right)^{2} \leq C_{\#}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right) \tag{2.84}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\left(\frac{2 \pi n}{d}\right)^{2} \leq C_{\alpha \#}\left(1+\left(n_{\alpha}\right)^{2}\right) \tag{2.85}
\end{equation*}
$$

Proof. Let us denote $y=n_{\alpha}, x=\frac{2 \pi n}{d}$. We want to find a constant $C_{\#}$ such that

$$
\begin{equation*}
1+y^{2} \leq C_{\#}\left(1+x^{2}\right) \tag{2.86}
\end{equation*}
$$

where $y=\alpha+x$. When $C_{\#}\left(1+x^{2}\right) \geq 1+(x+\alpha)^{2}$ then $C_{\#}>K$ such that $K\left(1+x^{2}\right)=1+(x+\alpha)^{2}$ with one point at intersection. Expanding this,

$$
K\left(1+x^{2}\right)=1+x^{2}+\alpha^{2}+2 \alpha x
$$

i.e.

$$
(K-1) x^{2}-2 \alpha x+\left(K-1-\alpha^{2}\right)=0 .
$$

To intersect once this quadratic has only one solution in $x$ and so the discriminant must be zero. That is

$$
\begin{gathered}
\alpha^{2}-(K-1)\left(K-1-\alpha^{2}\right)=0, \\
\alpha^{2}-\left(K^{2}-2 K+\alpha^{2}-K \alpha^{2}+1\right)=0, \\
K^{2}-\left(2+\alpha^{2}\right) K+1=0,
\end{gathered}
$$

i.e.

$$
K=\frac{\left(2+\alpha^{2}\right) \pm \sqrt{(2+\alpha)^{2}-4}}{2}=\frac{\left(2+\alpha^{2}\right) \pm \sqrt{ } \overline{\alpha^{4}+4 \alpha^{2}}}{2}
$$

Taking the larger of these then for $C_{\#}>\frac{\left(2+\alpha^{2}\right)+\sqrt{\alpha^{4}+4 \alpha^{2}}}{2}$ we have

$$
1+n_{\alpha}^{2} \leq C_{\#}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)
$$

Let us denote $y=n_{\alpha}$ and $x=\frac{2 \pi n}{d}$, similarly we have $\left(1+x^{2}\right) \leq C_{\alpha \#}\left(1+y^{2}\right)$ then $C_{\alpha \#}>K^{*}$ such that $1+x^{2}=K^{*}\left(1+(x+\alpha)^{2}\right)$ and so

$$
\begin{aligned}
1+x^{2} & =K^{*}+K^{*}\left(x^{2}+2 \alpha x+\alpha^{2}\right) \\
\left(K^{*}-1\right) x^{2} & +2 K^{*} \alpha x+K^{*}+K^{*} \alpha^{2}-1=0
\end{aligned}
$$

To intersect once this quadratic has only one solution in $x$ and so the discriminant must be zero. That is

$$
\begin{gathered}
\left(K^{*}\right)^{2} \alpha^{2}-\left(K^{*}-1\right)\left(K^{*}+K^{*} \alpha^{2}-1\right)=0 \\
\left(K^{*}\right)^{2}\left(2 \alpha^{2}-1\right)+K^{*}\left(2+\alpha^{2}\right)-1=0
\end{gathered}
$$

i.e.

$$
K_{1}^{*}=\frac{-\left(2+\alpha^{2}\right)+\sqrt{\left(2+\alpha^{2}\right)^{2}+4\left(2 \alpha^{2}-1\right)}}{2\left(2 \alpha^{2}-1\right)}
$$

and

$$
K_{2}^{*}=\frac{-\left(2+\alpha^{2}\right)-\sqrt{\left(2+\alpha^{2}\right)^{2}+4\left(2 \alpha^{2}-1\right)}}{2\left(2 \alpha^{2}-1\right)}
$$

we see that if $\alpha^{2}>\frac{1}{2}, K_{2}^{*}<K_{1}^{*}$ so we choose $C_{\alpha \#}>K_{1}^{*}$ and vice versa when $\alpha^{2}<\frac{1}{2}$.

We also need the following result to establish relationship between the norms of $\alpha$-quasi periodic and periodic functions.

Lemma 13. Let $f \in L_{\#}^{2}\left(\Gamma_{ \pm}\right)$and let $f_{\alpha} \in L_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)$we have

$$
f^{(n)}(y)=f_{\alpha}^{\left(n_{\alpha}\right)}(y) .
$$

Proof. We have

$$
\begin{aligned}
f^{(n)}(y) & =\frac{1}{d} \int_{0}^{d} f(x, y) e^{-i \frac{2 \pi n}{d} x} d x \\
& =\frac{1}{d} \int_{0}^{d} e^{-i \alpha x} f_{\alpha}(x, y) e^{-i \frac{2 \pi n}{d} x} d x \\
& =\frac{1}{d} \int_{0}^{d} f_{\alpha}(x, y) e^{-i n_{\alpha} x} d x \\
& =f_{\alpha}^{\left(n_{\alpha}\right)}(y)
\end{aligned}
$$

Lemma 14. The bilinear form

$$
T^{\alpha, 0}(f, g):(f, g) \nrightarrow\left(T^{\alpha, 0} f, g\right)_{\Gamma_{ \pm}}
$$

is continuous on $H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right) \times H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$and

$$
\left|\left(T^{\alpha, 0} f, g\right)_{\Gamma_{ \pm}}\right| \leq d^{\sqrt{2}} \bar{C} \sup \left(\left|k_{j}\right|, 1\right) \mathrm{kfk}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \mathrm{k}_{\mathrm{g}} \mathrm{k}_{H_{\#}^{\frac{1}{\#}}\left(\Gamma_{ \pm}\right)},
$$

where $C \leq{ }^{\sqrt{ }} \overline{5}$ and $C_{\#}$ as defined in Lemma 12.
Proof. We can use Lemma 11 and we note that

$$
\left|T^{\alpha, 0}(f, g)_{\Gamma_{ \pm}}\right|=\left|\left(T f_{\alpha}, g_{\alpha}\right)_{\Gamma_{ \pm}}\right| .
$$

We know from Lemma 7 that $T(f, g)=(T f, g)_{\Gamma_{ \pm}}$is a continuous bilinear form and so

$$
\begin{align*}
\left|T^{\alpha, 0}(f, g)_{\Gamma_{ \pm}}\right| & =\left|\left(T f_{\alpha}, g_{\alpha}\right)_{\Gamma_{ \pm}}\right| \\
& \leq d \bar{C} \overline{\sup }\left(\left|k_{j}\right|, 1\right) \mathrm{k} f_{\alpha} \mathrm{k}_{H_{\alpha \# \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \mathrm{k} g_{\alpha} \mathrm{k}_{H_{\alpha \# \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}, \tag{2.87}
\end{align*}
$$

where $C \leq{ }^{\sqrt{ }} \overline{5}$. In order to prove the continuity of the bilinear form $T^{\alpha, 0}(f, g)$, we need to express $\mathbf{k} f_{\alpha} \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}$in terms of $\mathbf{k} f \mathbf{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}$.

Using Definition A-17, we have

$$
\begin{aligned}
\mathrm{k} f_{\alpha} \mathrm{k}_{H_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}^{2} & =\sum_{n \in \mathbb{Z}}\left(1+\left(n_{\alpha}\right)^{2}\right)^{\frac{1}{2}}\left|f_{\alpha}^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& =\sum_{n \in \mathbb{Z}}\left(1+\left(n_{\alpha}\right)^{2}\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2}, \quad \text { using Lemma 13 } \\
& \leq \sum_{n \in \mathbb{Z}} C_{\#}^{\frac{1}{2}}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2}
\end{aligned}
$$

from Lemma 12, equation (2.84) and so

$$
\begin{equation*}
\mathrm{k} f_{\alpha} \mathrm{k}_{H_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}^{2} \leq C_{\#}^{\frac{1}{2}} \mathrm{k} f \mathrm{k}_{H_{\#}^{2}\left(\Gamma_{ \pm}\right)}^{2} \tag{2.88}
\end{equation*}
$$

using Definition A-14. We can show similarly that

$$
\begin{equation*}
\mathrm{k} g_{\alpha} \mathrm{k}_{H_{\alpha \#}^{2}}^{2}\left(\Gamma_{ \pm}\right) \leq C_{\#}^{\frac{1}{2}} \mathrm{k} g \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} . \tag{2.89}
\end{equation*}
$$

We combine equations (2.87), (2.88) and (2.89) and so

$$
\begin{equation*}
\left|T^{\alpha, 0}(f, g)_{\Gamma_{ \pm}}\right| \leq d^{\sqrt{2}} \bar{C} C_{\#} \sup \left(\left|k_{j}\right|, 1\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{2}\left(\Gamma_{ \pm}\right)}^{2} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2} \tag{2.90}
\end{equation*}
$$

to finish the proof.

Lemma 15. Let $f(x) \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$, then $T_{\sqrt{\alpha, \beta}}^{\alpha}$ is a continuous operator in $H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$, and there exists a positive constant $\tilde{C}=\sqrt{ } \bar{C}+\sup \left(\frac{|1+2 i|}{\left(\left|R_{1}\right|-1\right)^{2}}, 1\right)$ such that

$$
\begin{equation*}
\mathrm{k} T^{\alpha, \beta} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \leq \tilde{C} \sup \left(\left|k_{j}\right|, \sqrt{C_{1}}\right) \mathrm{k} f(x) \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} . \tag{2.91}
\end{equation*}
$$

with $C \leq{ }^{\sqrt{ }} \overline{\overline{5}},\left|R_{1}\right| \leq 1$ and ${ }^{\sqrt{ }} \overline{C_{1}}=\sup \left(3,1+\frac{\alpha d}{2 \pi}\right)$.
Proof. We use the property of $T^{\alpha, \beta}$ in the remark following Definition 5,

$$
T^{\alpha, \beta}=\left.T^{\alpha, 0} \mp \frac{w^{\prime}(y)}{w(y)}\right|_{y= \pm B} I_{d}
$$

Note that the identity operator $I_{d}$, is a continuous operator in $H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)$. When $y=-B$ then, from equation (2.65),

$$
\left.\frac{w^{\prime}(y)}{w(y)}\right|_{y=-B}=\frac{-i \beta_{2}^{0} t_{2} e^{i \beta_{2}^{0} B}}{t_{2} e^{i \beta_{2}^{0} B}}=-i \beta_{2}^{0}
$$

and so

$$
\left|\frac{w^{\prime}(y)}{w(y)}\right|_{y=-B}\left|=\left|\beta_{2}^{0}\right| .\right.
$$

When $y=B$, we have

$$
\left.\frac{w^{\prime}(y)}{w(y)}\right|_{y=B}=i \beta_{1}^{0} \frac{r_{1} e^{i \beta_{1}^{0} B}-e^{-i \beta_{1}^{0} B}}{r_{1} e^{i \beta_{1}^{0} B}+e^{-i \beta_{1}^{0} B}},
$$

multiplying by the complex conjugate of $w(B)$, we get

$$
\left.\frac{w^{\prime}(y)}{w(y)}\right|_{y=B}=i \beta_{1}^{0} \frac{\left|r_{1}\right|^{2}-1+2 i \mathfrak{J}\left(r_{1} e^{2 i \beta_{1}^{0} B}\right)}{|w(B)|^{2}}
$$

This leads us to

$$
\begin{aligned}
\left.\left|\frac{w^{\prime}(y)}{w(y)}\right|_{y=B} \right\rvert\, & =\left|i \beta_{1}^{0} \frac{\left|r_{1}\right|^{2}-1+2 i \mathfrak{I}\left(r_{1} e^{2 i \beta_{1}^{0} B}\right)}{|w(B)|^{2}}\right|, \\
& \leq \beta_{1}^{0}\left|\frac{1+2 i}{\left|r_{1}\right|^{2}+1+2 \mathfrak{R}\left(r_{1} e^{2 i \beta_{1}^{0} B}\right)}\right| \\
& \leq \beta_{1}^{0}\left|\frac{1+2 i}{\left.\left|r_{1}\right|^{2}+1-2\left|r_{1}\right|\right)}\right|
\end{aligned}
$$

since $\left|r_{1}\right| \leq 1$, and $\left|\mathfrak{J}\left(r_{1} e^{2 i \beta_{1}^{0} B}\right)\right| \leq\left|r_{1} e^{2 i \beta_{1}^{0} B}\right|=\left|r_{1}\right|$. Let

$$
C_{w}\left(\alpha, \beta_{j}^{0}, B\right)=\sup \left(\beta_{1}^{0}\left|\frac{1+2 i}{\left(\left|r_{1}\right|-1\right)^{2}}\right|,\left|\beta_{2}^{0}\right|\right)
$$

then

$$
\begin{align*}
\mathrm{k} T^{\alpha, \beta} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} & =\left.\mathrm{k} T^{\alpha, 0} f(x) \mp \frac{w^{\prime}(y)}{w(y)}\right|_{y= \pm B} I_{d} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \\
& \leq \sqrt{C \sup \left(\left|k_{j}^{2}\right|, C_{1}\right)} \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}+C_{w}\left(\alpha, \beta_{j}, B\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \tag{2.92}
\end{align*}
$$

by the triangle inequality and Lemma 10 . Note that

$$
\begin{align*}
C_{w}\left(\alpha, \beta_{j}^{0}, B\right) & =\sup \left(\beta_{1}^{0}\left|\frac{1+2 i}{\left(\left|r_{1}\right|-1\right)^{2}}\right|,\left|\beta_{2}^{0}\right|\right), \\
& \leq\left|k_{j}\right| \sup \left(\frac{|1+2 i|}{\left(\left|r_{1}\right|-1\right)^{2}}, 1\right), \tag{2.93}
\end{align*}
$$

since $\left|\beta_{j}^{0}\right| \leq\left|k_{j}\right|$ from equation (2.43). Using Definition A-14, we have for $s=-\frac{1}{2}$ that

$$
\begin{align*}
\mathrm{k} f \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} & =\sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{-\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2} \\
& \leq \sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}}\left|f^{(n)}( \pm B)\right|^{2} \\
& =\mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \tag{2.94}
\end{align*}
$$

from Definition A-14. Hence, using equations (2.93) and (2.94) we can rewrite (2.92) and

$$
\begin{aligned}
\mathrm{k} T^{\alpha, \beta} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \leq & \sqrt{C \sup \left(\left|k_{j}^{2}\right|, C_{1}\right)} \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \\
& +\left|k_{j}\right| \sup \left(\frac{|1+2 i|}{\left(\left|r_{1}\right|-1\right)^{2}}, 1\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \\
\leq & \sup \left(\left|k_{j}\right|, \sqrt{C_{1}}\right)\left(\sqrt{ } \bar{C}+\sup \left(\frac{|1+2 i|}{\left(\left|r_{1}\right|-1\right)^{2}}, 1\right)\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} .
\end{aligned}
$$

Let us denote by $\tilde{C}=\sqrt{ } \bar{C}+\sup \left(\frac{|1+2 i|}{\left(\left|r_{1}\right|-1\right)^{2}}, 1\right)$, then we have

$$
\mathrm{k} T^{\alpha, \beta} f(x) \mathrm{k}_{H_{\#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \leq \tilde{C} \sup \left(\left|k_{j}\right|, \sqrt{C_{1}}\right) \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} .
$$

### 2.4 Mathematical formulation of the truncated problem

Given the above DtN definitions we can now restate our problem as described in the following four lemmas. After stating all four lemmas, we outline a common method of proof.

## - Case 1A: Perfectly conducting grating: TE case

Lemma 16. $U$ is a solution of (2.25) if and only if it is a solution of the following problem set in the truncated domain $\Omega \backslash$ int $\Omega_{3}$ (see Figure 2.3)

$$
\begin{equation*}
\Delta U(x, y)+k_{1}^{2} U(x, y)=0, \quad(x, y) \in \Omega \backslash \Omega_{3} \tag{2.95}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left.\partial_{n} U(x, y)\right|_{\Gamma_{+}}=T_{+} U+g(x) & x \in \Gamma_{+}, \\
\left.\partial_{n} U(x, y)\right|_{\Gamma_{-}}=T_{-} U & x \in \Gamma_{-}, \tag{2.97}
\end{array}
$$

the Dirichlet boundary conditions at the surface of the diffraction grating

$$
U(x, y)=0, \quad(x, y) \in \partial \Omega_{3}
$$

and the $\alpha$-quasi-periodic condition

$$
U(d, y)=e^{i \alpha d} U(0, y), \quad y \in[-B, B] .
$$

Here

$$
\begin{align*}
T_{+} U(x) & =\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x},  \tag{2.98}\\
T_{-} U(x) & =\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(-B) e^{i n_{\alpha} x},  \tag{2.99}\\
g(x) & =-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B+i \alpha x}, \tag{2.100}
\end{align*}
$$

with

$$
\begin{equation*}
U^{\left(n_{\alpha}\right)}(y)=\frac{1}{d} \int_{0}^{d} U(x, y) e^{-i n_{\alpha} x} d x \tag{2.101}
\end{equation*}
$$

and $n_{\alpha}=\frac{2 \pi n}{d}+\alpha$, with

$$
z_{n}=\arg \left(k_{1}^{2}-n_{\alpha}^{2}\right),
$$

and

$$
\beta_{j}^{n}=e^{i z_{n} / 2}\left(\left|k_{1}^{2}-n_{\alpha}^{2}\right|\right)^{1 / 2}
$$

## - Case 1B: Perfectly conducting grating: TM case

Lemma 17. $U$ is a solution of (2.27) if and only if it is a solution of the following problem set in the truncated domain $\Omega \backslash$ int $\Omega_{3}$

$$
\begin{equation*}
\Delta U(x, y)+k_{1}^{2} U(x, y)=0, \quad(x, y) \in \Omega \backslash \Omega_{3}, \tag{2.102}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left.\partial_{n} U(x, y)\right|_{\Gamma_{+}}=T_{+} U+g(x) & \\
\left.\partial_{n} U(x, y)\right|_{\Gamma_{-}}=T_{-} U & \\
x \in \Gamma_{+},
\end{array}
$$

the Neumann boundary conditions at the surface of the diffraction grating

$$
\begin{equation*}
\partial_{n} U(x, y)=0, \quad(x, y) \in \partial \Omega_{3}, \tag{2.103}
\end{equation*}
$$

and the $\alpha$-quasi-periodic condition

$$
U(d, y)=e^{i \alpha d} U(0, y), \quad y \in[-B, B] .
$$

Here $T_{ \pm}$and $g$ are given by equations (2.98), (2.100) and (2.99) in Lemma 16.

## - Case 2A: Transmitting dielectric grating: TE case

Lemma 18. $U$ is a solution of (2.29) if and only if it is a solution of the following problem set in the truncated domain $\Omega$

$$
\begin{equation*}
\Delta U(x, y)+k(x, y)^{2} U(x, y)=0, \quad(x, y) \in \Omega \tag{2.104}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{aligned}
& \left.\partial_{n} U(x, y)\right|_{\Gamma_{+}}=T_{+} U+g(x) \quad x \in \Gamma_{+}, \\
& \left.\partial_{n} U(x, y)\right|_{\Gamma_{-}}=T_{-} U \quad x \in \Gamma_{-},
\end{aligned}
$$

and the $\alpha$-quasi-periodic condition

$$
U(d, y)=e^{i \alpha d} U(0, y), \quad y \in[-B, B] .
$$

Here $T_{ \pm}$and $g$ are given by equations (2.98), (2.100) and (2.99) in Lemma 16.

## - Case 2B: Transmitting dielectric grating: TM case

Lemma 19. $U$ is a solution of (2.31) if and only if it is a solution of the following problem set in the truncated domain $\Omega$

$$
\begin{equation*}
\nabla \cdot\left(\frac{1}{k^{2}(x, y)} \nabla U(x, y)\right)+U(x, y)=0, \quad(x, y) \in \Omega \tag{2.105}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{aligned}
& \left.\partial_{n} U(x, y)\right|_{\Gamma_{+}}=T_{+} U+g(x) \quad x \in \Gamma_{+}, \\
& \left.\partial_{n} U(x, y)\right|_{\Gamma_{-}}=T_{-} U \quad x \in \Gamma_{-},
\end{aligned}
$$

and the $\alpha$-quasi-periodic condition

$$
U(d, y)=e^{i \alpha d} U(0, y), \quad y \in[-B, B],
$$

Here $T_{ \pm}$and $g$ are given by equations (2.98), (2.100) and (2.99) in Lemma 16.
In the following proof we will just use $\mathbb{R}^{2}$ and $\Omega$, the proof will be similar when we deal with $\mathbb{R}_{+}^{2}$ and $\Omega \backslash$ int $\Omega_{3}$.

Proof. The proofs of Lemma 16, Lemma 17, Lemma 18 and Lemma 19 are similar. The first part of the proof consists of showing that $U$ satisfies in $\mathbb{R}^{2}$ (or in $\mathbb{R}_{+}^{2}$ )

$$
\Delta U+k^{2} U=0
$$

if and only if $\left.U\right|_{\Omega}=\hat{U}$ (or $\left.U\right|_{\Omega \backslash \text { int } \Omega_{3}}=\hat{U}$ ) satisfies in $\Omega$ (or in $\Omega \backslash$ int $\Omega_{3}$ )

$$
\Delta \hat{U}+k^{2} \hat{U}=0
$$

In fact, if $\Delta U+k^{2} U=0$ for all $(x, y) \in \mathbb{R}^{2}$, in particular $\Omega \subset \mathbb{R}^{2}$ then $\Delta U+k^{2} U=0$ in $\Omega$ i.e.

$$
\Delta \hat{U}+k^{2} \hat{U}=0
$$

Now let us suppose that $\Delta \hat{U}+k^{2} \hat{U}=0$, by using the $\operatorname{DtN}$ maps we match our inner solution $\hat{U}$ with the outer solution denoted by $\hat{U}_{C}$. Hence $U$ is given by

$$
U= \begin{cases}\hat{U}, & \text { for }(x, y) \in \Omega  \tag{2.106}\\ \hat{U}_{C}, & \text { for }(x, y) \in[0, d] \times \mathbb{R} \backslash \Omega\end{cases}
$$

and because we have $\Delta \hat{U}_{C}+k^{2} \hat{U}_{C}=0$ in $[0, d] \times \mathbb{R} \backslash \Omega$. In addition the grating is periodic therefore

$$
\Delta \hat{U}_{C}+k^{2} \hat{U}_{C}=0
$$

in $\mathbb{R}^{2}$. The $\alpha$-quasi-periodic condition and the Dirichlet and Neumann boundaries for the perfectly conducting grating follow naturally from the boundary conditions of the original scattering problem in $\mathbb{R}_{+}^{2}$ or $\mathbb{R}^{2}$.

The second part of the proof below will consider the continuity and smoothness of the solution at the truncated region interfaces $\Gamma_{+}$and $\Gamma_{-}$. We notice on one hand that when $|y| \geq B$, the wavenumber $k$ is a constant, and so we can set $U$ equal to the fundamental solution of the Helmholtz equation as given by Lemma 1. When $y \geq B, k=k_{1}$ is constant, and we have

$$
\begin{equation*}
U(x, y)=\sum_{n \in \mathbb{Z}} r_{n} e^{i \beta_{1}^{0} y} e^{i n_{\alpha} x}+t_{n} e^{-i \beta_{1}^{0} y} e^{i n_{\alpha} x} \tag{2.107}
\end{equation*}
$$

We use the condition that $U$ is composed of outgoing waves apart from $U_{I}$ (the incident wave) which is the only incoming wave allowed in $\Omega_{1}$ (corresponding to $n=0$ ); so we have $t_{n}=0$ for all $n \in \mathbb{Z} \backslash\{0\}$. On the other hand, we know that a quasi-periodic function can be written as a Fourier series by using Lemma 2 and so

$$
\begin{equation*}
U(x, y)=\sum_{n \in \mathbb{Z}} U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \tag{2.108}
\end{equation*}
$$

Equating series (2.108) and (2.107) we see that for $n 60$

$$
r_{n} e^{i \beta_{1}^{n} B}=U^{\left(n_{\alpha}\right)}(B),
$$

that is

$$
\begin{equation*}
r_{n}=U^{\left(n_{\alpha}\right)}(B) e^{-i \beta_{1}^{n} B} . \tag{2.109}
\end{equation*}
$$

For $n=0$, with the amplitude of the incident wave $t_{0}=1$,

$$
r_{0} e^{i \beta_{1} B}+e^{-i \beta_{1} B}=U^{\left(0_{\alpha}\right)}(B)
$$

that is

$$
\begin{equation*}
r_{0}=U^{\left(0_{\alpha}\right)}(B) e^{-i \beta_{1} B}-e^{-2 i \beta_{1} B} \tag{2.110}
\end{equation*}
$$

From Lemma 1, the analytical solution in the region $y \geq B, x \in \mathbb{R}$, is

$$
\begin{equation*}
\hat{U}_{C}(x, y)=\sum_{n \in \mathbb{Z}} U^{\left(n_{\alpha}\right)}(B) e^{i \beta_{1}^{n}(y-B)} e^{i n_{\alpha} x}-e^{i \beta_{1}(y-2 B)} e^{i \alpha x}+e^{-i \beta_{1} y} e^{i \alpha x} \tag{2.111}
\end{equation*}
$$

Taking the normal derivative of $\hat{U}$ on $\Gamma_{+}$, (that is in the $y$ direction) gives

$$
\begin{align*}
\frac{\partial \hat{U}}{\partial n} & =\frac{\partial \hat{U}_{C}}{\partial n} \\
& =\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(B) e^{i \beta_{1}^{n}(y-B)} e^{i n_{\alpha} x}-i \beta_{1}^{0} e^{i \beta_{1}^{0}(y-2 B)} e^{i \alpha x}-i \beta_{1} e^{-i \beta_{1} y} e^{i \alpha x}( \tag{2.112}
\end{align*}
$$

and so

$$
\begin{equation*}
\left.\frac{\partial \hat{U}}{\partial n}\right|_{y=B}=\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} U^{\left(n_{\alpha}\right)}(B) e^{i n_{\alpha} x}-2 i \beta_{1}^{0} e^{i \beta_{1}(-B)} e^{i \alpha x} \tag{2.113}
\end{equation*}
$$

From the definition of $T_{+}$given by (3) and if we denote

$$
\begin{equation*}
g(x)=-2 i \beta_{1} e^{-i \beta_{1} B} e^{i \alpha x} . \tag{2.114}
\end{equation*}
$$

We have

$$
\left.\frac{\partial \hat{U}}{\partial n}\right|_{y=B}=T_{+} \hat{U}(x)+g(x) .
$$

This ends the proof for the boundary conditions on the top boundary.
Let us apply the same argument for the boundary condition on the bottom boundary. When $y \leq-B, k=k_{2}$ is constant, and so from Lemma 1 we can write

$$
\begin{equation*}
U(x, y)=\sum_{n \in \mathbb{Z}} r_{n} e^{i \beta_{2}^{n} y} e^{i n_{\alpha} x}+t_{n} e^{-i \beta_{2}^{n} y} e^{i n_{\alpha} x} . \tag{2.115}
\end{equation*}
$$

We use the condition that $U$ is composed of outgoing waves and so $r_{n}=0$ for all $n \in \mathbb{Z}$. On the other hand, for $(x, y) \in \Omega, U$ is quasi-periodic, therefore

$$
\begin{equation*}
U(x, y)=\sum_{n \in \mathbb{Z}} U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} . \tag{2.116}
\end{equation*}
$$

Equating series (2.115) and (2.116) we see that for all $n \in \mathbb{Z}$

$$
t_{n} e^{i \beta_{2}^{n} B}=U^{\left(n_{\alpha}\right)}(-B),
$$

that is

$$
\begin{equation*}
t_{n}=U^{\left(n_{\alpha}\right)}(-B) e^{-i \beta_{2}^{n} B} . \tag{2.117}
\end{equation*}
$$

From Lemma 1, the analytical solution in the region $y \leq-B, x \in \mathbb{R}$ is

$$
\begin{equation*}
\hat{U}_{C}(x, y)=\sum_{n \in \mathbb{Z}} U^{\left(n_{\alpha}\right)}(-B) e^{i \beta_{2}^{n}(y+B)} e^{i n_{\alpha} x} \tag{2.118}
\end{equation*}
$$

Taking the normal derivative of $\hat{U}$ on $\Gamma_{-}$, (that is, in the y direction) gives

$$
\begin{aligned}
\frac{\partial \hat{U}}{\partial n} & =\frac{\partial \hat{U}_{C}}{\partial n} \\
& =-\sum_{n \in \mathbb{Z}}-i \beta_{2}^{n} U^{\left(n_{\alpha}\right)}(-B) e^{-i \beta_{2}^{n}(y+B)} e^{i n_{\alpha} x}
\end{aligned}
$$

and so

$$
\begin{equation*}
\left.\frac{\partial \hat{U}}{\partial n}\right|_{y=-B}=\sum_{n \in \mathbb{Z}} i \beta_{2}^{n} U^{\left(n_{\alpha}\right)}(-B) e^{i n_{\alpha} x} \tag{2.119}
\end{equation*}
$$

From the definition of $T_{-}$given in (3), we have

$$
\left.\frac{\partial \hat{U}}{\partial n}\right|_{y=-B}=T_{-} \hat{U}(x) .
$$

which ends the proof on the bottom boundary. By noting that $U$ is given by (2.106), we can see that

$$
\lim _{y \rightarrow+\infty} \frac{\partial U}{\partial n}=\lim _{y \rightarrow+\infty} \frac{\partial \hat{U}_{C}}{\partial n}=0
$$

### 2.5 Summary

In this chapter, we have introduced the physical and mathematical description of the problem of diffraction when an electromagnetic wave interacts with a periodic grating. We have shown, by using Maxwell's equations, that our problem can be decomposed into two elementary mathematical problems which are the transverse magnetic and the transverse electric Helmholtz problems. For each problem, the grating can be perfectly conducting or transmitting, and so we study four cases. We have also introduced some transparent boundary conditions (DtN maps) in order to solve the problem numerically. When we formulated the problem in Chapter 2, the incident wave was included via the boundary conditions. In Chapter 3 we will consider an equivalent but alternative formulation that incorporates the incident wave via an inhomogeneous forcing term (with compact support) in the Helmholtz equation. We introduce the inhomogeneous Helmholtz problem to allow us to study the regularity of the solution in order to construct an a priori error estimate of the solution to the problem stated in this chapter, in Chapters 4 and 6.

## Chapter 3

## A regularity estimate for the inhomogeneous Helmholtz problem for periodic gratings

### 3.1 General case

To get to the heart of the matter, we will just focus on the perfectly conducting grating interacting with a TE wave (Case 1A) in this chapter. We also illustrate the transmitting dielectric grating interacting with a TE wave (Case 2A). This case is needed for a special case where the multiple scattering problem is reduced into a one dimensional single scattering problem. Hence, we can investigate the robustness of our regularity result using the literature. We will derive the regularity results corresponding to Case 1B and Case 2B in Appendix C.

### 3.1.1 Case 1A: Perfectly conducting grating: TE case

Let $f(x, y) \in L^{2}\left(\mathbb{R}_{+}^{2}\right)$ represent the forcing term in the inhomogeneous Helmholtz equation. In this chapter, we want to study the regularity of the solution $U(x, y)$ of the inhomogeneous Helmholtz problem depending on the function $f(x, y)$. The regularity of the solution $U(x, y)$ will enable us to study the a priori error estimation of the approximate solution when we solve the Helmholtz problem numerically.
We use the same notation as in Chapter 2 for the spatial domains as shown in Figure 2.1. We also assume that $f$ is local with respect to the $y$ direction which means that $\operatorname{supp} f \subset \mathbb{R} \times[-B, B]$ (see Figure 2.3).

### 3.1.1.1 The inhomogeneous Helmholtz equation

In the presence of surface current $\left(\underline{J}=\left(J_{x}, J_{y}, J_{z}\right) \boldsymbol{6} \underline{0}\right.$ ) or surface charge ( $\rho \mathbf{6}$ 0 ) (given in equations (2.2) to (2.4)), we can eliminate $\underline{H}$ and we can get the differential equation for $\underline{E}$ using equations (2.1) and (2.2) with the constitutive
relations given by equations (2.6) and (2.7). That is [64, p. 8], we obtain

$$
\begin{equation*}
\nabla \times \nabla \times \underline{E}-w^{2} \varepsilon \mu \underline{E}=-i w \mu \underline{J} . \tag{3.1}
\end{equation*}
$$

Similarly, we can eliminate $\underline{E}$ to get the equation for $\underline{H}$, giving

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\varepsilon} \nabla \times \underline{H}\right)-w^{2} \mu \underline{H}=\nabla \times\left(\frac{1}{\varepsilon} \underline{J}\right) . \tag{3.2}
\end{equation*}
$$

Here we are solving for $U=E_{z}$ for a given function $f(x, y) \in L^{2}\left(\mathbb{R}_{+}^{2}\right)$. The inhomogeneous Helmholtz problem is to find $U(x, y) \in C^{2}\left(\mathbb{R}_{+}^{2}\right)$ such that

$$
\begin{array}{rrr}
\Delta U(x, y)+k_{1}^{2} U(x, y)= & f(x, y), & (x, y) \in \mathbb{R}_{+}^{2} \\
U(x, y) & = & 0,  \tag{3.4}\\
& (x, y) \in \partial \mathbb{R}_{-}^{2} .
\end{array}
$$

subject to the radiation condition

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{3.5}
\end{equation*}
$$

Putting $\underline{E}=\left(0,0, E_{z}\right)$ and $\underline{J}=\left(J_{x}, J_{y}, J_{z}\right)$ in equation (3.1) we find that $f(x, y)=i w \mu J_{z}$. We now utilize the periodicity of the grating and restrict our problem to the vertical single strip $S=[0, d] \times \mathbb{R}$ as shown in Figure 2.2.

On this vertical single strip $U$ and $f$ are $\alpha$-quasi-periodic with respect to $x$. In addition, we choose our solution $U$ to satisfy the upward propagating radiation condition [28]. In order to study the regularity of our solution $U$, we first need to study the $\alpha$-quasi-periodic fundamental solution of the problem (3.3).

### 3.1.1.2 The $\alpha$-quasi-periodic Green functions of the Helmholtz equation

Definition 20. The Green's function $G$ [106] is defined as

$$
\begin{equation*}
G(x, y)=-\frac{1}{2 d} \sum_{n \in \mathbb{Z}} \frac{e^{i n_{\alpha} x+i \beta_{j}^{n}|y|}}{-i \beta_{j}^{n}} \tag{3.6}
\end{equation*}
$$

for $(x, y) \in \mathbb{R}^{2}$, with $n_{\alpha}, \beta_{j}^{n}$ and $z_{n}$ defined by equations (2.42), (2.43) and (2.44) extended to be valid for $j \in\{0,1,2,3\}$.

We then have the following lemma.
Lemma 21. For any $p \in \mathbb{Z}$, if $G$ is $\alpha$-quasi-periodic with respect to $x$, then

$$
G(x, y)=e^{i \alpha p d} G(x-p d, y)
$$

for $(x, y) \in \mathbb{R}^{2}$.

Proof. We may write

$$
\begin{aligned}
G(x, y) & =-\frac{1}{2 d} \sum_{n \in \mathbb{Z}} \frac{e^{i n_{\alpha}(x-p d+p d)+i \beta_{j}^{n}|y|}}{-i \beta_{j}^{n}} \\
& =-\frac{1}{2 d} \sum_{n \in \mathbb{Z}} e^{i \alpha p d} \frac{e^{i n_{\alpha}(x-p d)+i \beta_{j}^{n}|y|}}{-i \beta_{j}^{n}}
\end{aligned}
$$

where the last line is justified by the fact that

$$
e^{i n_{\alpha} p d}=e^{i \frac{2 \pi n}{d} p d+i \alpha p d}=e^{i \alpha p d} .
$$

Then, $G$ is $\alpha$-quasi-periodic .
To ease the notation, let us define the following functions which will be used often in this section.

Definition 22. For any $\left\{y, y_{0}\right\} \in \mathbb{R}$, and for $n \in \mathbb{Z}$, define

$$
g_{n}\left(y, y_{0}\right)=\frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}
$$

and

$$
g_{-n}\left(y, y_{0}\right)=\frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}
$$

such that $\beta_{j}^{n}$ is given by equation (2.43).
Let us also define for any $\{m, n\} \in \mathbb{Z},\left\{x, x_{0}\right\} \in[0, d] \subset \mathbb{R}$

$$
h_{m n}\left(x, x_{0}\right)=e^{i m_{\alpha} x_{0}} e^{i n_{\alpha}\left(x-x_{0}\right)},
$$

such that $m_{\alpha}$ and $n_{\alpha}$ are given by equation (2.43).
In the following four results, we derive an expression for the problem solution $U$ by using $G$ and we define $S_{y}$ where $[0, d] \times S_{y}=S \backslash \overline{\Omega_{3}}$.

Theorem 23. Case 1A: Let $f(x, y) \in L_{\alpha \#}^{2}\left(S \backslash \Omega_{3}\right)$ and let $U \in C^{2}\left(S \backslash \Omega_{3}\right)$ satisfy the inhomogeneous Helmholtz equation given by equation (3.3). Then, the solution is given by

$$
\begin{equation*}
U(x, y)=\int_{S \backslash \overline{\Omega_{3}}} G\left(x-x_{0}, y-y_{0}\right) f\left(x_{0}, y_{0}\right) d x_{0} d y_{0} \tag{3.7}
\end{equation*}
$$

for $(x, y) \in S \backslash \overline{\Omega_{3}}$ and $U=0$ elsewhere.

Proof. In order to prove Theorem 23, since we know that $G$ is $\alpha$-quasi-periodic, we can focus on one period. We use the property that $f$ is $\alpha$-quasi-periodic, to write $f$ in its Fourier form

$$
\begin{equation*}
f(x, y)=\sum_{m \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) e^{i m_{\alpha} x} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
f^{\left(m_{\alpha}\right)}(y)=\frac{1}{d} \int_{0}^{d} f(x, y) e^{-i m_{\alpha} x} d x \tag{3.9}
\end{equation*}
$$

and so, $U$, as given by equation (3.7), can be written in the following form

$$
\begin{align*}
U(x, y) & =\frac{1}{2 d} \int_{S} \sum_{m \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) e^{i m_{\alpha} x_{0}} \sum_{n \in \mathbb{Z}} \frac{e^{i n_{\alpha}\left(x-x_{0}\right)+i \beta_{j}^{n}\left|y-y_{0}\right|}}{-i \beta_{j}^{n}} d x_{0} d y_{0}, \\
& =\frac{1}{2 d} \int_{S} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) e^{i m_{\alpha} x_{0}} \frac{e^{i n_{\alpha}\left(x-x_{0}\right)+i \beta_{j}^{n}\left|y-y_{0}\right|}}{-i \beta_{j}^{n}} d x_{0} d y_{0} . \tag{3.10}
\end{align*}
$$

By using Definition 22, we note

$$
\partial_{y} g_{n}\left(y, y_{0}\right)= \begin{cases}-\frac{e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{}, & y \geq y_{0},  \tag{3.11}\\ \frac{e^{-i \beta_{j}^{n}\left(y-y_{0}\right)}}{2}, & y \leq y_{0} .\end{cases}
$$

Therefore, we have the following relation, which captures the jump of the partial derivative of $g_{n}$ at $y=y_{0}$

$$
\begin{align*}
\partial_{y} g_{n}\left(y^{-}, y\right)-\partial_{y} g_{n}\left(y^{+}, y\right) & =1 / 2-(-1 / 2), \\
& =1 \tag{3.12}
\end{align*}
$$

We use Definition 22 to rewrite the function $U$ as defined by equation (3.10) as follows

$$
U(x, y)=\frac{1}{d} \int_{S} \sum_{m, n \in \mathbb{Z}} h_{m n}\left(x, x_{0}\right) g_{n}\left(y, y_{0}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d x_{0} d y_{0}
$$

Denote by $S_{y}^{+}$the interval in $S_{y}$ such that $y_{0}>y$ and by $S_{y}^{-}$the interval in $S_{y}$ such that $y_{0}<y$. Then

$$
\begin{aligned}
U(x, y)= & \frac{1}{d} \int_{[0, d]}\left(\int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) g_{n}\left(y, y_{0}\right) d y_{0}\right. \\
& \left.+\int_{S_{y}^{+} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) g_{n}\left(y, y_{0}\right) d y_{0}\right) d x_{0} .
\end{aligned}
$$

The partial derivative of the function $U(x, y)$ with respect to $y$ is then

$$
\begin{aligned}
\partial_{y} U(x, y)= & \frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) g_{n}\left(y^{-}, y\right) d x_{0} \\
& -\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) g_{n}\left(y^{+}, y\right) d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{+} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} .
\end{aligned}
$$

Since, our function $g_{n}$ is continuous at $y_{0}$, we have

$$
g_{n}\left(y^{+}, y\right)-g_{n}\left(y^{-}, y\right)=0
$$

Consequently, the partial derivative of $U(x, y)$ with respect to $y$ can be written as follows

$$
\begin{align*}
\partial_{y} U(x, y)= & \frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{+} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} . \tag{3.13}
\end{align*}
$$

We differentiate one more time with respect to $y$ to give

$$
\begin{aligned}
\partial_{y}^{2} U(x, y)= & \frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y^{+}, y\right) d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} \\
& -\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) \partial_{y} g_{n}\left(y^{-}, y\right) d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{+} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0}, \\
= & \frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right)\left[\partial_{y} g_{n}\left(y^{+}, y\right)-\partial_{y} g_{n}\left(y^{-}, y\right)\right] d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{+} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0}, \\
= & \frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} \\
& +\frac{1}{d} \int_{[0, d]} \int_{S_{y}^{-} \cup\{y\}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d y_{0} d x_{0} .
\end{aligned}
$$

The last equality is justified by using equation (3.12). This leads us to the following result

$$
\begin{align*}
\partial_{y}^{2} U(x, y)= & \frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} \\
& +\frac{1}{d} \int_{S} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) \partial_{y}^{2} g_{n}\left(y, y_{0}\right) d x_{0} d y_{0} \tag{3.14}
\end{align*}
$$

Definition 22 and equation (3.11) give

$$
\begin{equation*}
\partial_{y}^{2} g_{n}\left(y, y_{0}\right)=-\left(\beta_{j}^{n}\right)^{2} g_{n}\left(y, y_{0}\right), \tag{3.15}
\end{equation*}
$$

and hence

$$
\begin{align*}
\partial_{y}^{2} U(x, y)= & \frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} \\
& +\frac{1}{d} \int_{S} \sum_{m, n \in \mathbb{Z}}-\left(\beta_{j}^{n}\right)^{2} g_{n}\left(y, y_{0}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) d x_{0} d y_{0} .(3 . \tag{3.16}
\end{align*}
$$

To calculate the partial derivative of second order of $U(x, y)$, with respect to $x$, we use equation (3.10) and we follow the same argument as above since $e^{i n_{\alpha}\left(x-x_{0}\right)} \in$ $C^{\infty}([0, d])$ and we have

$$
\begin{equation*}
\partial_{x}^{2} U(x, y)=\frac{1}{d} \int_{S} \sum_{m, n \in \mathbb{Z}}-n_{\alpha}^{2} h_{m n}\left(x, x_{0}\right) g_{n}\left(y, y_{0}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d x_{0} d y_{0} \tag{3.17}
\end{equation*}
$$

Now, we can combine equations (3.16) and (3.17) to compute the Laplacian of the function $U(x, y)$ and so

$$
\begin{aligned}
\Delta U(x, y)= & \partial_{x}^{2} U(x, y)+\partial_{y}^{2} U(x, y), \\
= & \frac{1}{d} \int_{S} \sum_{m, n \in \mathbb{Z}}\left(-n_{\alpha}^{2}+\left(\beta_{j}^{n}\right)^{2}\right) g_{n}\left(y, y_{0}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) d x_{0} d y_{0} \\
& +\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} \\
= & -k^{2} U(x, y)+\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\Delta U(x, y)+k_{1}^{2} U(x, y) & =\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0}, \\
& =\sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) \frac{1}{d} \int_{[0, d]} e^{i m_{\alpha} x_{0}} e^{i n_{\alpha}\left(x-x_{0}\right)} d x_{0}, \\
& =\sum_{n \in \mathbb{Z}} f^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} .
\end{aligned}
$$

The last equation is justified by the fact that

$$
\begin{align*}
\frac{1}{d} \int_{0}^{d} e^{i\left(m_{\alpha}-n_{\alpha}\right) x_{0}} d x_{0} & =\frac{1}{d} \int_{0}^{d} e^{i \frac{2 \pi n}{d}(m-n) x_{0}} d x_{0},  \tag{3.18}\\
& =\delta_{m n}
\end{align*}
$$

Therefore, by equation (3.8), we have shown that

$$
\Delta U+k_{1}^{2} U=f(x, y), \forall(x, y) \in S
$$

In order for $U$ given by equation (3.7) to be the solution of equation (3.3), we need to show that $U$ satisfies all the boundary conditions. It follows from equation (3.7) that $U=0$ on $\partial \Omega_{3}$. We also note that $f(x, y)$ and $G(x, y)$ are both $\alpha$-quasiperiodic and therefore $U(x, y)$ is also $\alpha$-quasi-periodic. Also $G(x, y)$ is composed of bounded outgoing waves and $f(x, y)$ has a locally compact support with respect to $y$ therefore $U(x, y)$ satisfies

$$
\lim _{|y| \rightarrow+\infty} U(x, y)=0
$$

which finishes the proof.

### 3.1.1.3 Regularity of the solution of Helmholtz problem for periodic grating

In this section, we use the $\alpha$-quasi-periodic fundamental solution $G$ to establish the regularity of our solution which means that we will try to bound its norm and its partial derivative by using some constants multiplied by the norm of the forcing term.

Lemma 24. Let $U \in C^{2}\left(S \backslash \Omega_{3}\right)$ be the solution of equation (3.3). Then, for any $(x, y)$, $\left(x_{0}, y_{0}\right)$ in $S \backslash \Omega_{3}$, if we define

$$
\begin{equation*}
V(x, y)=\sup _{n \in \mathbb{Z}} \frac{1}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha} x} f^{\left(n_{\alpha}\right)}(y), \tag{3.19}
\end{equation*}
$$

then we have

$$
\mathrm{k} U(x, y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \mathrm{k} V(x, y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} .
$$

Proof. We can use Theorem 23 with the definition of $G$ given by Definition 20 and equation (3.8) to get

$$
U(x, y)=\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} \int_{S_{y}} \frac{e^{i \beta_{1}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{1}^{n}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} d x_{0}
$$

in $S \backslash \Omega_{3}$ and $U=0$ elsewhere. We know that the profile of the grating $\partial \Omega_{3}$ can be described by $y=P(x)$ therefore if $y \boldsymbol{\sigma} y_{0}$, and if the profile $\partial \Omega_{3}$ is as shown as in Figure 3.2, we have

$$
\begin{aligned}
U(x, y) & =\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} \int_{S_{y}} \frac{e^{i \beta_{1}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{1}^{n}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} d x_{0} \\
& =\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}}\left(F(y,+\infty)-F\left(y, P\left(x_{0}\right)\right)\right) d x_{0}
\end{aligned}
$$

such that $F\left(y, y_{0}\right)=\int \frac{e^{i \beta^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0}$. By the upward propagating radiation condition, we have $F(y,+\infty)=0$, and so for $y$ ध $y_{0}$

$$
\begin{aligned}
U(x, y) & =-\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} F\left(y, P\left(x_{0}\right)\right) d x_{0} \\
& =0
\end{aligned}
$$

because $\sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} F\left(y, P\left(x_{0}\right)\right)$ is continuous and it is periodic of period $d$ with respect to $x_{0}$. If the profile is as shown as in Figure 3.1, we have

$$
\begin{aligned}
U(x, y) & =\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} \int_{S_{y}} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{1}^{n}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} d x_{0}, \\
& =\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}}(F(y,+\infty)-F(y,-\infty)) d x_{0}
\end{aligned}
$$

because the profile $\partial \Omega_{3}$ is a closed curve and the function to integrate is analytic so its contribution is zero from Cauchy's theorem [88, p. 4]. From the upward propagating radiation condition, we have $F(y, \pm \infty)=0$, and so for $y \in y_{0} U(x, y)=0$. Hence, the only contribution comes from $y=y_{0}$ and so,

$$
U(x, y)=-\frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} \frac{1}{-2 i \beta_{1}^{n}} f^{\left(m_{\alpha}\right)}(y) d x_{0}
$$

This leads us to

$$
\mathrm{k} U(x, y) \mathrm{k}_{L_{\alpha \#}^{2}(S)}^{2} \leq \sup _{n \in \mathbb{Z}} \frac{1}{4\left\|\beta_{1}^{n}\right\|_{\infty}^{2}} \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}(y)\right|^{2}=\mathrm{k} V(x, y) \mathrm{k}_{L_{\alpha \#}^{2}(S)}^{2},
$$

using equation (3.18).
In order to study the regularity, we need an upper bound of the norm of the partial derivatives of $U$ in term of the norm of $U$ itself.

Lemma 25. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{j} \in \mathbb{N}$, for $j=1,2$, and for $x \in[0, d]$ and $y \in S_{y}$, then

$$
\begin{aligned}
\mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} & \leq \sup _{n \in \mathbb{Z}} \mathrm{k}_{\alpha} \mathrm{k}_{\infty}^{\gamma_{1}} \mathrm{k} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
\mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} & \leq \sup _{n \in \mathbb{Z}} \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{\gamma_{2}} \mathrm{k} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} .
\end{aligned}
$$

Proof. Taking the partial derivative of $U$ with respect to $x, y, \gamma_{1}$ times, and using equation (3.35) gives

$$
\partial_{x}^{\gamma_{1}} U=\sum_{m, n \in \mathbb{Z}} \int_{0}^{d}\left(i n_{\alpha}\right)^{\gamma_{1}} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{S_{y}} \frac{e^{i \beta_{1}^{n} \mid y-y_{0}} \mid f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{1}^{n}} d y_{0} d x_{0}
$$

and so

$$
\begin{aligned}
& \mathbf{k} \partial_{x}^{\gamma_{1}} U \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \\
& \sup _{n \in \mathbb{Z}} \mathbf{k} n_{\alpha} \mathbf{k}_{\infty}^{\gamma_{1}} \left\lvert\, \sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{S_{y}} \frac{e^{i \beta_{1}^{n}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{1}^{n}} d y_{0} d x_{0}\right. \|_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathbf{k} n_{\alpha} \mathbf{k}_{\infty}^{k_{1}} \mathbf{k} U \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} .
\end{aligned}
$$

We can do exactly the same with the partial derivative of $U$ with respect to $y$,

$$
\partial_{y}^{\gamma_{2}} U=\sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{S_{y}}\left( \pm i \beta_{1}^{n}\right)^{\gamma_{2}} \frac{e^{i \beta_{1}^{n}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{1}^{n}} d y_{0} d x_{0}
$$



Figure 3.1: A perfectly conducting grating over one period where the profile $\partial \Omega_{3}$ of the scatterer is a closed curve.


Figure 3.2: A perfectly conducting grating over one period where the profile $\partial \Omega_{3}$ of the scatterer is open.
and so

$$
\begin{aligned}
& \mathbf{k} \partial_{y}^{\gamma_{2}} U \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \\
& \sup _{n \in \mathbb{Z}} \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}^{\gamma_{2}}\left\|\sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{S_{y}} \frac{e^{i \beta_{1}^{n}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{1}^{n}} d y_{0} d x_{0}\right\|_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}^{\gamma_{2}} \mathbf{k} U \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} .
\end{aligned}
$$

Next, we give an approximation of $U$ using $f$.
Lemma 26. For any $x \in[0, d]$ and for any $y \in S_{y}$, we have for any function $f \in L_{\alpha \#}^{2}(S)$ and for $U$ as given by equation (3.10)

$$
\mathbf{k} U(x, y) \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \sup _{n \in \mathbb{Z}} \frac{1}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \mathbf{k} f(x, y) \mathbf{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}
$$

Proof. Using Lemma 24 we have

$$
\begin{aligned}
\mathrm{k} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} & \leq \sup _{n \in \mathbb{Z}} \frac{1}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \mathrm{k} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha} x} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
& \leq \sup _{n \in \mathbb{Z}} \frac{1}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \mathrm{k} f(x, y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)},
\end{aligned}
$$

from equation (3.8).
This leads to the following regularity result for Case 1A.
Theorem 27. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{j} \in \mathbb{N}$, for $j=1,2$, and for $x \in$ $[0, d], y \in S_{y}$ there exists a constant $C_{\text {reg }}$ which is independent of the wavenumber $k$ such that the solution $U$ of equation (3.3) given by Theorem 23 satisfies

$$
\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq C_{r e g} \mathrm{k} k \mathrm{k}_{\infty}^{|\gamma|-1} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)},
$$

where $\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}$ is as given in Definition A-10.
Proof. We use Lemma 25 with Lemma 26, to give

$$
\begin{aligned}
& \mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \sup _{n \in \mathbb{Z}} \frac{\mathrm{k} n_{\alpha} \mathrm{k}_{\infty}^{\gamma_{1}}}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \\
& \mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \sup _{n \in \mathbb{Z}} \frac{\mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}^{\prime 2}}{2 \mathbf{k} \beta_{1}^{n} \mathbf{k}_{\infty}} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}
\end{aligned}
$$

$n_{\alpha}$, and $\beta_{1}^{n}$ are given by equations (2.42) and (2.43) and hence

$$
\begin{aligned}
n_{\alpha} & =\frac{2 \pi n}{d}+k_{1} \sin \theta, \\
& =k_{1}\left(\frac{2 \pi n}{d k_{1}}+\sin \theta\right), \\
& =k_{1} \sin \theta_{n},
\end{aligned}
$$

where we define $\theta_{n} \in \mathbb{C}$, and

$$
\begin{aligned}
\beta_{1}^{n} & =e^{i z_{n} / 2} \sqrt{\left|k_{1}^{2}-n_{\alpha}^{2}\right|}, \\
& =e^{i z_{n} / 2} \sqrt{\left|k_{1}^{2}\left(1-\sin \theta_{n}^{2}\right)\right|} \\
& =\left|k_{1}\right| e^{i z_{n} / 2} \sqrt{\left.\mid 1-\sin \theta_{n}^{2}\right) \mid} \\
& =\left|k_{1}\right| e^{i z_{n} / 2} \cos \theta_{n} .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\mathrm{k}_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}(\Omega)} & \leq \sup _{n \in \mathbb{Z}} \mathrm{k} \frac{\left(k_{1} \sin \theta_{n}\right)^{\gamma_{1}}}{\left|k_{1}\right| e^{i z_{n} / 2} \cos \theta_{n}} \mathrm{k}_{\infty} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathrm{k} k_{1} \mathrm{k}_{\infty}^{\gamma_{1}-1} \frac{\left|\sin \theta_{n}\right|}{\left|\cos \theta_{n}\right|} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} .
\end{aligned}
$$

In a similar fashion,

$$
\begin{aligned}
\mathbf{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} & \leq \sup _{n \in \mathbb{Z}}\left(\mathrm{k}_{1} \mathrm{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|\right)^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathrm{k} k_{1} \mathbf{k}_{\infty}^{\gamma_{2}-1}\left(\left|\cos \theta_{n}\right|\right)^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)},
\end{aligned}
$$

We finish by setting

$$
C_{\text {reg }}=2 \sup _{n \in \mathbb{Z}}\left(\left|\cos \theta_{n}\right|^{\gamma_{2}-1}, \frac{\left|\sin \theta_{n}\right|^{\gamma_{1}}}{\left|\cos \theta_{n}\right|}\right)
$$

which is well defined since $\beta_{1}^{n} \in 0$, and hence $\cos \theta_{n} \sigma 0$.

### 3.1.2 Case 2A: Transmitting dielectric grating: TE case

### 3.1.2.1 The inhomogeneous Helmholtz equation

Let $f(x, y) \in L^{2}\left(\mathbb{R}^{2}\right)$ represent the forcing term in the inhomogeneous Helmholtz equation for transmitting dielectric gratings. Similar to Case 1A, we want to study the regularity of the solution $U(x, y)$ of the inhomogeneous Helmholtz problem depending on the function $f(x, y)$ for Case 2 A . The derivation is similar to that used to derive equation (3.3) but we have the following boundary conditions on each interface separating two different media with different electric permittivities [64, p. 10]

$$
\begin{align*}
\underline{n} \times\left(\underline{E_{1}}-\underline{E_{2}}\right) & =0,  \tag{3.20}\\
\underline{n} \cdot\left(\underline{D_{1}}-\underline{D_{2}}\right) & =\rho,  \tag{3.21}\\
\underline{n} \times\left(\underline{H_{1}}-\underline{H_{2}}\right) & =\underline{J},  \tag{3.22}\\
\underline{n} \cdot\left(\underline{B_{1}}-\underline{B_{2}}\right) & =0, \tag{3.23}
\end{align*}
$$

where $E_{j}, D_{j}, H_{j}$ and $B_{j}$ represent respectively the electric field, the electric displacement, the magnetic field and the magnetic flux corresponding to the first medium for $j=1$ and to the other medium for $j=2$.

Here we are solving for $U=E_{z}$ for a given function $f(x, y) \in L^{2}\left(\mathbb{R}^{2}\right)$. The inhomogeneous Helmholtz problem is to find $U(x, y) \in C^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\Delta U(x, y)+k^{2}(x, y) U(x, y)=f(x, y), \quad(x, y) \in \mathbb{R}^{2} \tag{3.24}
\end{equation*}
$$

subject to the radiation condition

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{3.26}
\end{equation*}
$$

and the interface conditions given by equations (3.20), (3.21), (3.22) and (3.23). Putting $\underline{E}=\left(0,0, H_{z}\right)$ and $\underline{H}=\left(H_{x}, H_{y}, 0\right)$, in equation (3.1) gives

$$
f(x, y)=i w \mu J_{z} .
$$

We now utilize the periodicity of the grating and restrict our problem to the vertical single strip $S=[0, d] \times \mathbb{R}$ as shown in Figure 2.2. Hence we define the wavenumber $k$ to be

$$
k(x, y)= \begin{cases}k_{1} \in \mathbb{R} & \text { for }(x, y) \in \Omega_{1},  \tag{3.27}\\ k_{0} \in \mathbb{C} & \text { for }(x, y) \in \Omega_{0} \backslash \Omega_{3}, \\ k_{3} \in \mathbb{C} & \text { for }(x, y) \in \Omega_{3}, \\ k_{2} \in \mathbb{C} & \text { for }(x, y) \in \Omega_{2}\end{cases}
$$

for Case 2A. In a similar way to Case $1 \mathrm{~A}, U$ and $f$ are $\alpha$-quasi-periodic with respect to $x$ on this vertical single strip. We again choose our solution $U$ to satisfy the upward propagating radiation condition [28]. To study the regularity of our solution $U$, we also need to study the $\alpha$-quasi-periodic fundamental solution of the problem (3.24).

### 3.1.2.2 The $\alpha$-quasi-periodic Green functions of the Helmholtz equation

The solution $U$ can be found as follows.
Theorem 28. Case 2A: Let $f(x, y) \in L_{\alpha \#}^{2}(S)$ and let $U \in C^{2}(S)$ satisfy the inhomogeneous Helmholtz equation given by equation (3.24) in $S$. Then, the solution $U$ of equation (3.24) is given by

$$
\begin{equation*}
U(x, y)=\int_{S} G_{j}\left(x-x_{0}, y-y_{0}\right) f\left(x_{0}, y_{0}\right) d x_{0} d y_{0} \tag{3.28}
\end{equation*}
$$

for $j \in\{0,1,2,3\}$ with

$$
\begin{equation*}
G_{j}(x, y)=-\frac{1}{2 d} \sum_{n \in \mathbb{Z}} c_{j}^{n} \frac{e^{i n_{\alpha} x+i \beta_{j}^{n}|y|}}{-i \beta_{j}^{n}}-\frac{1}{2 d} \sum_{n \in \mathbb{Z}} d_{j}^{n} \frac{e^{i n_{\alpha} x-i \beta_{j}^{n}|y|}}{-i \beta_{j}^{n}}, \tag{3.29}
\end{equation*}
$$

with $d_{j}^{n}=0$ for $j=1,2$ (upward propagating radiation condition). Each subdomain of $S$ where $k=k_{j}$ is constant is denoted by $S_{j}$, and for $l \in\{0,1,2,3\}$, the coefficients $c_{j}^{n}, c_{l}^{n}$ and $d_{l}^{n}$ are chosen such that the boundary conditions on the interface separating $S_{j}$ and $S_{l}$, given by equations (3.20), (3.21), (3.22) and (3.23) are satisfied.

Proof. We use the same argument as in Theorem 23 in each subdomain $S_{j}$ of $S$ and let

$$
\begin{align*}
& S_{j x}=[0, d], j \in\{0,1,2\}, \\
& S_{3 x} \times \mathbb{R} \backslash S_{y}=\Omega_{3} \tag{3.30}
\end{align*}
$$

For a given $y$ then $S_{j x}$ is the range of $x$ values in domain $S_{j}$ and so

$$
\begin{aligned}
\Delta U= & \frac{1}{d} \int_{S_{j}} \sum_{m, n \in \mathbb{Z}} k_{j}^{2}\left(c_{j}^{n} g_{n}\left(y, y_{0}\right)+d_{j}^{n} g_{-n}\left(y, y_{0}\right)\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) d x_{0} d y_{0} \\
& +\frac{1}{d} \int_{S_{j x}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0}
\end{aligned}
$$

for $(x, y) \in S_{j}$. Hence

$$
\begin{aligned}
\Delta U(x, y)= & \sum_{j} \frac{1}{d} \int_{S_{j}} \sum_{m, n \in \mathbb{Z}} k_{j}^{2}\left(c_{j}^{n} g_{n}\left(y, y_{0}\right)+d_{j}^{n} g_{-n}\left(y, y_{0}\right)\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) h_{m n}\left(x, x_{0}\right) d x_{0} d y_{0} \\
& +\sum_{j} \frac{1}{d} \int_{S_{j x}} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0}, \\
= & -k^{2} U(x, y)+\frac{1}{d} \int_{[0, d]} \sum_{m, n \in \mathbb{Z}} f^{\left(m_{\alpha}\right)}(y) h_{m n}\left(x, x_{0}\right) d x_{0} .
\end{aligned}
$$

We finish the proof by using equations (3.18) and (3.8) and we have

$$
\Delta U(x, y)+k_{j}^{2} U(x, y)=f(x, y) .
$$

The $\alpha$-quasi-periodicity of $U(x, y)$ follows from the $\alpha$-quasi-periodicity of $f(x, y)$ and $G_{j}(x, y)$. Because $f$ is locally compact with respect to $y$ and $G$ is composed of upward propagating radiation condition waves, we have

$$
\lim _{|y| \rightarrow+\infty} U(x, y)=0 .
$$

### 3.1.2.3 Regularity of the solution of Helmholtz problem for periodic grating

In this section, we use the $\alpha$-quasi-periodic fundamental solution $G$ (or $G_{j}$ ) to establish the regularity of each solution which means that we will try to bound the norm of each solution and its partial derivative by using some constants times the norm of the forcing term. Let us now study the regularity for Case 2A. Combining equations (3.28), (3.6) and (3.8) gives

$$
\begin{align*}
U(x, y)= & \frac{1}{d} \int_{[0, d]} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)} \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} \\
& \int_{\mathbb{R}}\left(c_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} d x_{0} . \tag{3.31}
\end{align*}
$$

Before studying the regularity of our solution $U(x, y)$, let us state the following lemmas. We have the following result.

Lemma 29. For any $\left\{y, y_{0}\right\} \in \mathbb{R}$, if

$$
I_{m n}\left(y, y_{0}\right)=\int_{\mathbb{R}} \sum_{n \in \mathbb{Z}}\left(c_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0}
$$

such that $c_{j}^{n}$ and $d_{j}^{n}$ are the complex scalars defined in equation (3.29) then, we have

$$
\begin{align*}
I_{m n}\left(y, y_{0}\right) & =0 & & \text { if } y_{0} \in y  \tag{3.32}\\
I_{m n}(y, y) & =\sum_{n \in \mathbb{Z}} \frac{1}{\beta_{j}^{n}}\left(c_{j}^{n}+d_{j}^{n}\right) f^{\left(m_{\alpha}\right)}(y) & & \text { if } y_{0}=y . \tag{3.33}
\end{align*}
$$

Proof. When $y=y_{0}$, the result is immediate

$$
I_{m n}(y, y)=\sum_{n \in \mathbb{Z}}\left(c_{j}^{n}+d_{j}^{n}\right) \frac{1}{\beta_{j}^{n}} f^{\left(m_{\alpha}\right)}(y)
$$

Now, let us suppose that $y_{0} \sigma y$. Therefore, we have

$$
\begin{aligned}
I_{m n}\left(y, y_{0}\right)= & \int_{\mathbb{R}-\{y\}} \sum_{n \in \mathbb{Z}}\left(c_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0}, \\
= & \int_{y_{+}}^{+\infty} \sum_{n \in \mathbb{Z}}\left(\frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} \\
& +\int_{-\infty}^{y-} \sum_{n \in \mathbb{Z}}\left(\frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} .
\end{aligned}
$$

Since $\sum_{n \in \mathbb{Z}}\left(\frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}+d_{j}^{n} \frac{e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}}{\beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0}$ is continuous with respect to $y_{0}$ then $I_{m n}$ is continuous with respect to $y_{0}$. Therefore,

$$
I_{m n}\left(y, y_{0}\right)=I_{m n}(y,+\infty)-I_{m n}\left(y, y_{+}\right)+I_{m n}\left(y, y_{-}\right)-I_{m n}(y,-\infty)
$$

From the continuity of $I$,

$$
I_{m n}\left(y, y_{0}\right)=I_{m n}(y,+\infty)-I_{m n}(y,-\infty)
$$

The outgoing wave boundary conditions state that $f^{\left(m_{\alpha}\right)}\left(y_{0}\right)$ and $e^{i \beta_{j}^{n}\left|y-y_{0}\right|}$ tend to zero at $\pm \infty$, and so $I_{m n}=0$.

From now on, we denote $I_{m n}(y, y)$ by $I_{m n}(y)$. We have the following inequality.
Lemma 30. For any $(x, y)$, $\left(x_{0}, y_{0}\right)$ which belong to $[0, d] \times \mathbb{R}$, if we define by $V$ the function

$$
\begin{equation*}
V(x, y)=\sup _{n \in \mathbb{Z}, j} \frac{\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)}{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha} x} f^{\left(n_{\alpha}\right)}(y), \tag{3.34}
\end{equation*}
$$

for $n \in \mathbb{Z}$ and $j=0,1,2,3$ then we have

$$
\mathrm{k} U(x, y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq \mathrm{k} V(x, y) \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)},
$$

such that $U$ is given by equation (3.31).
Proof. We have

$$
\begin{gathered}
U(x, y)=\frac{1}{d} \int_{[0, d] \times \mathbb{R}} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha}\left(x-x_{0}\right)}\left(c_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}+d_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}\right) \\
\sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d x_{0} d y_{0} .
\end{gathered}
$$

Now $\sum_{n \in \mathbb{Z}}\left(c_{j}^{n} \frac{e^{i \beta^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}+d_{j}^{n} \frac{e^{i \beta^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}\right)$ and $f$ are continuous with compact support and the integral is well defined so we can use Fubini's theorem [104, p. 110] to interchange the order of summation and integration to get

$$
\begin{align*}
U(x, y)= & \frac{1}{d} \sum_{n \in \mathbb{Z}} \int_{[0, d] \times \mathbb{R}} e^{i n_{\alpha}\left(x-x_{0}\right)}\left(c_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}+d_{j}^{n} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|}}{-2 i \beta_{j}^{n}}\right) \\
& \sum_{m \in \mathbb{Z}} e^{i m_{\alpha} x_{0}} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d x_{0} d y_{0}, \\
= & \frac{1}{d} \sum_{m, n \in \mathbb{Z}} \int_{[0, d]} \frac{e^{i n_{\alpha}\left(x-x_{0}\right)}}{-2 i} e^{i m_{\alpha} x_{0}} I_{m n}\left(y, y_{0}\right) d x_{0}, \tag{3.35}
\end{align*}
$$

Using equation (3.33) then

$$
\mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}}^{2}([0, d] \times \mathbb{R}) \leq \sup _{n \in \mathbb{Z}} \frac{\left|c_{j}^{n}+d_{j}^{n}\right|^{2}}{4 \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{2}} \frac{1}{d} \sum_{n \in \mathbb{Z}} \int_{[0, d]}\left|f^{\left(n_{\alpha}\right)}(y)\right|^{2} d x_{0},
$$

using equation (3.18) and so

$$
\mathbf{k} U \mathbf{k}_{L_{\alpha \neq}^{2}([0, d] \times \mathbb{R})}^{2} \leq \sup _{n \in \mathbb{Z}} \frac{\sup _{n, j}\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)^{2}}{\mathrm{k} \beta_{j}^{n} \mathbf{k}_{\infty}^{2}} \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}(y)\right|^{2}
$$

for $j=0,1,2,3$. This leads us to

$$
\begin{aligned}
\mathrm{k} U(x, y) \mathrm{k}_{L_{\alpha \#}^{2}([0, d] \times \mathbb{R})}^{2} & \leq \sup _{n \in \mathbb{Z}} \frac{\sup _{n, j}\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)^{2}}{\left\|\beta_{j}^{n}\right\|_{\infty}^{2}} \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}(y)\right|^{2} \\
& \leq \mathrm{k} V(x, y) \mathrm{k}_{L_{\alpha \#}^{2}}^{2}([0, d] \times \mathbb{R})
\end{aligned}
$$

using equation (3.18).
From now on, we use the function $V(x, y)$ given by equation (3.34) to study the regularity of the function $U(x, y)$ defined by equation (3.31). We have the following Lemma.

Lemma 31. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{q} \in \mathbb{N}$, and $x \in[0, d]$ and $y \in \mathbb{R}$, there exists $N_{0} \in \mathbb{N}$, with $c_{j}^{n}$ and $d_{j}^{n}$ equal to zero when $|n|>N_{0}$, and there exists $k_{\text {ref }}<\left|k_{j}\right|$ such that

$$
\begin{aligned}
& \mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}} \mathrm{k} n_{\alpha} \mathbf{k}_{\infty}^{\gamma_{1}} \mathbf{k} U \mathrm{k}_{L^{2}(S)}, \\
& \mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}, j} \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{\gamma_{2}} \mathrm{k} U \mathrm{k}_{L^{2}(S)}+C\left(k_{0}, k_{3}\right) C_{s} \sup _{n \in \mathbb{Z}, j}\left|\beta_{j}^{n}\right|^{\gamma_{2}-2} \mathbf{k} f \mathrm{k}_{L^{2}(S)}
\end{aligned}
$$

for $j \in\{0,1,2,3\}$ where

$$
\begin{align*}
C\left(k_{0}, k_{3}\right) & =\sup _{j \in\{0,3\}}\left(e^{\sin z_{n} / 2\left|k_{j}\right| \frac{\sup \left(\frac{2 \pi N_{0}}{k_{0}},|\alpha|\right)}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in \partial \Omega_{3}}\left|y-y_{0}\right|}, 1\right),  \tag{3.36}\\
C_{s} & =\sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}}\left(\gamma_{2}-1\right)\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right) \tag{3.37}
\end{align*}
$$

with $\beta_{j}^{n}$ and $z_{n}$ as given by equations (2.43) and (2.44) (extended for $j \in\{0,1,2,3\}$ ).
Proof. Taking the partial derivative of $U$ with respect to $x, y, \gamma_{1}$ times, and using equation (3.35) gives

$$
\begin{aligned}
& \partial_{x}^{\gamma_{1}} U= \sum_{m, n \in \mathbb{Z}} \int_{0}^{d}\left(i n_{\alpha}\right)^{\gamma_{1}} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \\
& \int_{\mathbb{R}} \frac{c_{j}^{n} e^{i \beta_{j}^{n}}\left|y-y_{0}\right|}{+d_{j}^{n} e^{-i \beta_{j}^{n}}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right) \\
&-2 i \beta_{j}^{n}
\end{aligned} y_{0} d x_{0},
$$

and so

$$
\begin{aligned}
\mathbf{k}_{x}^{\gamma_{1}} U \mathbf{k}_{L^{2}(S)} \leq & \sup _{n \in \mathbb{Z}} \mathbf{k} n_{\alpha} \mathbf{k}_{\infty}^{\gamma_{1}} \\
& \| \sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \\
& \int_{\mathbb{R}} \frac{c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{j}^{n}} d y_{0} d x_{0} \|_{L^{2}(S)}, \\
\leq & \sup _{n \in \mathbb{Z}} \mathbf{k} n_{\alpha} \mathbf{k}_{\infty}^{\gamma_{1}} \mathbf{k} U \mathbf{k}_{L^{2}(S)} .
\end{aligned}
$$

We can do exactly the same with the partial derivative of $U$ with respect to $y$, but we need to take into account that $\left.\left.\sum_{n \in \mathbb{Z}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}} \mid y-y_{0}\right.}{}\right|_{d_{j}^{n} e^{-i \beta_{j}^{n}}\left|y-y_{0}\right|} ^{-2 i \beta_{j}^{n}}\right) f^{\left(m_{\alpha}\right)}\left(y_{0}\right) \quad$ is no longer continuous for $\gamma_{2}>1$ on each interface separating each medium of constant wavenumber $k_{j}$. Therefore

$$
\begin{aligned}
& \partial_{y}^{\gamma_{2}} U=\sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{\mathbb{R}}\left( \pm i \beta_{j}^{n}\right)^{\gamma_{2}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right)}{-2 i \beta_{j}^{n}} \\
& f^{\left(m_{\alpha}\right)}\left(y_{0}\right) d y_{0} d x_{0}+\sum_{p=2}^{\gamma_{2}}\left[\sum_{n \in \mathbb{Z}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right)}{-2 i \beta_{j}^{n}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right]_{S_{j} \cap S_{l}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right),
\end{aligned}
$$

such that $\left[\sum_{n \in \mathbb{Z}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|} f^{\left(n n_{\alpha}\right)}\left(y_{0}\right)+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{j}^{n}}\right]_{S_{j} \cap S_{l}}$ denotes the jump at the interface separating $S_{j}$ with $S_{l}$ with $j, l \in 0,1,2,3$ and is given by

$$
\begin{align*}
& \sum_{n \in \mathbb{Z}}\left(\frac{\left(i \beta_{j}^{n}\right)^{p-1}\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right)}{-2 i \beta_{j}^{n}}\right. \\
& \left.-\frac{\left(i \beta_{l}^{n}\right)^{p-1}\left(c_{j}^{n} e^{i \beta_{l}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{l}^{n}\left|y-y_{0}\right|}\right)}{-2 i \beta_{l}^{n}}\right) f^{\left(n_{\alpha}\right)}(y) \tag{3.38}
\end{align*}
$$

for $y, y_{0} \in S_{j} \cap S_{l}$. Hence,

$$
\begin{aligned}
& \left|\left[\sum_{n \in \mathbb{Z}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{j}^{n}}\right]_{S_{j} \cap S_{l}}\right| \leq \\
& \frac{1}{2} \sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}}\left|\beta_{j}^{n}\right|^{p-2} \sum_{n \in \mathbb{Z}}\left|c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+c_{l}^{n} e^{i \beta_{l}^{n}\left|y-y_{0}\right|}\right|\left|f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right| \\
& +\frac{1}{2} \sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}}\left|\beta_{j}^{n}\right|^{p-2} \sum_{n \in \mathbb{Z}}\left|d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{l}^{n} e^{-i \beta_{l}^{n}\left|y-y_{0}\right|}\right|\left|f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right| \\
& \leq \sup _{n \in \mathbb{Z}, l \in\{0,1,2,3\}}\left(\left|\beta_{j}^{n}\right|^{p-2}\left|c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}\right|\right) \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right| \\
& \sup _{n \in \mathbb{Z}, l \in\{0,1,2,3\}}\left(\left|\beta_{j}^{n}\right|^{p-2}\left|d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right|\right) \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right| .
\end{aligned}
$$

First, we note that when $j \in\{1,2\}, S_{j} \cap S_{0}$ is given by $y= \pm b$ as shown in Figure 2.2, therefore $y-y_{0}=0$ on the interface and so

$$
\begin{equation*}
\left|e^{ \pm i \beta_{j}^{n} \mid y-y_{0}}\right|=1 . \tag{3.39}
\end{equation*}
$$

We also note that

$$
\begin{equation*}
\left|e^{i \beta_{j}^{n}\left|y-y_{0}\right|}\right| \leq 1 \tag{3.40}
\end{equation*}
$$

because $\mathfrak{I}\left(\beta_{j}^{n}\right)>0$ and

$$
\begin{equation*}
\left|e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right| \leq e^{\sin z_{n} / 2\left|k_{j}\right| \frac{\sup \left(\frac{2 \pi N_{0}}{d},|\alpha|\right.}{k_{r e f}}} \sup _{\left\{y_{0}, y\right\} \in \partial \Omega_{3}}\left|y-y_{0}\right| \tag{3.41}
\end{equation*}
$$

because $\mathfrak{J}\left(\overline{\beta_{j}^{n}}\right)=\sin z_{n} / 2\left|k_{j}^{2}-n_{\alpha}^{2}\right|^{1 / 2}$ as given by equations (2.43) and (2.44). We also note from the remark after Theorem C-2, there exists $N_{0}$ such that for $|n|>$ $N_{0}, d_{j}^{n}$ equals to zero. Therefore, $\left|k_{j}^{2}-n_{\alpha}^{2}\right| \leq\left|k_{j}^{2}\right|\left|1-\frac{n_{\alpha}^{2}}{k_{j}^{2}}\right| \leq 4\left|k_{j}^{2}\right| \frac{\sup \left(\left(\frac{2 \pi N_{0}}{d}\right)^{2},|\alpha|^{2}\right)}{k_{r e f}^{2}}$ such that $\left|k_{j}\right|>k_{\text {ref }}$ for $j \in\{0,1,2,3\}$. Combining equations (3.39), (3.40) and (3.41), we have

$$
\begin{aligned}
& \left|\left[\sum_{n \in \mathbb{Z}} \frac{\left(c_{j}^{n} e^{i \beta_{j}^{n}\left|y-y_{0}\right|}+d_{j}^{n} e^{-i \beta_{j}^{n}\left|y-y_{0}\right|}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{j}^{n}}\right]_{S_{j} \cap S_{l}}\right| \leq \sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}} \\
& \left|\beta_{j}^{n}\right|^{p-2}\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right) \sup \left(e^{\sin z_{n} / 2\left|k_{j}\right| \frac{N_{0}}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in S_{0} \cap S_{3}}\left|y-y_{0}\right|}, 1\right) \sum_{n \in \mathbb{Z}}\left|f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right| \\
& \leq \sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}} C_{s 0}\left(e^{\sin z_{n} / 2\left|k_{j}\right| \frac{N_{0}}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in S_{0} \cap S_{3}}\left|y-y_{0}\right|}, 1\right)\left|\beta_{j}^{n}\right|^{p-2} \mathbf{k} f \mathbf{k}_{L^{2}(S)} .
\end{aligned}
$$

with $C_{s 0}=\sup _{n \in \mathbb{Z}, j \in\{0,1,2,3\}}\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)$. Hence

$$
\begin{aligned}
& \mathbf{k} \partial_{y}^{\gamma_{2}} U \mathbf{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}} \mathbf{k} \beta_{j}^{n} \mathbf{k}_{\infty}^{\gamma_{2}} \\
& \left\|\sum_{m, n \in \mathbb{Z}} \int_{0}^{d} e^{i n_{\alpha}\left(x-x_{0}\right)} e^{i m_{\alpha}\left(x_{0}\right)} \int_{\mathbb{R}} \frac{e^{i \beta_{j}^{n}\left|y-y_{0}\right|} f^{\left(m_{\alpha}\right)}\left(y_{0}\right)}{-2 i \beta_{j}^{n}} d y_{0} d x_{0}\right\|_{L^{2}(S)} \\
& +\sum_{p=2}^{\gamma_{2}}\left(C_{s 0}\left(e^{\sin z_{n} / 2\left|k_{j}\right| \frac{N_{0}}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in S_{0} \cap S_{3}}\left|y-y_{0}\right|}, 1\right) \sup _{n \in Z, j \in\{0,1,2,3\}}\left|\beta_{j}^{n}\right|^{p-2}\right) \mathbf{k} f \mathbf{k}_{L^{2}(S)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathbf{k} \beta_{j}^{n} \mathbf{k}_{\infty}^{\gamma_{2}} \mathbf{k} U \mathbf{k}_{L^{2}(S)}+C_{s 0}\left(e^{\sin z_{n} / 2}\left|k_{j}\right| \frac{N_{0}}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in S_{0} \cap S_{3}}\left|y-y_{0}\right|\right. \\
& \\
& \left(\sum_{p=2}^{\gamma_{2}} \sup _{n \in Z, j \in\{0,1,2,3\}}\left|\beta_{j}^{n}\right|^{p-2}\right) \mathbf{k} f \mathbf{k}_{L^{2}(S)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathbf{k} \beta_{j}^{n} \mathbf{k}_{\infty}^{\gamma_{2}^{2}} \mathbf{k} U \mathbf{k}_{L^{2}(S)}+C_{s 0}\left(e^{\sin z_{n} / 2}\left|k_{j}\right| \frac{N_{0}}{k_{r e f}} \sup _{\left\{y_{0}, y\right\} \in S_{0} \cap S_{3}}\left|y-y_{0}\right|\right. \\
& \left(\gamma_{2}-1\right) \\
& \sup _{n \in Z, j \in\{0,1,2,3\}}\left|\beta_{j}^{n}\right|^{\gamma_{2}-2} \mathbf{k} f \mathbf{k}_{L^{2}(S)} .
\end{aligned}
$$

We finish the proof by denoting $C_{s}=C_{s 0}\left(\gamma_{2}-1\right)$
We can now give an upper bound on the solution in terms of the forcing term.
Lemma 32. For any $x \in[0, d]$ and for any $y \in \mathbb{R}$, we have for any function $f \in L_{\alpha \#}^{2}([0, d] \times \mathbb{R})$ and for $U$ as given by equation (3.31)

$$
\mathrm{k} U(x, y) \mathrm{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}, j} \frac{\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)}{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} f(x, y) \mathrm{k}_{L^{2}(S)}
$$

for $j=0,1,2,3$
Proof. Using Lemma 30 we have

$$
\begin{aligned}
\mathbf{k} U \mathrm{k}_{L^{2}(S)} & \leq \sup _{n \in \mathbb{Z}, j} \frac{\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)}{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} \sum_{n \in \mathbb{Z}} e^{i n_{\alpha} x} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}(S)}, \\
& \leq \sup _{j \in\{0,1,2,3\}, n \in \mathbb{Z}} \frac{\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)}{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} f(x, y) \mathrm{k}_{L^{2}(S)},
\end{aligned}
$$

from equation (3.8) which finishes the proof.
We then have the following regularity result for Case 2A .
Theorem 33. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{j} \in \mathbb{N}$, for $j=1,2$, and for $x \in[0, d], y \in[-B, B] \subset \mathbb{R}$ there exists a constant $C_{\text {reg }}$ which is independent of
the wavenumber $k$ such that the solution $U$ of equation (3.24) given by Theorem 28 satisfies

$$
\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}(\Omega)} \leq C_{\text {reg }}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) \mathrm{k} k \mathbf{k}_{\infty}^{|\gamma|-1} \mathrm{k} f \mathrm{k}_{L^{2}(\Omega)},
$$

with $C_{s}$ and $C\left(k_{0}, k_{3}\right)$ as given by equations (3.37) and (3.36) in Lemma 31 and $\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}(\Omega)}$ is as given in Definition A-10.

Proof. We use Lemma 31 with Lemma 26, we have

$$
\begin{aligned}
\mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}(S)} & \leq \sup _{n \in \mathbb{Z}} \frac{\mathrm{k} n_{\alpha} \mathrm{k}_{\infty}^{\gamma_{1}}}{2 \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} f \mathrm{k}_{L^{2}(S)}, \\
\mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}(S)} & \leq \sup _{n \in \mathbb{Z}} \frac{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{\gamma_{2}}}{2 \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} f \mathrm{k}_{L^{2}(S)}+C\left(k_{0}, k_{3}\right) C_{s} \sup _{n \in \mathbb{Z}, j}\left|\beta_{j}^{n}\right|^{\gamma_{2}-2} \mathrm{k} f \mathrm{k}_{L^{2}(S)},
\end{aligned}
$$

with $C>1$ We note that $n_{\alpha}$, and $\beta_{j}^{n}$ are given by (2.43)

$$
\begin{aligned}
n_{\alpha} & =\frac{2 \pi n}{d}+k \sin \theta, \\
& =k\left(\frac{2 \pi n}{d k}+\sin \theta\right), \\
& =k \sin \theta_{n} .
\end{aligned}
$$

We proceed the same as with $n_{\alpha}$ for $\beta_{j}^{n}$, and we have

$$
\begin{aligned}
\beta_{j}^{n} & =e^{i z_{n} / 2} \sqrt{\left|k^{2}-n_{\alpha}^{2}\right|}, \\
& =e^{i z_{n} / 2} \sqrt{\left|k^{2}\left(1-\sin \theta_{n}^{2}\right)\right|} \\
& =|k| e^{i z_{n} / 2} \sqrt{\left.\mid 1-\sin \theta_{n}^{2}\right) \mid} \\
& =|k| e^{i z_{n} / 2} \cos \theta_{n},
\end{aligned}
$$

therefore, we have

$$
\begin{aligned}
& \mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}} \mathrm{k} \frac{\left(k \sin \theta_{n}\right)^{\gamma_{1}}}{|k| e^{i z_{n} / 2} \cos \theta_{n}} \mathrm{k}_{\infty} \mathrm{k} f \mathrm{k}_{L^{2}(S)} \\
& \leq \sup _{n \in \mathbb{Z}} \mathrm{k} k \mathrm{k}_{\infty}^{\gamma_{1}-1} \frac{\left|\sin \theta_{n}\right|}{\left|\cos \theta_{n}\right|}{ }^{\gamma_{1}} \\
& \mathrm{k} f \mathrm{k}_{L^{2}(S)}
\end{aligned}
$$

In a similar fashion,

$$
\begin{aligned}
& \mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}(S)} \leq \sup _{n \in \mathbb{Z}}\left(\mathrm{k} k \mathbf{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|\right)^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}(S)} \\
& +C\left(k_{0}, k_{3}\right) C_{s} \sup _{n \in \mathbb{Z}, j}\left|\beta_{j}^{n}\right|^{\gamma_{2}-2} \mathrm{k} f \mathrm{k}_{L^{2}(S)}, \\
& \leq \sup _{n \in \mathbb{Z}}\left(\mathrm{k} k \mathbf{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|\right)^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}(S)}+C\left(k_{0}, k_{3}\right) C_{s} \\
& \sup _{n \in \mathbb{Z}, j} \frac{\left(\mathrm{k} k \mathbf{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|\right)^{\gamma_{2}-1}}{\mathrm{k} k \mathrm{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|} \mathrm{k} f \mathrm{k}_{L^{2}(S)}, \\
& \leq \sup _{n \in \mathbb{Z}} \mathrm{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1}\left(\left|\cos \theta_{n}\right|\right)^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}(S)} \\
& +C\left(k_{0}, k_{3}\right) C_{s} \sup _{n \in \mathbb{Z}, j} \frac{\left(\mathrm{k} k \mathbf{k}_{\infty}\left|e^{i z_{n} / 2} \cos \theta_{n}\right|\right)^{\gamma_{2}-1}}{k_{r e f}\left|\cos \theta_{n}\right|} \mathrm{k} f \mathrm{k}_{L^{2}(S)} .
\end{aligned}
$$

If we denote

$$
C_{r e g}=\sup _{n \in \mathbb{Z}}\left(\frac{\left|\sin \theta_{n}\right|^{\gamma_{1}}}{\left|\cos \theta_{n}\right|},\left|\cos \theta_{n}\right|^{\gamma_{2}-1}, \frac{1}{k_{r e f}\left|\cos \theta_{n}\right|}\right)
$$

which is well defined because $\beta_{j}^{n} \in 0$, therefore $\cos \theta_{n} \sigma 0$. Hence,

$$
\begin{aligned}
\mathbf{k} \partial_{y}^{\gamma_{2}} U \mathbf{k}_{L^{2}(S)} & \leq\left(C_{r e g} \mathbf{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1}+C_{r e g} \mathbf{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1} C\left(k_{0}, k_{3}\right) C_{s}\right) \mathrm{k} f \mathrm{k}_{L^{2}(S)}, \\
& \leq C_{r e g}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) \mathbf{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1} \mathrm{k} f \mathrm{k}_{L^{2}(S)} .
\end{aligned}
$$

Since $\operatorname{supp} f \subset \Omega$, then

$$
\begin{aligned}
\mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}(\Omega)} & \leq\left(C_{r e g} \mathrm{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1}+C_{r e g} \mathrm{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1} C\left(k_{0}, k_{3}\right) C_{s}\right) \mathbf{k} f \mathrm{k}_{L^{2}(\Omega)} \\
& \leq C_{r e g}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) \mathbf{k} k \mathbf{k}_{\infty}^{\gamma_{2}-1} \mathbf{k} f \mathbf{k}_{L^{2}(\Omega)}
\end{aligned}
$$

### 3.2 A special case

In this section we want to check the accuracy of our regularity results. We study a special case of equation (3.24), when the wavenumber $k$ is independent of the $x$ direction and $\Omega_{3}$ does not exist; therefore there are three layers with different wavenumbers. In this case, by using the method of separation of variables, each of the Fourier coefficients $U^{\left(n_{\alpha}\right)}(y)$ of our solution satisfies the one-dimensional Helmholtz equation for $n_{\alpha}^{2}<k^{2}$. For the case $n_{\alpha}^{2}>k^{2}$ the field equation becomes transformed Poisson's equation and a detailed analysis of this case is also performed here. The regularity bound for the one-dimensional Helmholtz equation was studied in [85] for Case 2A. Hence, we can use a similar analysis to produce a regularity result for this special case here. In this section, we will show that the regularity result for this special case precisely matches that in Theorem 33.

### 3.2.1 Solution operator $N_{\beta_{j}^{n}}$

Let $f \in L_{\alpha \#}^{2}(\Omega)$ and $U \in C^{2}(\Omega)$. We have the Helmholtz equation for this special case

$$
\begin{align*}
\Delta U+k^{2} U & =f \quad \text { in } \Omega,  \tag{3.42}\\
\left.U(d, y)\right|_{\Gamma_{R}} & =\left.e^{i \alpha x} U(0, y)\right|_{\Gamma_{L}},  \tag{3.43}\\
\left.\frac{\partial U}{\partial n}\right|_{\Gamma_{+}} & =T_{+} U,  \tag{3.44}\\
\left.\frac{\partial U}{\partial n}\right|_{\Gamma_{-}} & =T_{-} U, \tag{3.45}
\end{align*}
$$

such that

$$
k(y)= \begin{cases}k_{1} & \text { in } \Omega_{1},  \tag{3.46}\\ k_{0} & \text { in } \Omega_{0}, \\ k_{2} & \text { in } \Omega_{2},\end{cases}
$$

where $k_{j} \in \mathbb{R}, j=0,1,2$ (so that we fulfill the conditions in [85]) and $\Omega$ is as given in Figure 2.3 in Chapter 2 and

$$
\begin{align*}
& \Gamma_{L}=\{(0, y) \in \Omega\},  \tag{3.47}\\
& \Gamma_{R}=\{(d, y) \in \Omega\} \tag{3.48}
\end{align*}
$$

The boundary condition is defined using the Dirichlet to Neumann map $T$ as given by Definition 3. Since $U$ and $f$ are quasi-periodic

$$
\begin{equation*}
U(x, y)=\sum_{n \in \mathbb{Z}} U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}, \tag{3.49}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x, y)=\sum_{n \in \mathbb{Z}} f^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \tag{3.50}
\end{equation*}
$$

Now, we can substitute equations (3.49) and (3.50) inside equation (3.42) to give

$$
\begin{equation*}
-\left(\frac{d^{2}}{d y^{2}}-\left(\beta_{j}^{n}\right)^{2}\right) U^{\left(n_{\alpha}\right)}(y)=f^{\left(n_{\alpha}\right)}(y), \text { for } y \in[-B, B], \forall n \in \mathbb{Z} \tag{3.51}
\end{equation*}
$$

and in equations (3.44) and (3.45) to give

$$
\begin{equation*}
\left.\frac{\partial}{\partial_{n}} U^{\left(n_{\alpha}\right)}(y)\right|_{y= \pm B}=i \beta_{j}^{n} U^{\left(n_{\alpha}\right)}( \pm B), j=1,2 . \tag{3.52}
\end{equation*}
$$

To study the regularity of $U$, we use equation (3.51). We start by approximating the partial derivatives of $U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}$.

Lemma 34. For all $n \in \mathbb{Z}$, and for all $p_{1} \in\{0,1,2\}$, there exists a constant $C_{1} \leq \sup \left(1, k^{-2}\right)$ such that if $\alpha=0$

$$
\begin{equation*}
\mathrm{k} \partial_{x}^{p_{1}}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathbf{k}_{L^{2}([-B, B])} \leq C_{1} \mathbf{k} \partial_{x}^{2}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathbf{k}_{L^{2}([-B, B])} \tag{3.53}
\end{equation*}
$$

If $\alpha=0$, there exists a constant $C_{2} \leq \sup \left(1, \frac{d^{2}}{4 \pi^{2}}\right)$ such that
$\mathbf{k} \partial_{x}^{p_{1}}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathbf{k}_{L^{2}([-B, B])} \leq C_{2} \mathbf{k} \partial_{x}^{2}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}([-B, B])}, \quad \forall n \in \mathbb{Z} \backslash\{0\}$.

Proof. If $n_{\alpha} \in 0$, and $\alpha \in 0$, then

$$
\begin{aligned}
\partial_{x}^{p_{1}}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) & =\left(i n_{\alpha}\right)^{p_{1}} U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \\
& =\frac{\left(i n_{\alpha}\right)^{p_{1}}}{-n_{\alpha}^{2}} \partial_{x}^{2}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right)
\end{aligned}
$$

We note that

$$
\left|\frac{\left(i n_{\alpha}\right)^{p_{1}}}{-n_{\alpha}^{2}}\right| \leq 1
$$

because $p_{1} \leq 2$. If $n \boldsymbol{\sigma} 0$ and $\alpha=0$, since $\left|n_{\alpha}\right| \geq \frac{2 \pi}{d}$ then

$$
\left|\frac{\left(i n_{\alpha}\right)^{p_{1}}}{-n_{\alpha}^{2}}\right| \leq \sup \left(\frac{d^{2}}{4 \pi^{2}}, 1\right)
$$

Next we study the properties of the functions $U^{\left(n_{\alpha}\right)}(y)$ which correspond to the 1D case. We consider the two cases where $k^{2}>n_{\alpha}^{2}$ and where $k^{2}<n_{\alpha}^{2}$ separately. The case where $k^{2}=n_{\alpha}^{2}$ corresponds to the resonance phenomenon and is not considered here [95].

### 3.2.2 First case: $k^{2}>n_{\alpha}^{2}$

In this case, for each $n \in \mathbb{Z}$, equation (3.51) corresponds to the general Helmholtz equation in one dimension [85].

Definition 35. Let $N_{\beta_{j}^{n}}: L^{2}([-B, B]) \rightarrow L^{2}([-B, B])$ be an operator defined by

$$
N_{\beta_{j}^{n}} f^{\left(n_{\alpha}\right)}(y)=\int_{[-B, B]} G_{\beta_{j}^{n}}\left(y-y_{0}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0},
$$

where $G_{\beta_{j}^{n}}: \mathbb{R} \backslash\{0\} \rightarrow \mathbb{C}$ corresponds to the Green's function of the operator $\chi_{\beta_{j}^{n}}:=\frac{d^{2}}{d y^{2}}-\left(\beta_{j}^{n}\right)^{2}$, with $\left(\beta_{j}^{n}\right)^{2}<0$. As a consequence we have

$$
G_{\beta_{j}^{n}}(y)=g_{\beta_{j}^{n}}(|y|),
$$

where

$$
\begin{equation*}
g_{\beta_{j}^{n}}(r):=-\frac{e^{i \beta_{j}^{n} r}}{2 i \beta_{j}^{n}} . \tag{3.55}
\end{equation*}
$$

This leads to the following result.
Lemma 36. Let $v^{\left(n_{\alpha}\right)}(y)=N_{\beta_{j}^{n}} f^{\left(n_{\alpha}\right)}(y)$ where $N_{\beta_{j}^{n}}$ is given by Definition 35. If $\left(\beta_{j}^{n}\right)^{2}<0$, then $v^{\left(n_{\alpha}\right)}$ is a solution of equation (3.51), and we have

$$
U^{\left(n_{\alpha}\right)}(y)=v^{\left(n_{\alpha}\right)}(y)=N_{\beta_{j}^{n}} f^{\left(n_{\alpha}\right)}(y)=\int_{[-B, B]} G_{\beta_{j}^{n}}\left(y-y_{0}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0}
$$

where $U^{\left(n_{\alpha}\right)}(y)$ satisfies equation (3.51) [85].
Proof. The proof can be seen in detail in [85].

### 3.2.2.1 Properties of $U^{\left(n_{\alpha}\right)}$

We have shown that $U^{\left(n_{\alpha}\right)}(y)$ can be written in term of the solution operator $N_{\beta_{j}^{n}}$, when $\left(\beta_{j}^{n}\right)^{2}<0$. We also have $U^{\left(n_{\alpha}\right)}(y)=v^{\left(n_{\alpha}\right)}(y)$ given by Lemma 36. Let us investigate some properties of the $v^{\left(n_{\alpha}\right)}(y)$. From Lemma 36, we can apply the results given in [85].

Lemma 37 (Decomposition Lemma). Let $B 1 \geq B$. Then, there exists a constant $C>0$ depending only on $B 1$ and $\beta_{\text {ref }}$ such that $\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}>\beta_{\text {ref }}>0$, and for any $f^{\left(n_{\alpha}\right)} \in L^{2}([-B, B])$, the function $v^{\left(n_{\alpha}\right)}$ given by

$$
v^{\left(n_{\alpha}\right)}(y)=N_{\beta_{j}^{n}} f^{\left(n_{\alpha}\right)}(y)=\int_{[-B, B]} G_{\beta_{j}^{n}}\left(y-y_{0}\right) f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0}, \quad y \in[-B, B],
$$

satisfies

$$
\begin{align*}
& \left(\beta_{j}^{n}\right)^{-1} \mathrm{k} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{H^{2}([-B, B])}+\mathrm{k} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{H^{1}([-B, B])}+\beta_{j}^{n} \mathrm{k} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \\
& \leq C \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} . \tag{3.56}
\end{align*}
$$

Proof. The proof of Lemma 37 was already given and can be seen in detail in [85].

We then have the following results.
Lemma 38. For all $p_{2} \in\{0,1,2\}$, we have

$$
\begin{equation*}
\mathrm{k} \partial_{y}^{p_{2}} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \leq \mathrm{k} \frac{\left(i \beta_{j}^{n}\right)^{p_{2}}}{\left(\beta_{j}^{n}\right)^{2}} \mathrm{k}_{\infty} \mathrm{k} \partial_{y}^{2} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \tag{3.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{k} \partial_{y}^{2} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \leq C \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty} \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \tag{3.58}
\end{equation*}
$$

such that $C$ is the constant given in equation (3.56) in Lemma 37.

Proof. We show Lemma 38, by noting that

$$
\begin{aligned}
v^{\left(n_{\alpha}\right)}(y) & =\int_{[-B, B]} \frac{-e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{2 i \beta_{j}^{n}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0} \\
\partial_{y}^{p_{2}} v^{\left(n_{\alpha}\right)}(y) & =\int_{[-B, B]}\left(i \beta_{j}^{n}\right)^{p_{2}} \frac{-e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{2 i \beta_{j}^{n}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0} \\
& =\int_{[-B, B]} \frac{\left(i \beta_{j}^{n}\right)^{p_{2}}}{\left(i \beta_{j}^{n}\right)^{2}} \frac{\left(\beta_{j}^{n}\right)^{2} e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{2 i \beta_{j}^{n}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right) d y_{0}
\end{aligned}
$$

we take the norm and we have

$$
\begin{aligned}
\mathrm{k} \partial_{y}^{p_{2}} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} & \leq \mathrm{k} \frac{\left(i \beta_{j}^{n}\right)^{p_{2}}}{\left(i \beta_{j}^{n}\right)^{2}} \mathrm{k}_{\infty} \mathrm{k} \int_{[-B, B]} \frac{-\left(i \beta_{j}^{n}\right)^{2} e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{2 i \beta_{j}^{n}} \mathrm{k}_{L^{2}([-B, B])} \\
& =\mathrm{k} \frac{\left(i \beta_{j}^{n}\right)^{p_{2}}}{\left(i \beta_{j}^{n}\right)^{2}} \mathrm{k}_{\infty} \mathrm{k} \partial_{y}^{2} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])}
\end{aligned}
$$

which ends the proof of equation (3.57). We also note that

$$
\begin{aligned}
\mathrm{k} \partial_{y}^{2} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} & =\int_{[-B, B]}\left|\frac{\left(\beta_{j}^{n}\right)^{2} e^{i \beta_{j}^{n}\left(y-y_{0}\right)}}{2 i \beta_{j}^{n}} f^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right|^{2} d y_{0} \\
& \leq \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{4} \mathrm{k} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])}^{2}, \\
& \leq \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{2} \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{2} \mathrm{k} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{H^{1}([-B, B])}^{2}
\end{aligned}
$$

from Definition A-10 with $l=1$ and $s=2$ and so

$$
\mathbf{k} \partial_{y}^{2} v^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \leq C^{2} \mathbf{k} \beta_{j}^{n} \mathbf{k}_{\infty}^{2} \mathbf{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])}^{2},
$$

from equation (3.56) which finishes the proof.
It then follows that
Lemma 39. Let $N_{-}=\left\{n \in \mathbb{Z}: n_{\alpha}^{2}<k^{2}\right\}$, there exists a constant $\epsilon>0$ and a constant $C$ depending on $\lambda, \beta_{\text {ref }}$ as defined in Lemma 37 such that $\forall p=\left(p_{1}, p_{2}\right)$ with $|p| \leq 2$, we have

$$
\sum_{n \in N_{-}} \mathbf{k} D^{p}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathbf{k}_{L^{2}(\Omega)} \leq \sqrt{C(\epsilon)} k^{|p|-1} \sum_{n \in N_{-}} \mathbf{k} f^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \mathbf{k}_{L^{2}(\Omega)}
$$

where $C(\epsilon)=C^{2} \sup _{n \in N_{-}}\left(\frac{C_{3}}{\epsilon_{n}}+1\right)$ such that $C$ is the constant defined in equation (3.56), $C_{3}=\sup \left(C_{1}, C_{2}\right)$ which are given in Lemma 34 and $\epsilon_{n} \geq\left(\frac{k^{2}}{\left(n_{\alpha}\right)^{2}-1}\right)^{2 p_{2}}$.

We also have
Lemma 41. For $n \in \mathbb{Z}$ such that $n_{\alpha}^{2}>k^{2}$, and for $p_{2} \in\{0,1,2\}$ we have

$$
\mathrm{k} \partial_{y}^{p_{2}} U^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \leq \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} .
$$

Proof. We know that $U^{\left(n_{\alpha}\right)}$ satisfies

$$
-\partial_{y}^{2} U^{\left(n_{\alpha}\right)}+\left(n_{\alpha}^{2}-k^{2}\right) U^{\left(n_{\alpha}\right)}=f^{\left(n_{\alpha}\right)}(y) .
$$

Using the Fourier transform of $U^{\left(n_{\alpha}\right)}$, we have

$$
\sum_{m \in \mathbb{Z}}\left(m^{2}+\left(n_{\alpha}^{2}-k^{2}\right)\right) U_{m}^{\left(n_{\alpha}\right)} e^{i m y}=f^{\left(n_{\alpha}\right)}(y)
$$

which can be written as

$$
\sum_{m \in \mathbb{Z}}\left(\frac{m^{2}+\left(n_{\alpha}^{2}-k^{2}\right)}{m^{2}}\right) \partial_{y}^{2}\left(U_{m}^{\left(n_{\alpha}\right)} e^{i m y}\right)=f^{\left(n_{\alpha}\right)}(y)
$$

Furthermore we know that $n_{\alpha}^{2}-k^{2}>0$, which means

$$
\begin{aligned}
& \mathrm{k} \sum_{m \in \mathbb{Z}}\left(\frac{m^{2}+\left(n_{\alpha}^{2}-k^{2}\right)}{m^{2}}\right) \partial_{y}^{2}\left(U_{m}^{\left(n_{\alpha}\right)} e^{i m y}\right) \mathrm{k}_{L^{2}([-B, B])} \\
& =\mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \geq \mathrm{k} \sum_{m \in \mathbb{Z}} \partial_{y}^{2}\left(U_{m}^{\left(n_{\alpha}\right)} e^{i m y}\right) \mathrm{k}_{L^{2}([-B, B])} .
\end{aligned}
$$

We apply Lemma 40 to finish the proof of Lemma 41.
We also need the following property
Lemma 42. For $\left(n_{\alpha}\right)^{2}>k^{2}$, we have the following result

$$
\begin{aligned}
\mathrm{k} U^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])} \leq & \left(n_{\alpha}^{2}-k^{2}\right)^{-1}\left(\mathbf{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])}\right. \\
& \left.+\mathbf{k} \partial_{y}^{2} U^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}([-B, B])}\right) .
\end{aligned}
$$

Proof. The result is straightforward by noting that $U^{\left(n_{\alpha}\right)}$ satisfies

$$
-\partial_{y}^{2} U^{\left(n_{\alpha}\right)}+\left(n_{\alpha}^{2}-k^{2}\right) U^{\left(n_{\alpha}\right)}=f^{\left(n_{\alpha}\right)}
$$

and

$$
\begin{gathered}
\left(n_{\alpha}^{2}-k^{2}\right) U^{\left(n_{\alpha}\right)}=f^{\left(n_{\alpha}\right)}+\partial_{y}^{2} U^{\left(n_{\alpha}\right)} \\
U^{\left(n_{\alpha}\right)}=\left(n_{\alpha}^{2}-k^{2}\right)^{-1}\left(f^{\left(n_{\alpha}\right)}+\partial_{y}^{2} U^{\left(n_{\alpha}\right)}\right)
\end{gathered}
$$

We take the norm to finish the proof.
Now let us denote by $N_{+}=\left\{n \in \mathbb{Z}: n_{\alpha}^{2}>k^{2}\right\}$. Then, we have the following result

Lemma 43. For all $n \in N_{+}$, and for $p=\left(p_{1}, p_{2}\right)$ with $|p| \leq 2$, there exists a constant $\epsilon^{+}>0$ such that

$$
\sum_{n \in N_{+}} \mathrm{k} D^{p}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}(\Omega)}^{2} \leq\left(\frac{1}{\epsilon^{+}}+2\right) \sum_{n \in N_{+}} \mathrm{k} f^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x} \mathbf{k}_{L^{2}(\Omega)}^{2}
$$

Proof. We have for $p=\left(p_{1}, p_{2}\right), p_{1}, p_{2} \in\{0,1,2\}$

$$
\begin{aligned}
\mathrm{k} D^{p} U^{n_{\alpha}}(y) e^{i n_{\alpha} x} \mathrm{k}_{L^{2}(\Omega)}^{2} & =\mathrm{k} \partial_{x}^{p_{1}}\left(U^{n_{\alpha}}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}(\Omega)}^{2}+\mathrm{k} \partial_{y}^{p_{2}}\left(U^{n_{\alpha}}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}(\Omega)}^{2} \\
& \leq \mathrm{k}-n_{\alpha}^{2} U^{n_{\alpha}}(y) e^{i n_{\alpha} x} \mathrm{k}_{L^{2}(\Omega)}^{2}+\mathrm{k} \partial_{y}^{2} U^{n_{\alpha}}(y) e^{i n_{\alpha} x} \mathbf{k}_{L^{2}(\Omega)}^{2},
\end{aligned}
$$

by using Lemma 40. We use Lemma 41 and Lemma 42 to give

$$
\begin{aligned}
\mathrm{k} D^{p} U^{n_{\alpha}}(y) e^{i n_{\alpha} x} \mathrm{k}_{L^{2}(\Omega)}^{2} & \leq\left(\frac{n_{\alpha}^{4}}{\left(n_{\alpha}^{2}-k^{2}\right)^{2}}+1\right) \mathrm{k} f^{n_{\alpha}}(y) \mathrm{k}_{L^{2}(\Omega)}^{2} \\
& =\left(\frac{1}{\left(1-\frac{k^{2}}{n_{\alpha}^{2}}\right)^{2}}+1\right) \mathrm{k} f^{n_{\alpha}}(y) \mathrm{k}_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Furthermore, we have $\frac{k^{2}}{n_{\alpha}^{2}}<1$, then if we denote $\epsilon_{n}^{+}=\left(1-\frac{k^{2}}{n_{\alpha}^{2}}\right)^{2}$, we have

$$
\mathrm{k} D^{p} U^{n_{\alpha}}(y) e^{i n_{\alpha} x} \mathrm{k}_{L^{2}(\Omega)}^{2} \leq\left(\frac{1}{\epsilon_{n}^{+}}+1\right) \mathrm{k} f^{n_{\alpha}}(y) \mathrm{k}_{L^{2}(\Omega)}^{2}
$$

We take the sum over $n \in N_{+}$and taking the $\epsilon^{+}=\inf _{n \in N_{+}} \epsilon_{n}^{+}$to end the proof

$$
\sum_{n \in N_{+}} \mathrm{k} D^{p}\left(U^{n_{\alpha}}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}(\Omega)}^{2} \leq\left(\frac{1}{\epsilon^{+}}+1\right) \sum_{n \in N_{+}} \mathrm{k} f^{n_{\alpha}}(y) \mathrm{k}_{L^{2}(\Omega)}^{2} .
$$

### 3.2.4 Regularity of the solution corresponding to the special case

Finally, we can use Lemma 39 and Lemma 43 to show the regular estimate corresponding to equations (3.42) to (3.45).

Theorem 44. If $U(x, y)$ satisfies equations (3.42) to (3.45), there exists $k_{r e f}<k$ such that we have the following regularity estimate

$$
\mathrm{k} D^{p} U \mathrm{k}_{L^{2}(\Omega)} \leq \sqrt{C\left(\epsilon, k_{r e f}, \epsilon_{+}\right)} k^{|p|-1} \mathrm{k} f \mathrm{k}_{L^{2}(\Omega)}
$$

where $\epsilon$ and $\epsilon_{+}$are given respectively in Lemma 39 and Lemma 43.

Proof. We have from Lemma 43 and Lemma 39 that

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}} \mathrm{k} D^{p}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathrm{k}^{2}= & \sum_{n \in N_{-}} \mathrm{k} D^{p}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathrm{k}^{2} \\
& +\sum_{n \in N_{+}} \mathrm{k} D^{p}\left(U^{\left(n_{\alpha}\right)}(y) e^{i n_{\alpha} x}\right) \mathrm{k}_{L^{2}(\Omega)}^{2}, \\
\leq & C(\epsilon) k^{2(|p|-1)} \sum_{n \in N_{-}} \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}(\Omega)}^{2} \\
& +\left(\frac{1}{\epsilon^{+}}+1\right) \sum_{n \in N_{+}} \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}(\Omega)}^{2}, \\
\leq & C\left(\epsilon, k_{r e f}, \epsilon_{+}\right) k^{2(|p|-1)} \sum_{n \in \mathbb{Z}} \mathrm{k} f^{\left(n_{\alpha}\right)}(y) \mathrm{k}_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

with

$$
C(\epsilon)+\frac{1}{}
$$

with a TE wave (Case 1A) and the transmitting dielectric interacting with a TE wave (Case 2A). To keep this chapter to a manageable size Cases 1B and 2B are relegated to Appendix C. We investigated the robustness of our regularity result for the special case where the multiple scattering problem is reduced into a one dimensional single scattering problem. We have given the solution in terms of the Green's functions so that we can examine the regularity of our solution in terms of the forcing term (incident wave). We derived a result for multiple scattering and this showed an explicit dependence on the wavenumber $k$ and the forcing term $f$. This regularity result will give us a hold on the convergence and the stability of the solution when we later solve numerically the scattering problems using finite element methods. In fact, if we let $h$ denote the maximum mesh size of our elements, and $p$ be the highest order of the finite element basis, since we know explicitly the dependence of the regularity result on the wavenumber $k$, then the a priori error estimate will present a power factor of $k h / p$. This shows that when we have a high wavenumber, we need a finer mesh or a higher order for the polynomial basis. Hence, when we solve numerically, we can use this information to balance the computational time and the accuracy of our approximated solution.

We also examined a special case that reduced the multiple scattering problem into a one dimensional single scattering problem. In fact, when $k^{2}>\left(n_{\alpha}\right)^{2}$, we have shown that each $U^{\left(n_{\alpha}\right)}(y)$ satisfies a one dimensional Helmholtz problem. Hence, we can use the results given in [85] which studied recently the Helmholtz problem for single scattering for the TE, transmitting dielectric gratings case. In the other case, where $k^{2}<\left(n_{\alpha}\right)^{2}$, we cannot use the results from [85] since $U^{\left(n_{\alpha}\right)}(y)$ satisfies transformed Poisson's equation, so we need to use the properties of the Fourier transform to study the regularity of $U^{\left(n_{\alpha}\right)}(y)$. We have shown that the regularity result for this special case, which is given by Theorem 44, agrees with the regularity result in Theorem 33. So, the regularity result given for the general case are the best approximation and the only results to date for a periodic grating with respect to one direction, which show an explicit dependence on the wavenumber $k$, for perfectly conducting gratings. Regularity results in $H^{1}\left(\mathbb{R}^{2}\right)$ for general unbounded penetrable rough layers have been studied in [74]. Since the authors in [74] did not focus on the special case where the grating is periodic, their regularity constant depends on the wavenumber $k(x, y)$ (if $p=1$ in Theorem 33 then we just have $k_{0}$ dependency).

In the following chapters, we will study the homogeneous problem corresponding to equations (2.95) and (2.104). The regularity of the solution of the inhomogeneous Helmholtz problem will be used to perform an a priori error estimate of the solution corresponding to the homogenous problems.

## Chapter 4

## A priori error estimates using the $\alpha, 0$-quasi periodic transformation

In this chapter, we introduce the approximation method that we will use to solve the diffraction problems described in Chapters 2 and 3. For clarity, we mainly focus on Case 1A and we relegate Cases 1B, 2A and 2B to Appendix D. Since $U$ is $\alpha$-quasi periodic then we can use the $\alpha, 0$-quasi periodic transformation by defining a function denoted by $U_{\alpha, 0}$ which is periodic with respect to $x$ where $U=e^{i \alpha x} U_{\alpha, 0}$.

Note that it is easier to study analytically the scattering problem using $U$ since it lends itself more readily to a variational formulation. It will transpire however that the numerical implementation of the finite element method is computationally less expensive and less complicated if we base it on $U_{\alpha, 0}$. Hence, instead of approximating numerically the scattering problem and looking directly for $U$, we look for the wave equations satisfied by $U_{\alpha, 0}$. We start by studying the continuity properties corresponding to $U_{\alpha, 0}$, and then examine the variational formulation. When we adopt such an approach, we need to show that the problem corresponding to the variational formulation is well-posed; that is, the solution exists, is unique and depends continuously on the data. We will show that the problem is $H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$-coercive. We then use the finite element method to discretise the problem, and provide a rigorous study of the a priori error estimation. In order to do so, we first derive a regularity result for the scattering problem in periodic space $H_{\#}^{l}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ for $l \geq 1$. We will show that solving the variational formulation for $U$ is equivalent to solving the variational formulation for $U_{\alpha, 0}$. Since we have already derived regularity results in the quasi-periodic case in Chapter 3 and since the variational formulation for $U$ is much simpler than that of $U_{\alpha, 0}$, we investigate the a priori error estimation in $H_{\alpha \neq}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. This will then allow us to prove a new error estimate that differs from those in the literature since it provides an explicit dependence on the wavenumber. This provides a clearer insight into the convergence of the solution and will help in our numerical implementation to balance the accuracy against the computational cost.

### 4.1 Restatement of the boundary value problems for the periodic solution

We are going to use the $\alpha$-quasi periodicity of the solution $U$. Hence, from Lemma A-16 there exists $U_{\alpha, 0}$ which is periodic, of period $d$ with respect to $x$, such that

$$
\begin{equation*}
U(x, y)=e^{i \alpha x} U_{\alpha, 0}(x, y) \tag{4.1}
\end{equation*}
$$

Therefore the propagating equation is changed, and we have the following lemma.
Lemma 45. Let $U_{\alpha, 0} \in C^{2}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ satisfy equation (4.1), then $U_{\alpha, 0}$ is the solution of the following problem in the truncated domain $\Omega \backslash$ int $\Omega_{3}$ (see Figure 2.3)

$$
\begin{equation*}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0}=0 \tag{4.2}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=0, & \text { on } \Gamma_{-} . \tag{4.4}
\end{array}
$$

The Dirichlet boundary condition at the surface of the diffraction grating is

$$
\begin{equation*}
U_{\alpha, 0}(x, y)=0, \quad \text { on } \partial \Omega_{3} \tag{4.5}
\end{equation*}
$$

and the periodic condition

$$
\begin{equation*}
U_{\alpha, 0}(d, y)=U_{\alpha, 0}(0, y), \quad y \in[-B, B], \tag{4.6}
\end{equation*}
$$

holds where $U(x, y)$ is the solution of the original Helmholtz problem given by equation (2.95) and

$$
\begin{equation*}
T_{ \pm}^{\alpha, 0} U_{\alpha, 0}(x)=\sum_{n \in \mathbb{Z}} i \beta_{1}^{n} U_{\alpha, 0}^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \tag{4.7}
\end{equation*}
$$

using Definition 4.
Proof. We have

$$
\begin{align*}
\nabla U & =\nabla\left(e^{i \alpha x} U_{\alpha, 0}\right), \\
& =\nabla\left(e^{i \alpha x}\right) U_{\alpha, 0}+e^{i \alpha x} \nabla U_{\alpha, 0}, \\
& =\left[\begin{array}{c}
i \alpha e^{i \alpha x} \\
0
\end{array}\right] U_{\alpha, 0}+e^{i \alpha x} \nabla U_{\alpha, 0} . \tag{4.8}
\end{align*}
$$

We also have

$$
\begin{aligned}
\nabla . \nabla U & =-\alpha^{2} e^{i \alpha x} U_{\alpha, 0}+2 i \alpha e^{i \alpha x} \nabla U_{\alpha, 0}+e^{i \alpha x} \Delta U_{\alpha, 0}, \\
\Delta U & =e^{i \alpha x}\left(-\alpha^{2} U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0}+\Delta U_{\alpha, 0}\right),
\end{aligned}
$$

and since $e^{i \alpha x} 60$, then equation (2.95) implies

$$
\Delta U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}=0
$$

which is equation (4.2). For the boundary conditions, since $U$ is $\alpha$-quasi periodic with respect to $x$ then $U_{\alpha, 0}$ is periodic by using Lemma A-16 and similarly if $U_{\alpha, 0}$ is periodic with respect to $x$ then $U$ is $\alpha$-quasi periodic. On the top boundary $\Gamma_{+}=\{(x, y) \in \Omega: y=B\}$, we have from equation (2.96),

$$
\left.\partial_{n}(U)\right|_{\Gamma_{+}}=\partial_{n}\left(e^{i \alpha x} U_{\alpha, 0}\right)_{\Gamma_{+}}=T_{+}\left(e^{i \alpha x} U_{\alpha, 0}\right)-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} e^{i \alpha x} .
$$

By using Lemma 9 this becomes

$$
\begin{equation*}
\left.e^{i \alpha x} \partial_{n} U_{\alpha, 0}\right|_{\Gamma_{+}}=e^{i \alpha x}\left(T_{+}^{\alpha} U_{\alpha, 0}-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}\right) . \tag{4.9}
\end{equation*}
$$

Since $e^{i \alpha x} 60$ then

$$
\left.\partial_{n} U_{\alpha, 0}\right|_{\Gamma_{+}}=T_{+}^{\alpha, 0} U_{\alpha, 0}-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} .
$$

On the bottom boundary $\Gamma_{-}=\{(x, y) \in \Omega: y=-B\}$, we have from equation (2.97)

$$
\left.\partial_{n}(U)\right|_{\Gamma_{-}}=\partial_{n}\left(e^{i \alpha x} U_{\alpha, 0}\right)_{\Gamma_{-}}=T_{-}\left(e^{i \alpha x} U_{\alpha, 0}\right) .
$$

By using Lemma 9, we can write

$$
\begin{equation*}
\left.e^{i \alpha x} \partial_{n} U_{\alpha, 0}\right|_{\Gamma_{-}}=e^{i \alpha x} T_{-}^{\alpha, 0} U_{\alpha, 0} . \tag{4.10}
\end{equation*}
$$

Since $e^{i \alpha x} 60$ then

$$
\left.\partial_{n} U_{\alpha, 0}\right|_{\Gamma_{-}}=T_{-}^{\alpha, 0} U_{\alpha, 0} .
$$

Since $e^{i \alpha x} G 0$, we finish the proof by noting that $U=0$ on $\partial \Omega_{3}$ if and only if $U_{\alpha, 0}=0$ on $\partial \Omega_{3}$.

### 4.1.1 Variational formulation

To obtain a numerical method for computing an approximation to $U_{\alpha, 0}$ we start by deriving a variational statement of our scattering problem.

Lemma 46. The variational form of the boundary value problem given by equation (4.2) to equation (4.6) is given by the following statement. Find $U_{\alpha, 0} \in$ $H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, for all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and $\left.v\right|_{\partial \Omega_{3}}=0$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v\right)=(f, v)_{\Gamma_{+}}, \tag{4.11}
\end{equation*}
$$

and

$$
U_{\alpha, 0}=0, \quad \text { on } \partial \Omega_{3}
$$

where

$$
\begin{align*}
a(w, v)= & \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla w \cdot \nabla \bar{v}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w \bar{v}-2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} w\right) \bar{v} \\
& -\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w \bar{v}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w \bar{v} \tag{4.12}
\end{align*}
$$

and

$$
\begin{equation*}
(f, v)_{\Gamma_{+}}=-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \bar{v} d x \tag{4.13}
\end{equation*}
$$

for $w \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and $\left.w\right|_{\partial \Omega_{3}}=0$.
Proof. Multiplying both sides of equation (4.2) by $\bar{v}$ and integrating gives

$$
\int_{\Omega \backslash \text { int } \Omega_{3}} \Delta U_{\alpha, 0} \bar{v}+\int_{\Omega \backslash \text { int } \Omega_{3}}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0} \bar{v}+2 i \alpha \int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v}=0,
$$

for all $v \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$. We integrate by parts to get

$$
\begin{aligned}
& \int_{\Omega \backslash \mathrm{int} \Omega_{3}} \nabla U_{\alpha, 0} \cdot \nabla \bar{v}-\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0} \bar{v}-2 i \alpha \int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v} \\
&-\int_{\partial\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}=0,
\end{aligned}
$$

for all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and $\left.v\right|_{\partial \Omega_{3}}=0$. Then,

$$
\begin{align*}
& \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla U_{\alpha, 0} . \nabla \bar{v}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0} \bar{v}-2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v} \\
&-\int_{\partial \Omega_{3}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}-\int_{\Gamma_{L} \cup \Gamma_{R} \cup \Gamma_{ \pm}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}=0 . \tag{4.14}
\end{align*}
$$

with $\Gamma_{L}, \Gamma_{R}$ as defined in equations (3.47) and (3.48). Let $n_{\Gamma_{L}}\left(n_{\Gamma_{R}}\right)$ denote the exterior unit normal vector on $\Gamma_{L}$ (the exterior unit normal vector on $\Gamma_{R}$ ), and note that $n_{\Gamma_{L}}=-n_{\Gamma_{R}}$. Since $v$ and $U_{\alpha, 0}$ are periodic then

$$
\begin{aligned}
\int_{\Gamma_{L} \cup \Gamma_{R}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v} & =\int_{\Gamma_{L}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}+\int_{\Gamma_{R}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v} \\
& =\int_{\Gamma_{L}}\left(\frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}-\frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}\right) \\
& =0 .
\end{aligned}
$$

We also have $\int_{\partial \Omega_{3}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}=0$ from the Dirichlet boundary condition on $v$ and so equation (4.14) becomes

$$
\begin{aligned}
\int_{\Omega \backslash i n t} \Omega_{3} & \nabla U_{\alpha, 0} \cdot \nabla \bar{v}-\int_{\Omega \backslash i n t}\left(\Omega_{3}\right. \\
& \left.-k_{\Gamma_{+}} T_{+}^{\alpha, 0} U_{\alpha, 0}\right) U_{\alpha, 0} \bar{v}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} U_{\alpha, 0} \bar{v}=-\int_{\Gamma_{+}} 2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x}^{0} e^{-i \beta_{1}^{0} B} \bar{v}\right.
\end{aligned}
$$

using equations (4.3) and (4.4) and this finishes the proof.

### 4.1.2 Equivalence of the variational forms for the periodic and $\alpha$-quasi periodic problems

We want to show that the periodic problem is well posed. We also want to establish an upper bound on the error that arises when we solve the scattering problem numerically. For these reasons, we need to study the equivalence of the variational form for the periodic and $\alpha$-quasi periodic problem and this can be described as follows.

Similar to Lemma 46, for the periodic function $U_{\alpha, 0}$ and $v_{\alpha} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, let

$$
\begin{align*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)= & \left(\nabla U_{\alpha, 0}, \nabla v_{\alpha}\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-2 i \alpha\left(\partial_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\Omega \backslash \mathrm{int} \Omega_{3}} \\
& -\left(\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}, v_{\alpha}\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v_{\alpha}\right)_{\Gamma_{ \pm}},  \tag{4.15}\\
\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{\alpha}} .
\end{align*}
$$

We have the Dirichlet boundary condition that

$$
\begin{equation*}
U_{\alpha, 0}=0, \text { on } \partial \Omega_{3}, \tag{4.16}
\end{equation*}
$$

and $T_{ \pm}^{\alpha, 0}$ are given by Definition 4. The variational problem is to find $U_{\alpha, 0} \in$ $H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v_{\alpha}$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}} . \tag{4.17}
\end{equation*}
$$

Similarly, for the $\alpha$-quasi periodic function $U$ let

$$
\begin{align*}
a(U, v) & =(\nabla U, \nabla v)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} U, v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm} U, v\right)_{\Gamma_{ \pm}}  \tag{4.18}\\
(f, v)_{\Gamma_{+}} & =-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{v}
\end{align*}
$$

where $T_{ \pm}$are given by Definition 3 and $U$ satisfies the Dirichlet boundary condition

$$
\begin{equation*}
U(x, y)=0, \text { on } \partial \Omega_{3} . \tag{4.19}
\end{equation*}
$$

The variational problem is to find $U \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that

$$
\begin{equation*}
a(U, v)=(f, v)_{\Gamma_{+}} . \tag{4.20}
\end{equation*}
$$

We have the following result.
Lemma 47. Finding $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v_{\alpha} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that $a\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right)$ as given in equation (4.17) is equivalent to finding $U \in$ $H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ such that $a(U, v)=(f, v)_{\Gamma_{+}}$using equation (4.20).

Proof. Let $v=e^{i \alpha x} v_{\alpha}, w=e^{i \alpha x} w_{\alpha}$, such that $w_{\alpha} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, then we have

$$
\begin{aligned}
\left(\nabla v_{\alpha}, \nabla w_{\alpha}\right)_{\Omega \backslash \text { int } \Omega_{3}} & =\left(\nabla\left(e^{-i \alpha x} v\right), \nabla\left(e^{-i \alpha x} w\right)\right)_{\Omega \backslash \text { int } \Omega_{3}} \\
& =\int_{\Omega \backslash \text { int } \Omega_{3}}\left[\begin{array}{l}
-i \alpha e^{-i \alpha x} v+e^{-i \alpha x} \partial_{x} v \\
e^{-i \alpha x} \partial_{y} v
\end{array}\right] \cdot\left[\begin{array}{l}
i \alpha e^{i \alpha x} \bar{w}+e^{i \alpha x} \partial_{x} \bar{w} \\
e^{i \alpha x} \partial_{y} \bar{w}
\end{array}\right]
\end{aligned}
$$

and we have

$$
\begin{equation*}
\left(\nabla v_{\alpha}, \nabla w_{\alpha}\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}=\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\alpha^{2} v \bar{w}-i \alpha v \partial_{x} \bar{w}+i \alpha \bar{w} \partial_{x} v+\nabla v \cdot \nabla \bar{w}\right) . \tag{4.21}
\end{equation*}
$$

Since $v \bar{w}$ is periodic with respect to $x$, then $\int_{0}^{d} \partial_{x}(v \bar{w})=0$ and imposing Dirichlet boundary condition on $\partial \Omega_{3}$ we also get $\int_{\Omega \backslash \text { int } \Omega_{3}} \partial_{x}(v \bar{w})=0$. So,

$$
\int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} v\right) \bar{w}=-\int_{\Omega \backslash \text { int } \Omega_{3}} v\left(\partial_{x} \bar{w}\right)
$$

and hence equation (4.21) becomes

$$
\begin{equation*}
\left(\nabla v_{\alpha}, \nabla w_{\alpha}\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}=\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\alpha^{2} v \bar{w}+2 i \alpha \bar{w} \partial_{x} v+\nabla v \cdot \nabla \bar{w}\right) . \tag{4.22}
\end{equation*}
$$

Examining the next term in the sesquilinear form given by equation (4.15) we see

$$
\begin{align*}
-i \alpha\left(\partial_{x} v_{\alpha}, w_{\alpha}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} & =-i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(-i \alpha e^{-i \alpha x} v+e^{-i \alpha x} \partial_{x} v\right) e^{i \alpha x} \bar{w} \\
& =\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(-\alpha^{2} v \bar{w}-i \alpha \bar{w} \partial_{x} v\right) . \tag{4.23}
\end{align*}
$$

Next we have the following

$$
\begin{align*}
\left(\left(k^{2}-\alpha^{2}\right) v_{\alpha}, w_{\alpha}\right)_{\Omega \backslash \text { int } \Omega_{3}} & =\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) e^{-i \alpha x} v e^{i \alpha x} \bar{w} \\
& =\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) v \bar{w} . \tag{4.24}
\end{align*}
$$

Finally, the last term of the sesquilinear form in equation (4.15) can be written as

$$
\begin{equation*}
\left(T_{ \pm}^{\alpha, 0} v_{\alpha}, w_{\alpha}\right)_{\Gamma_{ \pm}}=\left(T_{ \pm}^{\alpha, 0} e^{-i \alpha x} v, e^{i \alpha x} \bar{w}\right)_{\Gamma_{ \pm}}=\left(T_{ \pm} v, \bar{w}\right)_{\Gamma_{ \pm}} . \tag{4.25}
\end{equation*}
$$

Substituting equations (4.22),(4.23),(4.24) and (4.25) into equation (4.15) we get

$$
\begin{aligned}
a\left(v, w_{\alpha}\right) & =\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\nabla v \cdot \nabla \bar{w}-k^{2} v \bar{w}\right)-\int_{\Gamma_{ \pm}} T_{ \pm} v \bar{w} \\
& =a(v, w) .
\end{aligned}
$$

We finish the proof of Lemma 47 by noting that

$$
\begin{align*}
\left(f_{\alpha}, w_{\alpha}\right)_{\Gamma_{+}} & =-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{w_{\alpha}} \\
& =-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} e^{i \alpha x} \bar{w}, \\
& =(f, w)_{\Gamma_{+}} . \tag{4.26}
\end{align*}
$$

### 4.1.3 Well posedness of the variational problem

Before solving the variational formulation numerically, we first show that our problem is well posed which means that a solution exists, it is unique and the solution depends continuously on the data (also called regularity of the solution) [54, 37]. We differ from other previous published work [9] since we show rigorously this well posedness of the boundary value problem. The variational form associated with $U$ is easier to study analytically so we are going to show that the $\alpha$-quasi periodic problem is well posed and from that result we then show that the variational formulation corresponding to $U_{\alpha, 0}$ is also well posed.

### 4.1.3.1 Existence and uniqueness of the solution

Lemma 48. For all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, the solution $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ which satisfies equation (4.11) exists and is unique.

Proof. We note by using the Cauchy-Schwarz inequality [22, p. 50] that

$$
\begin{align*}
\left|(\nabla U, \nabla v)_{\Omega \backslash \operatorname{int} \Omega_{3}}\right| & =\left|\int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla U . \nabla \bar{v} d x d y\right|  \tag{4.27}\\
& \leq \int_{\Omega \backslash \operatorname{int} \Omega_{3}}|\nabla U . \nabla \bar{v}| d x d y  \tag{4.28}\\
& \leq \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \neq}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \tag{4.29}
\end{align*}
$$

and also that

$$
\begin{align*}
\left|\left(k^{2} U, v\right)_{\Omega \backslash \text { int } \Omega_{3}}\right| & =\left|\int_{\Omega \backslash \operatorname{int} \Omega_{3}} k^{2} U \bar{v} d x d y\right|  \tag{4.30}\\
& \leq \mathrm{k} k^{2} \mathbf{k}_{\infty} \int_{\Omega \backslash \operatorname{int} \Omega_{3}}|U \bar{v}| d x d y  \tag{4.31}\\
& \leq \mathrm{k} k^{2} \mathbf{k}_{\infty} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \tag{4.32}
\end{align*}
$$

Definition 3 and Lemma 2 with $f=v$ give

$$
\begin{aligned}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|= & d\left|\sum_{n \in \mathbb{Z}} i \beta_{j}^{n} U^{\left(n_{\alpha}\right)}( \pm B) v^{\left(n_{\alpha}\right)}( \pm B)\right| \\
= & d\left|\sum_{n \in \mathbb{Z}} i \beta_{j}^{n}\left(1+n_{\alpha}^{2}\right)^{-1 / 4}\left(1+n_{\alpha}^{2}\right)^{1 / 4} U^{\left(n_{\alpha}\right)}( \pm B) v^{\left(n_{\alpha}\right)}( \pm B)\right| \\
\leq & d\left(\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{1 / 2} \\
& \left(\sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{1 / 2}\left|v^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

We use equations (2.68) and (2.69)

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \leq & c_{2} \sum_{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|}\left|k_{j}^{2}\right|\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +c_{1} \sum_{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|} n_{\alpha}^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
\leq & c_{2}\left|k_{j}^{2}\right| \sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +c_{1} \sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
\leq & c_{2}\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{H_{\alpha}^{-\frac{1}{\#}}\left(\Gamma_{ \pm}\right)}^{2}+c_{1} \mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{2}}^{\frac{1}{2}\left(\Gamma_{ \pm}\right)},
\end{aligned}
$$

from Definition A-17. Hence

$$
\begin{aligned}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|^{2} \leq & C^{2} d^{2}\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{H_{\alpha \# \#}^{-\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2}\right. \\
& \left.\left.+\mathrm{k} U \mathrm{k}_{H_{\alpha \# \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{1}\left(\Gamma_{ \pm}\right)}^{2}\right)
\end{aligned}
$$

where $C^{2}=\sup \left(c_{1}, c_{2}\right)$ and we have

$$
\begin{gather*}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|^{2} \leq C^{2} d^{2}\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}\right) \\
\mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}, \tag{4.33}
\end{gather*}
$$

from Theorem A-13. Hence, we have from equation (4.18)

$$
\begin{aligned}
|a(U, v)| \leq & |U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}+k^{2} \mathbf{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}{\mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}} \quad+C d\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2},
\end{aligned}
$$

and so

$$
\begin{equation*}
|a(U, v)| \leq C_{0} \sup \left(1, k^{2}\right){\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}(\Omega \backslash i n t} \Omega_{3} \mathrm{k} \mathrm{k}_{\mathrm{H}_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} .} \tag{4.34}
\end{equation*}
$$

Hence, $a(U, v)$ is continuous using Definition A-6. Taking the real part of $a(U, U)$ and from equation (2.72), we get

$$
\begin{equation*}
\mathfrak{R}(a(U, U)) \geq|U|_{H_{\alpha \neq}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-\Re\left(k^{2}\right) \boldsymbol{k} U \mathbf{k}_{L_{\alpha \neq 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} . \tag{4.35}
\end{equation*}
$$

Hence,

$$
\left.\mathfrak{R}(a(U, U))+\Re\left(k^{2}\right) \mathbf{k} U \mathbf{k}_{L_{\alpha \#}^{2}(\Omega \backslash i n t}^{2} \Omega_{3}\right) \geq|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}
$$

and

$$
\begin{align*}
& \mid a(U, U)+\mathfrak{R}\left(k^{2}\right){\mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \mid}^{\geq} \mathfrak{R}(a(U, U))+\mathfrak{R}\left(k^{2}\right) \mathbf{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}, \\
& \geq|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}^{2}, \\
& \geq M_{1} \mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3} .\right. \tag{4.36}
\end{align*}
$$

Then, $a(U, U)$ is $H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$-coercive from Definition B-4. We can then use Lemma B- 5 to show the existence of a solution from its uniqueness. Let us suppose that we have two solutions $U_{1}$ and $U_{2}$ and let us denote $w=U_{1}-U_{2}$. We have from equation (4.18) that

$$
a(w, w)=|w|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}-\int_{\Omega \backslash \mathrm{int} \Omega_{3}} k^{2}|w|^{2}-\int_{\Gamma_{ \pm}}\left(T_{ \pm} w\right) \bar{w}=0
$$

and so

$$
\begin{aligned}
& |w|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}} \mathfrak{R}\left(k^{2}\right)|w|^{2}-\mathfrak{R}\left(\int_{\Gamma_{ \pm}}\left(T_{ \pm} w\right) \bar{w}\right) \\
& -i\left(\mathfrak{J}\left(\int_{\Gamma_{ \pm}}\left(T_{ \pm} w\right) \bar{w}\right)+\int_{\Omega \backslash \operatorname{int} \Omega_{3}} \mathfrak{J}\left(k^{2}\right)|w|^{2}\right)=0 .
\end{aligned}
$$

Hence,

$$
|w|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}-\int_{\Omega \backslash \text { int } \Omega_{3}} \mathfrak{R}\left(k^{2}\right)|w|^{2}-\mathfrak{R}\left(\int_{\Gamma_{ \pm}}\left(T_{ \pm} w\right) \bar{w}\right)=0
$$

and

$$
\left(\mathfrak{I}\left(\int_{\Gamma_{ \pm}}\left(T_{ \pm} w\right) \bar{w}\right)+\int_{\Omega \backslash \mathrm{int} \Omega_{3}} \mathfrak{J}\left(k^{2}\right)|w|^{2}\right)=0 .
$$

We note that $\left(\mathfrak{I}\left(\int_{\Gamma_{ \pm}}\left(T_{ \pm} U\right) \bar{U}\right)+\int_{\Omega \backslash \text { int } \Omega_{3}} \mathfrak{J}\left(k^{2}\right)|U|^{2}\right) \geq 0$ from equation (2.72) and $\mathfrak{J}\left(k^{2}\right)=2 \mathfrak{J}(k) \mathfrak{R}(k) \geq 0$. Therefore $w=0$ and hence $U_{1}=U_{2}$. Since $U_{1}=e^{i \alpha x} U_{\alpha, 0_{1}}$ and $U_{2}=e^{i \alpha x} U_{\alpha, 0_{2}}$ then $U_{\alpha, 0_{1}}=U_{\alpha, 0_{2}}$ which finishes the proof.

In order for a variational formulation to depend continuously on the data, it is necessary to show that the variational formulation satisfies a regularity estimate which will be studied in the following section.

### 4.1.3.2 Regularity estimate of the exact solution

This problem was studied in [9] for the transmitting dielectric grating for the TE case (Case 2A ). They derived, using Cauchy's inequality, an a priori error estimate. However, this estimate did not show an explicit dependence on the wavenumber $k$ and the degree of the polynomial basis $p$. Furthermore, the regularity of the solution (which is required to show that the problem is well posed and is a prerequisite for deriving an a priori error estimate) was simply assumed and not proven. In our study, we will derive an explicit dependency on $k$ in the proof of the regularity of the solution. In the a priori error estimate, we will derive an explicit dependency on the wavenumber $k$ and the degree of the polynomial basis $p$. To simplify the algebra, let us define the following norm.

Definition 49. Let $F \subset \mathbb{R}^{2}$ and $v \in H^{1}(\digamma)$ (see Definition A-10) then we define [85]

$$
\begin{equation*}
\mathrm{k} v \mathrm{k}_{\mathcal{H}}^{2}=|v|_{H^{1}(\digamma)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} v \mathrm{k}_{L^{2}(\digamma)}^{2} . \tag{4.37}
\end{equation*}
$$

Note that $\mathbf{k} v \mathbf{k}_{\mathcal{H}}$ is equivalent to $\mathbf{k} v \mathbf{k}_{H^{1}(\digamma)}$ since

$$
\inf \left(1, \frac{1}{\mathrm{k} k \mathrm{k}_{\infty}}\right) \mathbf{k} v \mathbf{k}_{\mathcal{H}} \leq \mathrm{k} v \mathrm{k}_{H^{1}(\digamma)} \leq \sup \left(1, \frac{1}{\mathrm{k} k \mathrm{k}_{\infty}}\right) \mathbf{k} v \mathbf{k}_{\mathcal{H}}
$$

 $H_{\alpha \#}^{l}(\digamma) \subset H^{l}(\digamma)$ and $H_{\#}^{l}(\digamma) \subset H^{l}(\digamma)$ for any $l \geq 0$, then for any $v \in H_{\alpha \#}^{1}(\digamma)$ $\left(v \in H_{\#}^{1}(\digamma)\right) \mathbf{k}^{v} \mathbf{k}_{\mathcal{H}}$ is well defined.

Also we have the following theorem.
Theorem 50. Let $v \in H_{\alpha \#}^{l}(\digamma)$ and let $v_{\alpha, 0} \in H_{\#}^{l}(\digamma)$ such that

$$
\begin{equation*}
v=e^{i \alpha x} v_{\alpha, 0} . \tag{4.38}
\end{equation*}
$$

Let $V \subset H_{\alpha \#}^{l}(\digamma)$ be a finite element subspace of order $p$ with $l \geq 1$ as described in Section B. 3 and let us denote with h the maximum mesh size after partitioning $\digamma$. If we make the following standard assumption on the subspace $V$ [35]

$$
\begin{align*}
& \inf _{\psi \in V}\left\{\mathrm{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}+\frac{h}{p} \mathrm{k} \nabla v-\nabla \psi\right. \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}+\left(\frac{h}{p}\right)^{\frac{1}{2}} \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \neq \#}^{2}\left(\Gamma_{ \pm}\right)} \\
&\left.+\frac{h}{p} \mathrm{k} v-\psi \mathbf{k}_{H_{\alpha \#}^{\frac{1}{\alpha}}\left(\Gamma_{ \pm}\right)}\right\} \leq C\left(\frac{h}{p}\right)^{l} \mathrm{~K}^{l} \mathbf{k}_{H_{\alpha \#}^{l}(\digamma)} \tag{4.39}
\end{align*}
$$

and $\mathrm{k} k \mathrm{k}_{\infty} \frac{h}{p}<1$, then, we have

$$
\begin{equation*}
\mathbf{k} v_{\alpha, 0} \mathbf{k}_{H_{\#}^{l}(\digamma)} \leq l 2^{l} \mathbf{k} v \mathrm{k}_{H_{\alpha \# \#}^{l}(\digamma)} \tag{4.40}
\end{equation*}
$$

for $l \in 0$ and

$$
\begin{equation*}
\mathbf{k} v_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\digamma)}=\mathbf{k} v \mathrm{k}_{L_{\alpha \#}^{2}(\digamma)} . \tag{4.41}
\end{equation*}
$$

If $\mathrm{I} \subset \mathbb{R}$, where $y=y_{0}$ is constant, then we also have

$$
\begin{equation*}
\mathrm{k} v_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}(\mathrm{I})} \leq C_{\alpha \#}^{1 / 4} \mathrm{k}^{2} \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}(\mathrm{I})}, \tag{4.42}
\end{equation*}
$$

where $C_{\alpha \#}$ is given by equation (2.83).
Proof. First, we note that

$$
\begin{equation*}
\mathbf{k} v_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\digamma)}=\left|e^{-i \alpha x}\right| \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}=\mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)} . \tag{4.43}
\end{equation*}
$$

Differentiating equation (4.38) gives

$$
\begin{aligned}
\frac{h}{p} \mathrm{k} \nabla v_{\alpha, 0}-\nabla \psi_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\digamma)} & =\frac{h}{p} \mathrm{k}-i \alpha(v-\psi)+(\nabla v-\nabla \psi) \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}, \\
& \leq \frac{h}{p}|\alpha| \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}+\frac{h}{p} \mathbf{k} \nabla v-\nabla \psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}
\end{aligned}
$$

by the triangle inequality. Since $|i \alpha|<\boldsymbol{k} k \mathbf{k}_{\infty}$ then

$$
\begin{align*}
\frac{h}{p} \mathrm{k} \nabla v_{\alpha, 0}-\nabla \psi_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\digamma)} & \leq \frac{\mathbf{k} k \mathbf{k}_{\infty} h}{p} \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}+\frac{h}{p} \mathbf{k} \nabla v-\nabla \psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}, \\
& \leq \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)}+\frac{h}{p} \mathbf{k} \nabla v-\nabla \psi \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)} \tag{4.44}
\end{align*}
$$

since $\mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p}<1$. We also note that

$$
\begin{equation*}
\mathbf{k} v_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{L^{2}\left(\Gamma_{ \pm}\right)}=\mathbf{k} v-\psi \mathbf{k}_{L^{2}\left(\Gamma_{ \pm}\right)} \tag{4.45}
\end{equation*}
$$

by Definition A-7. Using Definition A-14, we have

$$
\begin{aligned}
\mathbf{k} v_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{\#}}(\mathrm{I})}^{2} & =\sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}}\left|v_{\alpha, 0}^{(n)}\left(y_{0}\right)-\psi_{\alpha, 0}^{(n)}\left(y_{0}\right)\right|^{2}, \\
& =\sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{\frac{1}{2}}\left|v^{\left(n_{\alpha}\right)}\left(y_{0}\right)-\psi^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right|^{2},
\end{aligned}
$$

using Lemma 13 and so from Lemma 12

$$
\mathbf{k} v_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}(\mathrm{I})}^{2} \leq \sum_{n \in \mathbb{Z}} C_{\alpha \#}^{\frac{1}{2}}\left(1+\left(n_{\alpha}\right)^{2}\right)^{\frac{1}{2}}\left|v^{\left(n_{\alpha}\right)}\left(y_{0}\right)-\psi^{\left(n_{\alpha}\right)}\left(y_{0}\right)\right|^{2} .
$$

Hence, using Definition A-17

$$
\begin{equation*}
\mathbf{k} v_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}(1)}^{2} \leq C_{\alpha \#}^{\frac{1}{2}} \mathbf{k} v-\psi \mathbf{k}_{H_{\alpha \#}^{2}(1)}^{2} . \tag{4.46}
\end{equation*}
$$

and we obtain equation (4.42). Now from equation (4.38) and using Definition A10

$$
\begin{aligned}
\mathrm{k} v_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}(\digamma)} & =\mathrm{k} e^{-i \alpha x} v \mathrm{k}_{H_{\alpha \#( }^{l}(\digamma)} \\
& =\sum_{n=0}^{l} \mathrm{k} D^{n} e^{-i \alpha x} v \mathrm{k}_{L_{\alpha \#}^{2}(\digamma)} .
\end{aligned}
$$

Hence, we differentiate to get

$$
\begin{aligned}
& =\sum_{n=0}^{l} \mathrm{k} \sum_{r=0}^{n} C(n, r)(-i \alpha)^{r} D^{n-r} v \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)} \\
& \leq \sum_{n=0}^{l} \sum_{r=0}^{n} C(n, r) \mathbf{k} k \mathbf{k}_{\infty}^{r} \mathrm{k} D^{n-r} v \mathbf{k}_{L_{\alpha \#}^{2}(\digamma)} .
\end{aligned}
$$

Since $D^{n-r} v \in H_{\alpha \#}^{r}(\digamma)$, we can use the first term in equation (4.39) and we replace $v$ by $D^{n-r} v$ to get

$$
\begin{aligned}
& \leq \sum_{n=0}^{l} \sum_{r=0}^{n} C(n, r)\left(\mathrm{k} k \mathbf{k}_{\infty} \frac{h}{p}\right)^{r}{\mathrm{k} v \mathbf{k}_{H_{\alpha \#}^{n-r+r}(\digamma)},}_{\leq} \leq \sum_{n=0}^{l} \sum_{r=0}^{n} C(n, r) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{n}(\digamma)}
\end{aligned}
$$

since we assume $\mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p}<1$ and so

$$
\begin{aligned}
\mathrm{k}_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}(\digamma)} & \leq \sum_{n=0}^{l} 2^{n} \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{n}(\digamma)} \\
& \leq 2^{l} \sum_{n=0}^{l} \mathrm{k}^{l} \mathrm{k}_{H_{\alpha \#}^{n}(\digamma)} \\
& \leq l 2^{l} \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{l}(\digamma)}
\end{aligned}
$$

Hence we obtain equation (4.40) which finishes the proof.
In the following theorem, we obtain a new result on the regularity estimate for the solution $U_{\alpha, 0}$.

Theorem 51. Let $f_{\alpha} \in H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and let $U_{\alpha, 0} \in H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be the solution of

$$
\begin{align*}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0} & =f_{\alpha}, \text { in } \Omega \backslash \text { int } \Omega_{3},  \tag{4.47}\\
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{-}, \\
U_{\alpha, 0} & =0, \text { on } \partial \Omega_{3} . \tag{4.48}
\end{align*}
$$

Then there exists a constant $C_{\text {stab }}$ which is independent of the wavenumber $k$ such that

$$
\mathbf{k} U_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \leq C_{\text {stab }} \mathbf{k} f_{\alpha} \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}
$$

Proof. $U \in H_{\alpha \#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ is the solution of equation (3.3) and from Definition 49

$$
\mathbf{k} U_{\alpha, 0} \mathbf{k}_{\mathcal{H}}^{2}=\left|U_{\alpha, 0}\right|_{H_{\#}^{1}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}+\mathbf{k} k \mathbf{k}_{\infty}^{2} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}
$$

Since $U_{\alpha, 0}$ satisfies equation (4.47), then equation (4.38) holds for $v_{\alpha}=U$ and $v=U_{\alpha, 0}$ and for $v_{\alpha}=f$ and $v=f_{\alpha}$ and so from equation (4.40)

$$
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}}^{2} \leq 2^{2} \mathrm{k} U \mathrm{k}_{H_{\alpha \neq}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash i n t \Omega_{3}\right)}^{2}
$$

By using the regularity estimate of the $U$ as given in Theorem 27 we have

$$
\begin{aligned}
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}}^{2} & \leq 2^{2} C_{r e g}^{2} \mathrm{k} f \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{2-2} C_{r e g}^{2} \mathrm{k} f \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}, \\
& =\left(2^{2}+1\right) C_{r e g}^{2} \mathrm{k} f_{\alpha} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}^{2}
\end{aligned}
$$

using equation (4.45) and we denote $C_{\text {stab }}={ }^{\sqrt{\prime}} \overline{5} C_{\text {reg }}$ which finishes the proof.
We have shown that the problem is well posed by proving that its solution exists, is unique and satisfies a regularity result. Now, let us study the efficiency of the diffraction grating which presents the main interest for most applications.

### 4.1.4 Efficiency of the diffraction grating

For most applications, one is more interested in how efficient a given diffraction grating is in reflecting or transmitting electromagnetic waves, rather than just studying the magnetic field $U_{\alpha, 0}$ for the TM case, or the electric field for the TE case.

Definition 52. The diffraction efficiency is the physical quantity that characterizes how the incident field power is distributed between the different orders. It is given by the ratio between the energy flow of a particular order in a direction perpendicular to the grating surface and the corresponding flow of the incident wave through the same surface [79][p. 35].

Hence, for a chosen diffraction order $m$, the diffraction efficiency for the reflected order $m$ (transmitted order $m$ ) is given by $R_{m}$ (respectively $T_{m}$ ) and can be computed as follows

$$
\begin{align*}
R_{m} & =\frac{\beta_{1}^{m}}{\beta_{1}^{0}}\left|r_{1}^{m}\right|^{2}  \tag{4.49}\\
T_{m} & =\frac{\beta_{2}^{m}}{\beta_{1}^{0}}\left|t_{2}^{m}\right|^{2} \tag{4.50}
\end{align*}
$$

with $r_{1}^{m}$ and $t_{2}^{m}$ given by equations (2.58) and (2.59) such that $\left(\frac{2 \pi m}{d}+\alpha\right)^{2}<k_{j}^{2}$, for $j=1,2$. Note that we can compute the diffraction efficiency for all $m$, however only the propagating modes can carry energy away from the grating since they do not have purely imaginary wavevector component $\beta_{1}^{m}\left(\beta_{2}^{m}\right)$ in the vertical direction [79][p. 36]. Recall that in our numerical computation we are looking for $U_{\alpha, 0}$ where $U=U_{\alpha, 0} e^{i \alpha x}$ since implementing the periodicity condition for $U_{\alpha, 0}$ is easier and computationally more efficient than the $\alpha$-quasi periodicity condition. Hence, to study the efficiency of the diffraction grating we need to establish a formula which enables us to compute the efficiency of $U$ from knowledge of $U_{\alpha, 0}$. From
equation (2.55), we note that on $\Gamma_{ \pm}$, we have

$$
\begin{aligned}
U(x, y) & =\sum_{m \in \mathbb{Z}} r_{1}^{m} e^{i \beta_{1}^{m} y+i\left(\alpha+\frac{2 \pi n}{d}\right) x}+t_{2}^{m} e^{-i \beta_{2}^{m} y+i\left(\alpha+\frac{2 \pi n}{d}\right) x}, \\
& =e^{i \alpha x} \sum_{m \in \mathbb{Z}} r_{1}^{m} e^{i \beta_{1}^{m} y+i \frac{2 \pi n}{d} x}+t_{2}^{m} e^{-i \beta_{2}^{m} y+i \frac{2 \pi n}{d} x}, \\
& =e^{i \alpha x} U_{\alpha, 0}(x, y)
\end{aligned}
$$

and so we can compute the efficiency from the Rayleigh expansion of $U_{\alpha, 0}$ on $\Gamma_{ \pm}$using equations (2.74), (2.58) and (2.59). We can also use the variational formulation given by equation (4.12) to show that the energy is conserved. By calculating the energy we can assess the presence or otherwise of the numerical inaccuracies in our numerical method. Before doing so, we need the following results.

Lemma 53. We have

$$
\begin{equation*}
\mathfrak{R}\left(\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}}\right)=0 \tag{4.51}
\end{equation*}
$$

Proof. Let us define $\Omega_{x}$ where $\Omega_{x} \times[-B, B]=\Omega \backslash \operatorname{int} \Omega_{3}$. We have

$$
\int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\int_{\Omega_{x}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x\right) d y
$$

We note by integrating by parts that

$$
\int_{\Omega_{x}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x=\left[U_{\alpha, 0} \overline{U_{\alpha, 0}}\right]_{\partial \Omega_{x}}-\int_{\Omega_{x}} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x
$$

and so

$$
\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\left[U_{\alpha, 0} \overline{U_{\alpha, 0}}\right]_{\partial \Omega_{x}}-\int_{\Omega_{x}} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x\right) d y
$$

For fixed $y$, either $\partial \Omega_{x} \subset \partial \Omega_{3}$ or $\partial \Omega_{x}=0$ or $d$. In the first case $U_{\alpha, 0}=0$ on $\partial \Omega_{3}$ and in the second case, since $U_{\alpha, 0}$ is periodic, then

$$
I=\int_{-B}^{B}\left[U_{\alpha, 0} \overline{U_{\alpha, 0}}\right]_{\partial \Omega_{x}} d y=0 .
$$

Hence,

$$
\begin{equation*}
\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=-\int_{\Omega \backslash \operatorname{int} \Omega_{3}} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x d y . \tag{4.52}
\end{equation*}
$$

For any $c \in \mathbb{C}$, if $c=-\bar{c}$ then $\mathfrak{R}(c)=0$ and the result follows.

### 4.1.5 Conservation of the energy or energy balance

Let us denote respectively by $E_{r}, E_{t}$ and $E_{a b s}$, the refracted energy, the transmitted energy and the absorbed energy by the grating [79, p. 36].

Definition 54. We have

$$
\begin{aligned}
E_{r} & =\sum_{\left(\frac{2 \pi m}{d}+\alpha\right)^{2}<k_{1}^{2}} R_{m} \\
E_{t} & =\sum_{\left(\frac{2 \pi m}{d}+\alpha\right)^{2}<k_{2}^{2}} T_{m} \\
E_{a b s} & =\frac{1}{d \beta_{1}^{0}} \int_{\Omega} \mathfrak{J}\left(k^{2}\right)\left|U_{\alpha, 0}\right|^{2}
\end{aligned}
$$

such that $R_{m}$ and $T_{m}$ are as given by equations (4.49) and (4.50).
By using the relation between the Rayleigh coefficients (see equation (2.55)) and the Fourier coefficients of the scattering field on $\Gamma_{ \pm}$as given by the system of equations (2.57), we have the following result.

Lemma 55. The square of the absolute value of the Rayleigh coefficients can be obtained from the Fourier coefficients of the solution on the top boundary $y=B$ and the bottom boundary $y=-B$ as follows

$$
\begin{array}{lr}
\left|r_{1}^{n}\right|^{2}=\left|U_{\alpha, 0}^{(n)}(B)\right|^{2}, & n \in \mathbb{Z} \backslash\{0\} \\
\left|r_{1}^{0}\right|^{2}=\left|U_{\alpha, 0}{ }^{(0)}(B)\right|^{2}+1-2 \mathfrak{R}\left(\overline{U_{\alpha, 0}(0)}(B) e^{-i \beta_{1}^{0} B}\right) & \\
\left|t_{2}^{n}\right|^{2} \leq\left|U_{\alpha, 0}^{(n)}(-B)\right|^{2} e^{2 \Im\left(\beta_{2}^{n}\right) B}, & n \in \mathbb{Z}
\end{array}
$$

Proof. The proof for the first and the last lines are straightforward using the system of equations (2.57). So, we will just show the proof of the second line. From Lemma 13 we note that $U^{(0)}(B)=U_{\alpha, 0}{ }^{(0)}(B)$. We then use equation (2.58) to get

$$
\begin{aligned}
\left|r^{0}\right|^{2} & =\left|U_{\alpha, 0}{ }^{(0)}(B) e^{-i \beta_{1}^{0} B}-e^{-2 i \beta_{1}^{0} B}\right|^{2} \\
& =\left|U_{\alpha, 0}{ }^{(0)}(B)-e^{-i \beta_{1}^{0} B}\right|^{2}
\end{aligned}
$$

because we have $\left|e^{-i \beta_{1}^{0} B}\right|=1$.
Therefore,

$$
\left|r^{0}\right|^{2}=\left|U_{\alpha, 0}{ }^{(0)}(B)\right|^{2}+1-2 \mathfrak{R}\left(\overline{U_{\alpha, 0}{ }^{(0)}(B)} e^{-i \beta_{1}^{0} B}\right) .
$$

Theorem 56 (Conservation of energy). Let $E_{t}, E_{r}$, and $E_{a b s}$ be defined as in Definition 54. Then, we have the energy balance

$$
E_{t}+E_{r}=1
$$

Proof. Since $k_{1} \in \mathbb{R}$ then for perfectly conducting $k=k_{1}$. Hence by using Definition 54, we have $E_{a b s}=0$. We use equation (4.15) with $w=v=U_{\alpha, 0}$ to get

$$
\begin{gather*}
\int_{\Omega \backslash \text { int } \Omega_{3}}\left|\nabla U_{\alpha, 0}\right|^{2}-\int_{\Omega \backslash \Omega_{3}}\left(k^{2}-\alpha^{2}\right)\left|U_{\alpha, 0}\right|^{2}-2 i \alpha \int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} \\
-\int_{\Gamma_{ \pm}}\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}}=2 i \beta_{1}^{0} \int_{\Gamma_{+}} e^{-i \beta_{1}^{0} B} \overline{U_{\alpha, 0}} \tag{4.53}
\end{gather*}
$$

Taking the imaginary part of equation (4.53), and using Lemma 53 with Lemma 8 leaves us with

$$
\begin{equation*}
\mathfrak{J}\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Gamma_{ \pm}}+2 \beta_{1}^{0} \Re\left(e^{-i \beta_{1}^{0} B}, U_{\alpha, 0}\right)_{\Gamma_{+}}=0 . \tag{4.54}
\end{equation*}
$$

Then we use Lemma 55 with equation (2.72) in Lemma 8 to get

$$
\begin{align*}
& \mathfrak{I}\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Gamma_{ \pm}}+2 \beta_{1}^{0} \Re\left(e^{-i \beta_{1}^{0} B}, U_{\alpha, 0}\right)_{\Gamma_{+}} \\
& =d \sum_{n \in \mathbb{Z}} \Re \beta_{j}^{n}\left|U_{\alpha, 0}{ }^{(n)}\right|^{2}+2 d \beta_{1}^{0} \Re\left(e^{-i \beta_{1}^{0} B}{\overline{U_{\alpha, 0}}}^{(0)}\right) \text {, } \\
& =d \sum_{n \in \mathbb{Z}} \mathfrak{R} \beta_{j}^{n}\left|U_{\alpha, 0}{ }^{(n)}\right|^{2}+d \beta_{1}^{0}\left(2 \mathfrak{R}\left(e^{-i \beta_{1}^{0} B}{\overline{U_{\alpha, 0}}}^{(0)}\right)+1\right)-d \beta_{1}^{0} \text {, } \\
& =d \beta_{1}^{0} \sum_{n_{\alpha}^{2}>k^{2}} R_{m}+T_{m}-d \beta_{1}^{0} \text {. } \tag{4.55}
\end{align*}
$$

We use equations (4.54) with (4.55) to get

$$
\begin{equation*}
d \beta_{1}^{0}\left(\sum_{n_{\alpha}^{2}>k^{2}} R_{m}+T_{m}-1\right)=0 \tag{4.56}
\end{equation*}
$$

which finishes the proof.

### 4.2 The discrete problem

In order to solve numerically the scattering problem, we need to discretise the variational formulation corresponding to the continuous problem.

### 4.2.1 Variational formulation

Let $X \subset H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be a finite element space with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X$. We discretise the variational form given by the equation (4.11) and this leads us to find $U_{\alpha, 0_{h}} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right), \tag{4.57}
\end{equation*}
$$

and subject to the constraint

$$
U_{\alpha, 0_{h}}=0, \text { on } \partial \Omega_{3}
$$

where

$$
\begin{align*}
a\left(w_{h}, v_{h}\right)= & \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla w_{h} \cdot \nabla \overline{v_{h}}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& -\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w_{h} \overline{v_{h}}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w_{h} \overline{v_{h}}  \tag{4.58}\\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{4.59}
\end{align*}
$$

for $w_{h} \in X$. Since $U_{\alpha, 0_{h}} \in X$, there exists $U_{j}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}=$ $\sum_{j=1}^{N} U_{j} \psi_{j}(x, y)$. Hence, the discrete problem given by equation (4.57) is equivalent to the following linear algebraic system

$$
\begin{equation*}
A U=L \tag{4.60}
\end{equation*}
$$

with $U=U_{j}$ for $j=, \cdots, N$,

$$
A=a\left(\psi_{i}, \psi_{j}\right)
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

### 4.2.2 Truncation of the DtN map

The DtN operators that we use as transparent boundary conditions when we truncate the domain involve an infinite sum. For computational purposes we also need to truncate the summation in equation (4.7) to a finite sum. Let $M \in \mathbb{N}$ and $M<\infty$, then we approximate $T_{ \pm}^{\alpha, 0}$ with

$$
\begin{equation*}
T_{ \pm}^{\alpha, 0^{M}}\left(U_{\alpha, 0_{h}}\right)(x)=\sum_{n=-M}^{M} i \beta_{j}^{n} U_{\alpha, 0_{h}}^{(n)}( \pm B) e^{i \frac{2 \pi n}{d} x} \tag{4.61}
\end{equation*}
$$

At the boundary of the truncated domain we introduced an upward propagating radiation condition (UPRC) in Section 2.1. Therefore, we will also need $U_{\alpha, 0_{h}}$ to satisfy the UPRC. First, we expand $U_{\alpha, 0_{h}}$ in a truncated Fourier series

$$
\begin{equation*}
U_{\alpha, 0_{h}}(x, y)=\sum_{n=-M}^{M} U_{\alpha, 0_{h}}^{(n)}(y) e^{i \frac{2 \pi n}{d} x}, \tag{4.62}
\end{equation*}
$$

where

$$
U_{\alpha, 0_{h}}^{(n)}(y)=\frac{1}{d} \int_{0}^{d} U_{\alpha, 0_{h}}(x, y) e^{-i \frac{2 \pi n}{d} x} d x
$$

By truncating the fundamental solution in equation (2.55), and using equation (4.1), the solution is truncated as

$$
\begin{equation*}
U_{\alpha, 0_{h}}=\sum_{n=-M}^{M} r_{j}^{n, M} e^{i \beta_{j}^{n} y+i \frac{2 \pi n}{d} x}+t_{j}^{n, M} e^{-i \beta_{j}^{n} y+i \frac{2 \pi n}{d} x}, j=1,2 \tag{4.63}
\end{equation*}
$$

where the unknowns $r_{j}^{n, M}$ and $t_{j}^{n, M}$ are complex scalars. $U_{\alpha, 0_{h}}$ contains the incident wave and must satisfy the UPRC condition in $\Omega_{1}$. It follows that $t_{j}^{n, M}=0$, for $n \sigma$ 0 and $t_{1}^{0, M}=1$ in $\Omega_{1}$ and in $\Omega_{2}$, all the $r_{j}^{n, M}=0$ (UPRC). We proceed exactly as we have done for the continuous problem but the solution is now truncated as given by equations (4.62) and (4.63).The coefficients $\beta_{j}^{n}$ are given by equation (2.43) and so, similar to equation (2.57),

$$
\begin{array}{ll}
U_{\alpha, 0_{h}}^{(n)}(y)=r_{1}^{n, M} e^{i \beta_{1}^{n} y}+\delta_{n 0} e^{-i \beta_{1}^{n} y}, & \text { in } \Omega_{1}  \tag{4.64}\\
U_{\alpha, 0_{h}}^{(n)}(y)=t_{2}^{n, M} e^{-i \beta_{2}^{n} y}, & \text { in } \Omega_{2}
\end{array}
$$

At $y= \pm B$, equations (2.58) and (2.59) become

$$
\begin{align*}
r_{1}^{n, M} & =U_{\alpha, 0_{h}}^{(n)}(B) e^{-i \beta_{1}^{n} B}-\delta_{n 0} e^{-2 i \beta_{1}^{0} B},  \tag{4.65}\\
t_{2}^{n, M} & =U_{\alpha, 0_{h}}^{(n)}(-B) e^{-i \beta_{2}^{n} B} .
\end{align*}
$$

Similarly to the continuous problem, but now we use equations (4.61) and (4.65) so that the boundary conditions for the discrete problem are given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0^{M}}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0_{h}}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0^{M}}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0_{h}}=0, & \text { on } \Gamma_{-} . \tag{4.67}
\end{array}
$$

Therefore, instead of solving directly equation (4.57), we approximate $U_{\alpha, 0}$ by $U_{\alpha, 0_{h}}^{M}$ and we solve numerically the following problem. Let $X \subset H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ be a finite element space with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, \ldots, N$, be a basis of $X$. We want to find $U_{\alpha, 0_{h}}^{M} \in X$ such that for all $v_{h} \in X$ we have

$$
\begin{equation*}
a^{M}\left(U_{\alpha, 0_{h}}^{M}, v_{h}\right)=\left(f, v_{h}\right), \tag{4.68}
\end{equation*}
$$

and subject to the constraint

$$
U_{\alpha, 0_{h}}^{M}=0, \text { on } \partial \Omega_{3}
$$

where

$$
\begin{align*}
a^{M}\left(w_{h}, v_{h}\right)= & \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla w_{h} . \nabla \overline{v_{h}}-\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& -\int_{\Gamma_{ \pm}} T_{ \pm}^{\alpha, 0^{M}} w_{h} \overline{v_{h}} \\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}} \tag{4.69}
\end{align*}
$$

for $w_{h} \in X$. This leads to a linear algebraic system

$$
\begin{equation*}
A^{M} U^{M}=L \tag{4.70}
\end{equation*}
$$

with $U^{M}=U_{j}^{M}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}^{M}=\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$.

$$
A^{M}=a^{M}\left(\psi_{i}, \psi_{j}\right),
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

### 4.2.3 Efficiency of the grating

The efficiency of the grating with respect to each diffraction order $n$ can be computed by using equations (2.55), (4.49) and (4.63), to give

$$
\begin{align*}
R_{n}^{M} & =\frac{\beta_{1}^{n}}{\beta_{1}^{0}}\left|r_{j}^{n, M}\right|^{2}  \tag{4.71}\\
T_{n}^{M} & =\frac{\beta_{2}^{n}}{\beta_{1}^{0}}\left|t_{j}^{n, M}\right|^{2} .
\end{align*}
$$

When we replace $R^{M}$ with $R_{n}^{M}$, and $T^{M}$ with $T_{n}^{M}$, in Definitions 54 and D-19 then $E_{t}, E_{r}$ and $E_{a b s}$ will be called respectively $E_{t}^{M}, E_{r}^{M}$ and $E_{a b s}^{M}$.

### 4.2.4 Checking the energy balance using the truncated DtN map

By truncating the DTN operator and by discretising the scattering problem, Lemma 55 becomes

$$
\begin{align*}
\left|r_{1}^{n, M}\right|^{2} & =\left|U_{\alpha, 0_{h}}^{M}{ }^{(n)}(B)\right|^{2}, & n \in \mathbb{Z} \backslash\{0\} \\
\left|r_{M}^{0}\right|^{2} & =\left|U_{\alpha, 0_{h}}^{M}(B)\right|^{(0)}+1-2 \mathcal{R}\left(\overline{U_{\alpha, 0_{h}}^{M}\left({ }^{(0)}(B)\right.} e^{-i \beta_{1}^{0} B}\right) & \\
\left|t_{2}^{n, M}\right|^{2} & =\left|U_{\alpha, 0_{h}}^{M}{ }^{(n)}(-B)\right|^{2}, & n \in \mathbb{Z} . \tag{4.72}
\end{align*}
$$

We note that when $k_{2} \in \mathbb{R}, \beta_{j}^{n}$ is real or purely imaginary. Hence, we can use the DtN operator $T_{ \pm}^{\alpha, 0^{M}}$ given by equation (4.61) to check the energy balance. Let us call

$$
T^{M}=\left(T_{ \pm}^{\alpha, 0 M} \psi_{l}, \psi_{j}\right)_{\Gamma_{ \pm}}
$$

for $\{l, j\} \in\{1, \ldots N\}$. We have

$$
\begin{equation*}
\left(T_{ \pm}^{\alpha, 0^{M}} U_{\alpha, 0_{h}}^{M}, U_{\alpha, 0_{h}}^{M}\right)_{\Gamma_{ \pm}}=d \sum_{n \in \mathbb{Z}} i \beta_{j}^{n}\left|U_{\alpha, 0_{h}}^{M(n)}( \pm B)\right|^{2} \tag{4.73}
\end{equation*}
$$

by following the same process to get equation (2.70) but using Definition 4. Since $U_{\alpha, 0_{h}}^{M}=\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$ then $\left(T_{ \pm}^{\alpha, 0^{M}} U_{\alpha, 0_{h}}^{M}, U_{\alpha, 0_{h}}^{M}\right)_{\Gamma_{ \pm}}=\left(U^{M} T^{M}{\overline{U^{M}}}^{T}\right)_{\Gamma_{ \pm}}$with $U^{M}=U_{j}^{M}$ for $j \in\{1, ., N\}$. Hence, from equations (4.71) and (4.72)

$$
E_{t}^{M}+E_{r}^{M}=\frac{1}{d \beta_{1}^{0}} \mathfrak{J}\left(U^{M} T^{M}{\overline{U^{M}}}^{T}\right)-2 \Re\left(e^{-i \beta_{1}^{0} B} \overline{U_{\alpha, 0_{h}}^{M}{ }^{(0)}}\right)+1=1 .
$$

### 4.3 A priori error estimates for the exact solution

The well-posedness of each problem that we derived in Section 4.1.3 will now allow us to derive an a priori error estimate for $U_{\alpha, 0}$. However, since the sesquilinear form corresponding to $U$ is simpler to study than $U_{\alpha, 0}$, and we have already studied the regularity of $U$ in Section 3.1, then we first study an a priori error estimate of $U$ with the norm $\mathrm{k} . \mathrm{k}_{\mathcal{H}}$. This will then allow us to derive an a priori error estimate for $U_{\alpha, 0}$ and we will show an explicit dependence of the result on the wavenumber $k$ and the order of the polynomial basis $p$. We have the following three key results

- an estimate of the error from the discretisation of the continuous problem.
- an estimate of the error from truncating the DtN operator corresponding to the continuous problem.
- an estimate of the total error.


### 4.3.1 A priori error estimation of the discretised problem

In this section we will derive an upper bound on the error between the exact periodic solution $U_{\alpha, 0}$ and that found numerically by discretising the problem $U_{\alpha, 0_{h}}$. In each case we will state the discretised periodic problem in its variational form, find a regularity bound for the $\alpha$-quasi periodic exact solution $U$ in terms of the norm in Definition 49, examine the discretisation error for $U$, and then use this to derive an a priori bound on the discretisation error for the periodic solution $U_{\alpha, 0}$. Let $X \subset H_{\alpha \#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be a finite element subspace of order $p$ with $l \geq 1$, and let $\zeta_{h}$ be any regular partition of $X$ as described in Section B.3. We denote by $h$ the maximum mesh size after partitioning $\Omega \backslash \operatorname{int} \Omega_{3}$ using $\zeta_{h}$. We make the following standard assumption on the subspace $X$ [35]

$$
\begin{align*}
& \inf _{\psi \in X}\left\{\mathrm{k} v-\psi \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\frac{h}{p} \mathrm{k} \nabla v-\nabla \psi \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\left(\frac{h}{p}\right)^{\frac{1}{2}} \mathrm{k} v-\psi \mathrm{k}_{L_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}\right. \\
&\left.+\frac{h}{p} \mathrm{k} v-\psi \mathbf{k}_{H_{\alpha \#}^{\frac{1}{\alpha}}\left(\Gamma_{ \pm}\right)}\right\} \leq C\left(\frac{h}{p}\right)^{l} \mathrm{k}^{l} \mathrm{k}_{H_{\alpha \#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} . \tag{4.74}
\end{align*}
$$

Similarly, let $X^{\alpha}$ be a finite element subspace of order $p$ of $H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. The discretised problem corresponding to equation (4.20) is given below. Find $U_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{h}, \phi\right)=(f, \phi)_{\Gamma_{+}} \tag{4.75}
\end{equation*}
$$

with

$$
\begin{align*}
a\left(U_{h}, \phi\right) & =\left(\nabla U_{h}, \nabla \phi\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(k^{2} U_{h}, \phi\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(T_{ \pm} U_{h}, \phi\right)_{\Gamma_{ \pm}}  \tag{4.76}\\
(f, \phi)_{\Gamma_{+}} & =-2 i \beta_{1}^{0} \int_{\Gamma_{+}} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{\phi} \tag{4.77}
\end{align*}
$$

for all $\phi \in X$ such that $U_{h}=0$ on $\partial \Omega_{3}$ and $T_{ \pm}$are given by Definition 3.
Lemma 57. Let $k_{\text {ref }}$ be a positive scalar such that $\mathrm{k} k \mathrm{k}_{\infty} \geq k_{\text {ref }}$ and let $U \in$ $H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, then for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ we have

$$
|a(U, v)| \leq C_{c}{\mathrm{k} U \mathrm{k}_{\mathcal{H}} \mathrm{k} \mathrm{k}_{\mathcal{H}} .}
$$

such that $C_{c}=C d+1$ depends only on the period of the diffraction grating d. Proof. We note by using Cauchy- Schwarz inequality [22, p. 50] that

$$
\begin{align*}
\left|(\nabla U, \nabla v)_{\Omega \backslash \text { int } \Omega_{3}}\right| & =\left|\int_{\Omega \backslash \text { int } \Omega_{3}} \nabla U . \nabla \bar{v} d x d y\right| \\
& \leq \int_{\Omega \backslash \text { int } \Omega_{3}}|\nabla U . \nabla \bar{v}| d x d y \\
& \leq \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \tag{4.78}
\end{align*}
$$

and also that

$$
\begin{align*}
\left|\left(k^{2} U, v\right)_{\Omega \backslash \text { int } \Omega_{3}}\right| & =\left|\int_{\Omega \backslash \operatorname{int} \Omega_{3}} k^{2} U \bar{v} d x d y\right| \\
& \leq \mathrm{k} k^{2} \mathbf{k}_{\infty} \int_{\Omega \backslash \operatorname{int} \Omega_{3}}|U \bar{v}| d x d y \\
& \leq \mathrm{k} k^{2} \mathbf{k}_{\infty} \mathrm{k} U \mathrm{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathbf{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \tag{4.79}
\end{align*}
$$

We note that

$$
\begin{align*}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|= & d\left|\sum_{n \in \mathbb{Z}} i \beta_{j}^{n} U^{\left(n_{\alpha}\right)}( \pm B) \overline{v^{\left(n_{\alpha}\right)}( \pm B)}\right|  \tag{4.80}\\
= & d\left|\sum_{n \in \mathbb{Z}} i \beta_{j}^{n}\left(1+n_{\alpha}^{2}\right)^{-1 / 4}\left(1+n_{\alpha}^{2}\right)^{1 / 4} U^{\left(n_{\alpha}\right)}( \pm B) \overline{v^{\left(n_{\alpha}\right)}( \pm B)}\right| \\
\leq & d\left(\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{1 / 2} \\
& \times\left(\sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{1 / 2}\left|v^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}\right)^{1 / 2} \tag{4.81}
\end{align*}
$$

We use equations (2.68) and (2.69)

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}\left|\beta_{j}^{n}\right|^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \leq & c_{2} \sum_{n \in \mathbb{Z}: n_{\alpha}^{2}<\left|k_{j}^{2}\right|}\left|k_{j}^{2}\right|\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +c_{1} \sum_{n \in \mathbb{Z}: n_{\alpha}^{2}>\left|k_{j}^{2}\right|} n_{\alpha}^{2}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2}, \\
\leq & c_{2}\left|k_{j}^{2}\right| \sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{-1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
& +c_{1} \sum_{n \in \mathbb{Z}}\left(1+n_{\alpha}^{2}\right)^{1 / 2}\left|U^{\left(n_{\alpha}\right)}( \pm B)\right|^{2} \\
\leq & c_{2}\left|k_{j}^{2}\right| \mathbf{k} U \mathrm{k}_{H_{\alpha}^{-\frac{1}{\#}}\left(\Gamma_{ \pm}\right)}^{2}+c_{1} \mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{2}}^{2}\left(\Gamma_{ \pm}\right)
\end{aligned}
$$

from Definition A-17. We can then write

$$
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|^{2} \leq C d\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{H_{\alpha}^{-\frac{1}{\#}}\left(\Gamma_{ \pm}\right)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \# \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}^{2},
$$

where $C=\max \left\{c_{1}, c_{2}\right\}$ and so we have

$$
\begin{equation*}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right|^{2} \leq C d\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}^{2} \tag{4.82}
\end{equation*}
$$

from the trace theorem given in Theorem A-13 since and so

$$
\begin{equation*}
\left|\int_{\Gamma_{ \pm}} T_{ \pm} U \bar{v} d x\right| \leq C d \mathbf{k} U \mathbf{k}_{\mathcal{H}} \mathbf{k} v \mathbf{k}_{\mathcal{H}} \tag{4.83}
\end{equation*}
$$

from Definition 49. Since $\left({\left.\mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}\right)^{2} \geq 0 \text { then }}\right.$

$$
\begin{aligned}
& \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
\geq & 2 \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left(|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}\right)^{2} \\
& =|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}|v|_{H_{\alpha \# 1}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{4} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& +2 \mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} U \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \\
& \leq|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{4} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \mathrm{k} v \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& +\mathrm{k} k \mathrm{k}_{\infty}^{2}\left(\mathrm{k} U \mathrm{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2} \mathrm{k} v \mathrm{k}_{L_{\alpha \neq 1}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}\right) \\
& =\left(|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}^{2}\right)\left(|v|_{H_{\alpha \#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}^{2}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}^{2}\right) \\
& =\mathrm{k} U \mathrm{k}_{\mathcal{H}}^{2} \mathrm{k} v \mathrm{k}_{\mathcal{H}}^{2} \text {. }
\end{aligned}
$$

So


Proof. Using the duality argument [22, p. 137], we will show below that $C_{1}=$ $C C_{c} C_{\text {reg }} \mathrm{k} k \mathrm{k}_{\infty} \frac{h}{p}$. Let $w$ be the dual solution of

$$
\begin{array}{rlr}
\Delta w+k^{2} w & =\phi & (x, y) \in \Omega \backslash \operatorname{int} \Omega_{3}  \tag{4.86}\\
\left(T_{ \pm}^{*}-\partial_{n}\right) w & =0 & \text { on } \Gamma_{ \pm},
\end{array}
$$

for all $\phi, w \in H_{\alpha \# \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ where $T_{ \pm}^{*}$ are the dual operators of $T_{ \pm}[61$, p. 476]. Then [22, p. 146],

$$
\mathrm{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}=\sup _{\phi \in C_{\infty}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \frac{\left|\left(e_{h}, \phi\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}\right|}{\mathrm{k} \phi \mathrm{k}_{L_{\alpha \#}^{2}}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}
$$

Multiplying both sides of equation (4.86) by $e_{h}$ and integrating this becomes

$$
\begin{align*}
\mathrm{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} & =\sup _{\phi \in C_{\infty}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \frac{\left|\left(e_{h}, \Delta w+k^{2} w\right)_{\Omega \backslash \text { int } \Omega_{3}}\right|}{\mathrm{k} \phi \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}} \\
& =\sup _{\phi \in C_{\infty}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \frac{\left|a\left(e_{h}, w\right)\right|}{\mathbf{k} \phi \mathbf{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}}, \tag{4.87}
\end{align*}
$$

by integrating by parts. We use Galerkin orthogonality [22, Prop. 2.5.9], which is

$$
\begin{equation*}
a\left(e_{h}, \psi\right)=0 \tag{4.88}
\end{equation*}
$$

for all $\psi \in X$, and so equation (4.87) becomes

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}=\sup _{\phi \in C_{\infty}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \frac{\left|a\left(e_{h}, w-\psi\right)\right|}{\mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}} \tag{4.89}
\end{equation*}
$$

So, from equation (4.76)

$$
\begin{aligned}
& \left|a\left(e_{h}, w-\psi\right)\right|=\left|\left(\nabla e_{h}, \nabla(w-\psi)\right)_{\Omega \backslash \text { int } \Omega_{3}}-\left(k^{2} e_{h}, w-\psi\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(T_{ \pm} e_{h}, w-\psi\right)_{\Gamma_{ \pm}}\right| \\
& \left.\leq\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}|w-\psi|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\mathbf{k} k \mathbf{k}_{\infty}^{2} \mathbf{k}_{h} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right) \mathbf{k} w-\psi \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \\
& \left.+C d \mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#}^{1}(\Omega \backslash i n t} \Omega_{3}\right)
\end{aligned}
$$

from equation (4.82) and using Cauchy-Schwarz inequality [22, p. 50]. Hence,

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq(C d+1) \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}
$$

using equation (4.84). We use the standard approximation estimate in finite element space given by equation (4.74) with $w-\phi$ to get

$$
\begin{equation*}
\left|a\left(e_{h}, w-\psi\right)\right| \leq C(C d+1) \frac{h}{p} \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w \mathbf{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \tag{4.90}
\end{equation*}
$$

We use the result from Theorem 27 and we have the regularity estimate

$$
\mathrm{k} w \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq\left(C_{r e g} \mathrm{k} k \mathrm{k}_{\infty}\right) \mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}
$$

Using this in equation (4.90) we see

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq C C_{r e g} \mathbf{k} k \mathbf{k}_{\infty}(C d+1) \frac{h}{p} \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} \phi \mathbf{k}_{L_{\alpha}^{2} \neq\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)},
$$

and equation (4.89) gives

$$
\mathrm{k} e_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \leq C C_{r e g} \mathrm{k} k \mathrm{k}_{\infty}(C d+1) \frac{h}{p} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}
$$

and we finish the proof by letting $C_{1}=C C_{r e g} \mathrm{k} k \mathbf{k}_{\infty}(C d+1) \frac{h}{p}$.
The previous three lemmas now allow us to derive the following a priori error estimate for the periodic solution $U_{\alpha, 0}$.

Theorem 60. Let the wavenumber $|k| \geq k_{\text {ref }}>0$, let the maximum mesh size $h \in\left[0, h_{0}\right]$, and let the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$, and $C_{3}=$ $1-\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}>0$ with $C_{1}$ as given in Lemma 59. Let $U_{\alpha, 0}$ be the continuous solution of equation (4.47) then $U_{\alpha, 0_{h}} \in X^{\alpha}$ the corresponding discretised solution is unique. In addition, if $e_{\alpha, 0_{h}}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ then there exists a constant $C_{c}$ which only depends on the period of the grating $d$ and $k_{\text {ref }}$ such that

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}},
$$

and

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq 2 C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}},
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$, where $C_{c}$ is given in Lemma 57 and $C_{1}$ is given in Lemma 59.

Proof. Let us denote $e_{h}=U-U_{h}$, and let $\psi=e^{i \alpha x} \psi_{\alpha, 0}$, then by using Lemma 58, we get

$$
\left(\left|e_{h}\right|_{H_{\alpha \#( }^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}^{2}-\mathfrak{R}(k) \mathrm{k}_{e_{h}} \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}\right) \leq\left|a\left(e_{h}, e_{h}\right)\right| .
$$

Since we have the Galerkin orthogonality, as in equation (4.88), the right hand side can be written

$$
\left(\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}^{2}-\Re(k) \mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}\right) \leq\left|a\left(e_{h}, U-\psi\right)\right| .
$$

We use Lemma 57 to get

$$
\begin{gathered}
\left(\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-\Re(k) \mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}\right) \\
\leq C_{c} \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} .
\end{gathered}
$$

Since $\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)} \leq \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}}$, then dividing both sides by $\mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}$ gives

$$
\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}-\Re(k) \operatorname{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq C_{c} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}}
$$

and so

$$
\begin{aligned}
& \left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{Ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \\
& -\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) \mathrm{k}_{h} \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq C_{c} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} .
\end{aligned}
$$

From Lemma 59 and using Definition 49, we have

$$
\begin{equation*}
\mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}}-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{4.91}
\end{equation*}
$$

Since $C_{3}=1-\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}>0$ then

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{\mathcal{H}} \leq \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{4.92}
\end{equation*}
$$

So we have from Definition 49

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} & \leq\left|e_{\alpha, 0_{h}}\right|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathbf{k} k \mathrm{k}_{\infty} \mathrm{K} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}, \\
& \leq 2\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{K}_{h} \mathrm{k}_{L_{\alpha \# \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)},
\end{aligned}
$$

from equation (4.41) and so

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 2\left(\left|e_{h}\right|_{H_{\alpha \neq 1}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{k}_{\mathrm{h}_{h}} \mathrm{k}_{L_{\alpha \neq 1}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}\right) \leq 2 \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} . \tag{4.93}
\end{equation*}
$$

From equation (4.92)

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 2 \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{4.94}
\end{equation*}
$$

We also note

$$
\begin{aligned}
\mathrm{k}_{h} \mathrm{k}_{\mathcal{H}} & =\mathrm{k} e^{i \alpha x} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}}, \\
& =\left|e^{i \alpha x} e_{\alpha, 0_{h}}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{k} e^{i \alpha x} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\alpha \neq}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}, \\
& =\mathrm{k} i \alpha e^{i \alpha x} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\left|e_{\alpha, 0_{h}}\right|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}, \\
& =\mathrm{k} i \alpha e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\left|e_{\alpha, 0_{h}}\right|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)},
\end{aligned}
$$

using Definition A-10. Then we get

$$
\mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}} \leq 2 \mathbf{k} k \mathbf{k}_{\infty} \mathbf{k} e_{\alpha, 0_{h}} \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\left|e_{\alpha, 0_{h}}\right|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}
$$

since $|\alpha| \leq \mathrm{k} k \mathrm{k}_{\infty}$. Hence,

$$
\begin{equation*}
\mathrm{ke}_{h} \mathrm{k}_{\mathcal{H}} \leq 2 \mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \tag{4.95}
\end{equation*}
$$

from Definition 49. If we replace $e_{h}$ with $U-\psi$ and use equation (4.94) then

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} .
$$

Once more, from Lemma 59 and equation (4.92), we get

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{4.96}
\end{equation*}
$$

From Theorem 50, we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}=\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \neq}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)},
$$

Using this in equation (4.96), we get

$$
\begin{align*}
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\# \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} & \leq C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}}, \\
& \leq 2 C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \tag{4.97}
\end{align*}
$$

from equation (4.95). Now, let us show that $U_{\alpha, 0_{h}} \in X^{\alpha}$ exists and is unique. Since $X^{\alpha}$ has a finite dimension then a solution exists if only if it is unique. Let us suppose that we have two solutions $U_{\alpha, 0_{h 1}}$ and $U_{\alpha, 0_{h} 2}$. Then, when $\frac{h}{p}$ goes to zero

$$
\begin{aligned}
\mathrm{k} U_{\alpha, 0_{h 1}}-U_{\alpha, 0_{h 2}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} & \leq \mathrm{k} U_{\alpha, 0_{h 1}}-U_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} U_{\alpha, 0_{h}}-U_{\alpha, 0_{h} 2} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash i \mathrm{int} \Omega_{3}\right)} \\
& \leq 0
\end{aligned}
$$

since $C_{1}$ also goes to zero in equation (4.97) which finishes our proof.

### 4.3.2 A priori error estimation of the continuous problem by truncating the $\operatorname{DtN}$ operator

As discussed in Section 2.2, we have introduced the parameter $b$ for three reasons. Firstly, for computational efficiency, so that when we are far from the scatterer and $|y|>b$, then we can use a coarse mesh. Secondly, to derive an a priori error estimate, the Rayleigh expansion is used in the region $b \leq|y| \leq B$. Finally, it also allows us to cope with more general problems involving layered geometry such as cladding or a substrate.
Let $U_{\alpha, 0}^{M}$ be the approximated solution of the continuous problem of equation (4.48) when we truncate the DtN map, by approximating $T_{ \pm}^{\alpha, 0}$ with $T_{ \pm}^{\alpha, 0^{M}}$ for $M \in \mathbb{N}$ where Definition 4 becomes

$$
\begin{equation*}
T_{ \pm}^{\alpha, 0^{M}}(v)=\sum_{n=-M}^{M} i \beta_{j}^{n} v^{\left(n_{\alpha}\right)}( \pm B) e^{i \frac{2 \pi n}{d} x} \tag{4.98}
\end{equation*}
$$

Then, the error estimate by truncating $T_{ \pm}^{\alpha, 0}$ is given in the following theorem.

Theorem 61. Let us choose $M \in \mathbb{N}$ such that $M>M_{0}=|k|+|\alpha|$ and let us denote by

$$
e_{\alpha, 0}^{M}=U_{\alpha, 0}-U_{\alpha, 0}^{M} .
$$

If $\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}<1$, with $C_{1}$ as given in Lemma 59, so that $C_{3}=1-\Re(k)+$ $\mathrm{k} k \mathrm{k}_{\infty} C_{1}>0$ then $U_{\alpha, 0}^{M}$ is unique and we have

$$
\begin{align*}
\mathrm{ke}_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} & \leq 4 \frac{d}{C_{3}} e^{-(B-b) c_{\min }} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}},  \tag{4.99}\\
{\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}} \leq 2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{\min }} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} & \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}, \tag{4.100}
\end{align*}
$$

with $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ where $b$ is as shown in Figure 2.3. The parameter $z_{n}$ is given by equation (2.44) and $c_{\text {min }}=\left.\inf \right|_{n \left\lvert\,>\frac{M d}{2 \pi}\right.} \sin \left(z_{n} / 2\right)$.

Proof. Let $U \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ satisfy equation (4.20). Since we truncate the DtN map, we are approximating this problem by finding $U^{M} \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, such that $a^{M}\left(U^{M}, v\right)=(f, v)_{\Gamma_{+}}$with equations (4.18) and (4.19) becoming

$$
\begin{align*}
a^{M}\left(U^{M}, v\right) & =\left(\nabla U^{M}, \nabla v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} U^{M}, v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{M} U^{M}, v\right)_{\Gamma_{ \pm}}  \tag{4.101}\\
(f, v)_{\Gamma_{+}} & =\left(-2 i \beta_{1}^{0} e^{i\left(\alpha x-\beta_{1}^{0} B\right)}, v\right)_{\Gamma_{+}} \tag{4.102}
\end{align*}
$$

for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that

$$
\begin{equation*}
T_{ \pm}^{M}(v)=\sum_{n=-M}^{M} i \beta_{j}^{n} v^{\left(n_{\alpha}\right)}( \pm B) e^{i n_{\alpha} x} \tag{4.103}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
a(U, v)-a^{M}\left(U^{M}, v\right)= & (\nabla U, \nabla v)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} U, v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm} U, v\right)_{\Gamma_{ \pm}} \\
& -\left(\nabla U^{M}, \nabla v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}+\left(k^{2} U^{M}, v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}+\left(T_{ \pm}{ }^{M} U, v\right)_{\Gamma_{ \pm}} \\
= & 0 .
\end{aligned}
$$

Let us denote $e^{M}=U-U^{M}$, since $T_{ \pm}=T_{ \pm}^{M}+\left(T_{ \pm}-T_{ \pm}^{M}\right)$ then

$$
\begin{equation*}
\left(\nabla e^{M}, \nabla v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} e^{M}, v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{M} e^{M}, v\right)_{\Gamma_{ \pm}}=\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}} . \tag{4.104}
\end{equation*}
$$

We first note that

$$
\begin{equation*}
\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}}=d \sum_{|n| \geq \frac{M d}{2 \pi}} i \beta_{j}^{n} U^{\left(n_{\alpha}\right)}( \pm B) \overline{v^{\left(n_{\alpha}\right)}( \pm B)} . \tag{4.105}
\end{equation*}
$$

Since $i \beta_{j}^{n}=\left(i \cos \left(z_{n} / 2\right)-\sin \left(z_{n} / 2\right)\right) \sqrt{n_{\alpha}^{2}-k^{2}}$ when $n_{\alpha}^{2}>k^{2}$ from equation (2.43) and since $b<B$ as shown in Figure 2.3, therefore we can use equation (2.60) to write

$$
\begin{equation*}
g^{\left(n_{\alpha}\right)}( \pm B)=g^{\left(n_{\alpha}\right)}( \pm b) e^{-(B-b) \sin \left(z_{n} / 2\right)} \sqrt{ } \overline{n_{\alpha}^{2}-k_{j}^{2}}, \quad \text { for } j=1,2 \tag{4.106}
\end{equation*}
$$

Let $M_{0}=|k|+|\alpha|$ then for any $M>M_{0}$, we have $n_{\alpha}^{2}>k^{2}$ for $\left|\frac{2 \pi n}{d}\right|>M$. Hence from equation (4.105)

$$
\begin{aligned}
\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}}= & -d \sum_{|n| \geq \frac{M d}{2 \pi}} \sqrt{n_{\alpha}^{2}-k^{2}} e^{\left(i \cos \left(z_{n} / 2\right)-\sin \left(z_{n} / 2\right)\right)(B-b)} \sqrt{ } \overline{n_{\alpha}^{2}-k_{j}^{2}} \\
& \times U^{\left(n_{\alpha}\right)}( \pm b) \overline{v^{\left(n_{\alpha}\right)}}( \pm B)
\end{aligned}
$$

Note that if $n \geq 0$ then $\frac{2 \pi n}{d}-|\alpha| \leq n_{\alpha} \leq \frac{2 \pi n}{d}+|\alpha|$. Therefore, $n_{\alpha} \geq M-|\alpha|$. In a similar way, we note that if $n \leq 0, n_{\alpha}^{2} \geq(M+|\alpha|)^{2}$. Hence,

$$
\begin{aligned}
& \left|\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}}\right| \\
& \quad \leq d \sum_{|n| \geq \frac{M d}{2 \pi}} e^{-(B-b) \sin \left(z_{n} / 2\right)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \sqrt{n_{\alpha}^{2}-k^{2}} U^{\left(n_{\alpha}\right)}( \pm b) \overline{v^{\left(n_{\alpha}\right)}}( \pm B)
\end{aligned}
$$

We note that

$$
\begin{aligned}
n_{\alpha}^{2}-k^{2} & \leq n_{\alpha}^{2}-k_{r e f}^{2} \\
& \leq n_{\alpha}^{2}\left(1-\frac{k_{r e f}^{2}}{n_{\alpha}^{2}}\right) \\
& \leq n_{\alpha}^{2}\left(1-\frac{k_{r e f}^{2}}{(M-|\alpha|)^{2}}\right) \\
& \leq n_{\alpha}^{2}+1
\end{aligned}
$$

since $M \geq|k|+|\alpha|$ then $M-|\alpha|>|k|>k_{\text {ref }}$. Hence

$$
\left.\begin{array}{r}
\left|\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}}\right| \leq \quad d \sum_{|n| \geq \frac{M d}{2 \pi}} e^{-(B-b) \sin \left(z_{n} / 2\right)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \sqrt{n_{\alpha}^{2}+1} \\
\leq \quad \\
\times U^{\left(n_{\alpha}\right)}( \pm b) \overline{v^{\left(n_{\alpha}\right)}}( \pm B) \\
\leq-(B-b) c_{m i n} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}
\end{array} \sum_{n \in \mathbb{Z}} \sqrt{n_{\alpha}^{2}+1}\right) \quad \times U^{\left(n_{\alpha}\right)}( \pm b) \overline{v^{\left(n_{\alpha}\right)}}( \pm B) .
$$

with $c_{\text {min }}=\left.\inf \right|_{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ and so
using Cauchy's inequality [22, p. 50] with Definition A-17 and such that $\Gamma_{1, \pm}=$ $\{(x, \pm b) \in \Omega\}$. We note that the left hand side of equation (4.104)

$$
\begin{aligned}
\mid\left(\nabla e^{M}, \nabla e^{M}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} & -\left(k^{2} e^{M}, e^{M}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}} \mid \\
& =\left|a^{M}\left(e^{M}, e^{M}\right)\right|,
\end{aligned}
$$

from equation (4.101). Taking the real part of the left hand side of equation (4.104), we have

$$
\begin{equation*}
\left|a^{M}\left(e^{M}, e^{M}\right)\right| \geq \mathfrak{R}\left(\left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-k^{2} \mathbf{k} e^{M} \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}\right), \tag{4.108}
\end{equation*}
$$

since $-\mathfrak{R}\left(T_{ \pm}{ }^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}} \geq 0$ from equation (2.72). From equation (4.104), we get

$$
\begin{align*}
\left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-\Re\left(k^{2}\right) \mathbf{k e}^{M} \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2} \leq & \left|\left(\left(T_{ \pm}-T_{ \pm}^{M}\right) U, e^{M}\right)_{\Gamma_{ \pm}}\right| \\
\leq & d e^{-(B-b) c_{m i n} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \\
& \times \mathbf{k} U \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} \mathrm{ke}^{M} \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \tag{4.109}
\end{align*}
$$

from equation (4.107). We use once again the duality argument [22, p. 137] to approximate $\mathrm{k} . \mathrm{K}_{L_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}$, with the dual problem given by equation (4.86). Similar to the derivation of equation (4.91) in the proof of Theorem 60, we can use Lemma 59 with Theorem A-13 so that we can divide by $\mathrm{ke}^{M} \mathrm{k}_{\mathcal{H}}$ to get

$$
\mathrm{k} e^{M} \mathrm{k}_{\mathcal{H}}-\left(\mathfrak{R}(k)+\mathrm{k} k \mathbf{k}_{\infty}\right) C_{1} \mathrm{k}^{M} \mathrm{k}_{\mathcal{H}} \leq d e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} . . . . ~}
$$

Since we have $C_{3}=1-\Re(k)+\mathrm{k} k \mathrm{k}_{\infty} C_{1}>0$ then we get

$$
\begin{equation*}
\mathrm{K}^{M} \mathrm{k}_{\mathcal{H}} \leq \frac{d}{C_{3}} e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}}{\mathrm{~K} U \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}} \tag{4.110}
\end{equation*}
$$

and we can use equations (4.93) and (4.95) together with Theorem 50 to get

$$
\begin{equation*}
\mathrm{K} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{d}{C_{3}} e^{-(B-b) c_{\text {min }}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{\#}}\left(\Gamma_{1, \pm}\right)} . \tag{4.111}
\end{equation*}
$$

From Lemma 59 and equation (4.110), we have

$$
\begin{equation*}
\mathbf{k} e^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k}^{\left(\mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} .\right.} \tag{4.112}
\end{equation*}
$$

From equations (4.93) and (4.95) together with Theorem 50, we conclude that

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq 2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{m i n} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}} \tag{4.113}
\end{equation*}
$$

To show that $U^{M}$ is unique, we note that $\left|\int_{\Gamma_{ \pm}} T_{ \pm}^{M} U \bar{v} d x\right| \leq\left|\int_{\Gamma_{ \pm}} T_{ \pm}^{M} U \bar{v} d x\right|$. Hence, we can use equation (4.33) and we derive similar to equation (4.34) that

$$
\left|a^{M}\left(U^{M}, v\right)\right| \leq C_{0} \sup \left(1, \mathrm{k} k \mathrm{k}_{\infty}^{2}\right) \mathbf{k} U^{M} \mathbf{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}{\mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} . . . ~}
$$

Hence, $a^{M}\left(U^{M}, U^{M}\right)$ is continuous using Definition A-6. In a similar way when we derive equation (2.72), we have $\mathfrak{R}\left(T_{ \pm}^{M} U^{M}, U^{M}\right)_{\Gamma_{ \pm}} \leq 0$ and so similar to the derivation of equation (4.36) we have

$$
\left|a^{M}\left(U^{M}, U^{M}\right)+\Re\left(k^{2}\right) \mathbf{k} U^{M} \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}\right| \geq M_{1} \mathbf{k} U^{M} \mathbf{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} .
$$

Then, $a^{M}\left(U^{M}, U^{M}\right)$ is $H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$-coercive from Definition B-4. We can then use Lemma B-5 to show the existence of a solution from its uniqueness. Let us suppose that we have two solutions $U_{1}^{M}$ and $U_{2}^{M}$, then we have

$$
\mathrm{k} U_{1}^{M}-U_{2}^{M} \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)} \leq \mathrm{k} U-U_{1}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}+\mathrm{k} U-U_{2}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}
$$

and from equation (4.113), we see that when $M$ tends to $\infty, \mathrm{k} U_{1}^{M}-U_{2}^{M} \mathrm{k}_{L_{\alpha \neq 1}^{2}(\Omega)}=0$. Since $U^{M}$ is unique then $U_{\alpha, 0}^{M}$ is also unique.

### 4.3.3 Total error made by solving numerically the problem

The error that we make by solving numerically the Helmholtz equation for a periodic grating arises from two sources

- discretising using finite elements and
- from truncating the DtN operator when we use the transparent boundary conditions.

If we denote the total error by $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$ then it can be estimated as follows.

Theorem 62. Let $|k| \geq k_{r e f}>0$, the maximum mesh size $h \in\left[0, h_{0}\right]$, the degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$ with $\left(\mathfrak{R}(k)+\mathbf{k} k \mathrm{k}_{\infty}\right) C_{1}<1$ where $C_{1}$ is defined in Lemma 59 so that $C_{3}=1-\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}>0$. Let $M \in \mathbb{N}$ such that $M \geq M_{0}$ and let $U_{\alpha, 0}$ be the continuous solution of equation (4.47), $U_{\alpha, 0_{h}}^{M}$ be the corresponding discretised solution with the truncated DtN operator and the total error be $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$. Then we have

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq & 4 \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq 2 \frac{C_{c}}{C_{3}} C_{1} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
&+2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
& \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)^{\prime}},
\end{aligned}
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$ where $C_{c}$ is given in Lemma 57 and $c_{\text {min }}=\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ with $z_{n}$ as defined in equation (2.44). Note that

$$
\begin{equation*}
\inf \left(1, \mathrm{k} k \mathbf{k}_{\infty}\right) \mathrm{k} e_{\alpha, 0} \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq \sup \left(1, \mathrm{k} k \mathbf{k}_{\infty}\right) \mathrm{k}_{\alpha, 0} \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \tag{4.114}
\end{equation*}
$$

Then we can use the standard finite element estimate equation (4.74) and we can write

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq & 4 \sup \left(1, \mathrm{k} k \mathbf{k}_{\infty}\right)\left(\frac{h}{p}\right)^{l-1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{z}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

and using the definition of $C_{1}$ from Lemma 59

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \leq & 2 \mathbf{k} k \mathrm{k}_{\infty}\left(\frac{h}{p}\right)^{l} \frac{C_{c}}{C_{3}}(C d+1) C_{r e g} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \\
& +2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{m i n} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2( }\left(\Gamma_{1, \pm}\right)}},
\end{aligned}
$$

for any integer $l \geq 2$.

Proof. We have

$$
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq \mathrm{k} U_{\alpha, 0}-U_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}}+\mathrm{k} U_{\alpha, 0}^{M}-U_{\alpha, 0_{h}}^{M} \mathrm{k}_{\mathcal{H}}
$$

where an a priori error estimate of $\mathbf{k} U_{\alpha, 0}-U_{\alpha, 0}^{M} \mathbf{k}_{\mathcal{H}}$ has already been shown in Theorem 61. An a priori error estimate for the second term can be derived in a similar way to that performed in Theorem 61; the only thing that changes is that $T_{ \pm}^{\alpha, 0}$ is approximated by $T_{ \pm}^{\alpha, 0^{M}}$. Let us denote $e_{h}^{M}=U^{M}-U_{h}^{M}$ where $U^{M}=e^{i \alpha x} U_{\alpha, 0}^{M}$ and $U_{h}^{M}=e^{i \alpha x} U_{\alpha, 0_{h}}^{M}$. By a similar argument to that used in Theorem 61 to derive equation (4.108) we can derive the following equations

$$
\begin{equation*}
\mathfrak{R}\left(a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right) \geq \mathfrak{R}\left(\left|e_{h}^{M}\right|_{H_{\alpha \# \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-k^{2} \mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}\right) \tag{4.115}
\end{equation*}
$$

since $-\mathfrak{R}\left(T_{ \pm}^{M} e_{h}^{M}, e_{h}^{M}\right)_{\Gamma_{ \pm}}>0$ using Lemma 8. So,

$$
\left|e_{h}^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}^{2}-\mathfrak{R}\left(k^{2}\right) \mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathbf{k} e_{h}^{M} \mathbf{k}_{\mathcal{H}} \leq\left|a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right|
$$

since $\mathscr{R}(k) \mathrm{K}_{h}^{M} \mathrm{k}_{L_{\alpha \neq \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \mathrm{K}_{h}^{M} \mathrm{k}_{\mathcal{H}}$. So

$$
\begin{align*}
\left|e_{h}^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}-\mathcal{R}(k) \mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathrm{k}_{h}^{M} \mathrm{k}_{\mathcal{H}} & \leq\left|a^{M}\left(e_{h}^{M}, U^{M}-\psi\right)\right| \\
& \leq C_{c} \mathrm{k}_{h}^{M} \mathrm{k}_{\mathcal{H}} \mathbf{k} U^{M}-\psi \mathbf{k}_{\mathcal{H}} . \tag{4.116}
\end{align*}
$$

using Galerkin orthogonality and Lemma 58. Similar to Lemma 59, we can show that

$$
\begin{equation*}
\mathbf{k} e_{h}^{M} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq C_{1} \mathrm{ke}_{h}^{M} \mathrm{k}_{\mathcal{H}} \tag{4.117}
\end{equation*}
$$

By using equations (4.116) with (4.117), dividing by $\mathrm{k} e_{h}^{M} \mathrm{~K}_{\mathcal{H}}$ and following a similar argument to the proof of Theorem 60 we get

$$
\mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}}-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1} \mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U^{M}-\psi \mathbf{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}}
$$

since for $M>M_{0}, U^{M}$ tends to $U$. If we suppose that $\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}<1$ then $C_{3}=1-\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}>0$ and

$$
\begin{equation*}
\mathrm{k}_{h}^{M} \mathrm{k}_{\mathcal{H}} \leq \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{4.118}
\end{equation*}
$$

From equations (4.93) and (4.95), we get

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0_{h}}^{M} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} . \tag{4.119}
\end{equation*}
$$

From Lemma 59 and Theorem 50, we get

$$
\begin{equation*}
\mathrm{ke}_{\alpha, 0_{h}}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq 2 \frac{C_{1}}{C_{3}} C_{c} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \tag{4.120}
\end{equation*}
$$

We use the result given by Theorem 61 with equations (4.119) and(4.120) to finish the proof of the total error of discretising and truncating the DtN operator.

### 4.4 Summary

In this chapter, we have transformed the diffraction problem from the $\alpha$-quasi periodic space to a periodic space. To emphasise the essential points in our analysis, we focused on Case 1A and we relegated Case 1B, 2A and 2B to Appendix D. We investigated the a priori error estimates that arise through discretisation and through truncating the DtN map. We started by studying the continuous problem where we gave a variational formulation of the periodic problem. To derive an a priori error estimate the problem must be shown to be well-posed. In order for a problem to be well posed, the solution needs to exist, be unique and to depend continuously on the data. In Lemma 48, we showed that the solution of the variational problem exists and that it is unique. The continuous dependence on the data, was then shown in Theorem 51 when we studied the regularity of the solution. We also showed that there is an equivalence between the variational formulation corresponding to the scattering problem in periodic space with that in $\alpha$-quasi periodic space. The variational formulation in the latter case is algebraically simpler and we also have the regularity results from Chapter 3. Hence, we derived a priori error estimates in the $\alpha$-quasi periodic setting first and then used these to derive the a priori error estimate in the periodic case. If we compare the a priori error estimate in the $\alpha$-quasi periodic space given by combining equations (4.110) and (4.118) with the a priori error estimate in the periodic space given by Theorem 62, they just differ by a constant factor. This shows that there is no significant difference in studying either the $\alpha$-quasi periodic solution or the periodic solution. Having dealt with the continuous problem, we then considered the discrete problem that arises when we approximate the continuous problem with a finite element solution. Since applying the $\alpha$-quasi periodic constraints in the finite element method is more expensive than with periodic constraints, we solve numerically the periodic problem rather than the $\alpha$-quasi periodic one. In Theorem 62, we derived an a priori error estimate that arises due to the discretisation and the truncation of the DtN map. For the discretisation, we derived an explicit dependency of this error on the maximum mesh size $h$, the degree of the polynomial basis $p$ and the wavenumber $k$. It transpired that the form of the dependency of this error on these parameters is $\frac{h}{p} \mathrm{k} k \mathrm{k}_{\infty}$. This shows that for a large wavenumber, we need a finer mesh and a higher order for the polynomial basis. It also transpires that the a priori error estimate for the truncation of the DtN map had an exponential convergence rate with the number of Fourier terms used. This indicates that the number of Fourier terms used when we solve the problem numerically plays a minor role compared to our choice of the mesh size $h$ and the order of the polynomial basis $p$. Having derived these error estimates we then showed that these discretised problems also had unique solutions. We will show in Chapter 7 that this error estimate will allow us to use a uniform mesh to solve the Helmholtz problem and show that the corresponding solution is bounded.

In the following chapter, we will extend our study to an a posteriori error
estimate of the above transformation which will allow us to implement an adaptive algorithm to solve our Helmholtz problem.

## Chapter 5

## An a posteriori error estimate using the dual weighted residual method and the $\alpha, 0$-quasi periodic transformation

In the previous chapter we studied a priori error estimation. This consists of finding an upper bound on the error between the exact and the approximate solutions in terms of the exact solution and the solution to the dual problem. This upper bound also depends on some stability constants whose dependency on the system parameters is unknown although they are independent on the wavenumber $k$, the mesh size $h$ and the degree of the polynomial basis $p$. The goal in studying the a priori error estimate is to guarantee that the discrete solution converges to the exact solution provided that we keep the interpolation error small with respect to the wavenumber $k$. In contrast to the a priori error estimate, the a posteriori error estimate will provide a computable upper bound. This error estimate is later used to compute efficiently the numerical solution using an adaptive method.

In this chapter, we will derive an a posteriori error estimate that arises when we discretise the Helmholtz problem for a periodic grating. Given a grating profile, one of the main concerns is to know how much of the incident wave will be reflected and how much will be transmitted. This is achieved by computing the efficiency of the grating. Hence, rather than estimating the energy norm of the error in the solution to the Helmholtz problem, we want to estimate a particular linear functional of this error. This linear functional denoted by $Q$, is chosen so that we minimise the error made by computing the efficiency of the grating. To begin with, we will introduce some basic concepts concerning a posteriori error estimates, and recall the direct problem corresponding to Cases 1 and 2. We will then introduce the dual problem which will then allow us to estimate this linear functional of the error.

### 5.1 Introduction

When we solve a boundary value problem numerically, it produces an approximation of the solution rather than the exact solution. In order to achieve a reliable and efficient numerical method, we need to know how the system parameters affect the error between the exact and approximate solution. According to [43], these errors can be classified into three different sources which are the data, the modelling and the computation errors. Since we use the finite element method we will focus on the error arising from the discretisation (data and modeling).

Since we have already studied the a priori error estimate of our scattering problem in Chapter 4, we will focus in this chapter on a posteriori error estimation. The approach in this latter case is different from the treatment of the a priori error in that the a posteriori error estimate will be used to refine locally the mesh (hversion) or raise the degree of the polynomial basis (p-version). By doing so, we reduce and control both the numerical error and the computational cost. This process is known as the adaptive computation method [8, 43, 51]

Let us recall that our boundary value problem can be represented by

$$
\begin{equation*}
A U_{\alpha, 0}=f \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\Delta+\left(k^{2}-\alpha^{2}\right)+2 i \alpha \partial_{x} \tag{5.2}
\end{equation*}
$$

for Cases $1 \mathrm{~A}, 1 \mathrm{~B}$ and 2 A and

$$
\begin{equation*}
A=\nabla_{\alpha} \cdot\left(\frac{1}{k^{2}} \nabla_{\alpha}\right)+I_{d} \tag{5.3}
\end{equation*}
$$

for Case 2B with $\nabla_{\alpha}$ as given in Lemma D-3 and $I_{d}$ is the identity operator, $A: V \rightarrow V$ is a linear operator on $V$ (a Sobolev space with inner product $(., .)_{V}$ and norm $\mathbf{k} . \mathbf{k}$ ), and $f$ is some given data. For all cases, $U_{\alpha, 0}$ also satisfies the following boundary conditions

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=0, & \text { on } \Gamma_{-} . \tag{5.5}
\end{array}
$$

and in addition for Case 1

$$
\begin{align*}
&\left.U_{\alpha, 0}\right|_{\partial \Omega_{3}}=0, \\
&\left.\partial_{n} U_{\alpha, 0}\right|_{\partial \Omega_{3}}=0,  \tag{5.6}\\
& \text { for Cor Case } 1 \mathrm{~A}, \\
& 1 \mathrm{~B}
\end{align*}
$$

$\Gamma_{+}$is defined in equation (2.37), $\Gamma_{-}$in equation (2.38), and $T_{ \pm}^{\alpha, 0}$ in Definition 4. We denote by $U_{\alpha, 0}$ the exact solution of the boundary value problem and by $U_{\alpha, 0_{h}} \in$ $X^{\alpha}$, such that $X^{\alpha} \subset V$, the corresponding numerical solution. There are two
different approaches to estimate the approximation error $U_{\alpha, 0}-U_{\alpha, 0_{h}}$. The first approach consists on looking for upper and lower bounds on $U_{\alpha, 0}-U_{\alpha, 0_{h}}$ (global error estimate) and the second one is to use a quantitative estimate of some local feature of $U_{\alpha, 0}$ called the quantity of interest (strain, displacement etc) [43], and to look for an estimate of the error in this quantity of interest (goal oriented error estimate).

### 5.1.1 Global error estimate

In this approach, we are looking for the error $e_{h}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ in a global norm such as the $L^{2}$ norm. Below is the general framework that one follows in order to derive a global error estimate.

To derive a global error estimate for equation (B.2), we first consider the dual problem

$$
\begin{equation*}
A^{*} z=e_{h} \tag{5.7}
\end{equation*}
$$

where $A^{*}$ denotes the adjoint operator of $A$. We then can represent the error $e_{h}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ in terms of the residual of the finite element solution and the solution $z$ of the continuous dual problem equation (5.7). We have

$$
\begin{align*}
\mathrm{k} e_{h} \mathrm{k}^{2} & =\left(e_{h}, e_{h}\right)_{V}, \\
& =\left(e_{h}, A^{*} z\right)_{V}, \\
& =\left(A e_{h}, z\right)_{V}, \\
& =\left(f-A U_{\alpha, 0_{h}}, z\right)_{V}=-\left(R\left(U_{\alpha, 0_{h}}\right), z\right)_{V} \tag{5.8}
\end{align*}
$$

with the residual $R\left(U_{\alpha, 0_{h}}\right)$ defined by

$$
\begin{equation*}
R\left(U_{\alpha, 0_{h}}\right)=A U_{\alpha, 0_{h}}-f . \tag{5.9}
\end{equation*}
$$

Since $\left(A e_{h}, v\right)_{V}=\left(-R\left(U_{\alpha, 0_{h}}\right), v\right)_{V}=0$ by using Galerkin orthogonality similar to equation (4.88) for all $v \in X^{\alpha}$ then we can write

$$
\begin{equation*}
\mathbf{k} e_{h} \mathbf{k}^{2}=-\left(R\left(U_{\alpha, 0_{h}}\right), z-z_{h}\right)_{V} \tag{5.10}
\end{equation*}
$$

such that $z_{h} \in X^{\alpha}$ is an interpolation of $z$.
We now use a local interpolation estimate which follows from classical interpolation theory [43] of the form

$$
\begin{equation*}
\mathrm{k}(h / p)^{-l}\left(z-z_{h}\right) \mathrm{k} \leq C_{i} \mathrm{k} D^{l} z \mathrm{k} \tag{5.11}
\end{equation*}
$$

where $C_{i}$ is an interpolation constant, $h$ the size of the mesh and $p$ the polynomial basis degree and $D^{l} z$ as given in Definition A-10.

Next we need to prove the regularity for the dual continuous problem so that we can write [43]

$$
\begin{equation*}
\mathrm{k} D^{l} z \mathrm{k} \leq C_{r} \mathrm{k} e_{h} \mathrm{k} . \tag{5.12}
\end{equation*}
$$

By combining equations (5.8), (5.10), (5.11) and (5.12) we have

$$
\begin{aligned}
\mathbf{k} e_{h} \mathbf{k}^{2} & =\left(R\left(U_{\alpha, 0_{h}}\right), z_{h}-z\right)_{V}, \\
& \leq C_{r} C_{i} \mathrm{k}(h / p)^{l} R\left(U_{\alpha, 0_{h}}\right) \mathrm{kk} e_{h} \mathrm{k} .
\end{aligned}
$$

Hence we have

$$
\begin{equation*}
\mathrm{k} U_{\alpha, 0}-U_{\alpha, 0_{h}} \mathrm{k} \leq C_{r} C_{i} \mathrm{k}(h / p)^{l} R\left(U_{\alpha, 0_{h}}\right) \mathrm{k} . \tag{5.13}
\end{equation*}
$$

This global error estimate now rests on finding the global stability constants $C_{r}$ and $C_{i}$ or some estimate if they cannot be found analytically. The determination of $C_{r}$ depends on the solution being approximated since it is linked to the continuous dual problem. If an analytical upper bound for $C_{r}$ cannot be found then we look for an approximation by solving the continuous dual problem numerically. The constant of interpolation $C_{i}$ depends on the shape of the elements, the local order of the polynomial and the choice of the norms in the finite element implementation. It can be determined using interpolation theory or through calibration by numerically solving problems with known exact solutions. Once we get equation (5.13), we choose a given tolerance (denoted by $T O L$ ) and demand that the approximate solution $u_{h}$ satisfies

$$
\mathrm{k} U_{\alpha, 0}-U_{\alpha, 0_{h}} \mathrm{k} \leq T O L
$$

by utilising an adaptive algorithm where each element is iteratively changed until it satisfies the stopping criterion given by

$$
C_{r} C_{i} \mathrm{k}(h / p)^{l} R\left(U_{\alpha, 0_{h}}\right) \mathrm{k} \leq T O L .
$$

We have kept the framework for deriving a global error estimate very general here and for more details see [92, 39, 43].

### 5.1.2 Goal oriented error estimate

In many applications, we are interested in the error that arises in some specific, real valued physical quantity of interest $Q$ that depends on the solution $U_{\alpha, 0}$. The global error does not, however, provide useful bounds for this error in the quantity of interest. Also the sensitivity of the global error to local error sources is not properly represented when we use the global stability constants [43, 51]. This issue is addressed by using a goal oriented error estimate so that the error in the quantity of physical interest can be controlled and at the same time we can optimise the efficiency of computing this quantity. In order to do so, we combine the dual problem with the direct problem to derive an estimate of the error in the target quantity $Q\left(U_{\alpha, 0}\right)-Q\left(U_{\alpha, 0_{h}}\right)$ from each local residual denoted $\rho_{K}\left(U_{\alpha, 0_{h}}\right)$ on each of the mesh cells $K$. In this way, we can control locally the error in computing our target quantity.

In order to derive a goal oriented error estimate for equation (B.2) in the quantity of interest $Q$, we consider the following dual problem rather than using
the dual problem given by equation (5.7)

$$
\begin{equation*}
\left(\phi, A^{*} z\right)_{V}=Q(\phi) \tag{5.14}
\end{equation*}
$$

for all $\phi \in V$. Similar to the global error estimate, we represent the error, which is now in the target quantity $Q\left(e_{h}\right)=Q\left(U_{\alpha, 0}\right)-Q\left(U_{\alpha, 0_{h}}\right)$, in terms of the residual of the finite element solution and the solution $z$ of the continuous dual problem given by equation (5.14). We have

$$
\begin{align*}
Q\left(e_{h}\right) & =\left(e_{h}, A^{*} z\right)_{V} \\
& =-\left(R\left(U_{\alpha, 0_{h}}\right), z\right)_{V} \tag{5.15}
\end{align*}
$$

by equation (5.8).
Once again by using Galerkin orthogonality, we can write

$$
Q\left(e_{h}\right)=-\left(R\left(U_{\alpha, 0_{h}}\right), z-z_{h}\right)_{V}
$$

such that $z_{h} \in X^{\alpha}$ is an interpolation of $z$ and which can be developed using cell-wise integration as

$$
\begin{equation*}
\mathrm{k} Q\left(e_{h}\right) \mathrm{k} \leq\left.\sum_{K} \mathrm{k}\left(R\left(U_{\alpha, 0_{h}}\right), z-z_{h}\right)_{V}\right|_{K} \mathrm{k} \tag{5.16}
\end{equation*}
$$

where $K$ represents each mesh cell. There are different methods for evaluating, or for deriving an approximation to the right hand side of equation (5.16). Examples include the energy norm based estimate, the influence function estimate and the Dual Weighted Residual (DWR) method [43, 51]. In our case, we are going to use the latter method. It is called the dual weighted residual method since the error in equation (5.16) comes from the cell residual $R\left(U_{\alpha, 0_{h}}\right)$ which we denote by $\rho_{K}$ and from the weighted dual solution $z$ that we denote $w_{K}$. We can therefore write equation (5.16) as

$$
\mathrm{k} Q\left(e_{h}\right) \mathrm{k} \leq \sum_{K} \rho_{K} w_{K}
$$

Similar to the global error estimate implementation, we demand that in our adaptive computation method the error in the targeted quantity does not exceed some chosen tolerance. Since we are interested in the grating efficiencies then the quantity of interest $Q$ is directly linked to the computation of these grating efficiencies. We start by generalising the continuous Helmholtz grating problem in such a way that Case 1 and Case 2 are recovered by suitable parameter choices. We will study the dual problem in which we define the quantity of interest $Q$, present the continuous problem and then the variational formulation. Finally, we combine the direct and the dual problem to derive an a posteriori error estimate using the dual weighted residual method.

### 5.2 Direct problem

In this section, we are going to reformulate the continuous and discrete formulation of the direct problem for the four cases.

### 5.2.1 Continuous problem

The continuous variational formulations given by equations (4.11), (D.14), (D.18) and (D.21) can be rewritten as a single problem as follows. Find $U_{\alpha, 0} \in H_{\#}^{1}(F)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v\right)=(f, v)_{\Gamma_{+}} \tag{5.17}
\end{equation*}
$$

for all $v \in H_{\#}^{1}(F)$ with
$a\left(U_{\alpha, 0}, v\right)$
$= \begin{cases}\left(\frac{1}{q} \nabla U_{\alpha, 0}, \nabla v\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}, v\right)_{F}-2 i \alpha\left(\frac{1}{q} \partial_{x} U_{\alpha, 0}, v\right)_{F} & \\ -\left(\frac{1}{q} T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v\right)_{\Gamma_{ \pm}}+i\left(\alpha n_{x} U_{\alpha, 0}, v\right)_{\partial F}, & \text { for Case 1B } \\ \left(\frac{1}{q} \nabla U_{\alpha, 0}, \nabla v\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}, v\right)_{F}-2 i \alpha\left(\frac{1}{q} \partial_{x} U_{\alpha, 0}, v\right)_{F} & \\ -\left(\frac{1}{q} T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v\right)_{\Gamma_{ \pm}}, & \text {otherwise }\end{cases}$
and

$$
\begin{equation*}
(f, v)_{\Gamma_{+}}=-2 i \beta_{1}^{0} \int_{\Gamma_{+}} \frac{1}{q} e^{-i \beta_{1}^{0} B} \bar{v} \tag{5.18}
\end{equation*}
$$

where

$$
q= \begin{cases}k^{2} & \text { for Case 2B }  \tag{5.19}\\ 1 & \text { for Case 1A , Case 1B and Case 2A }\end{cases}
$$

such that $k$ is given by equation (2.33) and

$$
F= \begin{cases}\Omega \backslash \operatorname{int} \Omega_{3} & \text { for Case 1 }  \tag{5.20}\\ \Omega & \text { for Case 2 }\end{cases}
$$

and $\Gamma_{+}$is defined in equation (2.37), $\Gamma_{-}$in equation (2.38), $T_{ \pm}^{\alpha, 0}$ in Definition 4 and $n_{x}$ is the outward unit normal with respect to the $x$ axis. For Case 2B, we have used the property

$$
\begin{aligned}
\left(\partial_{x} U_{\alpha, 0}, v\right)_{F} & =\int\left(\int \partial_{x} U_{\alpha, 0} \bar{v} d x\right) d y \\
& =\int\left(\left[U_{\alpha, 0} \bar{v}\right]_{x=0}^{x=d}-\int U_{\alpha, 0} \partial_{x} \bar{v} d x\right) d y
\end{aligned}
$$

from integration by parts. Since $U_{\alpha, 0}$ and $v$ are both periodic, then

$$
\begin{equation*}
\left(\partial_{x} U_{\alpha, 0}, v\right)_{F}=-\left(U_{\alpha, 0}, \partial_{x} v\right)_{F} . \tag{5.21}
\end{equation*}
$$

We can also reformulate the corresponding discrete form.

### 5.2.2 Discretised problem

Let $X^{\alpha}$ be a finite dimensional subspace of $H_{\#}^{1}(F)$ (see Appendix B.3) then we want to find $U_{\alpha, 0_{h}} \in X^{\alpha}$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right)_{\Gamma_{+}} \tag{5.22}
\end{equation*}
$$

for all $v_{h} \in X^{\alpha}$ with
$a\left(U_{\alpha, 0}, v\right)= \begin{cases}\left(\frac{1}{q} \nabla U_{\alpha, 0_{h}}, \nabla v_{h}\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0_{h}}, v_{h}\right)_{F}-2 i \alpha\left(\frac{1}{q} \partial_{x} U_{\alpha, 0_{h}}, v_{h}\right)_{F} \\ -\left(\frac{1}{q} T_{ \pm}^{\alpha, 0} U_{\alpha, 0_{h}}, v_{h}\right)_{\Gamma_{ \pm}}+i\left(\alpha n_{x} U_{\alpha, 0_{h}}, v_{h}\right)_{\partial F}, & \text { for Case 1B } \\ \left(\frac{1}{q} \nabla U_{\alpha, 0_{h}}, \nabla v_{h}\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0_{h}}, v_{h}\right)_{F}-2 i \alpha\left(\frac{1}{q} \partial_{x} U_{\alpha, 0_{h}}, v_{h}\right)_{F} \\ -\left(\frac{1}{q} T_{ \pm}^{\alpha, 0} U_{\alpha, 0_{h}}, v_{h}\right)_{\Gamma_{ \pm}}, & \text {otherwise }\end{cases}$
and

$$
\left(f, v_{h}\right)_{\Gamma_{+}}=-2 i \beta_{1}^{0} \int_{\Gamma_{+}} e^{-i \beta_{1}^{0} B} \overline{v_{h}},
$$

where $q$ and $F$ are given respectively by equations (5.19) and (5.20). We denote the discretisation error as

$$
\begin{equation*}
e_{h}=U_{\alpha, 0}-U_{\alpha, 0_{h}} \tag{5.24}
\end{equation*}
$$

Now that we have presented the direct problem, we need to study the dual problem in order to establish an a posteriori error estimate.

### 5.3 Dual problem

Since we want to focus on the error that arises in computing the grating efficiency, we have chosen a goal oriented error estimate which is the DWR method. Hence, we first need to define our quantity of interest. We will show that this quantity of interest is a continuous linear functional, which is necessary for the dual problem to be well posed. We then formulate the dual problem and use it to study the error in the quantity of interest.

### 5.3.1 Quantity of interest: Q

Let $f \in H_{\#}^{\frac{1}{2}}([0, d])$, we define the map $Q$ where $Q(f) \in \mathbb{C}$ and

$$
\begin{equation*}
Q(f)=\frac{1}{q} \sum_{\left|n_{\alpha}\right|<|k|} c_{n} f^{(n)}( \pm B), \tag{5.25}
\end{equation*}
$$

such that $c_{n}=0$ or $c_{n}=1, d$ corresponds to the period of the grating as shown in Figure 2.3 and $\Gamma_{ \pm}$are defined in equations (2.37) and (2.38). The Fourier coefficient $f^{(n)}( \pm B)$ of $f(x, \pm B)$ is given by

$$
f^{(n)}( \pm B)=\frac{1}{d} \int_{0}^{d} f(x, \pm B) e^{-i \frac{2 \pi n}{d} x} d x
$$

From equations (4.49), (4.50) and Lemma 55, we have

$$
\begin{aligned}
\sum_{\left|n_{\alpha}\right|<|k|}\left|r_{1}^{n}\right|+\left|t_{2}^{n}\right|= & \left|U_{\alpha, 0}^{(0)}(B)-e^{-i \beta_{1}^{0} B}\right| \\
& +\sum_{\left|n_{\alpha}\right|<\left|k_{1}\right|, n \neq 0}\left|U_{\alpha, 0}^{(n)}(B)\right|+\sum_{\left|n_{\alpha}\right|<\left|k_{2}\right|}\left|U_{\alpha, 0}^{(n)}(-B)\right|, \\
\leq & \sup _{n} e^{\Im\left(\beta \beta_{2}^{n}\right)} \sum_{\left|n_{\alpha}\right|<|k|}\left|U_{\alpha, 0}^{(n)}( \pm B)\right|+1, \\
\leq & 1+q e^{\Im\left(k_{2}\right)} Q\left(U_{\alpha, 0}( \pm B)\right)
\end{aligned}
$$

since $\mathfrak{J}\left(\beta_{2}^{n}\right) \leq \mathfrak{J}\left(k_{2}\right)$, when $\left|k_{2}\right|>\left|n_{\alpha}\right|$. Hence, the quantity of interest is chosen so that it is related to the computation of the efficiencies corresponding to the propagating waves, and for that reason we have the condition $\left|n_{\alpha}\right|<|k|$. In addition, the constants $c_{n}$ have been introduced so that we can choose which particular efficiency order $m$ to focus on. Hence we choose

$$
c_{n}=\delta_{m n}
$$

with $\delta_{m n}$ the Kronecker delta (given by equation (2.56)). We will show in the following result that $Q$ is a continuous linear functional.

Lemma 63. Let $f \in H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right), k_{\text {ref }}>0$ such that $|k|>k_{\text {ref }}$ and let $Q$ as given by equation (5.25) then $Q$ is a linear continuous functional and we have

$$
|Q(f)| \leq \frac{1}{k_{r e f}^{2}} \ln \left(|k|-\alpha+\sqrt{1+(|k|-\alpha)^{2}}\right)^{1 / 2} \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}
$$

Proof. The linearity of $Q$ follows from its definition. We show the continuity by using Schwarz's inequality. We have

$$
\begin{aligned}
|Q(f)|= & \left|\sum_{\left|n_{\alpha}\right|<|k|} \frac{1}{q} f^{(n)}( \pm B)\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{1 / 4}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{-1 / 4}\right| \\
& \leq \frac{1}{k_{r e f}^{2}}\left(\sum_{\left|n_{\alpha}\right|<|k|}\left|f^{(n)}( \pm B)\right|^{2}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{1 / 2}\right)^{1 / 2}\left(\sum_{\left|n_{\alpha}\right|<|k|} \frac{1}{\sqrt{1+\left(\frac{2 \pi n}{d}\right)^{2}}}\right)^{1 / 2}
\end{aligned}
$$

By noting that

$$
\sum_{\left|n_{\alpha}\right|<|k|} \frac{1}{\sqrt{1+\left(\frac{2 \pi n}{d}\right)^{2}}} \leq \int_{\alpha}^{|k|} \frac{1}{\sqrt{1+\left(n_{\alpha}-\alpha\right)^{2}}} d n_{\alpha}
$$

We can make the following change of variable $x=n_{\alpha}-\alpha$ and $d x=d n_{\alpha}$, and so

$$
\sum_{\left|n_{\alpha}\right|<|k|} \frac{1}{\sqrt{1+\left(\frac{2 \pi n}{d}\right)^{2}}} \leq \int_{0}^{|k|-\alpha} \not \frac{1}{1+x^{2}} d x .
$$

We can write

$$
\begin{aligned}
\sum_{\left|n_{\alpha}\right|<|k|} \frac{1}{\sqrt{1+\left(\frac{2 \pi n}{d}\right)^{2}}} & =\left[\ln \left(x+\sqrt{ } \frac{\left.\overline{1+x^{2}}\right)}{}\right)\right]_{0}^{|k|-\alpha} \\
& =\ln \left(|k|-\alpha+\sqrt{1+(|k|-\alpha)^{2}}\right)
\end{aligned}
$$

We then have

$$
\begin{aligned}
|Q(f)| \leq & \frac{1}{k_{\text {ref }}^{2}} \ln \left(|k|-\alpha+\sqrt{1+(|k|-\alpha)^{2}}\right)^{1 / 2} \\
& \times\left(\sum_{n_{\alpha} \in \mathbb{Z}}\left|f^{(n)}( \pm B)\right|^{2}\left(1+\left(\frac{2 \pi n}{d}\right)^{2}\right)^{1 / 2}\right)^{1 / 2}, \\
\leq & \frac{1}{k_{\text {ref }}^{2}} \ln \left(|k|-\alpha+\sqrt{1+(|k|-\alpha)^{2}}\right)^{1 / 2} \mathrm{k} f \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}
\end{aligned}
$$

from Definition A-14 which finishes the proof.
We now can proceed to the study of the dual problem.

### 5.3.2 Strong form of the dual problem

In order to estimate $Q\left(U_{\alpha, 0}\right)-Q\left(U_{\alpha, 0_{h}}\right)=Q\left(e_{h}\right)$, we introduce a dual function $z \in H_{\#}^{2}(F)$ which satisfies

$$
\begin{equation*}
(A v, z)=a(v, z)=Q(v) \quad \forall v \in H_{\#}^{1}(F) \tag{5.26}
\end{equation*}
$$

where $a$ is given by equation (5.18) and $A$ by equation (5.2) or (5.3). Hence, the strong form of the dual problem given by equation (5.26) is given by the following lemma.

Lemma 64. Let $z \in H_{\#}^{2}(F)$ be the dual solution corresponding to the dual problem of (5.18) then $z$ satisfies

$$
\begin{cases}-q \nabla \cdot\left(\frac{1}{q} \nabla\right) z+2 i \alpha \partial_{x} z-\left(k^{2}-\alpha^{2}\right) z+\partial_{n} z-T_{ \pm}^{* \alpha, 0} z+i \alpha n_{x} z & \text { for Case 1B }  \tag{5.27}\\ -q \nabla \cdot\left(\frac{1}{q} \nabla\right) z+2 i \alpha \partial_{x} z-\left(k^{2}-\alpha^{2}\right) z+\partial_{n} z-T_{ \pm}^{* \alpha, 0} z & \text { otherwise }\end{cases}
$$

The functional $J_{ \pm}$is defined as follows

$$
\begin{equation*}
J_{ \pm}=\sum_{\left|n_{\alpha}\right|<\left|k_{j}\right|} \frac{c_{n}}{d} e^{-i \frac{2 \pi n}{d} x}, \tag{5.28}
\end{equation*}
$$

with $j=1,2$ respectively for $J_{+}\left(\right.$on $\left.\Gamma_{+}\right)$and $J_{-}\left(\right.$on $\left.\Gamma_{-}\right)$, and $T_{ \pm}^{* \alpha, 0}$ is the dual of $T_{ \pm}^{\alpha, 0}[61, p .476]$.
Proof. By using the divergence theorem, we can integrate by parts $a\left(U_{\alpha, 0}, v\right)$ given by equation (5.18) and we get

$$
\left(\frac{1}{q} \nabla v, \nabla z\right)_{F}=\left(\nabla v, \frac{1}{q} \nabla z\right)_{F}=\left(v,-\nabla \cdot\left(\frac{1}{q} \nabla\right) z\right)_{F}+\left(v, \frac{1}{q} \partial_{n} z\right)_{\partial F},
$$

and

$$
\int_{F}\left(\partial_{x_{i}} v\right) z=-\int_{F} v\left(\partial_{x_{i}} z\right)+\int_{\partial F}(v z) n_{i} d s,
$$

such that $n_{i}$ is the outward unit normal in the direction of $x_{i}$. This leads us to

$$
\int_{F}\left(\partial_{x} v\right) \bar{z}=-\int_{F} v \partial_{x} \bar{z},
$$

from equation (5.21). We then have for Case 1A and Case 2

$$
\begin{align*}
a(v, z)= & \left(v,-\nabla \cdot\left(\frac{1}{q} \nabla z\right)\right)_{F}+2 i \alpha\left(\frac{1}{q} v, \partial_{x} z\right)_{F}+\left(\frac{1}{q} v, \partial_{n} z\right)_{\partial F} \\
& -\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) v, z\right)_{F}-\left(\frac{1}{q} v, T^{* \alpha, 0} z\right)_{\Gamma_{ \pm}}=Q(v), \tag{5.29}
\end{align*}
$$

for all $v \in H_{\#}^{1} F$. Let $\phi \in L_{\#}^{2}(\Gamma)$, we also have

$$
\begin{align*}
T_{ \pm}^{* \alpha, 0} \phi(x) & =\sum_{n \in \mathbb{Z}} i \beta_{j}^{n} \bar{\phi}^{(n)}( \pm B) e^{-i \frac{2 \pi n}{d} x},  \tag{5.30}\\
\bar{\phi}^{(n)}(y) & =\frac{1}{d} \int_{0}^{d} \overline{\phi(x, y)} e^{i \frac{2 \pi n}{d} x} d x . \tag{5.31}
\end{align*}
$$

We note that

$$
\begin{equation*}
Q(v)=\frac{1}{q}\left(J_{ \pm}, v\right), \tag{5.32}
\end{equation*}
$$

such that $J_{ \pm}$is given by (5.28). For Case 1B, we note that $\left(v n_{x}, z\right)_{\partial F}=\left(v, n_{x} z\right)_{\partial F}$ which finishes the proof.

### 5.3.3 Variational form

Since we do not know the exact dual solution $z$, we will need this weak formulation later in Chapter 7 to approximate $z$ by either using a finer mesh or by raising the degree of the polynomial basis in our finite element implementation. The variational formulation of Lemma 64 is given below.
Lemma 65. Let $z \in H_{\#}^{1}(F)$ (weak solution) then, for any $\psi \in H_{\#}^{1}(F)$, we have for Case 1A, Case 2A and Case 2B

$$
\begin{aligned}
a^{*}(\psi, z)= & \left(\frac{1}{q} \nabla \psi, \nabla z\right)_{F}+2 i \alpha\left(\frac{1}{q} \psi, \partial_{x} z\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) \psi, z\right)_{F} \\
& -\left(\frac{1}{q} \psi, T_{ \pm}^{* \alpha, 0} z\right)_{\Gamma_{ \pm}}=\left(\frac{1}{q} J_{ \pm}, \psi\right)_{F}
\end{aligned}
$$

and for Case 1B

$$
\begin{aligned}
a^{*}(\psi, z)= & \left(\frac{1}{q} \nabla \psi, \nabla z\right)_{F}+2 i \alpha\left(\frac{1}{q} \psi, \partial_{x} z\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) \psi, z\right)_{F} \\
& +\frac{i \alpha}{q}\left(\psi, z n_{x}\right)_{\partial F}-\left(\frac{1}{q} \psi, T_{ \pm}^{* \alpha, 0} z\right)_{\Gamma_{ \pm}}=\left(\frac{1}{q} J_{ \pm}, \psi\right)_{F}
\end{aligned}
$$

Proof. Let $\psi \in H_{\#}^{1}(F)$, then we have from equation (5.27) for Case 1A , Case 2A and Case 2B

$$
\begin{gathered}
\left(\psi,-\nabla \cdot\left(\frac{1}{q} \nabla z\right)\right)_{F}+2 i \alpha\left(\frac{1}{q} \psi, \partial_{x} z\right)_{F}-\left(\frac{1}{q}\left(k^{2}-\alpha^{2}\right) \psi, z\right)_{F} \\
+\left(\frac{1}{q} \psi, \partial_{n} z\right)_{F}-\left(\frac{1}{q} \psi, T_{ \pm}^{* \alpha, 0} z\right)_{\Gamma_{ \pm}}=\left(\frac{1}{q} \psi, J_{ \pm}\right)_{F} .
\end{gathered}
$$

We note that

$$
\left(\psi,-\nabla \cdot\left(\frac{1}{q} \nabla\right) z+\partial_{n} z\right)_{F}=\left(\frac{1}{q} \nabla \psi, \nabla z\right)_{F} .
$$

In a similar way, we can prove the weak form for Case 1B .
Now that we have formulated the direct and the dual problem, we now use them to establish a goal oriented error estimate, using the DWR method, where the target is related to the grating efficiency.

### 5.4 A posteriori error estimation

### 5.4.1 Continuous problem

Let $z$ be the dual solution associated with the dual problem given by Lemma 64 . We then have for any $\phi \in H_{\#}^{1}(F)$ that

$$
\begin{equation*}
a(\phi, z)=\left(\phi, A^{*} z\right)_{F}=\left(\frac{1}{q} J_{ \pm}, z\right)_{F} \tag{5.33}
\end{equation*}
$$

such that

$$
A^{*}= \begin{cases}-\nabla \cdot\left(\frac{1}{q} \nabla\right)+\frac{2 i \alpha}{q} \partial_{x}-\frac{1}{q}\left(k^{2}-\alpha^{2}\right)+\frac{1}{q} \partial_{n}-\frac{1}{q} T_{ \pm}^{* \alpha, 0}+i \alpha n_{x} & \text { for Case 1B }  \tag{5.34}\\ -\nabla \cdot\left(\frac{1}{q} \nabla\right)+\frac{2 i \alpha}{q} \partial_{x}-\frac{1}{q}\left(k^{2}-\alpha^{2}\right)+\frac{1}{q} \partial_{n}-\frac{1}{q} T_{ \pm}^{* \alpha, 0} & \text { otherwise }\end{cases}
$$

where $A^{*}$ is the dual operator of $A$ defined in equation (5.2) or (5.3), [61, p. 476]. Using equation (5.32) leads us to the following problem: Find $z \in H_{\#}^{1}(F)$ such that

$$
\begin{equation*}
a^{*}(\phi, z)=\left(\phi, A^{*} z\right)_{F}=Q(\phi), \tag{5.35}
\end{equation*}
$$

for any $\phi \in H_{\#}^{1}(F)$. We now use the finite element method to discretise the problem.

### 5.4.2 Discretised problem

Let $X^{\alpha}$ be a finite element subspace of order $p$ of $H_{\#}^{1}(F)$ as described in Section B. 3 and let $\zeta_{h}$ be any regular partition of $X^{\alpha}$. We denote by $h$ the maximum mesh size of the triangular elements in this partition. The finite element approximation of the dual problem given by equation (5.35) is to find $z_{h} \in X^{\alpha}$ such that

$$
\begin{equation*}
a\left(\phi_{h}, z_{h}\right)=\left(\phi_{h}, A^{*} z_{h}\right)_{F}=Q\left(\phi_{h}\right), \tag{5.36}
\end{equation*}
$$

for any $\phi_{h} \in X^{\alpha}$. We are now going to look for an upper bound on $Q\left(e_{h}\right)$.

### 5.4.3 Error estimation

The estimate of the linear functional of the error $Q\left(e_{h}\right)$ is given by the following theorem.

Theorem 66. Let $U_{\alpha, 0_{h}}$ be the solution to equation (5.22), $e_{h}$ be given by equation (5.24), $\zeta_{h}=\{K\}$ be a partition of $X^{\alpha}$, and $p_{K}$ and $h_{K}$ be the polynomial order and the mesh size associated with the element $K$. Let us also denote the field equation residual $R_{h}(K)$ x, we then have

$$
R_{h}(K):= \begin{cases}\nabla_{\alpha}\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0_{h}}\right)+U_{\alpha, 0_{h}} & \text { for Case 2B }  \tag{5.37}\\ \nabla \cdot\left(\frac{1}{q} \nabla U_{\alpha, 0_{h}}\right)-\frac{2 i \alpha}{q} \partial_{x} U_{\alpha, 0_{h}}-\frac{1}{q}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0_{h}}, & \text { otherwise }\end{cases}
$$

and the flux residual $r_{h}(E)$ for Case 2 is given by

$$
r_{h}(E):=\left\{\begin{array}{lll}
-\frac{1}{2 q}\left[\partial_{n} U_{\alpha, 0_{h}}\right] & \text { if } & E \subset \partial K \backslash \Gamma_{ \pm},  \tag{5.38}\\
\frac{1}{q} T_{+}^{\alpha, 0} U_{\alpha, 0_{h}}-\frac{1}{q} 2 i e^{-i \beta_{1}^{0} B} & \text { if } & E \subset \Gamma_{+}, \\
\frac{1}{q} T_{-}^{\alpha, 0} U_{\alpha, 0_{h}} & \text { if } & E \subset \Gamma_{-},
\end{array}\right.
$$

and for Case 1

$$
r_{h}(E):=\left\{\begin{array}{lll}
-\frac{1}{2 q}\left[\partial_{n} U_{\alpha, 0_{h}}\right] & \text { if } & E \subset \partial K \backslash\left(\Gamma_{ \pm} \cup \partial \Omega_{3}\right),  \tag{5.39}\\
\frac{1}{q} T_{+}^{\alpha, 0} U_{\alpha, 0_{h}}-\frac{1}{q} 2 i e^{-i \beta_{1}^{0} B} & \text { if } & E \subset \Gamma_{+}, \\
\frac{1}{q} T_{-}^{\alpha, 0} U_{\alpha, 0_{h}} & \text { if } & E \subset \Gamma_{-},
\end{array}\right.
$$

with $\left[\partial_{n} U_{\alpha, 0_{h}}\right]$ denoting the jump of the normal derivatives of $U_{\alpha, 0_{h}}, E$ an edge of the element $K$ and $q$ as defined by equation (5.19). We then have

$$
\begin{equation*}
\left|Q\left(e_{h}\right)\right| \leq \sum_{K \in \zeta_{h}} \rho_{K} w_{k} \tag{5.40}
\end{equation*}
$$

such that the cell residuals $\rho_{k}$ and weights $w_{K}$ are given by

$$
\begin{align*}
\rho_{K} & :=\mathrm{k} R_{h}(K) \mathrm{k}_{L_{\alpha \#}^{2}(K)}+\left(h_{K}\right)^{-1 / 2} \mathrm{k} r_{h}(E) \mathrm{k}_{L_{\alpha \#}^{2}(E)}^{2},  \tag{5.41}\\
w_{K} & :=\mathrm{k} z-z_{h} \mathrm{k}_{L_{\alpha \#}^{2}(K)}+\left(h_{K}\right)^{1 / 2} \mathrm{k} z-z_{h} \mathrm{k}_{L_{\alpha \#}^{2}(E)}^{2} . \tag{5.42}
\end{align*}
$$

Proof. From equations (5.26) and (5.22), we have

$$
\begin{equation*}
Q\left(U_{\alpha, 0}\right)-Q\left(U_{\alpha, 0_{h}}\right)=a\left(U_{\alpha, 0}-U_{\alpha, 0_{h}}, z\right), \tag{5.43}
\end{equation*}
$$

and

$$
Q\left(e_{h}\right)=(f, z)_{\Gamma_{+}}-a\left(U_{\alpha, 0_{h}}, z\right)=(f, z)_{\Gamma_{+}}-\left(A U_{\alpha, 0_{h}}, z\right)
$$

using equations (5.17) and (5.26). Let $\zeta$ be a partition of the domain $F$ into mesh cells $K$, from cell wise integration by parts [39, p. 28], [117, p. 12] and by using Galerkin orthogonality similar to equation (4.88), we have from equations (5.44), (5.2) for Case 1A , Case 1B and Case 2A

$$
\begin{array}{r}
Q\left(e_{h}\right)=\quad \sum_{K}\left(\Delta U_{\alpha, 0_{h}}+2 i \alpha \partial_{x} U_{\alpha, 0_{h}}\right. \\
\left.+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0_{h}}, z-\phi\right)_{K}  \tag{5.44}\\
\\
-\left(\nabla U_{\alpha, 0_{h}} \cdot n+f, z-\phi\right)_{\partial K}
\end{array}
$$

for all $\phi \in X^{\alpha}$ and $\bigcup_{K \in \zeta}=F$. We can use the similar argument for Case 2B to get

$$
\begin{array}{r}
Q\left(e_{h}\right)=\quad \sum_{K}\left(\nabla_{\alpha}\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0_{h}}\right)+U_{\alpha, 0_{h}}, z-\phi\right)_{K} \\
-\left(\nabla U_{\alpha, 0_{h}} \cdot n+f, z-\phi\right)_{\partial K} \tag{5.45}
\end{array}
$$

Hence, using equations (5.4), (5.5) and in addition equation (5.6) for Case 1 we have equations (5.37) and (5.38) or (5.39), then

$$
\left|Q\left(e_{h}\right)\right| \leq \sum_{K}\left|\left(R_{h}(K), z-\phi\right)_{K}+\left(r_{h}(E), z-\phi\right)_{\partial K}\right| .
$$

From the Cauchy-Schwarz inequality [22, p. 50]

$$
\begin{aligned}
& \left|Q\left(e_{h}\right)\right| \\
& \leq \sum_{K} \mathrm{k} R_{h}(K) \mathrm{k}_{L_{\alpha \#}^{2}(K)} \mathrm{k} z-\phi \mathrm{k}_{L_{\alpha \#}^{2}(K)}+\mathrm{k} r_{h}(E) \mathrm{k}_{L_{\alpha \# \#}^{2}(E)} \mathrm{k} z-\phi \mathrm{k}_{L_{\alpha \#}^{2}(E)} \\
& \leq \sum_{K}\left(\mathrm{k} R_{h}(K) \mathrm{k}_{L_{\alpha \#}^{2}(K)}+h_{K}^{-1 / 2} \mathrm{k} r_{h}(E) \mathrm{k}_{L_{\alpha \#}^{2}(E)}\right) \\
& \quad \times\left(\mathrm{k} z-\phi \mathrm{k}_{L_{\alpha \# \#}^{2}(K)}+h_{K}^{1 / 2} \mathrm{k} z-\phi \mathrm{k}_{L_{\alpha \#}^{2}(E)}\right) \\
& =\sum_{K} \rho_{K} w_{K}
\end{aligned}
$$

we finish the proof of the error estimation by choosing $\phi=z_{h}$ and by using equations (5.41) and (5.42).

### 5.5 Summary and conclusion

### 5.5.1 Summary

In this chapter, we have introduced a basic framework for studying a posteriori error estimates. We showed that there are two ways of establishing an a posteriori error estimate. There is the global error estimate and the goal oriented error estimate. Since our interest is driven by the diffraction efficiency, we chose the latter and in particular we used the Dual Weighted Residual (DWR) method. In order to do so, we generalised the continuous problem to cover all four cases. We introduced our quantity of interest, $Q$ and showed that it is a linear continuous functional. This allowed us to formulate the dual problem. We then combined the dual and the direct problems to establish an upper bound for the error estimate in Theorem 66. The evaluation of the error in the functional $Q$ represents the primary output that we desire from our model, namely the diffraction efficiency.

### 5.5.2 Conclusion

In Chapter 4, the a priori error estimate used the duality argument to represent the error between the exact and approximate solution in terms of the exact solution. By combining the Galerkin orthogonality with the regularity estimate of the exact solution, we found an upper bound for this error (see Theorems 62, D-36, D-37 and D-38). Importantly, these upper bounds depend on the exact solution, and as this is not normally known, we cannot compute them. The goal in deriving a priori error estimates is therefore to guarantee that the discrete solution will converge to the exact solution provided that we keep the interpolation error small with respect to the wavenumber $k$. In contrast, for the a posteriori error estimate, the upper bounds given by equation (5.40) can be evaluated. We find the discrete dual
problem $z_{h}$ in the same way that we find the discrete direct solution $U_{\alpha, 0_{h}}$ using Lemma 65 . For the exact solution of the dual problem $z$, since we do not know it analytically, we can approximate it either by solving the dual problem numerically in a very fine mesh or by increasing the polynomial order using the same mesh as $z_{h}$. Hence we can estimate the error in the targeted quantity $Q\left(e_{h}\right)$ from the local contribution of each error indicator $\rho_{K}$ and $w_{K}$ as defined in equations (5.41) and (5.42). In fact, these error indicators are the cell residuals $\rho_{K}$ multiplied by the weights $w_{K}$ taken from the computed solution. The $\rho_{K}$ in turn consist of the field equation residual $\left(R_{h}(K)\right)$ and the flux residual $\left(r_{h}(E)\right)$ which indicate the smoothness of the discrete solution. The weights $w_{K}$ capture the influence of the cell residuals on the targeted error $Q\left(e_{h}\right)$ since if we differentiate $Q\left(e_{h}\right)$ with respect to $\rho_{K}$, we are left with $w_{K}$.

We will show in Chapter 7 that this error estimate will allow us to perform an automatic mesh adaptation based on the local error indicators $\rho_{K}$ and $w_{K}$. The dual weighted residual method uses these error indicators to maximize the accuracy of the computed diffraction efficiency by choosing a tolerance ( $T O L$ ) and demanding that $\sum_{K} \rho_{K} w_{K}<T O L$ as we solve our problem. It will allow us to optimise the computational efficiency. Rather than having a uniform mesh, where we refine all elements of the mesh at each step, we will just refine where the error indicators are large and keep the coarse mesh where the error indicators are small.

We investigated both the a priori error estimate and the a posteriori error estimate using the $\alpha-0$ quasi periodic method in Chapters 4 and 5 . In the following chapter, we will extend the $\alpha, 0$-quasi periodic transformation and introduce a function $w(y)$ which depends on the wavenumber $k$ and use the change of variable $U=e^{i \alpha x} w(y) U_{\alpha, \beta}$. Hence, $U_{\alpha, \beta}$ is still periodic and we will investigate the a priori error estimate for $U_{\alpha, \beta}$.

## Chapter 6

# New formulation of the grating problem and a priori error estimates using the $\alpha, \beta$-quasi periodic transformation 

In this chapter, we will introduce another approach to solve the diffraction problems described in Chapters 2 and 3 which is an extension of the $\alpha, 0$-quasi periodic transformation in Chapter 4. When a series of homogeneous layers are constructed (that is, $\Omega_{3}$ as shown in Figure 2.2 is not present), the analytic solution of the associated diffraction problem can be written in the form $e^{i \alpha x} w(y)$ where Snell' s law is used to calculate some $w(y)$. This suggests that writing $U=e^{i \alpha x} w(y) U_{\alpha, \beta}(x, y)$ and solving our diffraction problem for $U_{\alpha, \beta}$ might improve the a priori error estimate. Indeed, when we solve the Helmholtz problem for homogeneous layers, and we use this transformation, $U_{\alpha, \beta}$ is just a constant. The idea is to remove from $U$ the oscillations $w(y) e^{i \alpha x}$ and then investigate if this new transformation will improve the dependence on the wavenumber $k$ in the a priori error estimate. Since $U$ is $\alpha$-quasi periodic then $U_{\alpha, \beta}$ is periodic with respect to $x$ and we will see that $w$ depends on $\beta$. For these reasons we are going to call this new transformation the $\alpha, \beta$-quasi periodic transformation. Hence, the numerical implementation of the finite element method should be computationally less expensive and less complicated if we base it on $U_{\alpha, \beta}$.

In keeping the thesis to a manageable size and since we have studied in detail the four cases in Chapter 4 and Appendix D, we are going to focus, in this chapter, on Case 1A (perfectly conducting grating with a homogeneous region outside the scatterer (that is $\left.k_{0}=k_{1}=k_{2}\right)$ ). The other cases can be derived in a similar fashion. We start by deriving the differential equation satisfied by $U_{\alpha, \beta}$. We then examine the variational formulation corresponding to the continuous problem. Next, we show that this problem is well posed and derive a formula to compute the efficiency of the diffraction grating from $U_{\alpha, \beta}$. We then use the finite element
method to discretise the problem, and provide a rigorous study of the a priori error estimate. In order to do so, we first derive regularity results for the scattering problem in the periodic space $H_{\#}^{l}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ for $l \geq 1$. This then provides error estimates that give an explicit dependence on the wavenumber. This error estimate provides an insight into the convergence of the solution and will help in our numerical implementation to balance the accuracy against the computational cost. The Chapter concludes with a comparison between this transformation and that examined in Chapter 4.

### 6.1 Restatement of the boundary value problem for the periodic solution

Similar to the analysis in Section 4.1, we seek a periodic function $U_{\alpha, \beta}$ such that

$$
\begin{equation*}
U(x, y)=e^{i \alpha x} w(y) U_{\alpha, \beta}(x, y) \tag{6.1}
\end{equation*}
$$

where $w(y)$ is the analytical solution of equation (2.95) given by Snell's law when $\Omega_{0}$ is homogeneous (that is, $\Omega_{3}$ is not present) in Figure 2.2 and $k_{0}=k_{1}=k_{2}$. This can be written as

$$
\begin{equation*}
w(y)=e^{-i \beta_{1}^{0} y}, \quad-B \leq y \leq B, \tag{6.2}
\end{equation*}
$$

with $\beta_{1}^{0}=k_{1} \cos \theta$ where $k_{1} \in \mathbb{R}$ is the wavenumber, and $\theta$ is the angle of incidence. Therefore the propagating equation is changed, and we have the following lemma.

Lemma 67. Suppose $U_{\alpha, \beta}$ satisfies

$$
-2 i \beta_{1}^{0} \partial_{y} U_{\alpha, \beta}+2 i \alpha \partial
$$

Hence, we can rewrite equation (6.9) to get
$e^{i \alpha x}\left(-i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} U_{\alpha, \beta}(B)+\left.e^{-i \beta_{1}^{0} B} \partial_{n} U_{\alpha, \beta}\right|_{\Gamma_{+}}\right)=\left(e^{-i \beta_{1}^{0} B} T_{+}^{\alpha, 0} U_{\alpha, \beta}-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}\right) e^{i \alpha x}$.
That is

$$
\begin{equation*}
\left.\partial_{n} U_{\alpha, \beta}\right|_{\Gamma_{+}}=T_{+}^{\alpha, 0} U_{\alpha, \beta}-\left(-i \beta_{1}^{0}\right) U_{\alpha, \beta}(x, B)-2 i \beta_{1}^{0} . \tag{6.10}
\end{equation*}
$$

Since $U_{\alpha, \beta}$ is periodic with respect to $x$ then we can write

$$
U_{\alpha, \beta}(x, B)=\sum_{n \in \mathbb{Z}} U_{\alpha, \beta}^{(n)}(B) e^{i \frac{2 \pi n}{d} x} .
$$

Using Definition 4 then equation (6.10) becomes (since this boundary is in $\Omega_{1}$ )

$$
\left.\partial_{n} U_{\alpha, \beta}\right|_{y=B}=\sum_{n \in \mathbb{Z}}\left(i \beta_{1}^{n}+i \beta_{1}^{0}\right) U_{\alpha, \beta}^{(n)}(B) e^{i \frac{2 \pi n}{d} x}-2 i \beta_{1}^{0} .
$$

Using Definition 5 finishes the proof for the boundary condition on $\Gamma_{+}$. On the bottom boundary, when $y=-B$, then a similar argument shows

$$
\left.\partial_{n} U_{\alpha, \beta}\right|_{y=-B}=\sum_{n \in \mathbb{Z}}\left(i \beta_{2}^{n}-i \beta_{1}^{0}\right) U_{\alpha, \beta}^{(n)}(-B) e^{i \frac{2 \pi n}{d} x} .
$$

### 6.1.1 Variational formulation

Let $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ then we can multiply equation (6.3) by $\bar{v}$ and integrate to get

$$
\begin{gather*}
\int_{\Omega \backslash \text { int } \Omega_{3}} \Delta U_{\alpha, \beta} \bar{v}+2 i \alpha \int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} U_{\alpha, \beta}\right) \bar{v} \\
+2 \int_{\Omega \backslash \text { int } \Omega_{3}}\left(-i \beta_{1}^{0} \partial_{y} U_{\alpha, \beta}\right) \bar{v}=0 . \tag{6.11}
\end{gather*}
$$

We can then integrate by parts where we note that
since the normal derivative of $\Gamma$

### 6.2 Discrete problem

In order to solve numerically the scattering problem, we need to discretise the variational formulation corresponding to the continuous problem.

### 6.2.1 Variational formulation

We want to approximate the continuous problem associated with equation (6.13) which is given by equation (6.14). Let $X^{\alpha, \beta}$ be a finite-dimensional subspace of $H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, with $\operatorname{dim}\left(X^{\alpha, \beta}\right)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X^{\alpha, \beta}$. We discretise the variational form given by the equation (6.14) and this leads us to find $U_{\alpha, \beta_{h}} \in X^{\alpha, \beta}$ for all $v_{h} \in X^{\alpha, \beta}$ such that

$$
\begin{equation*}
a\left(U_{\alpha, \beta_{h}}, v_{h}\right)=\left(f_{\alpha, \beta}, v_{h \alpha, \beta}\right), \tag{6.34}
\end{equation*}
$$

and subject to the constraint

$$
U_{\alpha, \beta_{h}}=0,(x, y) \in \partial \Omega_{3}
$$

with

$$
\begin{align*}
a\left(s_{h}, v_{h}\right)= & \left(\nabla s_{h}, \nabla v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-2 i \alpha\left(\partial_{x} s_{h}, v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \\
& +\left(2 i \beta_{1}^{0} \partial_{y} s_{h}, v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{\alpha, \beta} s_{h}, v_{h}\right)_{\Gamma_{ \pm}},  \tag{6.35}\\
\left(f_{\alpha, \beta}, v_{h}\right)_{\Gamma_{+}}= & \left(-2 i \beta_{1}^{0}, v_{h}\right)_{\Gamma_{+}}, \tag{6.36}
\end{align*}
$$

for all $s_{h} \in X^{\alpha, \beta}$ such that $T_{ \pm}^{\alpha, \beta}$ is as defined in Definition 5. Since $U_{\alpha, \beta_{h}} \in X^{\alpha, \beta}$, there exists $U_{j}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, \beta_{h}}=\sum_{j=1}^{N} U_{j} \psi_{j}(x, y)$. Hence, the discrete problem given by equation (6.34) is equivalent to the following linear algebraic system

$$
\begin{equation*}
A U=L \tag{6.37}
\end{equation*}
$$

with $U=U_{j}$ for $j=, \cdots, N$,

$$
A=a\left(\psi_{i}, \psi_{j}\right)
$$

and

$$
L=\left(f_{\alpha, \beta}, \psi_{j}\right)_{\Gamma_{+}}
$$

for $\{i, j\} \in\{1, . ., N\}$.

### 6.2.2 Truncation of the DtN map

Similar to Section 4.2.2, for computational purposes, we need to truncate the infinite sum inside the DtN map that we use as transparent boundary conditions. Let $M \in \mathbb{N}$ and $M<\infty$. From equation (2.66), $T_{ \pm}^{\alpha, \beta}$ is approximated by $T_{ \pm}^{\alpha, \beta^{M}}$ where

$$
\begin{equation*}
T_{ \pm}^{\alpha, \beta^{M}}=T_{ \pm}^{\alpha, 0^{M}} \pm i \beta_{1}^{0} I_{d} \tag{6.38}
\end{equation*}
$$

with $T_{ \pm}^{\alpha, 0^{M}}$ as given by equation (4.61). Similar to the derivation of equation (4.62), $U_{\alpha, \beta}$ is approximated with a truncated Fourier series

$$
\begin{equation*}
U_{\alpha, \beta_{h}}(x, y)=\sum_{n=-M}^{M} U_{\alpha, \beta_{h}}^{(n)}(y) e^{i \frac{2 \pi n}{d} x}, \tag{6.39}
\end{equation*}
$$

where

$$
U_{\alpha, \beta_{h}}^{(n)}(y)=\frac{1}{d} \int_{0}^{d} U_{\alpha, \beta_{h}}(x, y) e^{-i \frac{2 \pi n}{d} x} d x .
$$

By truncating the fundamental solution in equation (2.55), and using equation (6.1), we can derive a similar equation to equation (4.63)

$$
\begin{equation*}
e^{-i \beta_{1}^{0} y} U_{\alpha, \beta_{h}}=\sum_{n=-M}^{M} r_{j}^{n, M} e^{i \beta_{j}^{n} y+i \frac{2 \pi n}{d} x}+t_{j}^{n, M} e^{-i \beta_{j}^{n} y+i \frac{2 \pi n}{d} x}, j=1,2, \tag{6.40}
\end{equation*}
$$

where the unknowns $r_{j}^{n, M}$ and $t_{j}^{n, M}$ are complex scalars. $U_{\alpha, 0_{h}}, U_{\alpha, \beta_{h}}$ contain the incident wave and must satisfy the UPRC condition (see equation (2.26)) in $\Omega_{1}$ (see Figure 2.3). It follows that $t_{1}^{n, M}=0$, for $n \sigma 0$ and $t_{1}^{0, M}=1$ in $\Omega_{1}$ and in $\Omega_{2}$, all the $r_{2}^{n, M}=0$. We proceed exactly as we have done for the continuous problem but the solution is now truncated as given by equations (6.39) and (6.40). The coefficients $\beta_{j}^{n}$ are given by equation (2.43). From Lemma 71 and equation (4.64), we can derive

$$
\begin{array}{ll}
e^{-i \beta_{1}^{0} y} U_{\alpha, \beta h}^{(n)}(y)=r_{1}^{n, M} e^{i \beta_{1}^{n} y}+\delta_{n 0} e^{-i \beta_{1}^{n} y}, & \text { in } \Omega_{1},  \tag{6.41}\\
e^{-i \beta_{1}^{0} y} U_{\alpha, \beta_{h}}^{(n)}(y)=t_{2}^{n, M} e^{-i \beta_{2}^{n} y}, & \text { in } \Omega_{2} .
\end{array}
$$

At $y= \pm B$, equations (2.58) and (2.59) become

$$
\begin{align*}
r_{1}^{n, M} & =e^{-i \beta_{1}^{0} B} U_{\alpha, \beta_{h}}^{(n)}(B) e^{-i \beta_{1}^{n} B}-\delta_{n 0} e^{-2 i \beta_{1}^{0} B},  \tag{6.42}\\
t_{2}^{n, M} & =e^{i \beta_{1}^{0} B} U_{\alpha, \beta_{h}}^{(n)}(-B) e^{-i \beta_{2}^{n} B} .
\end{align*}
$$

Similarly to the continuous problem, but now we use equations (6.38) and (6.41) so that the boundary conditions for the discrete problem are given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, \beta^{M}}-\frac{\partial}{\partial \eta}\right) U_{\alpha, \beta_{h}}=2 i \beta_{1}^{0}, & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, \beta^{M}}-\frac{\partial}{\partial \eta}\right) U_{\alpha, \beta_{h}}=0, & \text { on } \Gamma_{-} . \tag{6.44}
\end{array}
$$

Therefore, instead of solving directly equation (6.34) we approximate $U_{\alpha, \beta}$ by $U_{\alpha, \beta_{h}}^{M}$ and we solve numerically the following problem. We want to find $U_{\alpha, \beta_{h}}^{M} \in X^{\alpha, \beta}$ such that for all $v_{h} \in X^{\alpha, \beta}$ we have

$$
\begin{equation*}
a^{M}\left(U_{\alpha, \beta_{h}}^{M}, v_{h}\right)=\left(f_{\alpha, \beta}, v_{h}\right), \tag{6.45}
\end{equation*}
$$

subject to the constraint

$$
U_{\alpha, \beta_{h}}^{M}=0,(x, y) \in \partial \Omega_{3}
$$

where

$$
\begin{align*}
a^{M}\left(s_{h}, v_{h}\right) & =\left(\nabla s_{h}, \nabla v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-2 i \alpha\left(\partial_{x} s_{h}, v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \\
& +2 i \beta_{1}^{0}\left(\partial_{y} s_{h}, v_{h}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{\alpha, 0^{M}} s_{h}, v_{h}\right)_{\Gamma_{ \pm}} \mp i \beta_{1}^{0}\left(s_{h}, v_{h}\right)_{\Gamma_{ \pm}},  \tag{6.46}\\
\left(f_{\alpha, \beta}, v_{h}\right)_{\Gamma_{ \pm}} & =\left(-2 i \beta_{1}^{0}, v_{h}\right)_{\Gamma_{+}},
\end{align*}
$$

for all $s_{h} \in X^{\alpha, \beta}$. This leads to a linear algebraic system

$$
\begin{equation*}
A^{M} U^{M}=L \tag{6.47}
\end{equation*}
$$

with $U^{M}=U_{j}^{M}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, \beta_{h}}^{M}=\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$.

$$
A^{M}=a^{M}\left(\psi_{i}, \psi_{j}\right),
$$

and

$$
L=\left(f_{\alpha, \beta}, \psi_{j}\right)_{\Gamma_{+}}
$$

for $\{i, j\} \in\{1, . ., N\}$.

### 6.2.3 Efficiency of the grating

The efficiency of the grating with respect to each diffraction order $n$ can be computed by using equations (2.55), (4.49) and (6.40), to give

$$
\begin{align*}
& R_{n}^{M}=\frac{\beta_{1}^{n}}{\beta_{1}^{0}}\left|r_{1}^{n, M}\right|^{2}  \tag{6.48}\\
& T_{n}^{M}=\frac{\beta_{2}^{n}}{\beta_{1}^{0}}\left|t_{2}^{n, M}\right|^{2}
\end{align*}
$$

such that $r_{1}^{n, M}$ and $t_{2}^{n, M}$ are given by equation (6.42). We use the same notation as in Section 4.2.3, where we replaced $E_{t}, E_{r}$ and $E_{a b s}$ with $E_{t}^{M}, E_{r}^{M}$ and $E_{a b s}^{M}$ in Definition 54. In a similar way to Section 4.2.4, we can check the energy balance using the truncated DtN map using equation (4.72) such that $r_{1}^{n, M}$ and $t_{2}^{n, M}$ are now given by equation (6.42).

### 6.3 A priori error estimates for the exact solution $U_{\alpha, \beta}$

The well-posedness of our problem that we derived in Section 6.1 .2 will now allow us to derive an a priori error estimate for $U_{\alpha, \beta}$. We will first study the error estimation by discretising the continuous Helmholtz problem given by equation (6.14).

Since we truncate our domain, we apply absorbing boundary conditions through $T_{ \pm}^{\alpha, \beta}$. As these involve an infinite sum, we then need to truncate the $T_{ \pm}^{\alpha, \beta}$ in order to perform numerical computation. Hence, we need to study a second a priori error estimate that arises from this truncation. We combine these two error estimates in order to provide the total a priori error estimate. We will also show that the discrete solution is unique. Before we derive an a priori error estimate, we first need to establish the dual problem corresponding to equation (6.14) of the form

$$
\begin{equation*}
a^{*}(\psi, v)=(\psi, \phi) \tag{6.49}
\end{equation*}
$$

for all $\psi \in L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right), v \in H_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and for a given $\phi \in L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. This dual problem is needed to derive an upper bound of the error estimate in the $L_{\#}^{2}$-norm in terms of the error estimate in the H -norm when we discretise our problem. The formulation of the dual problem is given below.

### 6.3.1 Dual problem

Lemma 73. Let $v \in H_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. Then the strong form of the dual problem corresponding to equation (6.14) is given by

$$
\begin{aligned}
-\Delta v+2 i \alpha \partial_{x} v-2 i \beta_{1}^{0} \partial_{y} v & =\phi, \\
T_{ \pm}^{\alpha, 0^{*}} v-\partial_{n} v & =0,
\end{aligned}
$$

for a given $\phi \in L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and where $T_{ \pm}^{\alpha, 0^{*}}$ is the dual operator of $T_{ \pm}^{\alpha, 0}[61$, p. 476].

Proof. From the Green identities [22, p. 130], and by integrating by parts first with respect to $x$ and then integrate with respect to $y$ we have

$$
\begin{align*}
\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} \psi\right) \bar{v} & =-\int_{\Omega \backslash \mathrm{int} \Omega_{3}} \psi \partial_{x} \bar{v}+\int_{\partial \Omega \backslash \mathrm{int} \Omega_{3}} \psi \bar{v} n_{1} d s,  \tag{6.50}\\
& =-\int_{\Omega \backslash \mathrm{int} \Omega_{3}} \psi \partial_{x} \bar{v}+\int_{\Gamma_{L} \cup \Gamma_{R}} \psi \bar{v} n_{1} d s .
\end{align*}
$$

This leads us to

$$
\begin{align*}
\int_{\Omega \backslash i \operatorname{int} \Omega_{3}}\left(\partial_{x} \psi\right) \bar{v} & =-\int_{\Omega \backslash \operatorname{int} \Omega_{3}} \psi \partial_{x} \bar{v}+\int_{\Gamma_{L}} \psi \bar{v}\left(n_{1 L}-n_{1 R}\right) d s \\
& =-\int_{\Omega \backslash \operatorname{int} \Omega_{3}} \psi \partial_{x} \bar{v}, \tag{6.51}
\end{align*}
$$

since $\psi$ and $v$ are periodic with respect to $x$ and the unit normal outward vector corresponding to $\Gamma_{L}$ and $\Gamma_{R}$, denoted respectively by $n_{1 L}$ and $n_{1 R}$, satisfy

$$
n_{1 R}=-n_{1 L} .
$$

Once again we use the Green identities [22, p. 130], and proceed in a similar way to the proof of equation (6.50) but exchange the order of integration in equation (6.50). We then have

$$
\begin{align*}
\int_{\Omega \backslash \mathrm{int} \Omega_{3}} i \beta_{1}^{0}\left(\partial_{y} \psi\right) \bar{v} & =-i \beta_{1}^{0} \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \psi \partial_{y} \bar{v}+\int_{\partial \Omega \backslash \operatorname{int} \Omega_{3}} i \beta_{1}^{0} \psi \bar{v} n_{2} d s, \\
& =-\int_{\Omega \backslash \mathrm{int} \Omega_{3}} i \beta_{1}^{0} \psi \partial_{y} \bar{v} \pm i \beta_{1}^{0} \int_{\Gamma_{ \pm}} \psi \bar{v} d x . \tag{6.52}
\end{align*}
$$

From the Green identities [22, p. 130] with equations (6.51), (6.52), (2.66), (6.13) and (6.2) we get

$$
\begin{aligned}
a(\psi, v)= & (\psi,-\Delta v)_{\Omega \backslash \operatorname{int} \Omega_{3}}+\left(\psi, \partial_{n} v\right)_{\partial \Omega \backslash \operatorname{int} \Omega_{3}}+2 i \alpha\left(\psi, \partial_{x} v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \\
& -2 i \beta_{1}^{0}\left(\psi, \partial_{y} v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \pm \int_{\Gamma_{ \pm}} i \beta_{1}^{0} \psi \bar{v} d x \\
& \mp \int_{\Gamma_{ \pm}} i \beta_{1}^{0} \psi \bar{v} d x-\left(\psi, T_{ \pm}^{\alpha, 0^{*}} v\right) .
\end{aligned}
$$

By definition of the dual, we have

$$
\begin{align*}
a^{*}(\psi, v)= & (\psi,-\Delta v)_{\Omega \backslash \operatorname{int} \Omega_{3}}+\left(\psi, \partial_{n} v\right)_{\partial \Omega \backslash \text { int } \Omega_{3}}+2 i \alpha\left(\psi, \partial_{x} v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \\
& -2 i \beta_{1}^{0}\left(\psi, \partial_{y} v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} \pm \int_{\Gamma_{ \pm}} i \beta_{1}^{0} \psi \bar{v} d x \\
& \mp \int_{\Gamma_{ \pm}} i \beta_{1}^{0} \psi \bar{v} d x-\left(\psi, T_{ \pm}^{\alpha, 0^{*}} v\right) . \tag{6.53}
\end{align*}
$$

Hence, we can put together the integral inside $\Omega \backslash \operatorname{int} \Omega_{3}$ separately from the integrals on the boundaries of $\Omega \backslash$ int $\Omega_{3}$ and we can use equation (6.49) and so

$$
\begin{aligned}
-\Delta v+2 i \alpha \partial_{x} v-2 i \beta_{1}^{0} \partial_{y} v & =\phi, \\
\partial_{n} v-T_{ \pm}^{\alpha, 0^{*}} v & =0
\end{aligned}
$$

which represents the strong form of the dual problem which finishes the proof.

### 6.3.2 An a priori error estimation of the discretised problem

Let $U_{\alpha, \beta}$ be the corresponding solution of the continuous problem given by equation (6.14), and let $U_{\alpha, \beta_{h}}$ be the solution of the discretised problem given by equation (6.34). We are going to study the relation between the norm of the error in approximating the problem using the H -norm and the $L_{\#}^{2}$-norm in the following theorem.

Theorem 74. If we denote $e_{\alpha, \beta_{h}}=U_{\alpha, \beta}-U_{\alpha, \beta_{h}}$ and if $k_{1} h_{0} / p_{0}<1$ then for all $h \leq h_{0}$ and for all $p \geq p_{0}$, the solution to equation (6.34) satisfies

$$
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \tilde{C}_{1} \frac{h}{p} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}
$$

where $\tilde{C}_{1}=2 k_{1} C C_{c} C_{\text {reg }}$ with $C_{c}=C d+1$ and $C_{\text {reg }}$ as defined in Theorem 27.
Proof. We apply the duality argument [22, p. 137] similar to the proof of Lemma 59. From [22, p. 146], we have

$$
\begin{equation*}
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}=\sup _{\phi \in C_{\infty}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \frac{\left|\left(e_{\alpha, \beta_{h}}, \phi\right)_{\Omega \backslash \text { int } \Omega_{3}}\right|}{\mathrm{k} \phi \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}} . \tag{6.54}
\end{equation*}
$$

Let $v$ be the solution to the adjoint problem given by Lemma 73. We have for a given $\phi \in L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ that

$$
a^{*}(\psi, v)=(\psi, \phi)_{\Omega \backslash \operatorname{int} \Omega_{3}}, \forall \psi \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)
$$

We then have for $\psi=e_{\alpha, \beta_{h}}$ by using equations (6.49) and (6.53)

$$
\begin{aligned}
\left(e_{\alpha, \beta_{h}}, \phi\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} & =a\left(e_{\alpha, \beta_{h}}, v\right), \\
& =a\left(e_{\alpha, \beta_{h}}, v-\psi\right)
\end{aligned}
$$

for any $\psi \in X^{\alpha, \beta}$ by using Galerkin orthogonality similar to equation (4.88).
From equation (6.15), we have

$$
\begin{equation*}
|a(s, v)|=\left|(\nabla s, \nabla v)_{\Omega \backslash \operatorname{int} \Omega_{3}}\right|+2 k_{1}\left|(\nabla s, v)_{\Omega \backslash i n t} \Omega_{3}\right|+\left|\left(T_{ \pm}^{\alpha, \beta} s, v\right)_{\Gamma_{ \pm}}\right| . \tag{6.55}
\end{equation*}
$$

Using Lemma 9 and since $e^{-i \beta y}$ is independent on $x$, we get

$$
\begin{align*}
\int_{\Gamma_{ \pm}} T_{ \pm}^{\alpha, 0} s \bar{v} & =\int_{\Gamma_{ \pm}} e^{i \alpha x-i \beta y}\left(T_{ \pm}^{\alpha, 0} s\right) \overline{e^{i \alpha x-i \beta y}}, \\
& =\int_{\Gamma_{ \pm}} T_{ \pm}\left(e^{i \alpha x-i \beta y} s\right) \overline{e^{i \alpha x-i \beta y}} . \tag{6.56}
\end{align*}
$$

We first look for an upper bound for $T_{ \pm}^{\alpha, \beta}$. From equations (4.80), (2.64) and (6.16) , we have

$$
\begin{align*}
\left|\left(T_{ \pm}^{\alpha, \beta} s, v\right)_{\Gamma_{ \pm}}\right| & =d\left|\sum_{n \in \mathbb{Z}} i\left(\beta_{1}^{n} \pm \beta_{1}^{0}\right) s^{(n)}( \pm B) \overline{v^{(n)}( \pm B)}\right| \\
& \leq d\left|\sum_{n \in \mathbb{Z}}\right| \beta_{1}^{n}+\beta_{1}^{0}\left|s^{(n)}( \pm B) \overline{v^{(n)}( \pm B)}\right| \tag{6.57}
\end{align*}
$$

We note that when $k^{2}>\frac{2 \pi n}{d}$, then

$$
\begin{equation*}
\left|\beta_{1}^{n}+\beta_{1}^{0}\right| \leq 2 \beta_{1}^{0} \leq 2 k_{1} . \tag{6.58}
\end{equation*}
$$

For $k_{1}<\left(\frac{2 \pi n}{d}\right)$, we have

$$
\begin{aligned}
\beta_{1}^{n}+\beta_{1}^{0} & =\sqrt{\left(\frac{2 \pi n}{d}\right)^{2}+\frac{4 \pi n \alpha}{d}+\alpha^{2}-k^{2}}+\sqrt{ } \overline{k^{2}-\alpha^{2}} \\
& =\sqrt{\frac{2 \pi n^{2}}{d}\left(1+\frac{d \alpha}{2 \pi n}+d^{2} \frac{\alpha^{2}-k^{2}}{4 \pi^{2} n^{2}}\right)}+\sqrt{ } \frac{k^{2}-\alpha^{2}}{} .
\end{aligned}
$$

Let us denote $X^{2}=d^{2} \frac{\alpha^{2}-k^{2}}{4 \pi^{2} n^{2}}$, since $\frac{2 \pi n}{d}>k_{1}$ then $\frac{2 \pi n}{d}{ }^{2} \gg k_{1}^{2}$ then $X^{2}$ tends to 0 . We note by using Taylor series that $\left(1-X^{2}\right)^{1 / 2}$ when $X^{2}$ tends to zero, can be approximated with $1-X$ and so

$$
\begin{equation*}
\left|\beta_{1}^{n}+\beta_{1}^{0}\right| \leq C\left|\frac{2 \pi n}{d}\right| \tag{6.59}
\end{equation*}
$$

where $1<C^{2}=\sup \left(c_{1}, c_{2}\right)<5$, the constants $c_{1}$ and $c_{2}$ are given by equations (2.68) and (2.69). We then combine equations (6.56), (6.58), (6.59) and use a similar argument to that use to prove equation (4.82) with $T_{ \pm}^{\alpha, \beta}$ to get

$$
\begin{aligned}
\left|\left(T_{ \pm}^{\alpha, \beta} s, v\right)_{\Gamma_{ \pm}}\right| & \leq C d \mathbf{k} s \mathbf{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\left(2 k_{1} \mathbf{k} v \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathbf{k} v \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\right) \\
& \leq C d(h / p)^{-1} \mathbf{k} s \mathbf{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\left(2 k_{1} h / p \mathbf{k} v \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+h / p \mathbf{k} v \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash i \operatorname{int} \Omega_{3}\right)}\right) .
\end{aligned}
$$

By supposing $2 k_{1} h / p<1$, we have

$$
\begin{aligned}
& \left|\left(T_{ \pm}^{\alpha, \beta} s, v\right)_{\Gamma_{ \pm}}\right| \\
& \leq C d(h / p)^{-1} \mathrm{k} s \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\left(\mathrm{k} v \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+h / p \mathrm{k} v \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\right) \\
& \leq C d(h / p)^{-1} \mathrm{k} s \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\left(\mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y} v \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+2 h / p \mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y} v \mathrm{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\right),
\end{aligned}
$$

from Theorem 69. Since $e^{i \alpha x-i \beta y}(v)$ satisfies equation (4.39), then we have

$$
\begin{equation*}
\left|\left(T_{ \pm}^{\alpha, \beta} s, v\right)_{\Gamma_{ \pm}}\right| \leq 2 C C d(h / p)^{-1} \mathbf{k} s \mathbf{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}(h / p)^{2} \mathbf{k} e^{i \alpha x-i \beta_{1}^{0} y} v \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} . \tag{6.60}
\end{equation*}
$$

We now find an upper bound of the other term left in equation (6.55). We note that

$$
\begin{aligned}
& |s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|v|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+2 k_{1}|s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} s \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \\
& =(h / p)^{-1}|s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\left(h / p|v|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+2 k_{1} h / p|v|_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\right) .
\end{aligned}
$$

Since $2 k_{1} h / p<1$ and similar to the proof of equation (6.60) we get

$$
\begin{gather*}
|s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}|v|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+2 k_{1}|s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} s \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \\
=2 C(h / p)^{-1}|s|_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}(h / p)^{2} \mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y} v \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} . \tag{6.61}
\end{gather*}
$$

Now we can use equations (6.60), (6.61) and (6.55) to get

$$
\begin{align*}
&\left|a\left(e_{\alpha, \beta_{h}}, v-\psi\right)\right|\left.\leq 2 h / p(C d+1) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{H_{\#}^{1}(\Omega \backslash i n t} \Omega_{3}\right) \\
&\left.\mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y}(v-\psi) \mathrm{k}_{H_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right) \\
&\left.2 h / p C C_{r e g} k_{1}(C d+1) \mathrm{k} s \mathrm{k}_{H_{\#}^{1}(\Omega \backslash i n t} \Omega_{3}\right)  \tag{6.62}\\
&\left.\mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y} \phi \mathrm{k}_{H_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right), \\
&\left.2 h / p C C_{r e g} k_{1}(C d+1) \mathrm{k} s \mathrm{k}_{H_{\#}^{1}(\Omega \backslash i n t} \Omega_{3}\right) \\
&\left.\mathrm{k} e^{i \alpha x-i \beta_{1}^{0} y} \phi \mathrm{k}_{H_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right),
\end{align*}
$$

from Theorem 27 and equation (6.26).
We finish the proof by taking the supremum over $\phi$ using equation (6.54) and by denoting $\tilde{C}_{1}=2 C C_{c} C_{r e g} k_{1}$, where $C_{c}=C d+1$.

Now that we have the relation between the norm of the error estimate by discretising in H and in $L_{\#}^{2}$, let us establish that the Galerkin method satisfies quasi-optimal convergence [114, 109], which is an upper bound of the error $e_{\alpha, \beta_{h}}$ in terms of $U_{\alpha, \beta}-\psi$ for all $\psi \in X^{\alpha, \beta}$.

Lemma 75. Let $h_{0}$ and $p_{0}$ satisfy $k_{1} h_{0} / p_{0} \ll 1$, then for any maximum mesh size $h \in\left[0, h_{0}\right]$ and any degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$

$$
\begin{equation*}
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \leq C_{q} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}} \tag{6.63}
\end{equation*}
$$

for all $\psi \in X^{\alpha, \beta}$, where $C_{q}=\tilde{C}_{c} /\left(M_{G}-\tilde{C}_{1} k_{1}\left(\xi_{1} \xi+M_{G}\right) h / p\right)$. The constants $M_{G}, \xi, \xi_{1}$ are given by equation (6.21), $\tilde{C}_{c}$ by equation (6.20) and $\tilde{C}_{1}$ is given in Theorem 74.

Proof. From equation (6.22) and using the equivalence of the $\mathbf{H}$-norm and the $L_{\#}^{2}$-norm in Definition 49, we have

$$
\begin{align*}
\left|a\left(e_{\alpha, \beta_{h}}, e_{\alpha, \beta_{h}}\right)\right| & \geq M_{G} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2}-k_{1}\left(\xi_{1} \xi+M_{G}\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}, \\
& \geq\left(M_{G}-\tilde{C}_{1} k_{1}\left(\xi_{1} \xi+M_{G}\right) h / p\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2}, \tag{6.64}
\end{align*}
$$

using Theorem 74. Since $a$ is continuous from equation (6.19) and by using Galerkin orthogonality similar to equation (4.88), we can divide by $\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}$ equation (6.64) and we get

$$
\tilde{C}_{c} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}} \geq\left(M_{G}-\tilde{C}_{1} k_{1}\left(\xi_{1} \xi+M_{G}\right) h / p\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}},
$$

for all $\psi \in X^{\alpha, \beta}$. Hence, for $h<h_{0}$ and $p \geq p_{0}, M_{G}-\tilde{C}_{1} k_{1}\left(\xi_{1} \xi+M_{G}\right) h / p>0$ which finishes our proof.

We can now use the equivalence of the H -norm and the $L_{\#}^{2}$-norm of $e_{\alpha, \beta_{h}}$ and the quasi-optimal convergence result to establish the a priori error estimate.

Theorem 76. Let $h_{0}$ and $p_{0}$ satisfy $k_{1} h_{0} / p_{0} \leq 1$, then for any maximum mesh size $h \in\left[0, h_{0}\right]$ and any degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$ we have the following error estimates

$$
\begin{align*}
& \mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \leq \frac{\tilde{C}_{c}+C_{q}}{C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}  \tag{6.65}\\
& \mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \tilde{C}_{1} h \frac{\tilde{C}_{c}+C_{q}}{p C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}
\end{align*}
$$

for all $\psi \in X^{\alpha, \beta}$, with $C_{d}=1-\tilde{C}_{1} k_{1} \xi \xi_{1} \frac{h}{p} \geq 0$ where $C_{q}$ is given by equation (6.63), $\tilde{C}_{1}$ is given by Theorem 74, $\xi$ and $\xi_{1}$ are given by equation (6.21) and $\tilde{C}_{c}$ is given by equation (6.20). In addition, the discretised solution $U_{\alpha, \beta_{h}}$ is unique.

Proof. For all $v_{\alpha, \beta} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, since $U_{\alpha, \beta_{h}} \in X^{\alpha, \beta} \subset H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, and $e_{\alpha, \beta_{h}}=U_{\alpha, \beta}-U_{\alpha, \beta_{h}}$ belongs to $H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, it follows from equation (6.22) that

$$
\begin{aligned}
M_{G} \mathrm{k} e_{\alpha, \beta_{h}} & \mathrm{k}_{\mathcal{H}}^{2}-C_{G} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& \leq\left|a\left(e_{\alpha, \beta_{h}}, e_{\alpha, \beta_{h}}\right)\right| \\
& \leq\left|a\left(e_{\alpha, \beta_{h}}, U_{\alpha, \beta}-U_{\alpha, \beta_{h}}-\psi+\psi\right)\right|, \\
& \leq\left|a\left(e_{\alpha, \beta_{h}}, U_{\alpha, \beta}-\psi\right)\right|,
\end{aligned}
$$

for $\psi \in X^{\alpha, \beta}$, by using Galerkin orthogonality similar to equation (4.88). We then can write

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2}-k_{1}^{2} \xi_{1} \xi \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& \quad \leq \tilde{C}_{c} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}+\sup \left(\xi_{1} / \xi, M_{G}\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2},
\end{aligned}
$$

from equation (6.19) since $a$ is continuous and using equations (6.21) and (6.23).

$$
\begin{align*}
& \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2}-k_{1}^{2} \xi \xi_{1} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& \quad \leq \tilde{C}_{c} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}+\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2} \tag{6.66}
\end{align*}
$$

since $\sup \left(\xi_{1} / \xi, M_{G}\right)=\left(\xi_{1} / \xi, 1-\xi_{1} / \xi\right) \leq 1$. Using Definition 49, we note that $k_{1} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}$. Hence, we can write

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}^{2}-k_{1} \xi \xi_{1} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\neq}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \\
& \leq\left(\tilde{C}_{c}+C_{q}\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}
\end{aligned}
$$

from equation (6.63). We then divide by $\mathbf{k} e_{\alpha, \beta_{h}} \mathbf{k}_{\mathcal{H}}$ and so

$$
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}-k_{1} \xi_{1} \xi \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq\left(\tilde{C}_{c}+C_{q}\right) \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}
$$

Hence,

$$
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}}-\tilde{C}_{1} k_{1} \xi_{1} \xi \frac{h}{p} \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \leq\left(\tilde{C}_{c}+C_{q}\right) \mathrm{k} U_{\alpha, \beta}-\psi \mathbf{k}_{\mathcal{H}},
$$

from Theorem 74. That is

$$
\left(1-\tilde{C}_{1} k_{1} \xi_{1} \xi \frac{h}{p}\right) \mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \leq\left(\tilde{C}_{c}+C_{q}\right) \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}} .
$$

Let $C_{d}=1-\tilde{C}_{1} k_{1} \xi_{1} \xi \frac{h}{p}$ and let us suppose that $C_{d}>0$ then we have

$$
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{\mathcal{H}} \leq \frac{\tilde{C}_{c}+C_{q}}{C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}} .
$$

Once again, we invoke Theorem 74 to prove the error estimate in the $L^{2}$-norm. Hence, we have

$$
\mathrm{k} e_{\alpha, \beta_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq\left(\tilde{C}_{c}+C_{q}\right) \tilde{C}_{1} \frac{h}{p C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathbf{k}_{\mathcal{H}} .
$$

To prove the uniqueness of the solution let us suppose that there exists two solutions $U_{\alpha, \beta}^{h, 1}$ and $U_{\alpha, \beta}^{h, 2}$ satisfying equation (6.34). We have

$$
\begin{aligned}
& \mathrm{k} U_{\alpha, \beta}^{h, 1}-U_{\alpha, \beta}^{h, 2} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}=\mathrm{k} U_{\alpha, \beta}^{h, 1}-U_{\alpha, \beta}+U_{\alpha, \beta}-U_{\alpha, \beta}^{h, 2} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}, \\
& \leq \mathrm{k} U_{\alpha, \beta}^{h, 1}-U_{\alpha, \beta} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\mathrm{k} U_{\alpha, \beta}^{h, 2}-U_{\alpha, \beta} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}, \\
& \leq 2 \tilde{C}_{1}\left(\tilde{C}_{c}+C_{q}\right) \frac{h}{p C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} .
\end{aligned}
$$

We can easily see that taking $h / p$ tending to zero, we finish the proof of uniqueness.

Before studying the error made by truncating the operators $T_{ \pm}^{\alpha, 0}$ in equation (6.13), let us establish a relation between the two continuous variational formulations $a(s, v)$ given by equation (6.13) and $a^{M}(s, v)$ (when we truncate the DtN map inside equation (6.13)).

### 6.3.3 Comparison between the continuous variational formulation with a truncated DtN map and that with a full DtN map

Let us denote

$$
\begin{align*}
a^{M}\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)= & \left(\nabla s_{\alpha, \beta}, \nabla v_{\alpha, \beta}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-2 i \alpha\left(\partial_{x} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Omega \backslash \text { int } \Omega_{3}} \\
& +2 i \beta_{1}^{0}\left(\partial_{y} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{\alpha, 0^{M}} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{ \pm}} \mp 2 i \beta_{1}^{0}\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{ \pm}},  \tag{6.67}\\
\left(f_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{+}}= & \left(-2 i \beta_{1}^{0}, v_{\alpha, \beta}\right)_{\Gamma_{+}}, \tag{6.68}
\end{align*}
$$

for all $s_{\alpha, \beta}, v_{\alpha, \beta} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, such that $M \in \mathbb{N}$ and $T_{ \pm}^{\alpha, 0^{M}}$ is given by equation (4.61). Then, we want to find $U_{\alpha, \beta}^{M} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that

$$
\begin{equation*}
a^{M}\left(U_{\alpha, \beta}^{M}, v_{\alpha, \beta}\right)=\left(f_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{+}} . \tag{6.69}
\end{equation*}
$$

Let us also denote

$$
\begin{align*}
S a\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)= & \left(\nabla s_{\alpha, \beta}, \nabla v_{\alpha, \beta}\right)_{\Omega \backslash \text { int } \Omega_{3}}-2 i \alpha\left(\partial_{x} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Omega \backslash \text { int } \Omega_{3}} \\
& +2 i \beta_{1}^{0}\left(\partial_{y} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Omega \backslash \text { int } \Omega_{3}} \mp 2 i \beta_{1}^{0}\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{ \pm}} . \tag{6.70}
\end{align*}
$$

It follows that

$$
\begin{align*}
a\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right) & =S a\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)-\left(T_{ \pm}^{\alpha, 0} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{ \pm}}  \tag{6.71}\\
a^{M}\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right) & =S a\left(s_{\alpha, \beta}, v_{\alpha, \beta}\right)-\left(T_{ \pm}^{\alpha, 0^{M}} s_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{ \pm}} .
\end{align*}
$$

Let us also note the following relation between $a$ as defined by equation (6.13) and $a^{M}$ as given by equation (6.67). If $U_{\alpha, \beta}$ and $U_{\alpha, \beta}^{M}$ are respectively the solution of equation (6.14) and equation (6.69) then

$$
\begin{equation*}
a\left(U_{\alpha, \beta}, v\right)-a^{M}\left(U_{\alpha, \beta}^{M}, v\right)=0 \tag{6.72}
\end{equation*}
$$

for all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. If we define $T_{ \pm}^{\alpha, 0^{R}}$ via

$$
\begin{equation*}
T_{ \pm}^{\alpha, 0}=T_{ \pm}^{\alpha, 0^{M}}+T_{ \pm}^{\alpha, 0^{R}} . \tag{6.73}
\end{equation*}
$$

then we have the following relations for all $s, v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$

$$
a(s, v)=S a(s, v)-\left(T_{ \pm}^{\alpha, 0} s, v\right)_{\Gamma_{ \pm}}
$$

from equation (6.70). Hence,

$$
\begin{equation*}
a(s, v)=a^{M}(s, v)-\left(T_{ \pm}^{\alpha, 0^{R}} s, v\right)_{\Gamma_{ \pm}} . \tag{6.74}
\end{equation*}
$$

Now that we have established the relation between $a$ and $a^{M}$ in equation (6.74) we can derive an a priori error estimate when we truncate $T_{ \pm}^{\alpha, \beta}$ in $a$.

### 6.3.4 An a priori error estimate from the truncation of the DtN operators

For computational reasons the DtN map must be truncated. It is therefore important to derive an estimate of the error that then arises due to this approximation.

Lemma 77. Let $U_{\alpha, \beta} \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ be the solution of equation (6.14), and let $U_{\alpha, \beta}^{M}$ be the solution of equation (6.69). Let us denote the error estimate that arises when the DtN map is truncated by

$$
\begin{equation*}
e_{\alpha, \beta}^{M}=U_{\alpha, \beta}-U_{\alpha, \beta}^{M} . \tag{6.75}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
a^{M}\left(e_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right)=\left(T_{ \pm}^{\alpha, 0^{R}} U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)_{\Gamma_{ \pm}} . \tag{6.76}
\end{equation*}
$$

Proof. We have from equation (6.75) and from Definition A-6 that

$$
\begin{aligned}
a^{M}\left(e_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right) & =a^{M}\left(U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)-a^{M}\left(U_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right), \\
& =a\left(U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)+\left(T_{ \pm}^{\alpha, 0^{R}} U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)_{\Gamma_{ \pm}}-a^{M}\left(U_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right),
\end{aligned}
$$

from equation (6.74). Then, we can write

$$
a^{M}\left(e_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right)=\left(T_{ \pm}^{\alpha, 0^{R}} U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)_{\Gamma_{ \pm}},
$$

by using equation (6.72).
For all $s, v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ as introduced in Section 4.3.2, we can use the region $b \leq|y| \leq B$ to derive an a priori error estimate. In a similar way to the derivation of equation (4.107), we get from equation (6.73)

$$
\begin{aligned}
& \left|\left(T_{ \pm}^{\alpha, 0^{R}} s, v\right)_{\Gamma_{ \pm}}\right|=\left|\left(\left(T_{ \pm}^{\alpha, 0}-T_{ \pm}^{\alpha, 0^{M}}\right) s, v\right)_{\Gamma_{ \pm}}\right|,
\end{aligned}
$$

with $c_{\text {min }}=\left.\inf \right|_{\left.n\right|_{>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right) \text { where } z_{n} \text { is defined by equation (2.44). From }}$ Theorem A-13, we get

$$
\begin{align*}
& \left(T_{ \pm}^{\alpha, 0^{R}} s, v\right)_{\Gamma_{ \pm}} \leq d e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{1}^{2}} \boldsymbol{k s}_{s} \mathbf{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k}^{\left(\mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}\right.} \\
& =C_{T} \mathrm{k} s \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \mathrm{kv} \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \tag{6.77}
\end{align*}
$$

with

$$
\begin{equation*}
C_{T}=d e^{-(B-b) c_{\min }} \sqrt{(M-|\alpha|)^{2}-k_{1}^{2}} . \tag{6.78}
\end{equation*}
$$

It will help our subsequent calculation of the a priori error estimate to establish a relation between the error by truncating the $\operatorname{DtN}$ operator in the $L_{\#}^{2}$-norm with that in the H -norm.

Theorem 78. Let $U_{\alpha, \beta}$ be the solution of equation (6.14) and let $e_{\alpha, \beta}^{M}$ be as given by equation (6.75) then we have the following estimate

$$
\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \tilde{C}_{1} \frac{h}{p} \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}
$$

where $\tilde{C}_{1}$ is given in Theorem 14.
Proof. As in Lemma 59 we use the duality argument [22, p. 137]. Let $\phi \in$ $H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, let $v \in H_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be the solution of the dual problem given in Lemma 73. From the definition of the dual norm [22, p. 146], we can write

$$
\begin{aligned}
\mathrm{ke}_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} & =\sup _{\phi \in C_{\infty}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \frac{\left|\left(e_{\alpha, \beta}^{M}, \phi\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}\right|}{\mathbf{k} \phi \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}}, \\
& =\sup _{\phi \in C_{\infty}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \frac{\left|a\left(e_{\alpha, \beta}^{M}, v\right)\right|}{\mathbf{k} \phi \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}} .
\end{aligned}
$$

In a similar way to the proof of Theorem 74, we can show that

$$
\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \leq \tilde{C}_{1} \frac{h}{p} \mathrm{k}_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}
$$

where $\tilde{C}_{1}$ is defined in Theorem 74 .
Finally then, the following results gives an estimate of the error made by truncating $T_{ \pm}^{\alpha, \beta}$ in the continuous variational formulation given by equation (6.13).

Theorem 79. There exists a positive integer $M_{0}=|k|+|\alpha|>0$ such that for all $M \geq M_{0}$, the problem with the truncated DtN map given by equation (6.69) satisfies the following error estimates.

$$
\begin{aligned}
\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} & \leq\left(C_{T}+C_{q}\right) \tilde{C}_{1} \frac{h}{p C_{d}} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}}, \\
\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}} & \leq\left(C_{T}+C_{q}\right) / C_{d} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}}
\end{aligned}
$$

with $C_{d} \geq 0$, is defined in Theorem 76 where $\tilde{C}_{1}$ is given by Theorem 74, $C_{q}$ by equation (6.63), $\xi$ and $\xi_{1}$ are given by equation (6.21) and $C_{T}$ by equation (6.78). Furthermore, the solution $U_{\alpha, \beta}^{M}$ is unique.
Proof. In a similar way to derive equation (6.22), we get

$$
M_{G} \mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}}^{2}-C_{G} \mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \leq\left|a^{M}\left(e_{\alpha, \beta}^{M}, e_{\alpha, \beta}^{M}\right)\right| .
$$

Hence,

$$
M_{G} \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}^{2}-C_{G} \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \leq\left|\left(T_{ \pm}^{\alpha, 0^{R}} U_{\alpha, \beta}, U_{\alpha, \beta}-\psi\right)_{\Gamma_{ \pm}}\right|,
$$

from equation (6.76). In a similar way to derive equation (6.66), we have

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}^{2}-k_{1}^{2} \xi_{1} \xi \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& \quad \leq\left|\left(T_{ \pm}^{\alpha, 0^{R}} U_{\alpha, \beta}, e_{\alpha, \beta}^{M}\right)_{\Gamma_{ \pm}}\right|+\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}^{2} .
\end{aligned}
$$

We then use equations (6.77), (6.22) and Definition 49 to get

$$
\begin{aligned}
& \mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}}^{2}-k_{1} \xi_{1} \xi \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}} \\
& \leq C_{T} \mathbf{k} U_{\alpha, \beta} \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}+\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}^{2} .
\end{aligned}
$$

We then divide by $\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}$ and use Definition 49 again with equation (6.63) to give

$$
\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}-k_{1} \xi_{1} \xi \mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq\left(C_{T}+C_{q}\right) \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} .
$$

Using Theorem 78 gives

$$
\mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}}-k_{1} \tilde{C}_{1} \xi_{1} \xi \frac{h}{p} \mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}} \leq\left(C_{T}+C_{q}\right) \mathbf{k} U_{\alpha, \beta} \mathbf{k}_{\mathcal{H}} .
$$

Let us suppose that $C_{d} \geq 0$, as defined in Theorem 76, then we have

$$
\begin{equation*}
\mathrm{k} e_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}} \leq\left(C_{T}+C_{q}\right) / C_{d} \mathbf{k} U_{\alpha, \beta} \mathbf{k}_{\mathcal{H}} . \tag{6.79}
\end{equation*}
$$

If we invoke Theorem 78, with equation (6.79) then we immediately arrive at the error estimate in the $L^{2}$-norm

$$
\begin{equation*}
\mathbf{k} e_{\alpha, \beta}^{M} \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq\left(C_{T}+C_{q}\right) \tilde{C}_{1} \frac{h}{p C_{d}} \mathbf{k} U_{\alpha, \beta}^{M} \mathbf{k}_{\mathcal{H}} . \tag{6.80}
\end{equation*}
$$

To prove the uniqueness, let us suppose that we have two solutions $U_{\alpha, \beta_{1}}^{M}$ and $U_{\alpha, \beta_{2}}^{M}$. Then we have
$\mathrm{k} U_{\alpha, \beta_{1}}^{M}-U_{\alpha, \beta_{2}}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \leq \mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta_{1}}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta_{2}}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)}$
which goes to zero when $\frac{h}{p}$ goes to zero from equation (6.80). Hence $U_{\alpha, \beta_{1}}^{M}$ is equal to $U_{\alpha, \beta_{2}}^{M}$ and the solution is unique.

### 6.3.5 Estimate of the total error

Similar to Section 4.3.3, the error that we make by solving numerically the Helmholtz equation for a periodic grating arises from two sources

- when we truncate the DtN operators which describe the boundary conditions.
- when we discretise the continuous problem.

Let us denote by $U_{\alpha, \beta_{h}}^{M} \in X^{\alpha, \beta}$ the solution of

$$
\begin{equation*}
a^{M}\left(U_{\alpha, \beta_{h}}^{M}, v_{\alpha, \beta}\right)=\left(f_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{+}}, \tag{6.81}
\end{equation*}
$$

for all $v_{\alpha, \beta} \in X^{\alpha, \beta}$, with $a^{M}$ and $\left(f_{\alpha, \beta}, v_{\alpha, \beta}\right)_{\Gamma_{+}}$given by equations (6.67) and (6.68), $M \in \mathbb{N}$ and $T_{ \pm}^{\alpha, 0^{M}}$ given by equation (4.61). The estimate of the total error, $e_{\alpha, \beta}=U_{\alpha, \beta}-\underset{U_{\alpha, \beta_{h}}^{M}}{\infty}$, that we make by solving numerically the Helmholtz equation is given by the following theorem.

Theorem 80. Let us suppose that $C_{d} \geq 0$ as defined in Theorem 76. Then there exist positive constant $h_{0} \leq 1, p_{0} \leq \infty$ and a positive integer $M_{0} \in \mathbb{N} \backslash\{0\}$ such that for any $h \in\left[0, h_{0}\right] p \in\left[p_{0}, \infty\right]$ and $M \geq M_{0}$, the total error satisfies

$$
\begin{aligned}
& \mathbf{k} e_{\alpha, \beta} \mathbf{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq \\
& \left(\tilde{C}_{c}+C_{q}\right) \tilde{C}_{1} \frac{h}{p C_{d}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}+\left(C_{T}+C_{q}\right) \tilde{C}_{1} \frac{h}{p C_{d}} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}},
\end{aligned}
$$

and

$$
\begin{equation*}
\mathrm{k} e_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \leq\left(\tilde{C}_{c}+C_{q}\right) / C_{d} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}+\left(C_{T}+C_{q}\right) / C_{d} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \tag{6.82}
\end{equation*}
$$

for all $\psi \in X^{\alpha, \beta}$, with $\tilde{C}_{c}$ as given in equation (6.20), $C_{d}$ as defined in Theorem 76, $C_{q}$ as defined in equation (6.63), $\xi$ and $\xi_{1}$ are given by equation (6.21) and $\tilde{C}_{1}$ as defined in Theorem 74. In addition, the problem equation (6.81) has a unique solution $U_{\alpha, \beta_{h}}^{M}$.

Proof. We have

$$
\begin{aligned}
\mathrm{k} e_{\alpha, \beta} \mathrm{k}_{\mathcal{H}}=\mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{\mathcal{H}} & =\mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta}^{M}+U_{\alpha, \beta}^{M}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{\mathcal{H}}, \\
& \leq \mathrm{k} U_{\alpha, \beta}-U_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}+\mathrm{k} U_{\alpha, \beta}^{M}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{\mathcal{H}}, \\
& =\mathrm{k} e_{\alpha, \beta}^{M} \mathrm{k}_{\mathcal{H}}+\mathrm{k} U_{\alpha, \beta}^{M}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{\mathcal{H}} .
\end{aligned}
$$

In a similar way to the proof of Theorem 76 , it can be shown that

$$
\begin{equation*}
\mathrm{k} U_{\alpha, \beta}^{M}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{\mathcal{H}} \leq \frac{\tilde{C}_{c}+C_{q}}{C_{d}} \mathrm{k} U_{\alpha, \beta}^{M}-\psi \mathrm{k}_{\mathcal{H}} \tag{6.83}
\end{equation*}
$$

and

$$
\mathrm{k} U_{\alpha, \beta}^{M}-U_{\alpha, \beta_{h}}^{M} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq \tilde{C}_{1} \frac{\tilde{C}_{c}+C_{q}}{C_{d}} \frac{h}{p} \mathrm{k} U_{\alpha, \beta}^{M}-\psi \mathrm{k}_{\mathcal{H}}
$$

by using $U_{\alpha, \beta}$ instead of $U_{\alpha, \beta}^{M}$. For $M>M_{0}, U_{\alpha, \beta}^{M}$ tends to $U_{\alpha, \beta}$ and so we can replace $\mathbf{k} U_{\alpha, \beta}^{M}-\psi \mathbf{k}_{\mathcal{H}}$ with $\mathbf{k} U_{\alpha, \beta}-\psi \mathbf{k}_{\mathcal{H}}$. Then we can use equation (6.83) and Theorem 79 to get the total error estimate in the H -norm. We finish the proof by following a similar argument for the $L^{2}$-norm. In a similar way to the proof of Theorem 76 and Theorem 79, it can be shown that the solution $U_{\alpha, \beta_{h}}^{M}$ is unique.

### 6.4 Summary and conclusion

### 6.4.1 Summary

In this chapter, we transformed the diffraction problem Case 1A, using an extension of the $\alpha, 0$-quasi periodic transformation proposed in Chapter 4 . This was achieved by setting $U=e^{i \alpha x} e^{-i \beta_{1}^{0} y} U_{\alpha, \beta}$, where $e^{i \alpha x} e^{-i \beta_{1}^{0} y}$ is the analytic solution of the Helmholtz problem when we have a series of homogeneous layers (that is $\Omega_{3}$ is not present). We started by deriving the boundary value problem for $U_{\alpha, \beta}$ which was followed by the variational formulation of the continuous problem. Similar to Chapter 4, our aim was to derive an a priori error estimate. Hence the problem had to be shown to be well-posed. Recall that, in order for a problem to be well posed, the solution needs to exist, be unique and to depend continuously on the data. In Lemma 68 we showed that the solution of the variational problem exists and that it is unique. The continuous dependence on the data, was then shown in Theorem 70 when we studied the regularity of the solution. Comparing Theorems 51 and 70 , it is evident that $U_{\alpha, \beta}$ has the same $k_{1}$ dependence as $U_{\alpha, 0}$. Having dealt with the continuous problem, we then considered the discrete problem that arises when we approximate the continuous problem with a finite element solution and when we truncate the DtN operators. This then allowed us to derive an $a$ priori error estimate, due to discretisation and truncation of the DtN map, in Theorem 80. Having derived this error estimate we then showed that the discretised problem also had a unique solution. Again in our error estimate, we showed an explicit dependency on the maximum mesh size $h$, the degree of the polynomial basis $p$ and the wavenumber $k$.

### 6.4.2 Conclusion

We use Theorem A-13 and the note following Definition 49 and we note that

$$
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{1 / 2}\left(\Gamma_{1, \pm}\right)} \leq \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} .
$$

Using this result in Theorem 62, the upper bound for the a priori estimate of the total error in the $\mathbf{H}$-norm for the $\alpha, 0$-quasi periodic transformation is

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq 4 C_{c} / C_{3} \mathrm{k} U_{\alpha, 0}-\psi \mathrm{k}_{\mathcal{H}}+4 C_{T} / C_{3} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \tag{6.84}
\end{equation*}
$$

for all $\psi \in X^{\alpha}$ and where we use the definition of $C_{T}$ given by equation (6.78). The constant $C_{c}$ as given in Lemma 57 is independent of the wavenumber $k_{1}$, the mesh size $h$, and the degree of the polynomial basis $p, C_{3}=1-\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}>0$ as defined in Theorem 60 and $C_{1}$ is defined in Lemma 59. Hence, replacing $C_{3}$ by its definition and choosing $\psi=0$, equation (6.84) can be rewritten as

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}+C_{T}}{1-2 C C_{c} C_{r e g} k_{1}^{2} h / p} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} . \tag{6.85}
\end{equation*}
$$

In the following, we rewrite the upper bound corresponding to the a priori estimate of the total error in the H -norm for the $\alpha, \beta$-quasi periodic transformation given in Theorem 80 so that we can derive a qualitative comparison between the upper bounds. From Theorems 74 and 76, we have

$$
\begin{equation*}
C_{d}=1-2 C C_{r e g} C_{c} \xi \xi_{1} k_{1}^{2} \frac{h}{p} \tag{6.86}
\end{equation*}
$$

Hence, the upper bound corresponding to the a priori estimate of the total error in the $\mathbf{H}$-norm for the $\alpha, \beta$-quasi periodic transformation given in Theorem 80 can be rewritten as

$$
\begin{align*}
& \mathrm{k} e_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \leq \\
& \frac{\tilde{C}_{c}+C_{q}}{1-2 C C_{r e g} C_{c} \xi \xi_{1} k_{1}^{2} \frac{h}{p}} \mathrm{k} U_{\alpha, \beta}-\psi \mathrm{k}_{\mathcal{H}}+\frac{C_{T}+C_{q}}{1-2 C C_{r e g} C_{c} \xi_{1} \xi k_{1}^{2} \underline{p}} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \tag{6.87}
\end{align*}
$$

for all $\psi \in X^{\alpha, \beta}$. To allow us to compare qualitatively between the upper bounds let us investigate the case where $\xi_{1}$ goes to zero, the denominator in equation (6.87) given by equation (6.86) tends to 1 . Hence, choosing $\psi=0$ equation (6.87) becomes

$$
\begin{equation*}
\mathbf{k} e_{\alpha, \beta} \mathbf{k}_{\mathcal{H}} \leq\left(\tilde{C}_{c}+C_{T}+2 C_{q}\right) \mathbf{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} . \tag{6.88}
\end{equation*}
$$

Since $\xi_{1}$ tends to zero then $C_{q}=\frac{\tilde{C}_{c}}{1-2 k_{1}^{2} C C_{c} C_{\text {reg }} h / p}$ then by denoting $X=2 C C_{c} C_{\text {reg }} k_{1}^{2} h / p$ and by noting that $\tilde{C}_{c}=C_{c}+(d+1)$, we can rewrite equation (6.89) as

$$
\begin{align*}
\mathrm{k} e_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} & \leq\left(\tilde{C}_{c}+C_{T}+2 \frac{C_{c}+d+1}{1-X}\right) \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}}, \\
& \leq \frac{\left(\tilde{C}_{C}+C_{T}\right)(1-X)+2 C_{c}+2 d+2}{1-X} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \tag{6.89}
\end{align*}
$$

and we can also rewrite equation (6.84) as follows

$$
\begin{align*}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} & \leq 4 \frac{C_{c}+C_{T}}{1-X} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}}, \\
& \leq \frac{2 C_{c}+2 C d+2+4 C_{T}}{1-X} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}}, \tag{6.90}
\end{align*}
$$

since $C_{c}=C d+1$. From Lemma 6, we have $2 \leq C^{2}<{ }^{\sqrt{\prime}} \overline{5}$ hence $C>1$ and $2 C d>2$. Therefore, when $X$ tends to 1 , the equivalent upper bound for the $\alpha, 0$-quasi periodic transformation is

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq \lim _{X \rightarrow 1} \frac{2 C_{c}+2 C d+2+4 C_{T}}{1-X} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}}, \tag{6.91}
\end{equation*}
$$

whereas the upper bound for the $\alpha, \beta$-quasi periodic transformation is

$$
\begin{equation*}
\mathrm{k} e_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} \leq \lim _{X \rightarrow 1} \frac{2 C_{c}+2 d+2}{1-X} \mathrm{k} U_{\alpha, \beta} \mathrm{k}_{\mathcal{H}} . \tag{6.92}
\end{equation*}
$$

From equations (6.91) and (6.92), we can see that the $\alpha, 0$-quasi periodic transformation blows up faster than the $\alpha, \beta$-quasi periodic transformation and this makes the error bound given in equation (6.91) for $U_{\alpha, 0}$ larger than the error bound given in equation (6.92) for $U_{\alpha, \beta}$. We have $X$ tending to 1 either by having $k^{2}$ small with $h / p$ large or by having $k^{2}$ large with $h / p$ small. We are interested in the latter case, since it is known that there are difficulties in solving the Helmhotz equation when the wavenumber $k$ becomes large. Equations (6.91) and (6.92) indicate that the $\alpha, \beta$-quasi periodic transformation is more efficient than the $\alpha, 0$-quasi periodic transformation proposed in Chapter 6 as we have suggested.

In the next chapter, we will show some numerical evidence and the advantage of this difference on the convergence behaviour between the $\alpha, \beta$-quasi periodic solution and $\alpha, 0$-quasi periodic solution for a different range of wavenumber $k_{1}$.

## Chapter 7

## Numerical methods and numerical results

This chapter is concerned with the numerical methods that we use in our implementations in order to solve the Helmholtz problem. To validate our code, numerical results will be given that compare the results from different numerical methods and experiments in the literature to our implementation. We will then provide numerical results that compare the $\alpha, \beta$-quasi periodic method with the $\alpha, 0$-quasi periodic method across a range of wavenumbers. We then produce numerical results that show the advantage of using the Dual Weighted Residual (DWR) method as compared to the uniform mesh or the global a posteriori error method proposed in [13]. We have chosen the finite element method because of its flexibility to adapt to complex scattering geometry. In our final example, we consider a scattering geometry from a real world application concerning the Morpho butterfly wing [98, 129, 124, 102].

### 7.1 Numerical methods

In this section, we show how the discrete forms given in Sections 4.2, 5.2.2 and 6.2 are implemented to solve numerically our problem. Some of this implementation requires standard techniques that can be found in the literature $[21,64,113,66]$. In these cases we will not go into the details but restrict ourselves to the main steps with appropriate links to the previous chapters. Where the implementation presents some novel aspects we will be more expansive and provide enough details to convey our ideas. We start by describing our implementation when we use a uniform mesh. We then show the implementation for an adaptive mesh.

### 7.1.1 Uniform mesh

Let $X^{\alpha}$ (resp. $X^{\alpha, \beta}$ ) be a finite dimensional subspace of $H_{\#}^{1}(F)$ with $\operatorname{dim}(X)=$ $N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X^{\alpha}\left(\right.$ resp. $\left.X^{\alpha, \beta}\right)$ where $F=\Omega \backslash$ int $\Omega_{3}$

|  | $\alpha, 0-\mathrm{qp}$ |  |  |  | $\alpha, \beta$-qp |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case | 1 A | 1 B | 2 A | 2 B | 1 A |
| F | $\Omega \backslash \mathrm{int} \Omega_{3}$ |  | $\Omega$ |  | $\Omega \backslash \mathrm{int} \Omega_{3}$ |
| $b_{1}$ | 1 | 1 | 1 | $1 / k^{2}$ | 1 |
| $b_{2}$ | $-2 \mathrm{i} \alpha$ | $-2 \mathrm{i} \alpha$ | $-2 \mathrm{i} \alpha$ | $-\mathrm{i} \alpha / k^{2}$ | $-2 \mathrm{i} \alpha$ |
| $b_{3}$ | 0 | 0 | 0 | $\mathrm{i} \alpha / k^{2}$ | 0 |
| $b_{4}$ | 0 | 0 | 0 | 0 | $2 i \beta_{1}^{0}$ |
| $b_{5}$ | $-\left(k^{2}-\alpha^{2}\right)$ | $-\left(k^{2}-\alpha^{2}\right)$ | $-\left(k^{2}-\alpha^{2}\right)$ | $-\left(k^{2}-\alpha^{2}\right) / k^{2}$ | 0 |
| $b_{6}$ | 0 | $i \alpha$ | 0 | 0 | 0 |
| $b_{7}$ | 0 | 0 | 0 | 0 | $i \beta_{1}^{0}$ |
| $b_{8}$ | -1 | -1 | -1 | $-1 / k_{1}^{2}$ | -1 |
| $b_{9}$ | -1 | -1 | -1 | $-1 / k_{2}^{2}$ | -1 |
| $b_{10}$ | $-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}$ | $-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}$ | $-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}$ | $-2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} / k_{1}^{2}$ | $-2 i \beta_{1}^{0}$ |

Table 7.1: The coefficients $b_{j}$ of equations (7.1) and (7.2) corresponding to Cases $1 \mathrm{~A}, 1 \mathrm{~B}, 2 \mathrm{~A}$ and 2 B for the $\alpha, 0$-quasi periodic transformation ( $\alpha, 0-\mathrm{qp}$ ) and Case 1 A for the $\alpha, \beta$-quasi periodic transformation ( $\alpha, \beta,-\mathrm{qp}$ ).
for Case 1 and $F=\Omega$ for Case 2. Then equations (4.58), (D.63), (D.67), (D.71) and (6.35) present this general form

$$
\begin{align*}
a\left(\psi_{i}, \psi_{j}\right)= & b_{1}\left(\nabla \psi_{i}, \nabla \psi_{j}\right)_{F}+b_{2}\left(\partial_{x} \psi_{i}, \psi_{j}\right)_{F}+b_{3}\left(\psi_{i}, \partial_{x} \psi_{j}\right)_{F} \\
& +b_{4}\left(\partial_{y} \psi_{i}, \psi_{j}\right)_{F}+b_{5}\left(\psi_{i}, \psi_{j}\right)_{F}+b_{6}\left(n_{x} \psi_{i}, \psi_{j}\right)_{\partial \Omega_{3}} \\
& \pm b_{7}\left(\psi_{i}, \psi_{j}\right)_{\Gamma_{ \pm}}+b_{8}\left(T_{+}^{\alpha, 0^{M}} \psi_{i}, \psi_{j}\right)_{\Gamma_{+}}+b_{9}\left(T_{-}^{\alpha, 0^{M}} \psi_{i}, \psi_{j}\right)_{\Gamma_{+}} \tag{7.1}
\end{align*}
$$

since we need to truncate $T_{ \pm}^{\alpha, 0}$. The values of $b_{j}$ for $j=1, \cdots, 9$ and $F$ are given in Table 7.1. We also have equations (4.59), (D.64), (D.68), (D.72) and (6.36) into this general form

$$
\begin{equation*}
\left(\hat{f}, \psi_{j}\right)_{\Gamma_{+}}=\left(b_{10}, \psi_{j}\right)_{\Gamma_{+}} \tag{7.2}
\end{equation*}
$$

where the value of $b_{10}$ is also given in Table 7.1. In our finite element code, the operations are done element wise by looping over all elements of a given triangulation. Hence, each element is mapped to a reference element through an affine transformation [21, 64, 113]. We therefore map each basis $\phi_{i}$ into the local basis
$\tilde{\phi}_{i}$ through this transformation and so equations (7.1) and (7.2) become

$$
\begin{align*}
a\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)= & \tilde{b}_{1}\left(\boldsymbol{\nabla} \tilde{\psi}_{i}, \boldsymbol{\nabla} \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{2}\left(\partial_{x} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{3}\left(\tilde{\psi}_{i}, \partial_{x} \tilde{\psi}_{j}\right)_{F} \\
& +\tilde{b}_{4}\left(\partial_{y} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{5}\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{6}\left(n_{x} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\partial \Omega_{3}} \\
& \pm \tilde{b}_{7}\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{ \pm}}+\tilde{b}_{8}\left(T_{+}^{\alpha, 0} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{+}}+\tilde{b}_{9}\left(T_{-}^{\alpha, 0} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{+}} \tag{7.3}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\hat{f}, \tilde{\psi}_{j}\right)_{\Gamma_{+}}=\left(\tilde{b}_{10}, \tilde{\psi}_{j}\right)_{\Gamma_{+}} . \tag{7.4}
\end{equation*}
$$

We need the following steps to implement equations (7.3) and (7.4).

- step 1: Assemble the mass matrix

By denoting

$$
\begin{align*}
K_{i j} & =\tilde{b}_{1}\left(\nabla \tilde{\psi}_{i}, \nabla \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{2}\left(\partial_{x} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{3}\left(\tilde{\psi}_{i}, \partial_{x} \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{4}\left(\partial_{y} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F} \\
& +\tilde{b}_{5}\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{F}+\tilde{b}_{6}\left(n_{x} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\partial \Omega_{3}} \pm \tilde{b}_{7}\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{ \pm}} \tag{7.5}
\end{align*}
$$

we can use numerical integration to calculate the surface and element integrals to get $K_{i j}[70,87,38]$.

- step 2: Assemble the load vector

Similar to step 1, numerical integration can be used to compute $\left(\tilde{b}_{10}, \tilde{\psi}_{j}\right)_{\Gamma_{+}}$.

- step 3: Assemble the DtN operators

Let us denote $B_{i j}=b_{8}\left(T_{+}^{\alpha, 0^{M}} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{+}}+b_{9}\left(T_{-}^{\alpha, 0^{M}} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{+}}$, from equations (4.80) and (6.56), we note that

$$
\begin{equation*}
\left(T_{ \pm}^{\alpha, 0^{M}} \tilde{\psi}_{i}, \tilde{\psi}_{j}\right)_{\Gamma_{ \pm}}=d \sum_{m=-M}^{M} i \beta_{l}^{m} \tilde{\psi}_{i}^{(m)}( \pm B) \overline{\tilde{\psi}_{j}^{(m)}( \pm B)} \tag{7.6}
\end{equation*}
$$

We note that $\tilde{\psi}_{j}^{(m)}$ can be computed as follows using equation (2.53)

$$
\begin{align*}
\tilde{\psi}_{j}^{(m)}( \pm B) & =1 / d \int_{0}^{d} \tilde{\psi}_{j}(x, \pm B) e^{-i 2 \pi m / d x} d x \\
& =1 / d \int_{x_{j}}^{x_{j+1}} \tilde{\psi}_{j}(x, \pm B) e^{-i 2 \pi m / d x} d x \tag{7.7}
\end{align*}
$$

where $x_{j}$ and $x_{j \pm 1}$ delimit the element edge where $\tilde{\psi}$ is different from zero and hence $\operatorname{supp} \psi_{j}(x, \pm B)=\left[x_{j}, x_{j+1}\right]$. We can write

$$
\tilde{\psi}_{j}(x, \pm B)=\sum_{l=0}^{N} c_{l} x^{l}
$$

since $\tilde{\psi}_{j}(x, \pm B)$ is a polynomial of order $N$. Hence, equation (7.7) becomes

$$
\begin{align*}
\tilde{\psi}_{j}^{(m)}( \pm B) & =1 / d \int_{x_{j}}^{x_{j+1}} \sum_{l=0}^{N} c_{l} x^{l} e^{-i 2 \pi m / d x} d x \\
& =1 / d \sum_{l=0}^{N} c_{l} G_{l}\left(x_{j}, x_{j+1}, m, d\right) \tag{7.8}
\end{align*}
$$

where

$$
\begin{equation*}
G_{l}\left(x_{j}, x_{j+1}, m, d\right)=\int_{x_{j}}^{x_{j+1}} x^{l} e^{-i 2 \pi m / d x} d x . \tag{7.9}
\end{equation*}
$$

It can be shown by integrating by parts and by induction that

$$
\begin{align*}
& G_{l}\left(x_{j}, x_{j+1}, l, m, d\right)= \\
& \begin{cases}\frac{x^{l+1}}{l+1}, & \text { if } m=0 \\
\sum_{t=0}^{q} \frac{l!}{(l-t)!(2 i \pi m / d)^{t}} & {\left[x^{l-t} \frac{e^{-2 i \pi m / d}}{-2 i \pi m / d}\right]_{x=x_{j}}^{x=x_{j+1}}} \\
+\frac{l!}{l-(q+1)!} \frac{1}{(2 i \pi m / d)^{q+1}} G_{l-(q+1)}, & \text { otherwise }\end{cases} \tag{7.10}
\end{align*}
$$

for $q \leq l-1$. We can then use equations (7.8), (7.10) and (7.6) to compute $B_{i j}$.

- step 4: Apply the periodicity boundary conditions for all cases and the Dirichlet boundary conditions for Case 1A

Since our problem is find $U_{\alpha, 0}$ (resp. $\left.U_{\alpha, \beta}\right)$ such that $a\left(U_{\alpha, 0}, \psi\right)=(\hat{f}, \psi)_{\Gamma_{+}}$ (resp. $a\left(U_{\alpha, \beta}, \psi\right)=(\hat{f}, \psi)_{\Gamma_{+}}$). By denoting $\left(\hat{f}, \tilde{\psi}_{i}\right)_{\Gamma_{+}}=F_{i}$ and by noting that $a\left(\tilde{\psi}_{i}, \tilde{\psi}_{j}\right)=K_{i j}+B_{i j}$ our solution $\sum_{j=1}^{N} U_{j} \phi_{j}(x, y)$ satisfies

$$
\begin{equation*}
\left(K_{i j}+B_{i j}\right) U_{j}=F_{i} \tag{7.11}
\end{equation*}
$$

for $i, j=1, \cdots N$. For the periodicity boundary condition, let us denote $N_{p}$ the set of nodes $i$ such that $\phi_{i}$ belongs to the boundary $x=0$ or $x=d$ and $N_{O}$ the set of nodes $j$ such that $\phi_{j}$ belongs to $\partial \Omega_{3}$ for Case 1 A . We use the techniques described in [2] which apply the periodicity constraints and the Dirichlet constraints to the nodes $i \in N_{p}$ and $j \in N_{O}$.

- step 5: Solve the system

We can solve the system (7.11) and find the coefficients of the approximate solution to our Helmholtz problem.

- step 6: Refine the meshes such that each element is subdivided into four new elements and repeat step 1 to step 5 until the solution converges. In
our numerical implementation, either the solution is the field or the grating efficiency. If we look at the field, we have convergence when the absolute value of the field coincides to a known or given solution and if it is the grating efficiency, we have convergence when we the grating efficiency from successive refinements present the same $n$ first digits.


### 7.1.2 Adaptive mesh

Once more the operations are done element wise by looping over all elements of a given triangulation. Hence, each element is mapped to a reference element through an affine transformation.

- step 1: Choose a tolerance TOL.
- step 2: Repeat step 1 to 5 for the uniform mesh to solve the direct problem Use the same technique as described with the uniform mesh with equations (4.58), (D.63), (D.67), (D.71), (4.59), (D.64), (D.68) and (D.72) to solve the direct problem since they satisfy the general form given in equations (7.3) and (7.4).
- step 3: Repeat step 1 to 5 for the uniform mesh to solve the dual problem to find $z_{h}$ using Lemma 65.
Since the variational form of the dual problem as given in Lemma 65 has the general form given in equations (7.3) and (7.4) we use the same technique described for the uniform mesh to solve the dual problem.
- step 4: Repeat step 1 to 5 for the uniform mesh to solve the dual problem using Lemma 65 with a higher polynomial order or a finer mesh to give approximation.
- step 5: Compute the upper bound given by equation (5.40) and denoted this upper bound by

$$
\begin{equation*}
I_{e r r}=\sum \rho_{K} w_{K} \tag{7.12}
\end{equation*}
$$

We can use the standard techniques (reference element and numerical integration) $[70,38,113,66]$ to compute equation (5.37). For the flux residual given by equations (5.38) and (5.39), we can compute $T_{ \pm}^{\alpha, 0^{M}} \psi_{j}$ using Definition 4 and equation (7.8) which leaves us with the jump derivative $\left[\nabla \psi_{i} . n\right]$. Let us denote by $K$ and $K^{1}$ two triangles which share an edge $E$, and let the affine transformation which maps $K$ to the reference element (and $\psi_{i}$ to $\tilde{\psi}_{i}$ ), be described by $J \underline{x}+b$ where $J$ is a $2 \times 2$ matrix. Let the affine
transformation which maps $K^{1}$ to the reference element (and $\psi_{i}^{1}$ to $\tilde{\psi}_{i}^{1}$ ), be described by $J^{1} \underline{x}+b$ where $J^{1}$ is a $2 \times 2$ matrix. We then have

$$
\left[\nabla \psi_{i} \cdot n\right]=\left(J^{-T} \nabla \tilde{\psi}_{i}+J^{1-T} \nabla \tilde{\psi}_{i}^{1}\right) \cdot n
$$

since $n^{1}=-n$. Hence by using $y=g(x)$ to represent the curve $\partial K \bigcap \partial K^{1}$, we have

$$
\begin{aligned}
& \int_{E}\left|\left[\nabla \psi_{i} \cdot n\right]\right|^{2} \\
& =\int_{x=x_{0}}^{g\left(x_{0}\right)}\left|\sqrt{1+g^{\prime}(x)^{2}} J^{-T} \nabla \tilde{\psi}_{i}(x, g(x))+\sqrt{1+g^{\prime}(x)^{2}} J^{1-T} \nabla \tilde{\psi}_{i}^{1}(x, g(x))\right|^{2} d x
\end{aligned}
$$

where the edge $E$ is delimited by $g\left(x_{0}\right)$ and $x_{0}$.

- step 6: Let $N_{T}$ be the list of elements $K$ where $\rho(K) w_{K}$ is in decreasing order and such that $\sum_{N_{T}} \rho(K) w_{K} \geq 0.7 I_{\text {err }}$. Refine the mesh in $N_{T}$.
- step 7: Check that the mesh is periodic if it is not then make it periodic.
- Repeat step 1 to step 7 until $I_{e r r} \leq T O L$.

Having briefly described the numerical technique used to solve numerically our Helmholtz problem, we present some numerical results in the following section.

### 7.2 Numerical results

In this section, we start by comparing our numerical results using the $\alpha, 0$-quasi periodic method and the $\alpha, \beta$-quasi periodic method with different results in the literature in order to validate our code.

### 7.2.1 Code validation

We will start by comparing our numerical results from the $\alpha, 0$-quasi periodic transformation with the experimental results given in [95]. In this first example, we have a perfectly conducting echelette grating given by Figure 7.1 used in a $-m$ Littrow mount. For this grating, the $m$ th-order diffracted wave propagates backwards in the opposite direction to the incident wave and most of the energy is concentrated into the $m$ th-order diffracted wave provided that

$$
2 \sin \theta=m \frac{\lambda}{d}
$$

where $\theta$ is the angle of incidence, $\lambda$ is the wavelength and $d$ is the period of the grating [95, 79]. The facet angle of the grooves is called the blaze angle and
the wavelength corresponding to the maximum energy is called blaze wavelength $[95,79]$. This type of grating is used in laser system design for wavelength selective reflectors and in spectroscopic devices. In our case, the blaze angle is equal to 5 degrees, and $m=1$.

By doing so, we want to investigate the variation of the reflection efficiency $R_{-1}$ given by equation (4.71), when the ratio $\lambda / d$ varies from 0 to 2 . We solve numerically for the reflection efficiency $R_{-1}$ using the $\alpha, 0$-quasi periodic method described by equations (4.58), (D.63), (4.59) and (D.64) where $B=0.15$, the degree of the polynomial basis is $p=3$ for both TE and TM cases and the degrees of freedom (dof given by equation (B.7)) is 3577 for the TE case and 14065 for the TM case. In Figure 7.2, the experimental data is given by the discrete points and our numerical results are given by the full line (for the TE case) and the dashed line (for the TM case). We can conclude from Figure 7.2 that we have a good agreement between the numerical and experimental results outside the region of resonance ( $\beta_{j}^{n}=0$ in equation (2.43) that is $\lambda=2 d /(2 n+1)$ ).


Figure 7.1: An echelette grating with an apex angle equal to $\pi / 2$, blaze angle $a=5$ degrees and period $d$.

We now consider a second example where we have a perfectly conducting cylinder grating given by Figure 7.3 with a radius $a$ and wavenumber $k_{1}$ outside the scatterer. This semi-analytical approach uses scattering theory, involving multiple scattering between adjacent cylinders, with an eigenfunction expansion in cylindrical coordinates that assumes radial symmetry. This restricts this approach to problems with cylindrical geometry. We will compare a semi-analytic solution given in [81] with the numerical solution obtained by using the $\alpha, 0$-quasi periodic method for the TE case. This type of scattering geometry is useful in helping to develop an understanding of the loads on offshore platforms and wave power devices. We have implemented the series solution in [81], using $N=61$ and $M=6$


Figure 7.2: A perfectly conducting echelette grating (Case 1) as shown in Figure 7.1. Comparison between the reflection efficiency of order -1 from the $\alpha, 0$ quasi periodic method (dashed line for TM and full line for TE) and the experimental results (circle for TM and square for TE) in [95].
terms in each expansion. In our numerical results using the $\alpha, 0$-quasi periodic method described in equations (4.58) and (4.59), we chose the polynomial order $p=3$ and the number of degrees of freedoms (dof) as 14112. In this numerical experiment, we chose a wavenumber $k=\pi$, angle of incidence $\theta=\pi / 4$, radius of the cylinder $a=0.1$, period $d=1$ and upper domain boundary $y=B=1$. In Figures 7.4 and 7.5 we compare the spatial distribution of the imaginary and real parts of the solution for each method and we see a good agreement between both approaches.


Figure 7.3: Cylinder grating.
In this third example, the grating is composed of two dielectric transmitting cylinders as shown in Figure 7.6. We want to find the reflection efficiency of order zero $\left(R_{0}\right)$ as defined in equation (4.71) for the TM case (Case 2B) where we let the ratio $\lambda / d$ vary from 0.7 to 1 . We use the $\alpha, 0$-quasi periodic method to solve the problem numerically from equations (D.71) and (D.72). We then compare this with the result obtained using the lattice sum technique given in [128]. This latter method is found in 2-D photonic bandgap structures in which the cylindrical harmonic expansion is used so that the array of cylinders are viewed as a spatially periodic lattice and this allows for coupling between adjacent cylinders. Therefore, this method is limited to scattering with polygonal geometry. By using a polynomial basis of degree 4 with 21633 degrees of freedom, we have plotted $R_{0}$ as a function of $\lambda / d$ in Figure 7.7. We can conclude from this figure that our numerical results from the $\alpha, 0$-quasi periodic method are in good agreement with


Figure 7.4: A periodic grating consisting of a perfectly conducting cylindrical array of period $d=1$ (see Figure 7.3). The spatial distribution of the imaginary part of the wave amplitude is shown for (a) semi-analytic solution in [81] and (b) the $\alpha, 0$-quasi periodic method. The radius of the cylinder is $a=0.1$, the wavenumber is $k=\pi$, and the angle of incidence is $\theta=\pi / 4$.
(a)



Figure 7.6: Double layered dielectric transmitting cylinders.


Figure 7.7: A two layer, periodic grating consisting of dielectric transmitting cylinders in a TM field (Case 2B) (see Figure 7.6). Comparison between the reflection efficiency of order 0 from the $\alpha, 0$-quasi periodic method (full line) and the lattice sum technique (dashed line) [128]. The reflection efficiency is shown as a function of the ratio of the wavelength of the incident field $(\lambda)$ to the lattice period $(d)$.
those from the lattice sum technique. It is also of interest to examine the effects that the degree of the polynomial basis $p$, the number of Fourier terms $N$ and the number of degrees of freedom dof have on the computational cost in using the $\alpha, 0$ quasi periodic method. In the example below we have set $d=1.085, \lambda=1.55$ and have kept two of the parameters fixed $\{p, N, d o f\}$ and let one of the parameters vary. We plot the computational cost against the parameter which varies. We can conclude from Figures 7.8(a), 7.10(a) and 7.9(a) that the computational cost grows faster with the degrees of freedom and the order of the polynomial basis than the number of Fourier terms. In Figure 7.8(b), we let $\mathbf{N}=\{11,15,21,31\}$ and we plot the variation of $R_{0}$ with respect to $N=\mathbf{N}_{i}$ for $i \in\{1,2,3,4\}$

$$
\begin{equation*}
\mathrm{k} R_{0}\left(\mathbf{N}_{i}\right)-R_{0}\left(\mathbf{N}_{i-1}\right) \mathrm{k} \tag{7.13}
\end{equation*}
$$

against $\mathbf{N}_{i}$ using $p=3$ and dof $=12193$. We do the same in Figure 7.10(b) but we keep fixed $N=15$, dof $=12193$ and vary $p \in \mathrm{P}$ such that $\mathrm{P}=\{3,4,5\}$ and we plot the variation of $R_{0}$ with respect to $\mathrm{P}_{i}$ for $i \in\{1,2,3\}$

$$
\begin{equation*}
\mathrm{k} R_{0}\left(\mathrm{P}_{i}\right)-R_{0}\left(\mathrm{P}_{i-1}\right) \mathrm{k} \tag{7.14}
\end{equation*}
$$

against $\mathbf{P}_{i}$. In Figure 7.9(b) we keep fixed $N=15, p=3$ and vary dof $\in \mathbf{D}$ such that $\mathrm{D}=\{781,3073,12193,48577\}$ and we plot the variation of $R_{0}$ with respect to $\mathrm{D}_{i}$

$$
\begin{equation*}
\mathrm{k} R_{0}\left(\mathrm{D}_{i}\right)-R_{0}\left(\mathrm{D}_{i-1}\right) \mathrm{k} \tag{7.15}
\end{equation*}
$$

against $\mathrm{D}_{i}$. We conclude from Figures 7.8(b), 7.9(b) and 7.10(b) that the accuracy of the diffraction efficiency is less affected by changes in the number of Fourier terms as opposed to changes in the order of the polynomial basis and the number of degrees of freedom.

In the final example in this section, we consider the perfectly conducting echelette grating (Case 1) as shown in Figure 7.11. We want to find the reflection efficiency of order 0 ( $R_{0}$ defined in equation (4.71)) using equations (4.58), (4.59), (D.63) and (D.64) when we let the ratio $l / d$ vary, where $l$ is the grating depth and $d$ is the grating period. We will use both the $\alpha, 0$-quasi periodic method and the $\alpha, \beta$-quasi periodic method to solve the problem numerically. We then compare this with results from method of variation of boundaries given in [25] in Figure 7.12. The method of variation of boundaries is a perturbation technique based on expansions in a small parameter $(l)$ which corresponds to the height of the echelette surface. These echelette designs are used in solar energy absorbers and antireflecting surfaces. We can conclude from Figure 7.12 that our numerical results from both the $\alpha, 0$-quasi periodic method (red diamond for both TE and TM ) and the $\alpha, \beta$-quasi periodic method (blue cross for both TE and TM ) are in good agreement with the numerical result using the method of variation of boundaries (black circle for both TE and TM). The agreement is so good that the points lie precisely on top at each other. In a similar manner to the previous example it is of interest to study the convergence of the error in the calculation of the


Figure 7.8: A double layered, dielectric transmitting, periodic grating consisting of cylinders interacting with a TM field (Case 2B) (see Figure 7.6). (a) Dependence of the computational cost in calculating $R_{0}$ using the $\alpha, 0$-quasi periodic method (on a uniform mesh) on the number of Fourier terms $N$ and (b) accuracy in calculating $R_{0}$ given by equation (7.13) when the number of Fourier terms varies from $\mathbf{N}_{i-1}$ to $\mathrm{N}_{i}$.


Figure 7.9: A double layered, dielectric transmitting, periodic grating consisting of cylinders interacting with a TM field (Case 2B) (see Figure 7.6. (a) Dependence of the computational cost in calculating $R_{0}$ using the $\alpha, 0$-quasi periodic method (on a uniform mesh) on the number of degrees of freedom dof and (b) accuracy in calculating $R_{0}$ given by equation (7.15) when the degrees of freedom varies from $\mathrm{D}_{i-1}$ to $\mathrm{D}_{i}$.


Figure 7.10: A double layered, dielectric transmitting, periodic grating consisting of cylinders interacting with a TM field (Case 2B) (see Figure 7.6. (a) Dependence of the computational cost in calculating $R_{0}$ using the $\alpha, 0$-quasi periodic method (on a uniform mesh) on the polynomial degree $p$ and (b) accuracy in calculating $R_{0}$ given by equation (7.14) when the degree of the polynomial basis varies from $\mathrm{P}_{i-1}$ to $\mathrm{P}_{i}$.


Figure 7.11: A perfectly conducting, echelette grating with depth $l$ and period $d$.


Figure 7.12: A perfectly conducting, echelette grating with depth $l$ and period $d$ (see Figure 7.11) interacting with (a) a TE field (Case 1A), comparison between the reflection efficiency of order 0 from the $\alpha, 0$-quasi periodic method (diamond), the $\alpha, \beta$-quasi periodic method (cross) and the method of variation of boundaries (circle) and (b) a TM field (Case 1B), comparison between the reflection efficiency of order 0 from the $\alpha, 0$-quasi periodic method (diamond), the $\alpha, \beta$-quasi periodic method (cross) and the method of variation of boundaries (circle).
grating efficiencies as the parameters in the algorithm are varied. In the following examples, we fix the pitch of our grating to be $l / d=0.05$, perform uniform mesh refinement and study the convergence of the efficiencies of orders 0,1 and 2 of the reflected waves. The degree of the polynomial basis $(p)$ is varied between 3 and 7 and we calculate the error in calculating the grating efficiency as

$$
\begin{equation*}
\left|R_{j}^{E}-R_{j}(\alpha, \beta)\right| \tag{7.16}
\end{equation*}
$$

where $R_{j}^{E}$ is the numerical result given in [25] (used as the exact values) and $R_{j}(\alpha, \beta)$ is the numerical result obtained from using the $\alpha, \beta$-quasi periodic method. We then plot this error against the degree of the polynomial basis $p$. The results shown in Figure 7.13 show that as the degree of the polynomial basis decreases, the mesh must be refined in order to reproduce the numerical results given in [25] which used the method of variation of boundaries. We note that when the number of vertices is bigger than 150, and the degree of the polynomial basis is greater than 4 , there is no significant difference in reproducing the reference solution in [25]. In the next section, we investigate how efficient the $\alpha, 0$-quasi periodic method is compared with the $\alpha, \beta$-quasi periodic method for different ranges of the wavenumber $k$.

### 7.2.2 Variation with $k$ of the $\alpha, 0$ and the $\alpha, \beta$-quasi periodic methods

By introducing the $\alpha, \beta$-quasi periodic method in Chapter 6 it is envisaged that this will provide a more accurate and stable method for addressing the grating problem. In particular, the $\alpha, \beta$-quasi periodic method should be able to overcome the high wavenumber numerical instabilities that is normally observed when using finite element methods $[59,16]$. A series of numerical examples below investigate this hypothesis. To begin with we will examine the simplest scenario when in fact the domain is scatterer free and hence we know precisely that the transmitted energy $E_{t}$, as given by Definition 54, is equal to one. We will study a TM wave (Case 1B) described by equations (D.63) and (D.64). We define the relative error $\epsilon(\alpha, 0)$ (resp. $\epsilon(\alpha, \beta)$ ) for the $\alpha, 0$-quasi periodic method (resp. $\alpha, \beta$-quasi periodic method) when we compute the transmitted energy $E_{t}$, as $\epsilon(\alpha, 0)=\left|E_{t}(\alpha)-E_{t}\right|$ and $\epsilon(\alpha, \beta)=\left|E_{t}(\alpha, \beta)-E_{t}\right|$. We then compare the logarithm of $\epsilon(\alpha, 0)$ with $\epsilon(\alpha, \beta)$ for a fixed number of nodes and a fixed degree of the polynomial basis. We can see from Figure 7.14 that the $\alpha, \beta$-quasi periodic method is far more accurate than the $\alpha, 0$-quasi periodic method. The $\alpha, \beta$-quasi periodic method has a consistent accuracy of $10^{-14}$ for a wide range of wavenumbers. In fact to achieve a relative error of $10^{-14}$ at $k=20 d$ the $\alpha, \beta$-quasi periodic method requires 625 dof whereas the $\alpha, 0$-quasi periodic method requires 9409 dof. It is known for single scattering that there is an instability in numerical methods when we have high wavenumbers $[59,16]$. Here we observe however that not only is the $\alpha, \beta$-quasi periodic method


Figure 7.13: A perfectly conducting grating (see Figure 7.11) interacting with a TE field (Case 1A). The numerical results given in [25] are used as the exact values. The errors in the computation of efficiencies of the diffracted waves are plotted against the number of vertices $d o f_{h}$, as defined in Section B.3.3, using polynomial bases of degrees $p=3$ (full line) up to $p=7$ (dashed dot line) in (a) for the efficiency of order 0 , (b) for the efficiency of order 1 and (c) for the efficiency of order 2.
reliably accurate, it is also able to cope with high wavenumbers where the standard approach fails.

In this second example of this section, we consider again the perfectly conducting echelette grating as shown in Figure 7.11. As before we use the results given in [25] (denoted $R_{j}^{E}$ ) as the exact values of the diffraction efficiency $R_{j}$ for $j=0,1$ and 2 . We then use a uniform mesh and we calculate the diffraction efficiency obtained with the $\alpha, 0$-quasi periodic method (denoted $R_{j}^{\alpha, 0}$ ), using equations (4.58) and (4.59), and with the $\alpha, \beta$-quasi periodic method (denoted $R_{j}^{\alpha, \beta}$ ) using equations (6.35) and (6.36). We examine the absolute error $|\epsilon(\alpha, 0 / \alpha, \beta)|=\left|R_{j}^{E}-R_{j}^{\alpha, 0 / \alpha, \beta}\right|$ and plot this error as a function of the degree of the polynomial basis $p$ (keeping $h$


Figure 7.14: A scatterer free calculation using a TM wave (Case 1B). Comparison of the logarithm of the relative error in computing the transmitted energy from the $\alpha, 0$-quasi periodic method (full line) and the $\alpha, \beta$-quasi periodic method (dashed line). The degrees of freedom is fixed for both cases and the wavenumber $k$ is varied.
fixed and the same dof in each method). We can see from Figure 7.15 that there is no significant difference in the rate of convergence of the numerical solutions obtained from the two quasi periodic methods with the echelette grating when the wavenumber $k=1 / 0.4368$ as given in [25] is not large. In the following ex-


Figure 7.15: A perfectly conducting echelette grating (see Figure 7.11) interacting with a TE field (Case 1A). Comparison between the absolute error from the $\alpha, 0$ (dashed line) and the $\alpha, \beta$-quasi periodic methods (full line) in calculating (a) the reflection efficiency of order $0\left(R_{0}\right)$, (b) the reflection efficiency of order $1\left(R_{1}\right)$ and (c) the reflection efficiency of order $2\left(R_{2}\right)$.
ample, we consider the perfectly conducting cylinder grating shown in Figure 7.3 interacting with a TM wave (Case 1B). Here the exact solution is not computable, and so we compute the transmitted energy (given by Definition 54) and keep refining uniformly the mesh until this converges (that is, when the first four digits are the same). We denote this converged value by $E_{t}$. We define the relative error $\epsilon(\alpha, 0)$ (resp. $\epsilon(\alpha, \beta))$ for the $\alpha, 0$-quasi periodic method described by equations (D.63) and (D.64) (resp. for the $\alpha, \beta$-quasi periodic method described in a similar way to equations (6.35) and (6.36)) as $\epsilon(\alpha, 0)=\left|E_{t}(\alpha, 0)-E_{t}\right| / E_{t}$ (resp. $\left.\epsilon(\alpha, \beta)=\left|E_{t}(\alpha, \beta)-E_{t}\right| / E_{t}\right)$. We then fix the number of degrees of freedom at the
point where $\epsilon(\alpha, \beta)=0$ in the $\alpha, \beta$-quasi periodic method and examine how each method performs as the wavenumber is varied. It can be seen in Figure 7.16(a) that the $\alpha, \beta$-quasi periodic method is considerably more accurate and requires far fewer computational resources than the $\alpha, 0$-quasi periodic method. To achieve a relative error of $10^{-14}$ at $k=30 d$ the $\alpha, \beta$-quasi periodic method requires 3600 dof whereas the $\alpha, 0$-quasi periodic method requires 55872 dof. We now use the same geometry but this time set the cylinder as a transmitting dielectric grating in a TE field (Case 2A). As above, we compare the logarithm of the relative error in computing the transmitted energy where we fix the number of degrees of freedom at the point where the $\alpha, \beta$-quasi periodic method converges and examine how each method performs as the wavenumber is varied. A similar conclusion is obtained when we examine Figure $7.16(\mathrm{~b})$ where it can clearly be seen that the $\alpha, \beta$-quasi periodic method outperforms the $\alpha, 0$-quasi periodic method by some degree. In fact, to achieve a relative error of $10^{-14}$ the $\alpha, \beta$-quasi periodic method requires 6433 dof whereas the $\alpha, 0$-quasi periodic method requires 101761 dof. In Table 7.2 , we show the effect of each uniform refinement on the number of elements $N_{K}$, the $d o f_{p}$ when $p=4$ is fixed and the total degrees of freedom dof. This shows us that, since each element is divided into four new elements, the dof becomes four times larger. Hence, the computational cost becomes significantly large for the refined mesh compared to the unrefined one. This makes the computational cost from using the $\alpha, \beta$-quasi periodic mesh cheaper since it converges with fewer nodes as opposed to the $\alpha, 0$-quasi periodic. The previous sections showed the

| Case | number of refinement | $N_{K}$ | $d o f_{p}$ | $d o f$ |
| :--- | :---: | :---: | ---: | ---: |
| Case 1B | 3 | 768 | 3168 | 3600 |
|  | 4 | 3072 | 12480 | 14112 |
|  | 5 | 12288 | 49536 | 55872 |
| Case 2A | 3 | 1408 | 5696 | 6433 |
|  | 4 | 5632 | 22656 | 25537 |
|  | 5 | 22528 | 90368 | 101761 |

Table 7.2: The variation of the number of elements $N_{k}$, the degrees of freedom from p-refinement $d o f_{p}$ and the degrees of freedom dof defined in Section B.3.3 when we make uniform refinement with a cylinder grating as shown in Figure 7.3 for Case 1B and Case 2A.
benefits of using the $\alpha, \beta$-quasi periodic method and throughout the computations were conducted on a uniform mesh. We now want to investigate the benefits that can be obtained by using an adaptive grid and in particular where this adaptivity is driven by the Dual Weighted Residual method constructed in Chapter 5.


Figure 7.16: Cylinder grating as shown in Figure 7.3. Comparison of the logarithm of the relative error in computing the transmitted energy from the $\alpha, 0$-quasi periodic method (full line) and $\alpha, \beta$-quasi periodic method (dashed line) (a) for Case 1B and (b) for Case 2A.

### 7.2.3 Comparison with the DWR method

In the following example, we consider the transmitting dielectric lamellar grating as shown in Figure 7.17. This type of grating is used in modeling multiscale phenomena grating problems, and has been studied in [13] using a hybrid approach that combines a perfectly matching layer technique and an adaptive finite element method driven by a global a posteriori error estimate and it can be applied in solving optimal design problems. For our investigation we will fix the wavenumbers as $k_{1}=2 \pi$ and $k_{2}=(0.22+6.71 i) 2 \pi$, the angle of incidence $\theta=\pi / 6$ and the period $d=1$. We will consider a TM field (Case 2B) as described by equations (D.71) and (D.72), and compute the reflection efficiency of order zero $\left(R_{0}\right)$ as given by equation (4.71). Since we will use the DWR method, we employ Lemma 65 and equation (5.40) to find the dual solutions and the error bounds. We follow the algorithm in Section 7.1.2 and we choose a tolerance $T O L=10^{-4}$. To provide a basis for a relative error we use the global method in [13] with 201205 degrees of freedom which gives $R_{0}^{E}=0.8484815$. We then compare the relative error using the global a posteriori error estimate in [13] and the DWR method defined by $\epsilon(D W R /$ Global $)=\left|R_{0}^{D W R / G l o b a l}-R_{0}^{E}\right| / R_{0}^{E}$. We can see from Figure 7.18 that the DWR method converges faster than the global a posteriori error method studied in [13]. We also note that the indicative computed error $I_{\text {err }}$ given in equation (7.12) decreases monotonically which shows the convergence of our DWR method. We choose to stop at a relative error of $10^{-6}$ since the mesh becomes very irregular and this will lead to a numerical instability if we keep refining [3, 20]. In addition, since we focus on the local error, there is a pollution coming from the global error. In practice, we can avoid this problem by refining the mesh in the neighborhood of the high stress gradients; that is, at the singularities in the geometry. We cannot always guarantee that the areas of high stress gradients coincide with the areas of interest and this may lead to pollution error. Hence, we can improve the goaloriented error estimation method by using a proper balance between the local error and the global error so that the mesh is refined to assure a high level of accuracy of the quantity of interest and at the same time we do not underestimate the effect of the global error [51]. We can also compare the DWR method with the use of a uniform mesh. As above, we compare the relative error using the uniform mesh and the DWR method defined by $\epsilon(D W R /$ Uniform $)=\left|R_{0}^{D W R / U n i f o r m}-R_{0}^{E}\right| / R_{0}^{E}$. We can see from Figure 7.19 that the error associated with the DWR method does not decrease monotonically unlike that associated with the uniform mesh. However when the dof $>10^{4}$ the DWR converges faster and requires fewer degrees of freedom than using the uniform mesh when we use with the $\alpha, 0$-quasi periodic method.


Figure 7.17: Transmitting dielectric lamellar grating.


Figure 7.18: The transmitting dielectric lamellar grating shown in Figure 7.17 in a TM field (Case 2B). The relative error in computing the reflection efficiency $R_{0}$, using the global a posteriori error estimate in [13] (dashed line), the DWR method (straight line) and the indicative computed error $I_{\text {err }}$ (dotted line) given by equation (7.12) which shows an upper bound of the discretisation error in solving numerically the Helmholtz problem.


Figure 7.19: The transmitting dielectric lamellar grating shown in Figure 7.17 in a TM field (Case 2B). The relative error in computing the reflection efficiency $R_{0}$, using uniform mesh (full line) and the DWR method (dashed line).

### 7.2.4 Application of the DWR to a scatterer with a complex geometry: the butterfly wings

One of the main reasons for using a finite element approach is of course its ability to tackle any prescribed geometry. The examples we have discussed so far have all dealt with regular geometries and this of course has allowed us to compare our method with exact or semi-analytic methods that capitalise on this regularity. In order to develop more sophisticated grating structures that can help push this technology forward it is necessary to be able to investigate irregular geometries. One recent exploration of what could be achieved by freeing up these geometrical constraints has been inspired by a naturally occurring periodic diffraction grating. When scattered by light, the Morpho butterfly wing produces colour and this allows a dynamical control of light flow and wavelength interaction [125]. The scattering of the Morpho butterfly wing has inspired applications in biomimetics such as gas sensors, electronic display screens and paints for cars [98, 129, 124, 102]. A cross-section of the butterfly wing geometry,which is a transmitting dielectric grating, has been studied experimentally in [125] using a focused laser technique to examine the absolute reflectivity and transmittivity. We have scanned one period of this image and extracted the coordinates of the grating interface which we subsequently smoothed using a Savitzky Golay filter [100, p. 183,644-645] (Figure 7.20). We have set the wavenumber inside the butterfly wing as $k_{2}=(1.57+0.06 i) 2 \pi / 0.455$ and outside the butterfly wing as $k_{1}=2 \pi / 0.455$; which belongs to the range of values given in [125]. We impose a TM field (Case 2B), as described by equations (D.71) and (D.72), and use our DWR method. Therefore, we need Lemma 65 and equation (5.40) to find the dual solutions and the error bounds. The degrees of freedom used is $d o f=11557$, with $N=15$ Fourier terms and the degree of the polynomial basis $p=3$. We choose a tolerance $T O L=0.001$ in the algorithm in Section 7.1.2 to reproduce the imaginary and real parts of the magnetic field. The final indicator computed error $I_{e r r}$ as given in equation (7.12) shows that the discretisation error in solving the Helmholtz problem was kept under $I_{e r r}=3.0312310^{-4}$ so that the level of accuracy in our numerical solutions is of this order. This numerical result is a first step in showing that we can use the DWR method to solve numerically the diffraction phenomenon using a single scale transmitting dielectric grating from the butterfly wing. At this stage it is difficult to compare this result with the experimental data $[125,98,130]$ as there are no plots of the field given. In our study, we produce the solution field and there are no such images in those literature. We could produce the reflection coefficient spectrum but the experimental situation in [125, 98, 130] is far more complex since the butterfly wing is pre-treated in a liquid and therefore we need to develop a more sophisticated model.


Figure 7.20: Reproduction of the image of the Morpho butterfly wing over one period $d$.


Figure 7.21: A transmitting dielectric Morpho butterfly wing grating (Case 2B) as shown in Figure 7.20. The spatial distribution of the magnetic field is shown for (a) the imaginary part and (b) the real part.

### 7.3 Summary and Conclusion

In this chapter, we described the implementation of our finite element methods for solving the periodic grating Helmholtz problem. In the case where the implementation presented some novel aspects, we gave details to expose this novelty. We gave details of both the uniform mesh and the adaptive mesh algorithm as this provides a computational basis for comparing the two approaches. Our first task was to show the validity of the our implementation by comparing our results with those from the literature. Our numerical results presented in Section 7.2.1 showed good agreement with the experimental results in [95], the analytical approach in [81], the lattice sum technique in [128] and the method of variation of boundaries in [25]. We also found that the order of the polynomial basis and the degrees of freedom had a significant impact on the accuracy of the diffraction efficiency and on the computational cost as compared to the number of the Fourier terms. We then compared the $\alpha, 0$-quasi periodic approach to the $\alpha, \beta$-quasi periodic method to investigate any improvements in accuracy, stability and computational cost. In Section 7.2.2, we found that the results from the $\alpha, \beta$-quasi periodic transformation and $\alpha, 0$-quasi periodic transformation converged at the same rate for the echelette grating. This result changed for larger wavenumbers for a perfectly conducting cylindrical grating. It transpired that the $\alpha, \beta$-quasi periodic method converges at a far lower number of degrees than the $\alpha, 0$-quasi periodic method (for example to achieve a relative error of $10^{-14}$ for $k=30 d$ the $\alpha, \beta$-quasi periodic method required 3600 dof whereas the $\alpha, 0$-quasi periodic method required 55872 dof) for Case 1B and we noted the same behaviour for Case 2A (for example to achieve a relative error of $10^{-14}$ for $k=30 d$ the $\alpha, \beta$-quasi periodic method required 6433 dof whereas the $\alpha, 0$-quasi periodic method required 101761 dof). We then investigated the merits of using an adaptive grid driven by a Dual Weighted Residual (DWR) method. In Section 7.2.3, we concluded that the DWR method converged faster and required fewer degrees of freedom than the global a posteriori error estimate proposed in [13]. Finally, we took advantage of the geometrical freedom that the finite element method allows and examined a naturally occurring, periodic diffraction grating in the form of a butterfly wing. Its diffraction properties have previously been experimentally measured but this is the first attempt to mirror those results using a finite element approach. The TM field was successfully calculated and showed the complex interaction between the scatterer and the field. There are still some open questions regarding this approach to numerically solving these diffraction problems. It will be interesting to investigate numerically the sensitivity of the grating efficiency to small changes in the geometry of the grating profile. This would be important when we consider the inverse problem where we have a desired grating efficiency spectrum and we wish to construct the grating profile that would give rise to the spectrum. Also, we still do not have an analytical relation to justify our choice of parameters such as the number of the Fourier terms, the truncation of the domain $B$, the order of the polynomial
basis and the mesh size $h$. It transpires that the accuracy of the numerical results is not significantly affected by the truncation of the $\operatorname{DtN}$ operators. It would be good therefore to have an analytical result to show that there is advantage in using finite element methods because fewer Fourier coefficients are needed.

## Chapter 8

## Conclusion

Diffraction gratings have been used for example in crystalline silicon solar cells [94], gas sensors [98], high intensity colour displays [36], and in medical imaging through x-ray $[62,132]$. The gratings are also used on credit cards or other identification cards as a security measure, providing an image that can be read by an optical scanner [19]. In order to develop these technologies further it would be useful to have fast and reliable mathematical models so that putative designs can be constructed. The appropriate model is given by the Helmholtz equation but this needs to be solved numerically even for fairly simple diffraction gratings.

We started by describing the physical and mathematical aspects of the problem of diffraction when an electromagnetic wave interacts with a periodic grating. From Maxwell's equations, it can be shown that the problem can be decomposed into two elementary mathematical problems which are the transverse magnetic (TM) and the transverse electric (TE) Helmholtz problems. For each problem, the grating can be perfectly conducting or transmitting and so we studied four cases. In order to keep this thesis at a reasonable length, we have just shown the results for Case 1A (TE case for the perfectly conducting grating) when we studied the a priori error estimate using the $\alpha, 0$-quasi periodic method and the results for Case 1A (TE case for the perfectly conducting grating) in the main body of the thesis. We truncated the domain with respect to the $y$ direction and introduced the Dirichlet to Neumann ( DtN ) maps. We then formulated the boundary value problems corresponding to the truncated domain, where the incident wave was included via the boundary conditions. We then considered an equivalent but alternative formulation that incorporated the incident wave via an inhomogeneous forcing term (with compact support). We derived a regularity result for multiple scattering that showed an explicit dependence on the wavenumber $k$ and the forcing term $f$. This regularity result was then used to prove the well-posedness of the variational formulation. It also gave us a hold on the convergence and the stability of the solution when we later solved numerically the scattering problems. In fact, if we let $h$ denote the maximum mesh size of our elements, and $p$ be the highest order of the finite element basis, since we know explicitly the dependence of the
regularity results on the wavenumber $k$, then the a priori error estimate presented a power factor of $k \frac{h}{p}$. Hence, we can choose the mesh size $h$ and the order of the polynomial basis $p$ for a given wavenumber $k$ to balance the computational time and the accuracy of our approximated solution.

We then studied the $\alpha, 0$-quasi periodic method which transformed the diffraction problem from the $\alpha$-quasi periodic space to a periodic space. We gave a variational formulation on an appropriate Sobolev space and demonstrated the well-posedness of this continuous problem. We then investigated the a priori error estimates that arise through discretisation and through truncating the DtN map. In this way, we made sure that the approximate solution is unique. In Theorem 62, we derived an a priori error estimate for Case 1A that arises due to the discretisation and the truncation of the DtN map. For the discretisation, we derived an explicit dependency of this error on $h, p$ and $k$. It transpired from our a priori error analysis that the number of Fourier terms used, when we solve the problem numerically, plays a minor role compared to our choice of the mesh size $h$ and the order of the polynomial basis $p$.

We then derived an a posteriori error estimate that arises when we discretise the Helmholtz problem using the Dual Weighted Residual method which consisted in estimating a particular linear functional of this error. We started by recalling the direct problem and introducing the dual problem. We then estimated this linear functional of the error in equation (5.40) and we showed in Section 5.5.2 that this upper bound can be evaluated. This allowed us to perform an automatic mesh adaptation based on the local error indicators $\rho_{K}$ and $w_{K}$ as defined in equations (5.41) and (5.42) in Chapter 7.

It has been reported for single scattering that when we have a high wavenumber $k$, numerical methods such as the finite element method become unstable. In an attempt to circumvent this problem we transformed the diffraction problem by writing the solution $U$ as a product of the analytical solution of the scatterer free Helmholtz problem with an unknown solution $U_{\alpha, \beta}$. We were able to show in fact that the dependence of this transformed wave equation on the wavenumber $k$ is of order 1 compared to order 2 for the original solution $U_{\alpha, 0}$. In order to test our analytical results a series of numerical investigations was undertaken in Chapter 7 . We started by describing the implementation of our finite element method and gave details of both the uniform mesh and the adaptive mesh algorithm so that we could compare the two approaches. This was followed by the validation of our implementation where we compared our results with those from the literature. In Section 7.2.1, we got good agreement with the experimental results in [95], the analytical approach in [81], the lattice sum technique in [128] and the method of variation of boundaries in [25]. We also demonstrated that the order of the polynomial basis and the degrees of freedom had a significant impact on the accuracy of the diffraction efficiency and on the computational cost as compared to the number of the Fourier terms. In Section 7.2.2, we compared the $\alpha, 0$-quasi periodic approach to the $\alpha, \beta$-quasi periodic method. We found that the results
from the $\alpha, \beta$-quasi periodic transformation and $\alpha, 0$-quasi periodic transformation converged at the same rate for the echelette grating in the low wavenumber regime. This result changed for larger wavenumbers for a perfectly conducting cylindrical grating and a transmitting dielectric grating. In these cases, the $\alpha, \beta$-quasi periodic method converged at a far lower number of degrees of freedom than the $\alpha, 0$-quasi periodic method. We then investigated the advantages of using an adaptive grid driven by a Dual Weighted Residual (DWR) method. In Section 7.2.3, we concluded that the DWR method converged faster and required fewer degrees of freedom than the global a posteriori error estimate proposed in [13]. Finally, we took advantage of the geometrical freedom that the finite element method allows and examined a naturally occurring, periodic diffraction grating in the form of a butterfly wing. Its diffraction properties have previously been experimentally measured but this is the first attempt to mirror those results using a finite element approach. The TM field was successfully calculated and showed the complex interaction between the scatterer and the field.

Modeling of wave interaction with a diffraction grating is a very active research topic, and there are lots of open problems in this field. For example, how the efficiency of the diffraction grating is affected by a small change in the geometry of the scatterer. From a design perspective it is important to investigate the inverse problem of achieving a desired device performance using a model driven approach. In this area, the theory of uniqueness and existence is still not fully understood. Another open question is the dependence of the numerical results on the extent of the truncated domain. We can also think of improving the computational cost of solving the problem by performing parallel computation. It will be also interesting to extend our numerical methods to dynamic gratings so that we can investigate acousto-optic devices for tunable optical filters [108]. Finally, it will be interesting to extend our methods to the three dimensional Helmholtz problem for biperiodic gratings.
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## Appendix A

## Sobolev spaces

In order to make statements about the existence and uniqueness of solutions to our problem we will use results from functional analysis [68]. We therefore have to clearly define the space that the solution is a member of. To that end let us start by defining Sobolev spaces and associated norms. This section is concerned with establishing the notation which will be used in this thesis. More details on Sobolev spaces can be found in [35, 22, 68]. We start by giving the definition of a norm as described in [22].

## A. 1 Some useful definitions

Definition A-1. Let $V$ be a linear space, then, for all $v \in V$, a norm $\mathbf{k} . \mathbf{k}$ is a function which maps each element $v$ to a positive real value which satisfies the following properties

1. $\mathrm{k} v \mathrm{k} \geq 0$,
2. $\mathrm{k} v \mathrm{k}=0$ if and only if $v$ is equal to zero.
3. For $c \in \mathbb{R}, \mathbf{k} c v \mathbf{k}=|c| \mathbf{k} v \mathbf{k}$.
4. $\mathbf{k} v+w \mathbf{k} \leq \mathbf{k} v \mathbf{k}+\mathbf{k} w \mathbf{k}$, for all $w \in V$. This last property is called the triangle inequality.

Remark If only properties 1,3 and 4 hold then k . k is a semi-norm and is denoted by |.| instead.

Definition A-2. An inner product is a map

$$
(\cdot, \cdot)_{V}: V \times V \rightarrow \mathbb{C}
$$

that satisfies the following three axioms for all vectors $x, y, z \in V$ and all scalars $c \in \mathbb{C}$

1. Conjugate symmetry

$$
(x, y)_{V}=\overline{(y, x)_{V}}
$$

2. Linearity in the first argument

$$
\begin{align*}
(c x, y)_{V} & =c(x, y)_{V}  \tag{A.1}\\
(x+y, z)_{V} & =(x, z)_{V}+(y, z)_{V}
\end{align*}
$$

3. Positive-definiteness

$$
(x, x)_{V} \geq 0
$$

with equality only for $x=0$.
Definition A-3. A linear space $V$ with an inner product is defined as an inner product space and is denoted by $\left(V,(\cdot)_{V}\right)$.

Definition A-4. Let $\left(V,(\cdot)_{V}\right)$ be an inner-product space. If the associated normed linear space $(V, \mathbf{k} \cdot \mathbf{k})$ is complete, then $\left(V,(\cdot)_{V}\right)$ is called a Hilbert space [22].
Definition A-5. Let $V$ be a linear space. A bilinear form, $b(.,$.$) , is a mapping$ $b: V \times V \rightarrow \mathbb{R}$ such that for any $v, w \in V$, the maps $v \nrightarrow b(v, w)$ and $w \nrightarrow b(v, w)$ are linear forms on $V$.
Definition A-6. Let $\left(V,(\cdot)_{V}\right)$ be an inner-product space. A form $a: V \times V \rightarrow \mathbb{C}$ is sesquilinear if

$$
\begin{align*}
a(x+y, z+w) & =a(x, z)+a(x, w)+a(y, z)+a(y, w)  \tag{A.2}\\
a\left(c_{1} x, c_{2} y\right) & =\bar{c}_{1} c_{2} a(x, y)
\end{align*}
$$

for all $x, y, z, w \in V$ and for all $c_{1}, c_{2} \in \mathbb{C}$. In addition a sesquilinear form is continuous if there exists a constant $C_{\text {cont }}>0$, such that

$$
|a(u, v)|<C_{c o n t} \mathrm{k} u \mathrm{k}_{V} \mathrm{k} v \mathrm{k}_{V}
$$

for all $u \in V, v \in V$.
Definition A-7. Let $f$ be a function defined in a bounded domain $\digamma \subset \mathbb{R}^{m}$, for $m=1,2$ and let $p \in \mathbb{N}$. Then we define the space $L^{p}(\digamma)$ by

$$
L^{p}(\digamma)=\left\{f: \mathrm{k} f \mathrm{k}_{L^{p}(\digamma)}<\infty\right\} .
$$

Here

$$
\mathrm{k} f \mathrm{k}_{L^{p}(\digamma)}:=\left(\int_{\digamma}|f(x, y)|^{p} d x d y\right)^{\frac{1}{p}}, \quad 1 \leq p<\infty
$$

and for $p=\infty$

$$
\mathrm{k} f \mathrm{k}_{L^{\infty}(\digamma)}:=\operatorname{ess} \sup \{|f(x, y)|:(x, y) \in \digamma\}
$$

where
ess sup $\{|f(x, y)|:(x, y) \in \digamma\}=\inf \{C \geq 0:|f(x, y)| \leq C \quad$ for almost everywhere $\}$.

Lemma A-8. For $S \subset \mathbb{R}^{m}$, for $m=1,2$ and for any $f, g \in L^{1}(S)$

$$
\begin{equation*}
(f, g)_{S}=\int_{S} f \bar{g} d S \tag{A.3}
\end{equation*}
$$

is an inner product [22].
Proof. We need to check the three properties given in Definition A-2. We note that

$$
\begin{aligned}
(g, f)_{S} & =\int_{S} g \bar{f} d S \\
& =\int_{S} \overline{f \bar{g}} \\
& =\frac{(f, g)_{S}}{}
\end{aligned}
$$

we also have for $c \in \mathbb{C}$ that

$$
\begin{aligned}
((c f+h), g)_{S} & =\int_{S}(c f+h) \bar{g} d S \\
& =c \int_{S} f \bar{g} d S+\int_{S} h \bar{g} d S \\
& =c(f, g)_{S}+(h, g)_{S}
\end{aligned}
$$

We finish the proof by noting that

$$
\begin{aligned}
(f, f)_{S} & =\int_{S} f \bar{f} d S \\
& =\int_{S}|f|^{2} d S \\
& =\mathrm{k} f \mathrm{k}_{L^{2}(S)}^{2}
\end{aligned}
$$

from Definition A-7 for $p=2$ and so

$$
(f, f)_{S}=0
$$

if and only if $f=0$ from Definition A-1.
Definition A-9. Let $K$ be any compact subset of int $\digamma$, where int $\digamma$ is the interior of $\digamma$. Then we define by

$$
L_{l o c}^{1}(\digamma):=\left\{f: f \in L^{1}(K)\right\},
$$

the set of locally integrable functions.
We can now define the Sobolev norm and the associated Sobolev space as follows.

Definition A-10. Let $l$ be a positive integer, and let $f$ belong to $L_{l o c}^{1}(\digamma)$. Let $\gamma, \gamma_{1}$ and $\gamma_{2}$ be positive integers. Also let us assume that for all $|\gamma| \leq l$ the weak derivatives $D^{\gamma} f$ exist where

$$
D^{\gamma}=\partial_{x}{ }^{\gamma_{1}} \partial_{y}^{\gamma_{2}},
$$

such that

$$
|\gamma|:=\gamma_{1}+\gamma_{2} .
$$

Then the Sobolev space is defined as

$$
W_{p}^{l}(\digamma):=\left\{f: \mathrm{k} f \mathrm{k}_{W_{p}^{l}(\digamma)}<\infty\right\}
$$

where

$$
\mathrm{k} f \mathrm{k}_{W_{p}^{l}(\digamma)}:=\left(\sum_{|\gamma| \leq l} \mathrm{k} D^{\gamma} f \mathrm{k}_{L^{p}(\digamma)}^{p}\right)^{1 / p},
$$

for $1 \leq p<\infty$. If $l=\infty$, then

$$
\mathrm{k} f \mathrm{k}_{W_{\infty}^{l}(\digamma)}:=\max _{|\gamma| \leq l}\left\{\mathrm{k} D^{\gamma} f \mathrm{k}_{L^{\infty}(\digamma)}\right\}
$$

Definition A-11. Let $l$ be a positive integer, and let $f$ belong to $W_{p}^{l}(\digamma)$. The Sobolev semi-norm is defined as

$$
|f|_{W_{p}^{l}(\digamma)}:=\left(\sum_{|\gamma|=l} \mathrm{k} D^{\gamma} f \mathbf{k}_{L^{p}(\digamma)}^{p}\right)^{1 / p}
$$

for $1 \leq p<\infty$. If $l=\infty$, then

$$
|f|_{W_{\infty}^{l}(\digamma)}:=\max _{|\gamma|=l}\left\{\mathrm{k} D^{\gamma} f \mathrm{k}_{L^{\infty}(\digamma)}\right\} .
$$

This can be generalised for $l=s \in \mathbb{R}$. For the special case when $p=2$ we write $W_{2}^{s}(\digamma)=H^{s}(\digamma)$.

This leads to the following definition.
Definition A-12. Let $\zeta \subset \partial \digamma$. The space $H^{\frac{1}{2}}(\zeta)$ is defined as [35]

$$
H^{\frac{1}{2}}(\zeta)=\left\{v \in L^{2}(\zeta): \mathbf{k}^{2} \mathbf{k}_{H^{\frac{1}{2}}(\zeta)}<\infty\right\}
$$

with

$$
\mathbf{k} \mathrm{k}_{H^{\frac{1}{2}}(\zeta)}^{2}=\mathrm{k} v \mathrm{k}_{L^{2}(\zeta)}^{2}+|v|_{H^{\frac{1}{2}}(\zeta)}^{2},
$$

and the semi-norm

$$
|v|_{H^{\frac{1}{2}}(\zeta)}^{2}=\int_{\zeta}\left(\int_{\zeta} \frac{|v(x)-v(y)|^{2}}{|x-y|^{2}} d x\right) d y .
$$

Note that if $f \in H^{\frac{1}{2}}(\zeta)$ then $f \in L^{1}(\zeta)$ and $f \in L^{2}(\zeta)$ [35].

The following theorem will be used a lot later when we study the a priori error estimate of the problem.

Theorem A-13 (Trace theorem). Let $s \geq 1 / 2$, the trace operator $\tau: H^{s}(\digamma) \rightarrow$ $H^{s-\frac{1}{2}}(\partial \digamma)$ is a bounded operator [22, 35, 40] that is

$$
\mathrm{k} \tau g \mathrm{k}_{H^{s-\frac{1}{2}}(\partial \digamma)} \leq \mathrm{k} g \mathrm{k}_{H^{s}(\digamma)}
$$

The operator $\tau$ extends to a linear and continuous operator from $H^{s}(\operatorname{div}, \digamma)$ to $H^{s-1 / 2}(\partial \digamma)$ for $s \geq-1 / 2$ [26], such that

$$
H^{s}(\operatorname{div}, \digamma)=\left\{g \in H^{s}(\digamma): \operatorname{div} g \in H^{s}(\digamma)\right\} .
$$

Let $\digamma \subset \mathbb{R}^{2}$ and $s \in \mathbb{R}$, then we will denote $\mathrm{k} f \mathrm{k}_{H_{\#(\digamma)}^{s}}$ the norm of $f$ in $H^{s}(\digamma)$ when the function $f$ is periodic with respect to $x$. For the particular case where the function is periodic and $\digamma \subset \mathbb{R}$, we also have the following definition.

Definition A-14. Let $g(x)$ be a complex periodic function of period $\lambda$ where $x \in \mathbb{R}$. The space $H_{\#}^{s}(\digamma)$ for $s \in \mathbb{R}$ is [105]

$$
H_{\#}^{s}(\digamma)=\left\{g \in L^{2}(\digamma): g(0)=g(\lambda) \text { and } \mathbf{k} \mathbf{k}_{H^{s}(\digamma)}<\infty,\right\}
$$

with

$$
\begin{equation*}
\mathrm{k}_{\mathrm{g}} \mathrm{k}_{\#(F)}^{2}=\sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{\lambda}\right)^{2}\right)^{s}\left|g^{(n)}\right|^{2} \tag{A.4}
\end{equation*}
$$

and

$$
g^{(n)}=\frac{1}{\lambda} \int_{0}^{\lambda} g(x) e^{-i \frac{2 \pi n}{d} x} d x, \quad \text { for } \quad n \in \mathbb{Z}
$$

## A. 2 Quasi-periodicity

Definition A-15. A function $G(x, y)$ is $\alpha$-quasi-periodic of period $d$ if

$$
G(x+d, y)=e^{i \alpha d} G(x, y)
$$

for some $d \in \mathbb{R}$.
The periodicity of the grating combined with the presence of the incident wave make $U \alpha$-quasi-periodic [95, 82] and we have the following Lemma holds.

Lemma A-16. $G_{\alpha}$ is $\alpha$-quasi-periodic of period $d$ if and only if there exists a periodic function $G$ with the same period as $G_{\alpha}$ such that

$$
G_{\alpha}(x, y)=e^{i \alpha x} G(x, y)
$$

Proof. If we suppose that we have

$$
\begin{equation*}
G_{\alpha}(x, y)=e^{i \alpha x} G(x, y) \tag{A.5}
\end{equation*}
$$

then

$$
\begin{aligned}
G_{\alpha}(x+d, y) & =e^{i \alpha(x+d)} G(x+d, y) \\
& =e^{i \alpha d} e^{i \alpha x} G(x, y), \quad \text { since } \quad G \text { is periodic with period d, } \\
& =e^{i \alpha d} G_{\alpha}(x, y)
\end{aligned}
$$

by using equation (A.5) so $G_{\alpha}$ is $\alpha$-quasi-periodic. Now, let us suppose that $G_{\alpha}$ is $\alpha$-quasi-periodic

$$
\begin{aligned}
G_{\alpha}(x, y) & =e^{i \alpha d} G_{\alpha}(x-d, y) \\
& =e^{i \alpha(d+x-x)} G_{\alpha}(x-d, y) \\
& =e^{i \alpha x} e^{-i \alpha(x-d)} G_{\alpha}(x-d, y)
\end{aligned}
$$

Let us denote $G(x, y)=e^{-i \alpha x} G_{\alpha}(x, y)$ and let us show that $G$ is periodic with period $d$. We have

$$
\begin{equation*}
G(0, y)=G_{\alpha}(0, y) \tag{A.6}
\end{equation*}
$$

and

$$
G(d, y)=e^{-i \alpha d} G_{\alpha}(d, y)
$$

$G_{\alpha}$ is $\alpha$-quasi-periodic and so

$$
\begin{align*}
G_{\alpha}(0, y) & =e^{-i \alpha d} G_{\alpha}(d, y)  \tag{A.7}\\
& =G(d, y) \tag{A.8}
\end{align*}
$$

Using equations (A.6) and (A.7) gives

$$
G(0, y)=G(d, y)
$$

which finishes the proof.
From now on, if $\digamma \subset \mathbb{R}^{2}$ and $s \in \mathbb{R}$, then we will denote $\mathbf{k} f \mathrm{k}_{H_{\alpha \#}^{s}(\digamma)}$ the norm of $f$ in $H^{s}(\digamma)$ when the function $f$ is $\alpha$ - quasi periodic with respect $x$. For the particular case where $\digamma \subset \mathbb{R}$, and $g(x)$ an $\alpha$-quasi periodic function of period $\lambda$. We have the following definition.

Definition A-17. Let $g(x)$ be a complex $\alpha$-quasi-periodic function of period $d$ where $x \in \mathbb{R}$. The space $H_{\alpha \#}^{s}(\digamma)$ for $s \in \mathbb{R}$ is [118],

$$
H_{\alpha \#}^{s}(\digamma)=\left\{g \in L^{2}(\digamma): g(\lambda)=e^{i \alpha \lambda} g(0): \mathrm{kg}_{H^{s}([\digamma])}<\infty\right\}
$$

with

$$
\begin{equation*}
\mathrm{k}_{\mathrm{g}} \mathrm{k}_{H_{\alpha \#}^{s}(\digamma)}^{2}=\sum_{n \in \mathbb{Z}}\left(1+\left(\frac{2 \pi n}{\lambda}+\alpha\right)^{2}\right)^{s}\left|g^{\left(n_{\alpha}\right)}\right|^{2}, \tag{A.9}
\end{equation*}
$$

and

$$
g^{\left(n_{\alpha}\right)}=\frac{1}{\lambda} \int_{0}^{\lambda} g(x) e^{-i\left(\frac{2 \pi n}{\lambda}+\alpha\right) x} d x, \quad \text { for } \quad n \in \mathbb{Z}
$$

In light of these definitions, let us return to our problem and establish some notation that will allow us to define the various functions that will arise in each of the domains in Figure 2.3. When we study the grating problem analytically in Chapter 3, Chapter 4 and Chapter 6 we use both periodic and $\alpha$-quasi-periodic functions, therefore the function spaces that we will utilize on the boundaries and with the DtN maps are

$$
\begin{align*}
L_{\#}^{s}([0, d]) & =\left\{g \in L^{s}([0, d]): g(d)=g(0)\right\}  \tag{A.10}\\
L_{\alpha \#}^{s}([0, d]) & =\left\{g \in L^{s}([0, d]): g(d)=e^{i \alpha d} g(0)\right\},  \tag{A.11}\\
H_{\#}^{s}([0, d]) & =\left\{g \in H^{s}([0, d]): g(d)=g(0)\right\}  \tag{A.12}\\
H_{\alpha \#}^{s}([0, d]) & =\left\{g \in H^{s}([0, d]): g(d)=e^{i \alpha d} g(0)\right\}, \tag{A.13}
\end{align*}
$$

and the function spaces that we will utilize inside $\Omega$ are

$$
\begin{align*}
L_{\#}^{s}(\Omega) & =\left\{f \in L^{s}(\Omega): f(d, y)=f(0, y), \quad \forall y \in[-B, B]\right\},  \tag{A.14}\\
L_{\alpha \#}^{s}(\Omega) & =\left\{f \in L^{s}([0, d]): f(d, y)=e^{i \alpha d} f(0, y), \quad \forall y \in[-B, B]\right\},  \tag{A.15}\\
H_{\#}^{s}(\Omega) & =\left\{f \in H^{s}(\Omega): f(d, y)=f(0, y), \quad \forall y \in[-B, B]\right\},  \tag{A.16}\\
H_{\alpha \#}^{s}(\Omega) & =\left\{f \in H^{s}(\Omega): f(d, y)=e^{i \alpha d} f(0, y), \quad \forall y \in[-B, B]\right\} . \tag{A.17}
\end{align*}
$$

## Appendix B

## The Finite element method

In this appendix we recall some basics tools in the mathematical theory of finite elements that we need in our analysis. The finite element method is a numerical technique commonly used to approximate the solution to the partial differential equations that arise in many mathematical models. The finite element method reformulates the problem as a variational one which involves an integral of the partial differential equation over the spatial domain. This domain is broken into a finite number of pieces called elements, and the finite element method uses local basis functions to express the approximate solution in each element. By carefully matching this patchwork of local approximations the solution to the original problem is found. In this section we provide a brief review of the basic concepts used in the numerical analysis of finite element methods [35, 22, 21, 92].

## B. 1 Variational formulations of elliptic boundary value problems

In the following, let $\digamma \subset \mathbb{R}^{2}$ be a bounded domain and let $\partial \digamma$ denote the boundary of $\digamma$. Also, let $L$ be a partial differential operator of second order and let $u \in$ $C^{2}(D)$ be such that

$$
\begin{equation*}
L u:=-\sum_{j, k=1}^{2} \partial_{j}\left(a_{j k} \partial_{k} u\right)+a_{0} u, \tag{B.1}
\end{equation*}
$$

where $a_{j k}(x, y)$ and $a_{0}$ belong to $L^{\infty}(D)$. The associated boundary value problem is given as follow. Find $u \in C^{2}(D)$ such that for $f \in L^{2}(D)$ and $g \in L^{2}\left(\tau_{2}\right)$, we have

$$
\begin{align*}
L u & =f \text { in } D, \\
u & =0 \text { in } \tau_{1}, \\
\frac{\partial u}{\partial n} & =g \text { in } \tau_{2}, \tag{B.2}
\end{align*}
$$

where $\tau_{j} \subset \partial \digamma$ for $j=1,2$.
Lemma B-1. Let us denote $C_{0}^{1}(\digamma)=\left\{v \in C^{1}(\digamma): v(x, y)=0,(x, y) \in \tau_{1}\right\}$. Then for any $v \in C_{0}^{1}(\digamma)$, the given boundary value problem (B.2) can be formulated as a variational problem often referred as weak formulation as follows. Find $u \in C^{1}(\digamma)$ that satisfies

$$
\begin{equation*}
a(u, v)=(l, \bar{v})_{V}, \tag{B.3}
\end{equation*}
$$

where

$$
\begin{align*}
a(u, v) & =\int_{\digamma}\left(\sum_{j, k} a_{j k} \partial_{k} u \partial_{j} v+a_{0} u v\right) d x d y \\
(l, \bar{v})_{V} & =\int_{\digamma} f \bar{v}-\int_{\tau_{2}} \sum_{j, k} a_{j k} g \bar{v} n_{j} d s \tag{B.4}
\end{align*}
$$

and $f \in L^{2}(\digamma)$ and $g \in L^{2}\left(\tau_{2}\right)$. Here $n_{j}$ is the $j$-th component of the outwardpointing normal derivative $n$ for $j=1,2$.

Proof. We use Green's formula in our proof [22]

$$
\begin{equation*}
\int_{\digamma} \partial_{j} w \bar{v} d x d y=-\int_{\digamma} w \partial_{j} \bar{v} d x d y+\int_{\partial \digamma} w \bar{v} n_{j} d s \tag{B.5}
\end{equation*}
$$

for $j=1,2$ where $v, w$ is a $C^{1}$ function. We insert $w=a_{j k} \partial_{k} u$ in (B.5) which leads us to

$$
\begin{align*}
\int_{\digamma} \partial_{j}\left(a_{j k} \partial_{k} u\right) \bar{v} d x d y & =-\int_{\digamma} a_{j k} \partial_{k} u \partial_{j} \bar{v} d x d y+\int_{\partial \digamma} a_{j k} \partial_{k} u \bar{v} n_{j} d s  \tag{B.6}\\
& =-\int_{\digamma} a_{j k} \partial_{k} u \partial_{j} \bar{v} d x d y+\int_{\tau_{2}} a_{j k} g \bar{v} n_{j} d s
\end{align*}
$$

because $v=0$ on $\tau_{1}$ and we use equation (B.2), which finish the proof.

## B. 2 Analysis background

In this part we will introduce a brief review of the analysis, which is used to establish existence and uniqueness of solutions to variational formulations based on elliptic boundary value problems. Let $V$ be a Hilbert space with induced norm $\|$.$\| and let a: V \times V \rightarrow \mathbb{C}$ be a bounded, sesquilinear form, which is continuous (see Definition A-6). The dual of $V$, which we denote by $V^{\prime}$, is defined as the set of all linear maps

$$
\psi: V \rightarrow \mathbb{C} .
$$

We want to show that our problem is well posed by proving that the solution exists and is unique. We need one of the following results.

1. Lax-Milgram

Definition B-2. A sesquilinear form $a: V \times V \rightarrow \mathbb{C}$ is called $V$ - elliptic (positive definite) if there exists a positive constant $C$ such that

$$
C \mathbf{k} u \mathbf{k}_{V}^{2} \leq|a(u, u)|
$$

for all $u \in V$ [58][p. 46].
We prove the existence and uniqueness of solutions for positive definite problems by using the following Lax-Miligram theorem.

Theorem B-3. (Lax-Miligram) Assume that a sesquilinear form $a: V \times$ $V \rightarrow \mathbb{C}$, defined on a Hilbert space $V$, satisfies
(a) continuity which means there exists $M>0$ such that

$$
|a(u, v)| \leq M \mathbf{k} u \mathbf{k}_{V} \mathbf{k} v \mathbf{k}_{V}
$$

for all $u, v \in V$,
(b) $V$-ellipticity as given in Definition B-2 and let $f$ be a continuous linear functional defined on $V$. Then there exists a unique element $u_{0} \in V$ such that for all $v \in V$ we have [58][p. 46]

$$
a\left(u_{0}, v\right)=(f, v)_{V}
$$

## 2. Fredholm alternative

Definition B-4. A sesquilinear form $a: V \times V \rightarrow \mathbb{C}$ is called $V$-coercive if it satisfies for all $v \in V$ the Gårding inequality [58] [p. 51]

$$
M \mathrm{k} v \mathrm{k}_{V}^{2} \leq C \mathrm{k} v \mathrm{k}^{2}+|a(v, v)|, \quad \text { for all } \quad v \in V
$$

where $M$ and $C$ are positive constants and

$$
\mathbf{k} v \mathbf{k}^{2}=(v, v)_{V} .
$$

The following result is used to prove the existence of solutions to the variational equation from their uniqueness.

Lemma B-5. If the sesquilinear form $a: V \times V \rightarrow \mathbb{C}$ is $V$-coercive. Then the problem corresponding to $a(u, v)=(f, v)$ satisfies the Fredholm alternative and either the problem has a solution $u \in V$ for all continuous linear functionals $f$ or there exists a nontrivial solution of the homogeneous problem. Hence the existence of the solution follows if we can show uniqueness [58][p. 51].

## B. 3 Finite element space

We assume that the reader is familiar with finite element analysis but we include parts of this section to establish notation using [35, 22, 21, 92].

1. Finite element partitions.

In our study, we use the polynomial space $\mathbb{P}_{p}$ to construct finite elements on a triangular mesh. The space $\mathbb{P}_{p}$ is the set of polynomials of total degree at most $p$ in the variables $x$ and $y$,

$$
\mathbb{P}_{p}=\operatorname{span}\left\{x^{l} y^{m}, 0 \leq l, m, l+m \leq p, \text { for } l, m, p \in \mathbb{N}\right\}
$$

We will use $D$ to denote a polygonal domain and $\partial D$ to denote its boundary. A finite element partition $\zeta$ of $D$ is a collection $\{K\}$ of elements such that

- the elements form a partition of the domain, that is

$$
\bar{\Omega}=\mathrm{U}_{K \in \zeta} \bar{K},
$$

where $\bar{\Omega}(\bar{K})$ is the closure of $\Omega$ (is the closure of $K$ ).

- each triangular element is contained in $D$,
- the intersection of two adjacent elements is always nonempty and either it is a single common vertex or a single common edge of both elements

2. Finite element spaces on triangles.

Let $p \in \mathbb{N}$ and let $\zeta$ be a regular partition of the domain $D$ into triangular elements. The finite element subspace of order $p$ associated with $\zeta$ is given by

$$
V=\left\{v \in C(\bar{D}): \forall K \in \zeta,\left.v\right|_{K} \in \mathbb{P}_{p}\right\}
$$

where $\bar{D}$ is the closure of $D$. The mesh size of an element (triangle) is defined as the diameter of the triangle.
3. Degrees of freedom.

Let $p \in \mathbb{N}$ and let $\zeta$ be a regular partition of the domain $D$ into triangular elements. The total number of triangular elements $K$ inside the partition $\zeta$ is denoted $N_{K}$. To construct each triangular element we need 3 nodes (nodal degrees of freedom) and the total nodes needed for all the triangular elements inside $\zeta$ is denoted by $d o f_{h}$. To construct the polynomial basis of degree $p$ on each triangular element $K$ we need to add $3(p-1)+p-2$ nodes. If we denote by $d o f_{p}$, the total number of nodes needed for all the polynomial bases of degree $p$ on all the triangular elements then the total number of degrees of freedom, denoted by dof, is defined as

$$
\begin{equation*}
d o f=d o f_{h}+d o f_{p} . \tag{B.7}
\end{equation*}
$$

## Appendix C

## A regularity estimate for the inhomogeneous Helmholtz problem for periodic gratings for Case 1B, Case 2A and Case 2B

For completeness of Chapter 3, regularity results for Case 1B and Case 2B will be derived in this chapter.

## C. 1 General case

Let $f(x, y)$ represent the forcing term in the inhomogeneous Helmholtz equation. For perfectly conducting gratings, we have $f(x, y) \in L^{2}\left(\mathbb{R}_{+}^{2}\right)$ and we have $f(x, y) \in L^{2}\left(\mathbb{R}^{2}\right)$ for transmitting dielectric gratings. In this chapter, we want to study the regularity of the solution $U(x, y)$ of the inhomogeneous Helmholtz problem depending on the function $f(x, y)$ for Case 1B and 2B. The regularity of the solution $U(x, y)$ will enable us to study the a priori error estimation of the approximate solution when we solve the Helmholtz problem numerically.
We again use the same notation as in Chapter 2 for the spatial domains as shown in Figure 2.1. We also assume that $f$ is local with respect to the $y$ direction which means that $\operatorname{supp} f \subset \mathbb{R} \times[-B, B]$ (see Figure 2.3).

## C.1.1 The inhomogeneous Helmholtz equation

Similar to the derivation of equation (3.3), we have

- Case 1B: Perfectly conducting grating: TM case

Here we are solving for $U=H_{z}$ for a given function $f(x, y) \in L^{2}\left(\mathbb{R}_{+}^{2}\right)$. The
inhomogeneous Helmholtz problem is to find $U(x, y) \in C^{2}\left(\mathbb{R}_{+}^{2}\right)$ such that

$$
\begin{array}{rlrl}
\Delta U(x, y)+k_{1}^{2} U(x, y) & = & f(x, y), & \\
\frac{\partial U(x, y)}{\partial n} & = & 0, &  \tag{C.1}\\
& (x, y) \in \partial \mathbb{R}_{+}^{2} \\
\hline
\end{array}
$$

subject to the radial condition

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{C.2}
\end{equation*}
$$

where $\frac{\partial}{\partial n}$ denotes the normal derivative operator on the boundary of each scatterer (shaded region in Figure 2.1). Putting $\underline{H}=\left(0,0, H_{z}\right)$ and $\underline{J}=$ $\left(J_{x}, J_{y}, J_{z}\right)$ in equation (3.2) we find that $f(x, y)=\partial_{y}\left(J_{x}\right)-\partial_{x}\left(J_{y}\right)$.
Similar to the derivation of equation (3.24), we have for Case 2B.

## - Case 2B: Transmitting dielectric grating: TM case

Here we are solving for $U=H_{z}$ for a given function $f(x, y) \in L^{2}\left(\mathbb{R}^{2}\right)$. The inhomogeneous Helmholtz problem is to find $U(x, y) \in C^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
\nabla\left(\frac{1}{k^{2}} \nabla U(x, y)\right)+U(x, y)=f(x, y), \quad(x, y) \in \mathbb{R}^{2} \tag{C.3}
\end{equation*}
$$

subject to the radiation condition

$$
\begin{equation*}
\lim _{|y| \rightarrow \infty} U(x, y)=0 \tag{C.5}
\end{equation*}
$$

and the interface conditions given by equations (3.20), (3.21), (3.22) and (3.23). Putting $\underline{H}=\left(0,0, H_{z}\right)$ and $\underline{E}=\left(E_{x}, E_{y}, 0\right)$, equation (3.2) gives

$$
f(x, y)=\partial_{y}\left(\frac{1}{i w^{2} \varepsilon(x, y)} J_{x}\right)-\partial_{x}\left(\frac{1}{i w^{2} \varepsilon(x, y)} J_{y}\right)
$$

We now utilize the periodicity of the grating and restrict our problem to the vertical single strip $S=[0, d] \times \mathbb{R}$ as shown in Figure 2.2. Hence the wavenumber $k$ is given by equation (2.33) for Case 1B and equation (3.27) for Case 2B.

In a similar way to Case $1 \mathrm{~A}, U$ and $f$ are $\alpha$-quasi-periodic with respect to $x$ on this vertical single strip. We again choose our solution $U$ to satisfy the upward propagating radiation condition [28]. To study the regularity of our solution $U$, we also need to study the $\alpha$-quasi-periodic fundamental solution of the problems (C.1) and (C.3).

## C.1.2 The $\alpha$-quasi-periodic Green functions of the Helmholtz equation

In a same way to derive Theorem 23, we have the following results.
Theorem C-1. Case 1B: Let $f(x, y) \in L_{\alpha \#}^{2}\left(S \backslash \Omega_{3}\right)$ and let $U \in C^{2}\left(S \backslash \Omega_{3}\right)$ satisfy the inhomogeneous Helmholtz equation given by equation (C.1). Then, the solution $U$ of equation (C.1) is given by

$$
\begin{equation*}
U(x, y)=\int_{S \backslash \Omega_{3}} G\left(x-x_{0}, y-y_{0}\right) f\left(x_{0}, y_{0}\right) d x_{0} d y_{0} . \tag{C.6}
\end{equation*}
$$

Proof. We replace $S \backslash \overline{\Omega_{3}}$ with $S \backslash \Omega_{3}$ and we can use the same process as in Theorem 23 to show that

$$
\Delta U(x, y)+k_{1}^{2} U(x, y)=f(x, y) .
$$

Also, $U$ is $\alpha$-quasi -periodic because $G$ and $f$ are both $\alpha$-quasi-periodic. In addition,

$$
\lim _{|y| \rightarrow \infty} U(x, y)=0
$$

because $G$ is composed of bounded outgoing waves and $f$ has a locally compact support with respect to $y$. We finish the proof by noting that

$$
\left.\frac{\partial U}{\partial n}\right|_{\partial \Omega_{3}}=\int_{\partial \Omega_{3}} \frac{\partial G\left(x-x_{0}, y-y_{0}\right)}{\partial n} f\left(x_{0}, y_{0}\right) d x_{0} d y_{0}
$$

In our case, for perfectly conducting gratings, the profile of the grating $\partial \Omega_{3}$ can be presented either by Figure 3.1 or Figure 3.2. First, let $\partial \Omega_{3}$ be a closed curve as shown in Figure 3.1, we can see that $\frac{\partial G\left(x-x_{0}, y-y_{0}\right)}{\partial n} f\left(x_{0}, y_{0}\right)$ is regular inside $\partial \Omega_{3}$, therefore we can apply Cauchy integral theorem [88, p. 4] and we have

$$
\begin{equation*}
\left.\frac{\partial U}{\partial n}\right|_{\partial \Omega_{3}}=0 . \tag{C.7}
\end{equation*}
$$

Next, if $\partial \Omega_{3}$ is an open curve as shown in Figure 3.2, we can see that $\frac{\partial G\left(x-x_{0}, y-y_{0}\right)}{\partial n} f\left(x_{0}, y_{0}\right)$ is regular inside the closed contour $C$, where $C$ consists of $\cup_{j=1}^{3} L_{j} \cup \partial \Omega_{3}$ such that $L_{1}$ and $L_{2}$ are a period $d$ apart. We can apply Green's theorem and we have

$$
\begin{aligned}
\left.\frac{\partial U}{\partial n}\right|_{C} & =\int_{C} \frac{\partial G\left(x-x_{0}, y-y_{0}\right)}{\partial n} f\left(x_{0}, y_{0}\right) d x_{0} d y_{0}, \\
& =0 .
\end{aligned}
$$

We note that the contributions from $L_{1}$ and $L_{2}$ cancel each other and the contribution from $L_{3}$ also vanishes, by UPRC since $G$ consists of waves traveling away from the grating. Hence

$$
\begin{align*}
\left.\frac{\partial U}{\partial n}\right|_{\partial \Omega_{3}} & =\int_{\partial \Omega_{3}} \frac{\partial G\left(x-x_{0}, y-y_{0}\right)}{\partial n} f\left(x_{0}, y_{0}\right) d x_{0} d y_{0}  \tag{C.8}\\
& =0 \tag{C.9}
\end{align*}
$$

which finishes the proof.
For the TM case, we have the following result
Theorem C-2. Case 2B: Let $f(x, y) \in L_{\alpha \#}^{2}(S)$ and let $U \in C^{2}(S)$ satisfy the inhomogeneous Helmholtz equation given by equation (C.3) in $S$. Then, we have

$$
\begin{equation*}
U(x, y)=\int_{S} G_{j}\left(x-x_{0}, y-y_{0}\right) f\left(x_{0}, y_{0}\right) d x_{0} d y_{0} \tag{C.10}
\end{equation*}
$$

for $j \in\{0,1,2,3\}$ with $G_{j}$ as defined by equation (3.29) where $d_{j}^{n}=0$ for $j=1,2$ (radiation condition) and such that for $l \in\{0,1,2,3\}$, the coefficients $c_{j}^{n}, c_{l}^{n}$ and $d_{l}^{n}$ are chosen such that the boundary conditions on the interface separating $S_{j}$ and $S_{l}$, given by equations (3.20), (3.21), (3.22) and (3.23) are satisfied.

Proof. The proof is similar to Case 2A .
Remark The coefficients $c_{j}^{n}$ and $d_{j}^{n}$ are different for Case 2A and Case 2B because when we apply the interface conditions we use $\underline{E}=\left(0,0, E_{z}\right)$ and $\underline{H}=$ $\left(H_{x}, H_{y}, 0\right)$ for Case 2A whereas we use $\underline{H}=\left(0,0, H_{z}\right)$ and $\underline{E}=\left(E_{x}, E_{y}, 0\right)$ for Case 2B. From physical considerations, $c_{j}^{n}$ and $d_{j}^{n}$ equals to zero for some $|n|>$ $N_{0} \in \mathbb{N} ; N_{0}$ depends on the complexity of the profile of the grating. Denoting $C_{j}=$ $\left(c_{j}^{n}\right)_{|n|=0, \cdots, N_{0}}, D_{j}=\left(c_{j}^{n}\right)_{|n|=0, \cdots, N_{0}}$ for $j=0,1,2,3$ then we have the same number of unknowns and equations using equations (3.20), (3.21), (3.22) and (3.23).

## C.1.3 Regularity of the solution of Helmholtz problem for periodic grating

In this section, we use the $\alpha$-quasi-periodic fundamental solution $G$ (or $G_{j}$ ) to establish the regularity of each solution which means that we will try to bound the norm of each solution and its partial derivative by using some constants times the norm of the forcing term. From Theorem 27, we have derived the regularity of the solution $U$ in terms of the given function $f$ for Case 1A. We can proceed similarly for Case 1B and we have the following regularity result.

- Case 1B: Perfectly conducting grating: TM case

Theorem C-3. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{j} \in \mathbb{N}$, for $j=1,2$, and for $x \in[0, d], y \in S_{y}$ there exists a constant $C_{\text {reg }}$ which is independent of the wave number $k$ such that the solution $U$ of equation (C.1) given by Theorem C-1 satisfies

$$
\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} \leq C_{r e g} \mathrm{k} k \mathbf{k}_{\infty}^{|\gamma|-1} \mathrm{k} f \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}
$$

where $\mathbf{k} D^{\gamma} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}$ is given in Definition A-10.

## - Case 2B: Transmitting dielectric grating: TM case

From Theorem 33, we have derived the regularity of the solution $U$ in terms of the given function $f$ for the Case 2A. We proceed similarly for Case 2B and we have the following results.

Lemma C-4. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{q} \in \mathbb{N}$, and $x \in[0, d]$ and $y \in \mathbb{R}$, there exists $N_{0} \in \mathbb{N}$, with $c_{j}^{n}$ and $d_{j}^{n}$ equal to zero when $|n|>N_{0}$, and there exists $k_{r e f}<\left|k_{j}\right|$ such that $U$ given by equation (C.10) in Theorem C-1 satisfies

$$
\begin{aligned}
\mathrm{k} \partial_{x}^{\gamma_{1}} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)} & \leq \sup _{n \in \mathbb{Z}} \mathrm{k} n_{\alpha} \mathrm{k}_{\infty}^{\gamma_{1}} \mathrm{k} U \mathrm{k}_{L^{2}\left(S \backslash \Omega_{3}\right)}, \\
\mathrm{k} \partial_{y}^{\gamma_{2}} U \mathrm{k}_{L^{2}(S)} & \leq \sup _{n \in \mathbb{Z}, j} \mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}^{\gamma_{2}^{2}} \mathrm{k} U \mathrm{k}_{L^{2}(S)}+C\left(k_{0}, k_{3}\right) C_{s} \sup _{n \in \mathbb{Z}, j}\left|\beta_{j}^{n}\right|^{\gamma_{2}-2} \mathrm{k} f \mathrm{k}_{L^{2}(\Omega)},
\end{aligned}
$$

for $j \in\{0,1,2,3\}$ where $C\left(k_{0}, k_{3}\right)$ is as given by equation (3.36) and

$$
\begin{equation*}
C_{s}=\sup _{n, j \in\{0,1,2,3\}}\left(\gamma_{2}\right)\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right) \tag{C.11}
\end{equation*}
$$

for $n \in Z$ with $\beta_{j}^{n}$ and $z_{n}$ as given by equations (2.43) and (2.44). The coefficients $c_{j}^{n}$ and $d_{j}^{n}$ are defined in Theorem C-2.

Proof. We proceed similarly as in the proof of Lemma 31, but we note that $\nabla U$ is no longer continuous across the interface separating two media therefore for $\gamma_{2}>0$ there is a jump condition across the interface and $C_{s}=C_{s 0}\left(\gamma_{2}\right)$.

Next, we give an approximation of $U$ using $f$.
Lemma C-5. For any $x \in[0, d]$ and for any $y \in \mathbb{R}$, we have for any function $f \in L_{\alpha \#}^{2}([0, d] \times \mathbb{R})$ and for $U$ as given by equation (C.10)

$$
\mathrm{k} U(x, y) \mathrm{k}_{L^{2}(S)} \leq \sup _{j \in\{0,1,2,3\}, n \in \mathbb{Z}} \frac{\sup _{n, j}\left(\left|c_{j}^{n}\right|,\left|d_{j}^{n}\right|\right)}{\mathrm{k} \beta_{j}^{n} \mathrm{k}_{\infty}} \mathrm{k} f(x, y) \mathrm{k}_{L^{2}(S)}
$$

for any $n \in \mathbb{Z}$ and $j=0,1,2,3$

Proof. We proceed similarly as we have done for Lemma 32.
This leads to the following regularity result for Case 2B .
Theorem C-6. For any $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ such that $\gamma_{j} \in \mathbb{N}$, for $j=1,2$, and for $x \in[0, d], y \in[-B, B] \subset \mathbb{R}$ there exists a constant $C_{\text {reg }}$ which is independent of the wave number $k$ such that the solution $U$ of equation (C.3) given by Theorem C-2 satisfies

$$
\mathbf{k} D^{\gamma} U \mathbf{k}_{L^{2}(\Omega)} \leq C_{\text {reg }}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) \mathbf{k} k \mathbf{k}_{\infty}^{|\gamma|-1} \mathbf{k} f \mathbf{k}_{L^{2}(\Omega)},
$$

with $C_{s}$ and $C\left(k_{0}, k_{3}\right)$ as given by equation (C.11) in Lemma C-4 and equation (3.36) in Lemma 31 and $\mathrm{k} D^{\gamma} U \mathrm{k}_{L^{2}(\Omega)}$ is given in Definition A-10.

Proof. We follow the same procedure as we have done in Theorem 33 for Case 2A.

## Appendix D

## A priori error estimates using the $\alpha, 0$-quasi periodic transformation Case 1B, Case 2A and Case 2B

For completeness of Chapter 4, we have relegated the analysis of Cases 1B, 2A and 2B to this chapter. Similar to Case 1A, $U$ is $\alpha$-quasi periodic then we can use $\alpha, 0$-quasi periodic transformation and define a function denoted by $U_{\alpha, 0}$ which is periodic with respect to $x$ where $U=e^{i \alpha x} U_{\alpha, 0}$. The subscripts $\alpha, 0$ indicate the transformation used to make risen the function. We start by looking for the wave equations satisfied by $U_{\alpha, 0}$, study the continuity properties corresponding to $U_{\alpha, 0}$, and then examine the variational formulation. We show that the problem corresponding to the variational formulation is well-posed. We then use the finite element method to discretize the problem, and provide a rigorous study of the a priori error estimation. Following the same approach in Case 1A, we derive regularity results for the scattering problem in periodic space $H_{\#}^{l}(\Omega)$ for the transmitting dielectric ( $H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for perfectly conducting) gratings for $l \geq 1$. We then show that solving the variational formulation for $U$ is equivalent to solving the variational formulation for $U_{\alpha, 0}$. Since, we have already derived regularity results in the quasi-periodic case in Appendix C and Chapter 3, and since the variational formulation for $U$ is much simpler than that of $U_{\alpha, 0}$, we investigate the a priori error estimation in $H_{\alpha \#}^{l}(\Omega)$ for transmitting dielectric ( $H_{\alpha \#}^{l}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ for perfectly conducting) gratings. This will then allow us to prove new error estimates which give an explicit dependence on the wavenumber.

## D. 1 Restatement of the boundary value problems for the periodic solution

We proceed similarly as in Section 4.1 when we study Case 1A and we derive

- Case 1B: Perfectly conducting grating: TM case

Lemma D-1. Let $U_{\alpha, 0} \in C^{2}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ satisfy equation (4.1), then $U_{\alpha, 0}$ is the solution of the following problem set in the truncated domain $\Omega \backslash$ int $\Omega_{3}$ (see Figure 2.3)

$$
\begin{equation*}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0}=0 \tag{D.1}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+} \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=0, & \text { on } \Gamma_{-} . \tag{D.3}
\end{array}
$$

The Neumann boundary conditions at the surface of the diffraction grating is

$$
\begin{equation*}
\partial_{n} U_{\alpha, 0}(x, y)=-i \alpha n_{x} U_{\alpha, 0}(x, y), \text { on } \partial \Omega_{3}, \tag{D.4}
\end{equation*}
$$

and the periodic condition

$$
\begin{equation*}
U_{\alpha, 0}(d, y)=U_{\alpha, 0}(0, y), \quad y \in[-B, B], \tag{D.5}
\end{equation*}
$$

holds where $U(x, y)$ is the solution of the original Helmholtz problem given by equation (2.102) where $T_{ \pm}^{\alpha, 0}$ is given by equation (4.7) in Lemma 45 and $n=\left(n_{x}, n_{y}\right)$ is the normal unit vector exterior to $\partial \Omega_{3}$.

Proof. We omit most of the proof because it is very similar to Lemma 45. The boundary condition on the interface $\partial \Omega_{3}$ given by equation (2.103) becomes

$$
\begin{aligned}
\partial_{n} U & =\partial_{n}\left(e^{i \alpha x} U_{\alpha, 0}\right), \\
& =U_{\alpha, 0} \nabla\left(e^{i \alpha x}\right) \cdot n+e^{i \alpha x} \partial_{n} U_{\alpha, 0} \\
& =i \alpha n_{x} e^{i \alpha x} U_{\alpha, 0}+e^{i \alpha x} \partial_{n} U_{\alpha, 0}=0
\end{aligned}
$$

and since $e^{i \alpha x} \in 0$ then $\partial_{n} U=0$ if and only if $i \alpha n_{x} U_{\alpha, 0}+\partial_{n} U_{\alpha, 0}=0$ on $\partial \Omega_{3}$.

## - Case 2A: Transmitting dielectric grating: TE case

Lemma D-2. Let $U_{\alpha, 0} \in C^{2}(\Omega)$ satisfy equation (4.1), then $U_{\alpha, 0}$ is the solution of the following problem in the truncated domain $\Omega$ (see Figure 2.3)

$$
\begin{equation*}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0}=0 \tag{D.6}
\end{equation*}
$$

with the DtN map interface conditions at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=0, & \text { on } \Gamma_{-} . \tag{D.8}
\end{array}
$$

The periodic condition

$$
\begin{equation*}
U_{\alpha, 0}(d, y)=U_{\alpha, 0}(0, y), \quad y \in[-B, B], \tag{D.9}
\end{equation*}
$$

holds where $U(x, y)$ is the solution of the original Helmholtz problem given by equation (2.104) where $T_{ \pm}^{\alpha, 0}$ is given by equation (4.7) in Lemma 45.

Proof. The proof is similar to Lemma 45.

## - Case 2B: Transmitting dielectric grating: TM case

Lemma D-3. Let $U_{\alpha, 0} \in C^{2}(\Omega)$ satisfy equation (4.1), then $U_{\alpha, 0}$ is the solution of the following problem set in the truncated domain $\Omega$ (see Figure 2.3)

$$
\begin{equation*}
\nabla_{\alpha} \cdot\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right)+U_{\alpha, 0}=0 \tag{D.10}
\end{equation*}
$$

with the DtN map at the boundaries of the truncated region given by

$$
\begin{array}{ll}
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B}, & \text { on } \Gamma_{+} \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial n}\right) U_{\alpha, 0}=0, & \text { on } \Gamma_{-} . \tag{D.12}
\end{array}
$$

The periodic condition

$$
\begin{equation*}
U_{\alpha, 0}(d, y)=U_{\alpha, 0}(0, y), \quad y \in[-B, B], \tag{D.13}
\end{equation*}
$$

holds where $U(x, y)$ is the solution of the original Helmholtz problem given by equation (2.105) where $T_{ \pm}^{\alpha, 0}$ is given by equation (4.7) in Lemma 45 and $\nabla_{\alpha}=\nabla+i(\alpha, 0)$.

Proof. Since $U=e^{i \alpha x} U_{\alpha, 0}$ then

$$
\begin{aligned}
\nabla \cdot\left(\frac{1}{k^{2}} \nabla U\right) & =\nabla \cdot\left(\frac{1}{k^{2}} \nabla\left(e^{i \alpha x} U_{\alpha, 0}\right)\right), \\
& =\nabla \cdot\left(\frac{1}{k^{2}}\left(i(\alpha, 0) e^{i \alpha x} U_{\alpha, 0}+e^{i \alpha x} \nabla U_{\alpha, 0}\right)\right), \\
& =\nabla \cdot\left(\frac{1}{k^{2}} e^{i \alpha x} \nabla_{\alpha} U_{\alpha, 0}\right), \\
& =i \alpha e^{i \alpha x}\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right)+e^{i \alpha x} \nabla \cdot\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right), \\
& =e^{i \alpha x} \nabla_{\alpha \cdot} \cdot\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right),
\end{aligned}
$$

and so equation (2.105) becomes

$$
\begin{aligned}
0 & =\nabla \cdot\left(\frac{1}{k^{2}} \nabla U\right)+U \\
& =e^{i \alpha x} \nabla_{\alpha} \cdot\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right)+e^{i \alpha x} U_{\alpha, 0} .
\end{aligned}
$$

We have $e^{i \alpha x} 60$ therefore

$$
\nabla_{\alpha \cdot}\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right)+U_{\alpha, 0}=0 .
$$

The rest of the proof is similar to Lemma 45.

## D.1.1 Variational formulation

To obtain a numerical method for computing an approximation to $U_{\alpha, 0}$ we start by deriving a variational statement of each scattering problem. Similar to the derivation of Lemma 46 for Case 1A, we have the following results.

## - Case 1B: Perfectly conducting grating: TM case

Lemma D-4. The variational form of the boundary value problem given by equation (D.1) to equation (D.5) is given by the following statement. Find $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, for all $v \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v\right)=(f, v)_{\Gamma_{+}}, \tag{D.14}
\end{equation*}
$$

where

$$
\begin{align*}
a(w, v)= & \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla w \cdot \nabla \bar{v}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w \bar{v}-2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} w\right) \bar{v} \\
& +i \int_{\partial \Omega_{3}} \alpha n_{x} w \bar{v}-\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w \bar{v}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w \bar{v}  \tag{D.15}\\
(f, v)_{\Gamma_{+}}= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \bar{v} \tag{D.16}
\end{align*}
$$

for $w \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$.
Proof. We proceed in a similar way as in Lemma 46 and get from equation (D.1),

$$
\begin{align*}
& \int_{\Omega \backslash i n t} \nabla \Omega_{3} \\
& \nabla U_{\alpha, 0} \cdot \nabla \bar{v}-\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0} \bar{v}-2 i \alpha \int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v}  \tag{D.17}\\
&-\int_{\partial \Omega_{3}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}-\int_{\Gamma_{L} \cup \Gamma_{R} \cup \Gamma_{ \pm}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}=0,
\end{align*}
$$

for all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$. Since $v$ and $U_{\alpha, 0}$ are periodic then $\int_{\Gamma_{L} \cup \Gamma_{R}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}=$ 0 . Using equations (D.2), (D.3) and (D.4) gives

$$
\begin{aligned}
& \int_{\Omega \backslash \text { int } \Omega_{3}} \nabla U_{\alpha, 0} \cdot \nabla \bar{v}-\int_{\Omega \backslash \text { int } \Omega_{3}}\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0} \bar{v}-2 i \alpha \int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v} \\
+ & i \int_{\partial \Omega_{3}} \alpha n_{x} U_{\alpha, 0} \bar{v}-\int_{\Gamma_{+}} T_{+}^{\alpha, 0} U_{\alpha, 0} \bar{v}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} U_{\alpha, 0} \bar{v}=-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \bar{v}
\end{aligned}
$$

which finishes the proof.

## - Case 2A: Transmitting dielectric grating: TE case

Lemma D-5. The variational formulation corresponding to the boundary problem given by equation (D.6) to equation (D.9) can be formulated as follows.
Find $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$, for all $v \in H_{\#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v\right)=(f, v)_{\Gamma_{+}}, \tag{D.18}
\end{equation*}
$$

with

$$
\begin{align*}
a(w, v)= & \int_{\Omega} \nabla w \cdot \nabla \bar{v}-\int_{\Omega}\left(k^{2}-\alpha^{2}\right) w \bar{v}-2 i \alpha \int_{\Omega}\left(\partial_{x} w\right) \bar{v}  \tag{D.19}\\
& -\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w \bar{v}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w \bar{v}
\end{align*}
$$

and

$$
\begin{equation*}
(f, v)_{\Gamma_{+}}=-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \bar{v} \tag{D.20}
\end{equation*}
$$

for $w \in H_{\#}^{1}(\Omega)$.
Proof. The proof is similar to that of Lemma 46.

## - Case 2B: Transmitting dielectric grating: TM case

Lemma D-6. The variational formulation corresponding to the boundary problem given by equation (D.10) to equation (D.13) can be formulated as follows.
Find $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$, for all $v \in H_{\#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v\right)=(f, v)_{\Gamma_{+}}, \tag{D.21}
\end{equation*}
$$

where

$$
\begin{align*}
a(w, v)= & \int_{\Omega} \frac{1}{k^{2}} \nabla w \cdot \nabla \bar{v}-\int_{\Omega} \frac{1-\alpha^{2}}{k^{2}} w \bar{v}-i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(\partial_{x} w\right) \bar{v}  \tag{D.22}\\
& +i \alpha \int_{\Omega} \frac{1}{k^{2}}(w) \overline{\partial_{x} v}-\int_{\Gamma_{+}} \frac{1}{k_{1}^{2}} T_{+}^{\alpha, 0} w \bar{v}-\int_{\Gamma_{-}} \frac{1}{k_{2}^{2}} T_{-}^{\alpha, 0} w \bar{v},
\end{align*}
$$

and

$$
(f, v)_{\Gamma_{+}}=-\int_{\Gamma_{+}} \frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{-i \beta_{1}^{0} B} \bar{v}
$$

for $w \in H_{\#}^{1}(\Omega)$.
Proof. Multiplying both sides of equation (2.105) by $\overline{v_{\alpha}}$, such that $\overline{v_{\alpha}}=e^{-i \alpha x} \bar{v}$, and integrating gives

$$
\int_{\Omega} \nabla \cdot\left(\frac{1}{k^{2}} \nabla U\right) \overline{v_{\alpha}}+\int_{\Omega} U \overline{v_{\alpha}}=0,
$$

for all $v_{\alpha} \in H_{\alpha \#}^{1}(\Omega)$. We integrate by parts to get

$$
\int_{\Omega} \frac{1}{k^{2}} \nabla U \cdot \nabla \overline{v_{\alpha}}-\int_{\Omega} U \overline{v_{\alpha}}-\int_{\partial \Omega} \frac{1}{k^{2}} \frac{\partial U}{\partial n} \overline{v_{\alpha}}=0 .
$$

Then,

$$
\begin{equation*}
\int_{\Omega} \frac{1}{k^{2}} \nabla U . \nabla \overline{v_{\alpha}}-\int_{\Omega} U \overline{v_{\alpha}}-\int_{\Gamma_{L} \cup \Gamma_{R} \cup \Gamma_{ \pm}} \frac{1}{k^{2}} \frac{\partial U}{\partial n} \overline{v_{\alpha}}=0 . \tag{D.23}
\end{equation*}
$$

with $\Gamma_{L}, \Gamma_{R}$ as defined in equations (3.47) and (3.48). Let $n_{\Gamma_{L}}\left(n_{\Gamma_{R}}\right)$ denote the exterior unit normal vector on $\Gamma_{L}$ (the exterior unit normal vector on $\Gamma_{R}$ ) and note that $n_{\Gamma_{L}}=-n_{\Gamma_{R}}$, and also $k_{\Gamma_{L}}=k_{\Gamma_{R}}$ from the geometry of our scattering problem (see Figure 2.3). Since $v$ and $U_{\alpha, 0}$ are periodic then

$$
\begin{aligned}
\int_{\Gamma_{L} \cup \Gamma_{R}} \frac{1}{k^{2}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v} & =\int_{\Gamma_{L}} \frac{1}{k^{2}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}+\int_{\Gamma_{R}} \frac{1}{k^{2}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v} \\
& =\int_{\Gamma_{L}} \frac{1}{k^{2}}\left(\frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}-\frac{\partial U_{\alpha, 0}}{\partial n} \bar{v}\right) \\
& =0 .
\end{aligned}
$$

Hence, equation (D.23) becomes

$$
\int_{\Omega} \frac{1}{k^{2}} \nabla U \cdot \nabla \overline{v_{\alpha}}-\int_{\Omega} U \overline{v_{\alpha}}-\int_{\Gamma_{ \pm}} \frac{1}{k^{2}} \frac{\partial U}{\partial n} \overline{v_{\alpha}}=0 .
$$

Since $U=e^{i \alpha x} U_{\alpha, 0}$ and $v_{\alpha}=e^{i \alpha x} v$, we have

$$
\begin{aligned}
& \int_{\Omega} \frac{1}{k^{2}} \nabla U \cdot \nabla \overline{v_{\alpha}}-\int_{\Omega} U \overline{v_{\alpha}} \\
= & \int_{\Omega} \frac{1}{k^{2}} \nabla U_{\alpha, 0} \cdot \nabla \bar{v}+\int_{\Omega} \frac{\alpha^{2}}{k^{2}} U_{\alpha, 0} \bar{v}-i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(\partial_{x} U_{\alpha, 0}\right) \bar{v} \\
& +i \alpha \int_{\Omega} \frac{1}{k^{2}} U_{\alpha, 0} \overline{\partial_{x} v}-\int_{\Omega} U_{\alpha, 0} \bar{v}-\int_{\Gamma_{ \pm}} \frac{1}{k^{2}} \frac{\partial U_{\alpha, 0}}{\partial n} \bar{v} \\
= & 0
\end{aligned}
$$

and we finish the proof by using equations (D.11) and (D.12).

## D.1.2 Equivalence of the variational forms for the periodic and $\alpha$-quasi periodic problems

We want to show that the periodic problems are well posed. We also want to establish an upper bound on the error that arises when we solve the scattering problem numerically. For these reasons, we need to study the equivalence of the variational forms for the periodic and $\alpha$-quasi periodic problems. Hence, the three cases can be described as follows.

## - Case 1B: Perfectly conducting grating: TM case

Similarly to Lemma D-4, for the periodic function $U_{\alpha, 0}$, let

$$
\begin{align*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)= & \left(\nabla U_{\alpha, 0}, \nabla v_{\alpha}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-2 i \alpha\left(\partial_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}+\left(i \alpha n_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\partial \Omega_{3}} \\
& -\left(\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}, v_{\alpha}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v_{\alpha}\right)_{\Gamma_{ \pm}},  \tag{D.24}\\
\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{\alpha}} .
\end{align*}
$$

The variational problem is to find $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ for all $v_{\alpha} \in H_{\#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}} . \tag{D.25}
\end{equation*}
$$

Similarly, for the $\alpha$-quasi periodic function $U$ let

$$
\begin{align*}
a(U, v) & =(\nabla U, \nabla v)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} U, v\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(T_{ \pm} U, v\right)_{\Gamma_{ \pm}}  \tag{D.26}\\
(f, v)_{\Gamma_{+}} & =-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{v} . \tag{D.27}
\end{align*}
$$

The variational problem is to find $U \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$ such that

$$
\begin{equation*}
a(U, v)=(f, v)_{\Gamma_{+}} . \tag{D.28}
\end{equation*}
$$

We have the following result.
Lemma D-7. Finding $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v_{\alpha} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that a $\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right)$ as given in equation (D.25) is equivalent to finding $U \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ such that $a(U, v)=$ $(f, v)_{\Gamma_{+}}$using equation (D.28).

Proof. The proof is similar to Lemma 47.

## - Case 2A: Transmitting dielectric grating: TE case

Similarly to Lemma D-5, for the periodic function $U_{\alpha, 0}$, let

$$
\begin{align*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)= & \left(\nabla U_{\alpha, 0}, \nabla v_{\alpha}\right)_{\Omega}-2 i \alpha\left(\partial_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\Omega} \\
& -\left(\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}, v_{\alpha}\right)_{\Omega}-\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v_{\alpha}\right)_{\Gamma_{ \pm}},  \tag{D.29}\\
\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{\alpha}} .
\end{align*}
$$

The variational problem is to find $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ for all $v_{\alpha} \in H_{\#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right) \tag{D.30}
\end{equation*}
$$

Similarly, for the $\alpha$-quasi periodic function $U$ let

$$
\begin{align*}
a(U, v) & =(\nabla U, \nabla v)_{\Omega}-\left(k^{2} U, v\right)_{\Omega}-\left(T_{ \pm} U, v\right)_{\Gamma_{ \pm}}  \tag{D.31}\\
(f, v)_{\Gamma_{+}} & =-\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{v} . \tag{D.32}
\end{align*}
$$

The variational problem is to find $U \in H_{\alpha \#}^{1}(\Omega)$ for all $v \in H_{\alpha \#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(U, v)=(f, v)_{\Gamma_{+}} . \tag{D.33}
\end{equation*}
$$

We then have the following result.

Lemma D-8. Finding $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ for all $v_{\alpha} \in H_{\#}^{1}(\Omega)$ such that $a\left(U_{\alpha, 0}, v_{\alpha}\right)=$ $\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}$as given in equation (D.30) is equivalent to finding $U \in H_{\alpha \#}^{1}(\Omega)$ for all $v \in H_{\alpha \#}^{1}(\Omega)$ such that $a(U, v)=(f, v)_{\Gamma_{+}}$using equation (D.33).

Proof. By using $\Omega$ instead of $\Omega \backslash$ int $\Omega_{3}$ we can use the same process as in the proof of Lemma 47.

- Case 2B: Transmitting dielectric grating: TM case

Similarly to Lemma D-6, for the periodic function $U_{\alpha, 0}$, let

$$
\begin{align*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)= & \left(\frac{1}{k^{2}} \nabla U_{\alpha, 0}, \nabla v_{\alpha}\right)_{\Omega}-i \alpha\left(\frac{1}{k^{2}} \partial_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\Omega}  \tag{D.34}\\
& +i \alpha\left(\frac{1}{k^{2}} U_{\alpha, 0}, \partial_{x} v_{\alpha}\right)_{\Omega}-\left(\left(\frac{1-\alpha^{2}}{k^{2}}\right) U_{\alpha, 0}, v_{\alpha}\right)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v_{\alpha}\right)_{\Gamma_{ \pm}} \\
\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}= & -\int_{\Gamma_{+}} \frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{-i \beta_{1}^{0} B} \overline{v_{\alpha}} .
\end{align*}
$$

The variational problem is to find $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ for all $v_{\alpha} \in H_{\#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0}, v_{\alpha}\right)=\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}} . \tag{D.35}
\end{equation*}
$$

Similarly, for the $\alpha$-quasi periodic function $U$ let

$$
\begin{align*}
a(U, v) & =\left(\frac{1}{k^{2}} \nabla U, \nabla v\right)_{\Omega}-(U, v)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm} U, v\right)_{\Gamma_{ \pm}}  \tag{D.36}\\
(f, v)_{\Gamma_{+}} & =-\int_{\Gamma_{+}} \frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{v} .
\end{align*}
$$

The variational problem is to find $U \in H_{\alpha \#}^{1}(\Omega)$ for all $v \in H_{\alpha \#}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(U, v)=(f, v)_{\Gamma_{+}} \tag{D.37}
\end{equation*}
$$

and we have the following result.
Lemma D-9. Finding $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ for all $v_{\alpha} \in H_{\#}^{1}(\Omega)$ such that a $\left(U_{\alpha, 0}, v_{\alpha}\right)=$ $\left(f_{\alpha}, v_{\alpha}\right)_{\Gamma_{+}}$as given in equation (D.35) is equivalent to finding $U \in H_{\alpha \#}^{1}(\Omega)$ for all $v \in H_{\alpha \#}^{1}(\Omega)$ such that $a(U, v)=(f, v)_{\Gamma_{+}}$using equation (D.37).

Proof. From equation (4.21), the first term of the sesquilinear form given by equation (D.34) becomes

$$
\begin{equation*}
\left(\frac{1}{k^{2}} \nabla U_{\alpha, 0}, \nabla v_{\alpha}\right)_{\Omega}=\int_{\Omega} \frac{\left(\alpha^{2} U \bar{v}-i \alpha U \partial_{x} \bar{v}+i \alpha \bar{v} \partial_{x} U+\nabla U . \nabla \bar{v}\right)}{k^{2}} . \tag{D.38}
\end{equation*}
$$

Using equation (4.23) and examining the next term in the sesquilinear form given by equation (D.34) we see

$$
\begin{equation*}
-i \alpha\left(\frac{1}{k^{2}} \partial_{x} U_{\alpha, 0}, v_{\alpha}\right)_{\Omega}=\int_{\Omega} \frac{\left(-\alpha^{2} U \bar{v}-i \alpha \bar{v} \partial_{x} U\right)}{k^{2}} . \tag{D.39}
\end{equation*}
$$

We also note that

$$
\begin{align*}
i \alpha\left(v_{\alpha}, \partial_{x} w_{\alpha}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}} & =i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(e^{-i \alpha x} v\right)\left(e^{i \alpha x} \partial_{x} \bar{w}+i \alpha e^{i \alpha x} \bar{w}\right) \\
& =\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(-\alpha^{2} v \bar{w}+i \alpha v \partial_{x} \bar{w}\right) . \tag{D.40}
\end{align*}
$$

From equation (D.40), the third term of the sesquilinear form given by equation (D.34) becomes

$$
\begin{equation*}
i \alpha\left(\frac{1}{k^{2}} U_{\alpha, 0}, \partial_{x} v_{\alpha}\right)_{\Omega}=\int_{\Omega} \frac{\left(-\alpha^{2} U \bar{v}+i \alpha U \partial_{x} \bar{v}\right)}{k^{2}} . \tag{D.41}
\end{equation*}
$$

We also use equation (4.24) to get

$$
\begin{equation*}
\left(\left(1-\frac{\alpha^{2}}{k^{2}}\right) U_{\alpha, 0}, v_{\alpha}\right)_{\Omega}=\int_{\Omega}\left(1-\frac{\alpha^{2}}{k^{2}}\right) U \bar{v} \tag{D.42}
\end{equation*}
$$

and from equation (4.25), the last term of the sesquilinear form given by equation (D.34) is

$$
\begin{equation*}
\left(\frac{1}{k^{2}} T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, v_{\alpha}\right)_{\Gamma_{ \pm}}=\left(\frac{1}{k^{2}} T_{ \pm} U, \bar{v}\right)_{\Gamma_{ \pm}} \tag{D.43}
\end{equation*}
$$

Substituting equations (D.38),(D.39),(D.41),(D.42) and (D.43) into equation (D.34) we get

$$
\begin{aligned}
a\left(U_{\alpha, 0}, v_{\alpha}\right) & =\int_{\Omega}\left(\frac{1}{k^{2}} \nabla U \cdot \nabla \bar{v}-U \bar{v}\right)-\int_{\Gamma_{ \pm}} \frac{1}{k^{2}} T_{ \pm} U \bar{v} . \\
& =a(U, v)
\end{aligned}
$$

and we finish the proof of Lemma D-9 in a similar way to that in Lemma 47.

## D.1.3 Well posedness of the variational problem

Before solving the variational formulation numerically, we show that our problem is well posed like we have done for Case 1A in Section 4.1.3.

## D.1.3.1 Existence and uniqueness of the solution

## - Case 1B: Perfectly conducting grating: TM case

Lemma D-10. For all $v \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, the solution $U_{\alpha, 0} \in H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ which satisfies equation (D.14) exists and is unique.

Proof. Since the TE case and TM case for perfectly conducting only differ on the boundary condition on $\partial \Omega_{3}$, and they both have the same sesquilinear form, then we can use the same arguments as in Lemma 48 to show Lemma D10.

- Case 2A: Transmitting dielectric grating: TE case

Lemma D-11. Let $k_{r e f}>0$ such that $|k|>k_{\text {ref }}$. For all $v \in H_{\#}^{1}(\Omega)$, the solution $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ which satisfies equation (D.18) exists and is unique.

Proof. Note that we can obtain the sesquilinear form for the TE case for the transmitting dielectric grating from the sesquilinear form for the TE case for the perfectly conducting grating by replacing $\Omega \backslash$ int $\Omega_{3}$ with $\Omega$. We can then use the same arguments as in Lemma 48 to show Lemma D-11.

## - Case 2B: Transmitting dielectric grating: TM case

Lemma D-12. Let $k_{\text {ref }}>0$ such that $|k|>k_{\text {ref }}$. For all $v \in H_{\#}^{1}(\Omega)$, the solution $U_{\alpha, 0} \in H_{\#}^{1}(\Omega)$ which satisfies equation (D.21) exists and is unique.

Proof. We note by using Cauchy-Schwarz inequality [22, p. 50] that

$$
\begin{align*}
\left|\left(\frac{1}{k^{2}} \nabla U, \nabla v\right)_{\Omega}\right| & \leq \frac{1}{k_{r e f}^{2}} \int_{\Omega}|\nabla U \cdot \nabla \bar{v}| d x d y  \tag{D.44}\\
& \leq \frac{1}{k_{r e f}^{2}} \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}, \tag{D.45}
\end{align*}
$$

and from equation (4.30) we get

$$
\begin{equation*}
\left|(U, v)_{\Omega}\right| \leq \mathrm{k} U \mathrm{k}_{L_{\alpha \neq 1}^{2}(\Omega)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} . \tag{D.46}
\end{equation*}
$$

From equation (4.33), we have

$$
\begin{equation*}
\left|\int_{\Gamma_{ \pm}} \frac{1}{k^{2}} T_{ \pm} U \bar{v} d x\right|^{2} \leq C d \frac{1}{k_{r e f}^{2}}\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \neq \#}^{2}(\Omega)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{1}(\Omega)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{1}(\Omega)}^{2} . \tag{D.47}
\end{equation*}
$$

Hence, we have from equation (D.36)

$$
\begin{aligned}
|a(U, v)| \leq & \frac{1}{k_{r e f}^{2}}|U|_{H_{\alpha \#}^{1}(\Omega)}|v|_{H_{\alpha \#}^{1}(\Omega)}+{\mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}{\mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}}}+C d \frac{1}{k_{r e f}^{2}}\left(\left|k_{j}^{2}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}^{2}+\mathrm{k} U \mathrm{k}_{H_{\alpha \#}^{2}(\Omega)}^{2}\right) \mathrm{k} v \mathrm{k}_{H_{\alpha \#}^{2}(\Omega)}^{2},
\end{aligned}
$$

and so

Hence, $a(U, U)$ is continuous using Definition A-6. Taking the real part of $a(U, U)$ and we get

$$
\begin{equation*}
\mathfrak{R}(a(U, U))=\int_{\Omega} \mathfrak{R}\left(\frac{1}{k^{2}}\right)|\nabla U|^{2}-\int_{\Omega}|U|^{2}-\int_{\Gamma_{ \pm}} \mathfrak{R}\left(\frac{1}{k^{2}} T U \bar{U}\right) . \tag{D.49}
\end{equation*}
$$

Hence,

$$
\mathfrak{R}(a(U, U))+\int_{\Gamma_{ \pm}} \Re\left(\frac{1}{k^{2}} T_{ \pm} U \bar{U}\right)+\int_{\Omega}|U|^{2} \geq \frac{1}{\mathrm{k} k \mathrm{k}_{L^{\infty}(\Omega)}^{2}}|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}
$$

and we use equation (D.47) to get

$$
\begin{aligned}
\int_{\Gamma_{ \pm}} \Re\left(\frac{1}{k^{2}} T_{ \pm} U \bar{U}\right) & \leq\left|\int_{\Gamma_{ \pm}}\left(\frac{1}{k^{2}} T_{ \pm} U \bar{U}\right)\right| \\
& \leq \sqrt{C d} \frac{1}{k_{r e f}}\left(\left|k_{j}\right| \mathrm{k} U \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)}+\mathrm{k} U \mathrm{k}_{H_{\alpha \neq}^{1}(\Omega)}\right) \mathrm{k} U \mathrm{k}_{H_{\alpha \neq}^{1}(\Omega)} \\
& \leq C \bar{C} \overline{C d} \frac{\left|k_{j}\right|}{k_{\text {ref }}} \mathrm{k} U \mathrm{k}_{L_{\alpha \neq \#}^{2}(\Omega)}^{2}
\end{aligned}
$$

from the equivalence of the norm in $H_{\alpha \#}^{l}(\Omega)$ for $l \geq 0$. Hence
from the equivalence of the norm in $H_{\alpha \#}^{l}(\Omega)$ for $l \geq 0$. Then, $a(U, U)$ is $H_{\alpha \#}^{1}(\Omega)$-coercive from Definition B-4. We can then use Lemma B-5 to show the existence of a solution from its uniqueness. The rest of the proof is similar to Lemma 48. Let us suppose that we have two solutions $U_{1}$ and $U_{2}$ and let us denote $w=U_{1}-U_{2}$. We have

$$
\begin{equation*}
a(w, w)=\int_{\Omega} \frac{1}{k^{2}}|\nabla w|^{2}-\int_{\Omega}|w|^{2}-\int_{\Gamma_{ \pm}} \frac{1}{k^{2}}\left(T_{ \pm} w\right) \bar{w}=0 . \tag{D.50}
\end{equation*}
$$

Since $\Re\left(\frac{1}{k^{2}}\right)$ can be positive or negative, we have to deal separately with each case. First, if $\mathfrak{R}\left(\frac{1}{k^{2}}\right)>0$, we can take the imaginary part of equation (D.50) to get

$$
\begin{align*}
& \int_{\Omega} \mathfrak{I}\left(\frac{1}{k^{2}}\right)|\nabla w|^{2}-\int_{\Gamma_{ \pm}} \mathfrak{J}\left(\frac{1}{k^{2}}\right) \mathfrak{R}\left(\left(T_{ \pm} w\right) \bar{w}\right) \\
& -\int_{\Gamma_{ \pm}} \mathfrak{R}\left(\frac{1}{k^{2}}\right) \mathfrak{J}\left(\left(T_{ \pm} w\right) \bar{w}\right)=0 . \tag{D.51}
\end{align*}
$$

By noting that $\mathfrak{J}\left(\frac{1}{k^{2}}\right)<0$ and using equation (2.72), we have

$$
\begin{align*}
& \int_{\Omega} \mathfrak{I}\left(\frac{1}{k^{2}}\right)|\nabla w|^{2}-\int_{\Gamma_{ \pm}} \mathfrak{I}\left(\frac{1}{k^{2}}\right) \mathfrak{R}\left(\left(T_{ \pm} w\right) \bar{w}\right) \\
& -\int_{\Gamma_{ \pm}} \mathfrak{R}\left(\frac{1}{k^{2}}\right) \mathfrak{J}\left(\left(T_{ \pm} w\right) \bar{w}\right) \leq 0 . \tag{D.52}
\end{align*}
$$

From equations (D.51) and (D.52) we have $w=0$ and so $U_{1}=U_{2}$. Secondly, if $\mathfrak{R}\left(\frac{1}{k^{2}}\right)<0$, we can take the real part of equation (D.50) to get

$$
\begin{align*}
& \int_{\Omega} \mathfrak{R}\left(\frac{1}{k^{2}}\right)|\nabla w|^{2}-\int_{\Omega}|w|^{2}-\int_{\Gamma_{ \pm}} \mathfrak{R}\left(\frac{1}{k^{2}}\right) \mathfrak{R}\left(\left(T_{ \pm} w\right) \bar{w}\right) \\
& +\int_{\Gamma_{ \pm}} \mathfrak{I}\left(\frac{1}{k^{2}}\right) \mathfrak{J}\left(\left(T_{ \pm} w\right) \bar{w}\right)=0 . \tag{D.53}
\end{align*}
$$

Once more by noting that $\mathfrak{J}\left(\frac{1}{k^{2}}\right)<0$ and using equation (2.72), we have

$$
\begin{align*}
& \int_{\Omega} \mathfrak{R}\left(\frac{1}{k^{2}}\right)|\nabla w|^{2}-\int_{\Omega}|w|^{2}-\int_{\Gamma_{ \pm}} \mathfrak{R}\left(\frac{1}{k^{2}}\right) \mathfrak{R}\left(\left(T_{ \pm} w\right) \bar{w}\right) \\
& +\int_{\Gamma_{ \pm}} \mathfrak{J}\left(\frac{1}{k^{2}}\right) \mathfrak{J}\left(\left(T_{ \pm} w\right) \bar{w}\right) \leq 0 . \tag{D.54}
\end{align*}
$$

From equations (D.53) and (D.54) we have $w=0$ and so $U_{1}=U_{2}$.
We finish the proof by noting that $U_{1}=e^{i \alpha x} U_{\alpha, 0_{1}}$ and $U_{2}=e^{i \alpha x} U_{\alpha, 0_{2}}$ and since $e^{i \alpha x} 60$ then $U_{\alpha, 0_{1}}=U_{\alpha, 0_{2}}$.

To show the continuous dependence of the variational formulation on the data, it is necessary to investigate the regularity estimate if the variational formulation. This is done below.

## D.1.3.2 Regularity estimate of the exact solution

In a similar fashion to that proposed in Section 4.1.3.2, we derive an explicit dependency on $k$ in the proof of the regularity of the solution and in the a priori error estimate. In this latter, we also derive an explicit dependency on the degree of the polynomial basis $p$. In the following theorem, we obtain a new result on the regularity estimate for the solution $U_{\alpha, 0}$ for Cases $1 \mathrm{~B}, 2 \mathrm{~A}$ and 2 B .

- Case 1B: Perfectly conducting grating: TM case

Theorem D-13. Let $f_{\alpha} \in H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ and let $U_{\alpha, 0} \in H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be the solution of

$$
\begin{array}{rlrl}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0} & =f_{\alpha}, & & \text { in } \Omega \backslash \text { int } \Omega_{3},  \tag{D.55}\\
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, & & \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, & \text { on } \Gamma_{-}, \\
\partial_{n} U_{\alpha, 0} & =-i \alpha U_{\alpha, 0} n_{x}, & & \text { on } \partial \Omega_{3} .
\end{array}
$$

Then there exists a constant $C_{\text {stab }}$ which is independent of the wavenumber $k$ such that

$$
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq C_{\text {stab }} \mathrm{k} f_{\alpha} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} .
$$

Proof. We proceed similarly as in Theorem 51 but we use the regularity estimate given by Theorem C-3.

## - Case 2A: Transmitting dielectric grating: TE case

Theorem D-14. Let $f_{\alpha} \in H_{\#}^{l}(\Omega)$ and let $U_{\alpha, 0} \in H_{\#}^{l}(\Omega)$ be the solution of

$$
\begin{align*}
\Delta U_{\alpha, 0}+\left(k^{2}-\alpha^{2}\right) U_{\alpha, 0}+2 i \alpha \partial_{x} U_{\alpha, 0} & =f_{\alpha}, \text { in } \Omega,  \tag{D.56}\\
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{+}, \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{-} .
\end{align*}
$$

Then there exists a constant $C_{\text {stab }}$ which is dependent of the wavenumbers $k_{1}$ and $k_{3}$ such that

$$
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq C_{s t a b} \mathrm{k} f_{\alpha} \mathrm{k}_{L_{\#}^{2}(\Omega)}
$$

where $C_{\text {stab }}=C_{\text {reg }}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right)$ and $C_{s} C\left(k_{0}, k_{3}\right)$ is as defined in Lemma 31.
Proof. We proceed similarly as in Theorem 51 but we use the regularity estimate given by Theorem 33.

## - Case 2B: Transmitting dielectric grating: TM case

Theorem D-15. Let $f_{\alpha} \in H_{\#}^{l}(\Omega)$ and let $U_{\alpha, 0} \in H_{\#}^{l}(\Omega)$ be the solution of

$$
\begin{align*}
\nabla_{\alpha \cdot}\left(\frac{1}{k^{2}} \nabla_{\alpha} U_{\alpha, 0}\right)+U_{\alpha, 0} & =f_{\alpha}, \text { in } \Omega  \tag{D.57}\\
\left(T_{+}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{+} \\
\left(T_{-}^{\alpha, 0}-\frac{\partial}{\partial \eta}\right) U_{\alpha, 0} & =0, \text { on } \Gamma_{-}
\end{align*}
$$

Then there exists a constant $C_{\text {stab }}$ which is dependent on the wave numbers $k_{0}$ and $k_{3}$ such that

$$
\mathrm{k} U_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq C_{s t a b} \mathrm{k} f_{\alpha} \mathrm{k}_{L_{\#}^{2}(\Omega)}
$$

where $C_{\text {stab }}=C_{\text {reg }}\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right)$ and $C_{s} C\left(k_{0}, k_{3}\right)$ is as defined in Theorem C-6.

Proof. We proceed similarly as in Theorem 51 but we use the regularity estimate given by Theorem C-6.

## D.1.4 Efficiency of the diffraction grating

We can use the definition of the grating efficiency given in Section 4.1.4 and use the variational formulation given by equations (D.15), (D.19) and (D.22) to show that the energy is conserved for each of these cases. Before doing so, we need the following results.

Lemma D-16. For Case 1B, we have

$$
\begin{equation*}
\mathfrak{R}\left(\int_{\Omega \backslash \mathrm{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}}\right)=0 \tag{D.58}
\end{equation*}
$$

and we also have for Case 2 that

$$
\begin{equation*}
\mathfrak{R}\left(\int_{\Omega}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}}\right)=0 . \tag{D.59}
\end{equation*}
$$

Proof. For Case 1B, let us define $\Omega_{x}$ where $\Omega_{x} \times[-B, B]=\Omega \backslash \operatorname{int} \Omega_{3}$. We have

$$
\int_{\Omega \backslash i \operatorname{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\int_{\Omega_{x}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x\right) d y
$$

We note by integrating by parts that

$$
\int_{\Omega_{x}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x=\left[U_{\alpha, 0} \overline{U_{\alpha, 0}}\right]_{\partial \Omega_{x}}-\int_{\Omega_{x}} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x
$$

and so

$$
\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\left[U_{\alpha, 0} \overline{U_{\alpha, 0}}\right]_{\partial \Omega_{x}}-\int_{\Omega_{x}} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x\right) d y
$$

If $\partial \Omega_{x}=0$ or $d$, then we can use the periodicity of $U_{\alpha, 0}$ and $I=0$. If $\partial \Omega_{x} \subset \partial \Omega_{3}$ and if $\partial \Omega_{3}$ is a closed curve as shown in Figure 3.1 then we can use Cauchy's theorem to show that $I=0$. If $\partial \Omega_{x} \subset \partial \Omega_{3}$ and if $\partial \Omega_{3}$ is an open curve then we can use the path $\partial \Omega_{3} \cup L_{j}$ as shown in Figure 3.2 with Cauchy's theorem to show
that $I=0$. Hence, we get equation (4.52) and for any $c \in \mathbb{C}$, if $c=-\bar{c}$ then $\mathfrak{R}(c)=0$. Hence we get equation (D.58). For Case 2, we note that

$$
\int_{\Omega}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\int_{0}^{d}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x\right) d y
$$

We integrate by parts to get

$$
\int_{\Omega}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=\int_{-B}^{B}\left(\left[U_{\alpha, 0}{\overline{U_{\alpha, 0}}}_{0}^{d}-\int_{\Omega} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x\right) d y\right.
$$

Since $U_{\alpha, 0}$ is periodic then $\left[U_{\alpha, 0}{\overline{U_{\alpha, 0}}}_{0}^{d}=0\right.$ and so

$$
\int_{\Omega}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} d x d y=-\int_{\Omega} U_{\alpha, 0} \overline{\partial_{x} U_{\alpha, 0}} d x d y
$$

and the result follows.

## D.1.5 Conservation of the energy or energy balance

We again define respectively by $E_{r}, E_{t}$ and $E_{a b s}$, the refracted energy, the transmitted energy and the absorbed energy by the grating. For Cases 1 B and 2A, their definitions are given in Definition 54.

- Case 1B: Perfectly conducting grating: TM case

Theorem D-17 (Conservation of energy). Let $E_{t}, E_{r}$, and $E_{\text {abs }}$ defined as in Definition 54. Then, we have the energy balance

$$
E_{t}+E_{r}=1
$$

Proof. Note that $\mathfrak{I} \int_{\partial \Omega_{3}} i \alpha n_{x}\left|U_{\alpha, 0}\right|^{2}=0$ since $\partial \Omega_{3}$ is an open curve (see Figure 2.4), $U_{\alpha, 0}$ is periodic and so the integral is zero. If $\partial \Omega_{3}$ is a closed curve (see Figure 2.3) then using Cauchy's theorem, the integral is zero and the rest of the proof is similar to Lemma 56.

- Case 2A: Transmitting dielectric grating: TE case

Theorem D-18 (Conservation of energy). Let $E_{t}, E_{r}$, and $E_{a b s}$ as given by Definition 54. Then, we have the energy balance

$$
E_{t}+E_{r}+E_{a b s}=1
$$

Proof. We take the imaginary part of equation (D.29), and we use equation (4.51) with Lemma 8 to get

$$
\begin{equation*}
\left(\mathfrak{I}\left(k^{2}\right) U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Omega}+\mathfrak{I}\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Gamma_{ \pm}}-2 \beta_{1}^{0} \Re\left(e^{-i \beta_{1}^{0} B}, U_{\alpha, 0}\right)_{\Gamma_{+}}=0 \tag{D.60}
\end{equation*}
$$

We proceed similarly as in Lemma 56. Hence, we use Lemma 55 with equation (2.72) in Lemma 8 to get equation (4.55) which is

$$
\mathfrak{J}\left(T_{ \pm}^{\alpha, 0} U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Gamma_{ \pm}}+2 \beta_{1}^{0} \Re\left(e^{-i \beta_{1}^{0} B}, U_{\alpha, 0}\right)_{\Gamma_{+}}=d \beta_{1}^{0} \sum_{n_{\alpha}^{2}>k^{2}} R_{m}+T_{m}-d \beta_{1}^{0} .
$$

We use equations (D.60) and (4.55) to get

$$
\begin{equation*}
d \beta_{1}^{0}\left(\sum_{n_{\alpha}^{2}>k^{2}} R_{m}+T_{m}-1\right)+\left(\mathfrak{J}\left(k^{2}\right) U_{\alpha, 0}, U_{\alpha, 0}\right)_{\Omega}=0 \tag{D.61}
\end{equation*}
$$

which finishes the proof.

## - Case 2B: Transmitting dielectric grating: TM case

Definition D-19. For Case 2B, the refracted energy, the transmitted energy and the absorbed energy by the grating are given respectively by

$$
\begin{aligned}
E_{r}= & \sum_{\left(\frac{2 \pi m}{d}+\alpha\right)^{2}<k_{1}^{2}} R_{m}, \\
E_{t}= & \frac{k_{1}^{2}}{\mathfrak{R}\left(k_{2}^{2}\right)} \sum_{\left(\frac{2 \pi m}{d}+\alpha\right)^{2}<k_{2}^{2}} T_{m}, \\
E_{a b s}= & \int_{\Omega} \frac{1}{\bar{J}\left(k^{2}\right)}\left|\nabla U_{\alpha, 0}\right|^{2}+\int_{\Omega} \frac{2 \alpha}{\bar{J}\left(k^{2}\right)}\left(\partial_{x} U_{\alpha, 0}\right) \overline{U_{\alpha, 0}} \\
& +\int_{\Omega} \frac{\alpha^{2}}{\mathfrak{J}\left(k^{2}\right)}\left|U_{\alpha, 0}\right|^{2}+d \sum_{(m+\alpha)^{2}>k_{2}^{2}}\left|U_{\alpha, 0}(m)(-B)\right|^{2}
\end{aligned}
$$

such that $R_{m}$ and $T_{m}$ are as given by equations (4.49) and (4.50).
Theorem D-20 (Conservation of energy). Let $E_{r}, E_{t}$ and $E_{a b s}$ be defined as in Definition D-19. The energy is conserved and we have the energy balance

$$
E_{t}+E_{r}+E_{a b s}=1
$$

The theorem can be proved by following the same process given for the Case 2A in Theorem D-18. We just need to use equation (D.22) instead of equation (D.19).

## D. 2 The discrete problem

In order to solve numerically the scattering problem, we need to discretize the variational formulation corresponding to the continuous problem as we did for Case 1A in Section 4.2.

## D.2.1 Variational formulation

## - Case 1B: Perfectly conducting grating: TM case

Let $X \subset H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be a finite element space with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, \ldots, N$, be a basis of $X$. We discretize the variational form given by the equation (D.14) and we want to find $U_{\alpha, 0_{h}} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.62}
\end{equation*}
$$

where

$$
\begin{align*}
a\left(w_{h}, v_{h}\right)= & \int_{\Omega \backslash \operatorname{int} \Omega_{3}} \nabla w_{h} \cdot \nabla \overline{v_{h}}-\int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega \backslash \operatorname{int} \Omega_{3}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& +i \int_{\partial \Omega_{3}} \alpha n_{x} w_{h} \overline{v_{h}}-\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w_{h} \overline{v_{h}}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w_{h} \overline{v_{h}}  \tag{D.63}\\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{D.64}
\end{align*}
$$

for $w_{h} \in X$. Similarly as Case 1A , there exists $U_{j}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}=\sum_{j=1}^{N} U_{j} \psi_{j}(x, y)$. Hence, the discrete problem given by equation (D.62) is equivalent to the following linear algebraic system

$$
\begin{equation*}
A U=L \tag{D.65}
\end{equation*}
$$

with $U=U_{j}$ for $j=1, \cdots, N$,

$$
A=a\left(\psi_{i}, \psi_{j}\right)
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

- Case 2A: Transmitting dielectric grating: TE case

Let $X \subset H_{\#}^{1}(\Omega)$ be a finite element space with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X$. We discretize the variational form given by the equation (D.18) and we want to find $U_{\alpha, 0_{h}} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.66}
\end{equation*}
$$

where

$$
\begin{align*}
a\left(w_{h}, v_{h}\right)= & \int_{\Omega} \nabla w_{h} . \nabla \overline{v_{h}}-\int_{\Omega}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& -\int_{\Gamma_{+}} T_{+}^{\alpha, 0} w_{h} \overline{v_{h}}-\int_{\Gamma_{-}} T_{-}^{\alpha, 0} w_{h} \overline{v_{h}}  \tag{D.67}\\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}} \tag{D.68}
\end{align*}
$$

for $w_{h} \in X$. Once more there exists $U_{j}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}=$ $\sum_{j=1}^{N} U_{j} \psi_{j}(x, y)$. Hence, the discrete problem given by equation (D.66) is equivalent to the following linear algebraic system

$$
\begin{equation*}
A U=L \tag{D.69}
\end{equation*}
$$

with $U=U_{j}$ for $j=1, \cdots, N$,

$$
A=a\left(\psi_{i}, \psi_{j}\right)
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

## - Case 2B: Transmitting dielectric grating: TM case

Let $X \subset H_{\#}^{1}(\Omega)$ be a finite element space with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, \ldots, N$, be a basis of $X$. We discretize the variational form given by the equation (D.21) and we want to find $U_{\alpha, 0_{h}} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.70}
\end{equation*}
$$

where

$$
\begin{align*}
& a\left(w_{h}, v_{h}\right) \\
& =\int_{\Omega} \frac{1}{k^{2}} \nabla w_{h} \cdot \nabla \overline{v_{h}}-\int_{\Omega} \frac{1-\alpha^{2}}{k^{2}} w_{h} \overline{v_{h}}-i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& +i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(w_{h}\right) \overline{\partial_{x} v_{h}}-\int_{\Gamma_{+}} \frac{1}{k_{1}^{2}} T_{+}^{\alpha, 0} w_{h} \overline{v_{h}}-\int_{\Gamma_{-}} \frac{1}{k_{2}^{2}} T_{-}^{\alpha, 0} w_{h} \overline{v_{h}}, \tag{D.71}
\end{align*}
$$

and

$$
\begin{equation*}
\left(f, v_{h}\right)=-\int_{\Gamma_{+}} \frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{D.72}
\end{equation*}
$$

for $w_{h} \in X$. Once more there exists $U_{j}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}=$ $\sum_{j=1}^{N} U_{j} \psi_{j}(x, y)$. Hence, the discrete problem given by equation (D.70) is equivalent to the following linear algebraic system

$$
\begin{equation*}
A U=L \tag{D.73}
\end{equation*}
$$

with $U=U_{j}$ for $j=1, \cdots, N$,

$$
A=a\left(\psi_{i}, \psi_{j}\right)
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

## D.2.2 Truncation of the DtN map

The DtN operators that we use as transparent boundary conditions are truncated for computational purposes as shown in Section 4.2.2and we approximate $T_{ \pm}^{\alpha, 0}$ in equation (4.7) with equation (4.61). Therefore, instead of solving directly equations (D.62), (D.66) and (D.70) for Cases 1B, 2A and 2B, we approximate $U_{\alpha, 0}$ by $U_{\alpha, 0_{h}}^{M}$ and we solve numerically the following problems.

## - Case 1B: Perfectly conducting grating: TM case

Let $X \subset H_{\#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be a finite element subspace with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X$. We want to find $U_{\alpha, 0_{h}}^{M} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a^{M}\left(U_{\alpha, 0_{h}}^{M}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.74}
\end{equation*}
$$

where

$$
\begin{align*}
a^{M}\left(w_{h}, v_{h}\right)= & \int_{\Omega \backslash \text { int } \Omega_{3}} \nabla w_{h} . \nabla \overline{v_{h}}-\int_{\Omega \backslash \text { int } \Omega_{3}}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega \backslash \text { int } \Omega_{3}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& +i \int_{\partial \Omega_{3}} \alpha n_{x} w_{h} \overline{v_{h}}-\int_{\Gamma_{ \pm}} T_{ \pm}^{\alpha, 0^{M}} w_{h} \overline{v_{h}}, \\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{D.75}
\end{align*}
$$

for $w_{h} \in X$. This leads to the following linear algebraic system

$$
\begin{equation*}
A^{M} U^{M}=L \tag{D.76}
\end{equation*}
$$

with $U^{M}=U_{j}^{M}$ for $j \in\{1, \ldots, N\}$, such that $U_{\alpha, 0_{h}}^{M}=\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$,

$$
A^{M}=a^{M}\left(\psi_{i}, \psi_{j}\right),
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

## - Case 2A: Transmitting dielectric grating: TE case

Let $X \subset H_{\#}^{1}(\Omega)$ be a finite element subspace with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X$. We want to find $U_{\alpha, 0_{h}}^{M} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a^{M}\left(U_{\alpha, 0_{h}}^{M}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.77}
\end{equation*}
$$

where

$$
\begin{align*}
a^{M}\left(w_{h}, v_{h}\right)= & \int_{\Omega} \nabla w_{h} . \nabla \overline{v_{h}}-\int_{\Omega}\left(k^{2}-\alpha^{2}\right) w_{h} \overline{v_{h}}-2 i \alpha \int_{\Omega}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& -\int_{\Gamma_{ \pm}} T_{ \pm}^{\alpha, 0^{M}} w_{h} \overline{v_{h}} \\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} 2 i \beta_{1}^{0} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{D.78}
\end{align*}
$$

for $w_{h} \in X$. There exists $U^{M}=U_{j}^{M}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}^{M}=$ $\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$. Hence, we get the following linear algebraic system

$$
\begin{equation*}
A^{M} U^{M}=L \tag{D.79}
\end{equation*}
$$

with

$$
A^{M}=a^{M}\left(\psi_{i}, \psi_{j}\right),
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

- Case 2B: Transmitting dielectric grating: TM case

Let $X \subset H_{\#}^{1}(\Omega)$ be a finite element subspace with $\operatorname{dim}(X)=N<\infty$ and let $\psi_{i}$ for $i=1, . ., N$, be a basis of $X$. We want to find $U_{\alpha, 0_{h}}^{M} \in X$, for all $v_{h} \in X$ such that

$$
\begin{equation*}
a^{M}\left(U_{\alpha, 0_{h}}, v_{h}\right)=\left(f, v_{h}\right), \tag{D.80}
\end{equation*}
$$

where

$$
\begin{align*}
a^{M}\left(w_{h}, v_{h}\right)= & \int_{\Omega} \frac{1}{k^{2}} \nabla w_{h} \nabla \overline{v_{h}}-\int_{\Omega} \frac{1-\alpha^{2}}{k^{2}} w_{h} \overline{v_{h}}-i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(\partial_{x} w_{h}\right) \overline{v_{h}} \\
& +i \alpha \int_{\Omega} \frac{1}{k^{2}}\left(w_{h}\right) \overline{\partial_{x} v_{h}}-\int_{\Gamma_{ \pm}} \frac{1}{k^{2}} T_{ \pm}^{\alpha, 0^{M}} w_{h} \overline{v_{h}} \\
\left(f, v_{h}\right)= & -\int_{\Gamma_{+}} \frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{-i \beta_{1}^{0} B} \overline{v_{h}}, \tag{D.81}
\end{align*}
$$

for $w_{h} \in X$. We are looking for $U^{M}=U_{j}^{M}$ for $j \in\{1, ., N\}$, such that $U_{\alpha, 0_{h}}^{M}=\sum_{j=1}^{N} U_{j}^{M} \psi_{j}(x, y)$. We get the following linear algebraic system

$$
\begin{equation*}
A^{M} U^{M}=L \tag{D.82}
\end{equation*}
$$

with

$$
A^{M}=a^{M}\left(\psi_{i}, \psi_{j}\right),
$$

and

$$
L=\left(f, \psi_{j}\right)
$$

for $\{i, j\} \in\{1, . ., N\}$.

## D. 3 A priori error estimates for the exact solution.

We derive an a priori error estimate for $U_{\alpha, 0}$ corresponding to Cases $1 \mathrm{~B}, 2 \mathrm{~A}$ and 2B in similar fashion to that of Case 1 A in Section 4.3. We again have the following three key results

- an estimate of the error from the discretisation of the continuous problem.
- an estimate of the error from truncating the DtN operator corresponding to the continuous problem.
- an estimate of the total error


## D.3.1 A priori error estimation of the discretized problem

In this section we will derive an upper bound on the error between the exact periodic solution $U_{\alpha, 0}$ and that found numerically by discretizing the problem $U_{\alpha, 0_{h}}$. In each case we will state the discretized periodic problem in its variational form, find a regularity bound for the $\alpha$-quasi periodic exact solution $U$ in terms of the norm in Definition 49, examine the discretisation error for $U$, and then use this to derive an a priori bound on the discretisation error for the periodic solution $U_{\alpha, 0}$.
Let $X \subset H_{\alpha \#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be a finite element subspace of order $p$ with $l \geq 1$, and let $\zeta_{h}$ be any regular partition of $X$ as described in Section B.3. We denote by $h$ the maximum mesh size after partitioning $\Omega \backslash \operatorname{int} \Omega_{3}$ using $\zeta_{h}$. We make the standard assumption given by equation (4.74) on the subspace $X$. Similarly, let $X^{\alpha}$ be a finite element subspace of order $p$ of $H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$.

- Case 1B: Perfectly conducting grating: TM case

The discretized problem corresponding to equation (D.25) is given below. Find $U_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{h}, \phi\right)=(f, \phi) \tag{D.83}
\end{equation*}
$$

with

$$
\begin{align*}
a\left(U_{h}, \phi\right) & =\left(\nabla U_{h}, \nabla \phi\right)_{\Omega \backslash i n t} \Omega_{3}-\left(k^{2} U_{h}, \phi\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm} U_{h}, \phi\right)_{\Gamma_{ \pm}},  \tag{D.84}\\
(f, \phi)_{\Gamma_{+}} & =-2 i \beta_{1}^{0} \int_{\Gamma_{+}} e^{-i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{\phi} . \tag{D.85}
\end{align*}
$$

for all $\phi \in X$, where $T_{ \pm}$is given by Definition 3 .
Lemma D-21. Let $U \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$, then for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ we have

$$
|a(U, v)| \leq C_{c}{\mathbf{k} U \mathrm{k}_{\mathcal{H}}} \mathrm{k}^{2} \mathbf{k}_{\mathcal{H}}
$$

such that $C_{c}=C d+1$ depends only on the grating period $d$.
Proof. The proof is similar to that of Lemma 57.
We also have the following
Lemma D-22. For $U \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, we have

$$
|U|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}-\Re(k) \mathbf{k} U \mathbf{k}_{L_{\alpha \# t}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \mathbf{k U} \mathrm{k}_{\mathcal{H}} \leq|a(U, U)|
$$

such that $a(u, v)$ is given by equation (D.26).
Proof. Since the only difference for Case 1A and Case 1B is the boundary condition on the interface, they both satisfy the same sesquilinear form $a(u, v)$. Hence, the proof of Lemma D-22 is similar to that of Lemma 58.

We also have the following result.
Lemma D-23. Let $U \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ be the solution of equation (D.28), and let $U_{h}$ be the corresponding discretized solution which satisfies equation (D.83). If we call $e_{h}=U-U_{h}$ then there exists a constant $C_{1}=C(C d+1) \mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p} C_{\text {reg }}$, where $C_{\text {reg }}$ is the constant defined in Theorem C-3, such that

$$
\mathrm{k}_{\mathrm{e}_{h}} \mathrm{k}_{L_{\alpha \neq}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \leq C_{1} \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} .
$$

Proof. Using the duality argument [22, p. 137], let $w$ be the solution of equation (4.86) then

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}=\sup _{\phi \in C_{\infty}(\Omega)} \frac{\left|a\left(e_{h}, w-\psi\right)\right|}{\mathrm{k}_{\phi} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}} \tag{D.86}
\end{equation*}
$$

for all $\psi \in X$, by using Galerkin orthogonality (analogous to the derivation of equation (4.88)). So, from equation (D.84)

$$
\begin{aligned}
& \left|a\left(e_{h}, w-\psi\right)\right|=\left|\left(\nabla e_{h}, \nabla(w-\psi)\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} e_{h}, w-\psi\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm} e_{h}, w-\psi\right)_{\Gamma_{ \pm}}\right| \\
& \leq\left|e_{h}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash i n t \Omega_{3}\right)}|w-\psi|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{~K}_{h} \mathrm{k}_{L_{\alpha \# 1}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \mathrm{k} w-\psi \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \mathrm{int} \Omega_{3}\right)} \\
& +C \mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}
\end{aligned}
$$

using Cauchy's inequality [22, page. 50] and from equation (4.82). Hence,

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq(C d+1) \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}
$$

from equation (4.84). We use the standard approximation estimate in finite element space given by equation (4.74) and we have

$$
\begin{equation*}
\left|a\left(e_{h}, w-\psi\right)\right| \leq C(C d+1) \frac{h}{p} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}} \mathbf{k} w \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \tag{D.87}
\end{equation*}
$$

We use the result from Theorem C-3 and we have the regularity estimate

$$
\left.\mathrm{k} w \mathrm{k}_{H_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq\left(C_{r e g} \mathrm{k} k \mathrm{k}_{\infty}\right) \mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right)
$$

Using this in equation (D.87),

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq \frac{h}{p} C(C d+1) C_{r e g} \mathbf{k} k \mathbf{k}_{\infty} \mathrm{K}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)},
$$

and equation (D.86) gives

$$
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \neq \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq C(C d+1) \mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p} C_{r e g} \mathrm{k}_{h} \mathbf{k}_{\mathcal{H}}
$$

and we finish the proof by letting $C_{1}=C(C d+1) C_{r e g} \mathrm{k} k \mathrm{k}_{\infty} \frac{h}{p}$.
The previous three lemmas now allow us to derive the following a priori error estimate for the periodic solution $U_{\alpha, 0}$.

Theorem D-24. Let the wavenumber $|k| \geq k_{r e f}>0$, let the maximum mesh size $h \in\left[0, h_{0}\right]$, and let the order of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$, and $C_{3}=1-\left(\Re(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}$ with $C_{1}$ as given in Lemma D-23. Let $U_{\alpha, 0}$ be the continuous solution of equation (D.55). Then $U_{\alpha, 0_{h}} \in X^{\alpha}$ the corresponding discretized solution exists and is unique. In addition, if $e_{\alpha, 0_{h}}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ then

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}},
$$

and

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq 2 C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$, where $C_{1}$ is given in Lemma D-23 and $C_{c}$ is defined in Lemma D-21.

Proof. We leave the proof because it is similar to that of Theorem 60.

For transmitting dielectric gratings, let $X \subset H_{\alpha \#}^{l}(\Omega)$ be a finite element subspace of order $p$ with $l \geq 1$, let $\zeta_{h}$ any regular partition of $X$ as described in Section B.3. Let $h$ be the maximum mesh size after partitioning $\Omega$ using $\zeta_{h}$. Once more, let us make the following standard assumption on the subspace $X$ as given by equation (4.39), [35]

$$
\begin{align*}
& \inf _{\psi \in X}\left\{\mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}+\frac{h}{p} \mathbf{k} \nabla v-\nabla \psi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}+\left(\frac{h}{p}\right)^{\frac{1}{2}} \mathbf{k} v-\psi \mathbf{k}_{L_{\alpha \#}^{2}\left(\Gamma_{ \pm}\right)}\right. \\
&\left.+\frac{h}{p} \mathbf{k} v-\psi \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)}\right\} \leq C\left(\frac{h}{p}\right)^{l} \mathbf{k}^{l} \mathbf{k}_{H_{\alpha \#}^{l}(\Omega)} . \tag{D.88}
\end{align*}
$$

## - Case 2A: Transmitting dielectric grating: TE case

The discretized problem corresponding to equation (D.33) is given below. Find $U_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{h}, \phi\right)=(f, \phi) \tag{D.89}
\end{equation*}
$$

with

$$
\begin{align*}
a\left(U_{h}, \phi\right) & =\left(\nabla U_{h}, \nabla \phi\right)_{\Omega}-\left(k^{2} U_{h}, \phi\right)_{\Omega}-\left(T_{ \pm} U_{h}, \phi\right)_{\Gamma_{ \pm}},  \tag{D.90}\\
(f, \phi)_{\Gamma_{+}} & =-2 i \beta_{1}^{0} \int_{\Gamma_{+}} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{\phi} . \tag{D.91}
\end{align*}
$$

for all $\phi \in X$, where $T_{ \pm}$is given by Definition 3 .
Lemma D-25. Let $U \in H_{\alpha \#}^{1}(\Omega)$, then for all $v \in H_{\alpha \#}^{1}(\Omega)$ we have

$$
|a(U, v)| \leq C_{c} \mathbf{k} U \mathrm{k}_{\mathcal{H}}{\mathrm{k} v \mathbf{k}_{\mathcal{H}}}
$$

such that $C_{c}=C d+1$ depends only on the grating period $d$.
Proof. Similarly as in the proof of Lemma 57, we can use Cauchy- Schwarz inequality [22, p. 50] to get

$$
\begin{equation*}
\left|(\nabla U, \nabla v)_{\Omega}\right| \leq \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}, \tag{D.92}
\end{equation*}
$$

and also that

$$
\begin{equation*}
\left|\left(k^{2} U, v\right)_{\Omega}\right| \leq \mathrm{k} k^{2} \mathbf{k}_{\infty} \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2} \Omega} . \tag{D.93}
\end{equation*}
$$

Hence, using together equations (D.92), (D.93), (4.83) we have

$$
|a(U, v)| \leq|U|_{H_{\alpha \#}^{1}(\Omega)}|v|_{H_{\alpha \#}^{1}(\Omega)}+\mathbf{k} k \mathbf{k}_{\infty}^{2} \mathbf{k} U \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)} \mathbf{k}^{2} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}+C d \mathbf{k} U \mathbf{k}_{\mathcal{H}} \mathbf{k} v \mathbf{k}_{\mathcal{H}}
$$

and so

$$
\begin{equation*}
|a(U, v)| \leq C_{c} \mathbf{k} U \mathbf{k}_{\mathcal{H}} \mathbf{k}_{v} \mathbf{k}_{\mathcal{H}}, \tag{D.94}
\end{equation*}
$$

we let $C_{c}=(C d+1)$ to finish the proof.

We also have the following property.
Lemma D-26. For $U \in H_{\alpha \#}^{1}(\Omega)$, we have

$$
|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\Re(k) \mathbf{k} U \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)} \mathbf{k} U \mathbf{k}_{\mathcal{H}} \leq|a(U, U)|
$$

such that $a(u, v)$ is given by equation (D.31).
Proof. By taking the real part of $a(U, U)$, we can write

$$
\begin{aligned}
\mathfrak{R}(a(U, U)) & =\left(|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\Re\left(k^{2}\right){\left.\mathbf{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}^{2}-\Re\left(T_{ \pm} U, U\right)\right),} \quad \geq|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\Re(k)^{2} \mathbf{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}^{2}\right.
\end{aligned}
$$

using Lemma 8 . Since $(\Re(k))^{2} \geq \Re\left(k^{2}\right)$ and because $\mathfrak{R}(k){\mathbf{k} U \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)} \leq k \mathbf{k} U \mathbf{k}_{L_{\alpha \neq \#}^{2}(\Omega)} \leq, ~}$ $k U \mathrm{k}_{\mathcal{H}}$ then

$$
\mathfrak{R}(a(U, U)) \geq\left(|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\Re(k){\mathbf{k} U \mathbf{k}_{\mathcal{H}}} \mathbf{k} U \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}\right) .
$$

We finish the proof by noting that $\mathfrak{R}(a(U, U)) \leq|a(U, U)|$.
We also have the following result which gives the relationship between the norm in H and the norm in $L^{2}$ of the error estimate that we will use later to give an upper bound of the error estimate by discretizing the problem.

Lemma D-27. Let $U \in H_{\alpha \#}^{1}(\Omega)$ be the solution of equation (D.33) and $U_{h}$ be the solution of equation (D.89). If we call $e_{h}=U-U_{h}$ then there exists a constant $C_{1}=C(C d+1) \mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p} C_{\text {stab }}$, where $C_{\text {stab }}=\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) C_{\text {reg }}$ is the constant defined in Lemma 31, such that

$$
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C_{1} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}
$$

Proof. We use the duality argument [22, p. 137], and let $w$ be the dual solution of

$$
\begin{align*}
\Delta w+k^{2} w & =\phi & & (x, y) \in \Omega  \tag{D.95}\\
T_{ \pm}^{*}-\partial_{n} w & =0 & & \text { on } \Gamma_{ \pm}
\end{align*}
$$

for all $\phi, w \in H_{\alpha \#}^{1}(\Omega)$ where $T_{ \pm}^{*}$ are the dual operators of $T_{ \pm},[61, \mathrm{p} .476]$. Then, similarly as in the proof of Lemma 59, we have for any $\psi \in X$

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \neq \#}^{2}(\Omega)}=\sup _{\phi \in C_{\infty}(\Omega)} \frac{\left|a\left(e_{h}, w-\psi\right)\right|}{\mathrm{k} \phi \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)}} \tag{D.96}
\end{equation*}
$$

and

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq(C d+1) \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \# 1}^{1}(\Omega)} .
$$

We use the standard approximation estimate in finite element space given by equation (D.88) and so

$$
\begin{equation*}
\left|a\left(e_{h}, w-\psi\right)\right| \leq C(C d+1) \frac{h}{p} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}} \mathbf{k} w \mathrm{k}_{H_{\alpha \#}^{2}(\Omega)} \tag{D.97}
\end{equation*}
$$

We use the result from Theorem 33 and we have the regularity estimate

$$
\frac{\mathbf{k} w \mathbf{k}_{H_{\alpha \#}^{2}(\Omega)}}{\mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}} \leq\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) C_{r e g} \mathrm{k} k \mathbf{k}_{\infty}
$$

Using this in equation (D.97), we see

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq \frac{h}{p} C(C d+1) C_{r e g}\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) \mathbf{k} k \mathbf{k}_{\infty} \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)},
$$

and so equation (D.105) gives

$$
\mathrm{k}_{e_{h}} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C(C d+1) \mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p} C_{s t a b} \mathrm{ke}_{h} \mathbf{k}_{\mathcal{H}}
$$

with $C_{\text {stab }}=\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) C_{\text {reg }}$. We finish the proof by letting

$$
C_{1}=C(C d+1) C_{s t a b} \mathrm{k} k \mathrm{k}_{\infty} \frac{h}{p}
$$

The previous three lemmas now allow us to derive the following a priori error estimate for the periodic solution $U_{\alpha, 0}$.

Theorem D-28. Let the wavenumber $|k| \geq k_{r e f}>0$, let the maximum mesh size $h \in\left[0, h_{0}\right]$, and let the order of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$, and $C_{3}=1-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}>0$ with $C_{1}$ as given in Lemma D-27. Let $U_{\alpha, 0}$ be the continuous solution of equation (4.47). Then $U_{\alpha, 0_{h}} \in X^{\alpha}$ the corresponding discretized solution exists and is unique. In addition, if $e_{\alpha, 0_{h}}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ then we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathbf{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}},
$$

and

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{0} \leq 2 C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}},
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$, where $C_{1}$ as given in Lemma D-27 and $C_{c}$ as defined in Lemma D-25.

Proof. Let us denote $e_{h}=U-U_{h}$, and let $\psi=e^{i \alpha x} \psi_{\alpha, 0}$. We can use Lemma D-26 with Galerkin orthogonality (analogously to equation (4.88)) to get

$$
\left(\left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\Re(k) \mathrm{k}_{h_{h}} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}\right) \leq\left|a\left(e_{h}, U-\psi\right)\right| .
$$

From Lemma D-25 and since $\left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)} \leq \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}}$ we have

$$
\left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}-\Re(k) \operatorname{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C_{c} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}}
$$

and so

$$
\begin{aligned}
& \left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}+\mathrm{k} k \mathrm{k}_{\infty} \mathrm{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \\
& \quad-\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) \mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C_{c} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} .
\end{aligned}
$$

Using Lemma D-27, we have

$$
\mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}}-\left(\mathcal{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1} \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} .
$$

Since $C_{3}=1-\left(\Re(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}>0$ then

$$
\begin{equation*}
\mathrm{k}_{e_{h}} \mathrm{k}_{\mathcal{H}} \leq \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} . \tag{D.98}
\end{equation*}
$$

From Theorem 50 and equation (4.93), we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 2 \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}},
$$

then we use equation (D.98) to get

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 2 \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} .
$$

We use equation (4.95) and this becomes

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} .
$$

We use once more Lemma D-27 with equation (D.98) and we get

$$
\mathrm{k} e_{h} \mathrm{k}_{L_{\alpha \neq 1}^{2}(\Omega)} \leq C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} .
$$

From Theorem 50 and from equation (4.95), we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq 2 C_{1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}
$$

The rest of the proof is similar to that of Theorem 60.

## - Case 2B: Transmitting dielectric grating: TM case

The discretized problem corresponding to equation (D.37) is given below. Find $U_{h} \in X$ such that

$$
\begin{equation*}
a\left(U_{h}, \phi\right)=(f, \phi)_{\Gamma_{+}} \tag{D.99}
\end{equation*}
$$

with

$$
\begin{align*}
a\left(U_{h}, \phi\right) & =\left(\frac{1}{k^{2}} \nabla U_{h}, \nabla \phi\right)_{\Omega}-\left(U_{h}, \phi\right)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm} U_{h}, \phi\right)_{\Gamma_{ \pm}}  \tag{D.100}\\
(f, \phi)_{\Gamma_{+}} & =-\frac{2 i \beta_{1}^{0}}{k_{1}^{2}} \int_{\Gamma_{+}} e^{i\left(\alpha x-\beta_{1}^{0} B\right)} \bar{\phi}
\end{align*}
$$

for all $\phi \in X$, where $T_{ \pm}$is given by Definition 3 .
Lemma D-29. Let $U \in H_{\alpha \#}^{1}(\Omega)$, then for all $v \in H_{\alpha \#}^{1}(\Omega)$ we have

$$
|a(U, v)| \leq C_{c} \mathbf{k} U \mathrm{k}_{\mathcal{H}} \mathrm{k} \mathbf{k}_{\mathcal{H}}
$$

such that $C_{c}=\frac{1}{k_{r e f}^{2}}(C d+1)$ depends only on the period of the diffraction grating $d$ and a lower bound on the wavenumber $k_{r e f}$.

Proof. Similarly as in the proof of Lemma 57, we can use Cauchy- Schwarz inequality [22, p. 50] with the first term of equation (D.36) to get

$$
\begin{align*}
\left|\left(\frac{1}{k^{2}} \nabla U, \nabla v\right)_{\Omega}\right| & \leq \frac{1}{\mathrm{k} k^{2} \mathrm{k}_{\infty}} \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}, \\
& \leq \frac{1}{k_{r e f}^{2}} \mathrm{k} \nabla U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} \nabla v \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} . \tag{D.101}
\end{align*}
$$

We note for the second term in equation (D.36) that

$$
\begin{equation*}
\left|(U, v)_{\Omega}\right| \leq \mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k} v \mathrm{k}_{L_{\alpha \#}^{2} \Omega} . \tag{D.102}
\end{equation*}
$$

Hence, with the triangle inequality and putting equations (D.101), (D.102) and (4.83) in equation (D.36) we have

$$
|a(U, v)| \leq \frac{1}{k_{r e f}^{2}}|U|_{H_{\alpha \#}^{1}(\Omega)}|v|_{H_{\alpha \neq 1}^{1}(\Omega)}+{\mathrm{k} U \mathrm{k}_{L_{\alpha \#}^{2}}(\Omega)} \mathrm{k}^{2} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}+\frac{C d}{k_{r e f}^{2}} \mathrm{k} U \mathrm{k}_{\mathcal{H}} \mathrm{k} v \mathrm{k}_{\mathcal{H}} .
$$

Since $\frac{\left\|k^{2}\right\|_{\infty}}{k_{\text {ref }}^{2}} \geq 1$ then
$|a(U, v)| \leq \frac{1}{k_{r e f}^{2}}\left(|U|_{H_{\alpha \neq 1}^{1}(\Omega)}|v|_{H_{\alpha \#}^{1}(\Omega)}+\mathrm{k}^{2} \mathbf{k}_{\infty} \mathbf{k} U \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathrm{k}^{2} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}+C d \mathbf{k} U \mathrm{k}_{\mathcal{H}} \mathrm{k}^{2} \mathbf{k}_{\mathcal{H}}\right)$ and so by using equation (4.84)

$$
\begin{equation*}
|a(U, v)| \leq C_{c} \mathbf{k} U \mathbf{k}_{\mathcal{H}} \mathbf{k}_{u} \mathbf{k}_{\mathcal{H}}, \tag{D.103}
\end{equation*}
$$

where $C_{c}=\frac{1}{k_{r e f}^{2}}(C d+1)$ to finish the proof.

We also have the following property.
Lemma D-30. For $U \in H_{\alpha \#}^{1}(\Omega)$, we have

$$
\frac{1}{\mathrm{k} \Re\left(k^{2}\right) \mathrm{k}_{\infty}}|U|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathrm{k}^{2} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}^{2} \leq|a(U, U)|+\left|\left(\frac{1}{k^{2}} T_{ \pm} U, U\right)_{\Gamma_{ \pm}}\right|
$$

such that $a(u, v)$ is given by equation (D.36).
Proof. From equation (D.36), we have

$$
\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega}-(U, U)_{\Omega}=a(U, U)+\left(\frac{1}{k^{2}} T_{ \pm} U, U\right)_{\Gamma_{ \pm}}
$$

Since $|\Re(c)| \leq|c|$ for any $c \in \mathbb{C}$ then

$$
\left|\Re\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega}-(U, U)_{\Omega}\right| \leq\left|a(U, U)+\left(\frac{1}{k^{2}} T_{ \pm} U, U\right)_{\Gamma_{ \pm}}\right| .
$$

By noting that $|b-c| \geq|b|-|c|$ and with the triangle inequality we get

$$
\left|\Re\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega}\right|-(U, U)_{\Omega} \leq|a(U, U)|+\left|\left(\frac{1}{k^{2}} T_{ \pm} U, U\right)_{\Gamma_{ \pm}}\right| .
$$

The proof is finished by noting that

$$
\left|\Re\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega}\right| \geq \frac{1}{\mathrm{k} \Re\left(k^{2}\right) \mathrm{k}_{\infty}}|U|_{H_{\alpha \#}^{1}(\Omega)} .
$$

The following result shows the relationship between the norm in H and the norm in $L^{2}$ of the error estimate.

Lemma D-31. For $U \in H_{\alpha \#}^{1}(\Omega)$ be the solution of equation (D.37), and let $U_{h}$ the corresponding discretized solution of equation (D.99). If we denote $e_{h}=$ $U-U_{h}$, then there exists a constant $C_{1}=C C_{\text {stab }} \frac{h}{p} \frac{\|k\|_{\infty}}{k_{r e f}^{2}}(C d+1)$, where $C_{\text {stab }}=$ $\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) C_{\text {reg }}$ is the constant defined in Theorem C-6, such that

$$
\mathrm{k}_{\mathrm{e}_{h}} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C_{1} \mathbf{k} U \mathrm{k}_{\mathcal{H}}
$$

Proof. We use the duality argument [22, p. 137], and let $w$ be the dual solution of

$$
\begin{align*}
\nabla \cdot\left(\frac{1}{k^{2}} \nabla w\right)+w & =\phi & & (x, y) \in \Omega,  \tag{D.104}\\
\left(T_{ \pm}^{*}-\partial_{n} w\right) & =0 & & \text { on } \Gamma_{ \pm},
\end{align*}
$$

for all $\phi, w \in H_{\alpha \#}^{1}(\Omega)$ where $T_{ \pm}^{*}$ are the dual operators of $T_{ \pm}[61, \mathrm{p} .476]$. Then, similarly as in the proof of Lemma 59, we have

$$
\begin{equation*}
\mathrm{k}_{e_{h}} \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)}=\sup _{\phi \in C_{\infty}(\Omega)} \frac{\left|a\left(e_{h}, w-\psi\right)\right|}{\mathrm{k} \phi \mathrm{k}_{L_{\alpha \neq \#}^{2}(\Omega)}^{2}} \tag{D.105}
\end{equation*}
$$

such that $\psi \in X$ and so from equation (D.100)

$$
\begin{aligned}
& \left|a\left(e_{h}, w-\psi\right)\right|=\left|\left(\frac{1}{k^{2}} \nabla e_{h}, \nabla(w-\psi)\right)_{\Omega}-\left(e_{h}, w-\psi\right)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm} e_{h}, w-\psi\right)_{\Gamma_{ \pm}}\right| \\
& \leq\left|\left(\frac{1}{k^{2}} \nabla e_{h}, \nabla(w-\psi)\right)_{\Omega}\right|+\left|\left(e_{h}, w-\psi\right)_{\Omega}\right|+\left|\left(\frac{1}{k^{2}} T_{ \pm} e_{h}, w-\psi\right)_{\Gamma_{ \pm}}\right| \\
& \leq \frac{1}{k_{r e f}^{2}}\left(\left|e_{h}\right|_{H_{\alpha \neq 1}^{1}(\Omega)}|w-\psi|_{H_{\alpha \# \#}^{1}(\Omega)}+\mathbf{k} k \mathbf{k}_{\infty}^{2} \mathbf{k}_{h} \mathbf{k}_{L_{\alpha \# \#}^{2}(\Omega)} \mathbf{k} w-\psi \mathbf{k}_{L_{\alpha \neq \#}^{2}(\Omega)}\right. \\
& \left.+C d \mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#( }^{1}(\Omega)}\right) .
\end{aligned}
$$

using equation (4.82) with Cauchy's inequality [22, p. 50]. Hence, using equation (4.84) we get

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq(C d+1) \frac{1}{k_{r e f}^{2}} \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w-\psi \mathbf{k}_{H_{\alpha \#}^{1}(\Omega)}
$$

We use the standard approximation estimate in finite element space given by equation (D.88) and so

$$
\begin{equation*}
\left|a\left(e_{h}, w-\psi\right)\right| \leq C(C d+1) \frac{1}{k_{r e f}^{2}} \frac{h}{p} \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} w \mathbf{k}_{H_{\alpha \#}^{2}(\Omega)} \tag{D.106}
\end{equation*}
$$

We use the result from Theorem C-6 and we have the regularity estimate

$$
\frac{\mathrm{k} w \mathrm{k}_{H_{\alpha \#}^{2}(\Omega)}}{\mathrm{k} \phi \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}} \leq\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) C_{r e g} \mathrm{k} k \mathrm{k}_{\infty} .
$$

Hence

$$
\left|a\left(e_{h}, w-\psi\right)\right| \leq C \mathbf{k} k \mathbf{k}_{\infty} \frac{h}{p k_{r e f}^{2}} C_{r e g}(C d+1)\left(1+C_{S} C\left(k_{0}, k_{3}\right)\right) \mathbf{k}_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} \phi \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}
$$

and so

$$
\mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C C_{s t a b} \frac{h \mathbf{k} k \mathbf{k}_{\infty}}{p k_{\text {ref }}^{2}}(C d+1) \mathrm{k}_{h} \mathbf{k}_{\mathcal{H}}
$$

with $C_{s t a b}=\left(1+C_{s} C\left(k_{0}, k_{3}\right)\right) C_{r e g}$. We finish the proof by letting

$$
C_{1}=C C_{s t a b} \frac{h \mathbf{k} k \mathbf{k}_{\infty}}{p k_{r e f}^{2}}(C d+1) .
$$

We have the following result.
Theorem D-32. Let the wavenumber $|k| \geq k_{\text {ref }}>0$, let the maximum mesh size $h \in\left[0, h_{0}\right]$, and let the order of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$, and $c_{4}=1-2 \mathbf{k} k \mathbf{k}_{\infty} C_{1}>0$ with $C_{1}$ as given in Lemma D-31. Let $U_{\alpha, 0}$ be the continuous solution of equation (D.57). Then $U_{\alpha, 0_{h}} \in X^{\alpha}$ the corresponding discretized solution exists and is unique. If $e_{\alpha, 0_{h}}=U_{\alpha, 0}-U_{\alpha, 0_{h}}$ then we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 c_{k}(2 C d+1) / c_{4} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}},
$$

and

$$
\mathbf{k} e_{\alpha, 0_{h}} \mathrm{k}_{0} \leq 2 c_{k} C_{1}(2 C d+1) / c_{4} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}},
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$, where $C \in \mathbb{R}$, $d$ the period of the grating and $c_{k}=\mathrm{k} \Re\left(k^{2}\right) \mathrm{k}_{\infty} / k_{\text {ref }}^{2}$.

Proof. With $e_{h}=U-U_{h}$, and let $\psi=e^{i \alpha x} \psi_{\alpha, 0}$. We can use Lemma D-30 with Galerkin orthogonality similar to equation (4.88) to get

From Lemma D-29 and equation (4.83) and since $\mathbf{k} k \boldsymbol{k}_{\infty}^{2} \geq \mathbf{k} \mathfrak{R}\left(k^{2}\right) \mathrm{k}_{\infty}$, we see that

$$
\begin{align*}
& \frac{1}{\mathrm{k} \mathrm{\Re R}\left(k^{2}\right) \mathrm{k}_{\infty}}\left(\left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k}_{h} \mathrm{k}_{L_{\alpha \#}^{2}}^{2}(\Omega)\right. \\
& \leq C_{c} \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}}+\frac{C d}{k_{r e f}^{2}} \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} \tag{D.107}
\end{align*}
$$

using Céa's theorem [22, p. 64]. Since $C_{c}=\frac{1}{k_{r e f}^{2}}(C d+1)$ as given in the proof of Lemma D-29, we have

$$
\left.\begin{array}{l}
\frac{1}{\mathrm{k} \mathrm{\Re}\left(k^{2}\right) \mathrm{k}_{\infty}}\left(\left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k}_{h_{h}} \mathrm{k}_{L_{\alpha \#}^{2}}^{2}(\Omega)\right.
\end{array}\right)
$$

By letting $c_{k}=\mathbf{k R}\left(k^{2}\right) \mathrm{k}_{\infty} / k_{\text {ref }}^{2}$ and noting that $\mathrm{k} k \mathrm{k}_{\infty} \mathrm{ke}_{h} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq \mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}$, we get

$$
\begin{aligned}
& \left|e_{h}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathbf{k} k \mathbf{k}_{\infty} \mathrm{k}_{e_{h}} \mathbf{k}_{L_{\alpha \neq}^{2}(\Omega)} \mathrm{k}_{e_{h}} \mathbf{k}_{\mathcal{H}} \\
& \quad \leq c_{k}(2 C d+1) \mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} .
\end{aligned}
$$

We can use Definition 49 to substitute for the first term on the left hand side and divide by $\mathrm{k} e_{h} \mathrm{~K}_{\mathcal{H}}$

$$
\mathbf{k} e_{h} \mathbf{k}_{\mathcal{H}}-2 \mathbf{k} k \mathbf{k}_{\infty} \mathbf{k}_{e_{h}} \mathbf{k}_{L_{\alpha \neq}^{2}(\Omega)} \leq c_{k}(2 C d+1) \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}}
$$

Using Lemma D-31, we have

$$
\begin{equation*}
\mathrm{k}_{h} \mathrm{k}_{\mathcal{H}}-2 \mathbf{k} k \mathrm{k}_{\infty} C_{1} \mathrm{k}_{e_{h}} \mathrm{k}_{\mathcal{H}} \leq c_{k}(2 C d+1) \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} . \tag{D.108}
\end{equation*}
$$

We suppose that $2 \mathbf{k} k \mathbf{k}_{\infty} C_{1}<1$ and so $c_{4}=1-2 \mathbf{k} k \mathrm{k}_{\infty} C_{1}>0$

$$
\begin{equation*}
\mathrm{k}_{e_{h}} \mathrm{k}_{\mathcal{H}} \leq \frac{c_{k}}{c_{4}}(2 C d+1) \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} \tag{D.109}
\end{equation*}
$$

From Theorem 50 and equation (4.93), we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 2 \mathrm{k} e_{h} \mathrm{k}_{\mathcal{H}},
$$

then we use equation (D.109) to get

$$
\mathbf{k} e_{\alpha, 0_{h}} \mathbf{k}_{\mathcal{H}} \leq 2 c_{k}(2 C d+1) / c_{4} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} .
$$

We use equation (4.95) to get the first result

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{\mathcal{H}} \leq 4 c_{k}(2 C d+1) / c_{4} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} .
$$

To show the second result, we use once more Lemma D-27 with equation (D.109) and we get

$$
\mathbf{k}_{h} \mathbf{k}_{L_{\alpha \neq 1}^{2}(\Omega)} \leq c_{k} C_{1}(2 C d+1) \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} .
$$

From Theorem 50 and from equation (4.95), we have

$$
\mathrm{k} e_{\alpha, 0_{h}} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq 2 c_{k} C_{1}(2 C d+1) \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} .
$$

The proof of the uniqueness of $U_{\alpha, 0_{h}}$ is similar to that of Theorem 60 .

## D.3.2 A priori error estimation of the continuous problem by truncating the DtN operator

As explained in Section 4.3.2, the parameter $b$ is introduced for computational efficiency, to derive an a priori error estimate, and to allows us to cope with more general problems involving layered geometry such as cladding or substrate. We have the following results for Cases 1B, 2A and 2B.

- Case 1B: Perfectly conducting grating: TM case

Let $U_{\alpha, 0}^{M}$ be the approximate solution of the continuous problem given by equation (D.55) when we truncate the DtN map by $T_{ \pm}^{\alpha, 0^{M}}$ with $M \in \mathbb{N}$, as given by equation (4.98). The error estimate from truncating the $\operatorname{DtN}$ operator is given in the following theorem.

Theorem D-33. Let us choose $M \in \mathbb{N}$ such that $M>M_{0}=|k|+|\alpha|$ and let us denote by

$$
e_{\alpha, 0}^{M}=U_{\alpha, 0}-U_{\alpha, 0}^{M} .
$$

If $\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}<1$, such that $C_{1}$ is as given in Lemma D-23, and so $C_{3}=$ $1-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}>0$, then $U_{\alpha, 0}^{M}$ exists and is unique and we have

$$
\begin{align*}
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} & \leq 4 \frac{d}{C_{3}} e^{-(B-b) \sin \left(z_{n} / 2\right)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}  \tag{D.110}\\
\mathbf{k} & U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},  \tag{D.111}\\
\mathrm{K} e_{\alpha, 0}^{M} \mathrm{k}_{L_{\#}^{2}(\Omega)} & \leq 2 \frac{d}{C_{3}} C_{1} e^{-(B-b) \sin \left(z_{n} / 2\right)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
\mathrm{k} & U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}},
\end{align*}
$$

where $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ and $z_{n}$ is given by equation (2.44) with $b$ as shown in Figure 2.3.

Proof. Let $U \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ satisfy $a(U, v)=(f, v)_{\Gamma_{+}}$for all $v \in H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)$ as given by equation (D.28). We proceed similarly as in the proof of Theorem 60, so we are approximating the continuous problem by finding $U^{M} \in H_{\alpha \#}^{1}\left(\Omega \backslash\right.$ int $\left.\Omega_{3}\right)$, such that

$$
\begin{equation*}
a^{M}\left(U^{M}, v\right)=(f, v)_{\Gamma_{+}} \tag{D.112}
\end{equation*}
$$

with

$$
\begin{align*}
a^{M}\left(U^{M}, v\right) & =\left(\nabla U^{M}, \nabla v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} U^{M}, v\right)_{\Omega \backslash \mathrm{int} \Omega_{3}}-\left(T_{ \pm}^{M} U^{M}, v\right)_{\Gamma_{ \pm}}  \tag{D.113}\\
(f, v)_{\Gamma_{+}} & =\left(-2 i \beta_{1}^{0} e^{i\left(\alpha x-\beta_{1}^{0} B\right)}, v\right)_{\Gamma_{+}},
\end{align*}
$$

for all $v \in \Omega \backslash$ int $\Omega_{3}$ such that $T_{ \pm}^{M}(v)$ is given by equation (4.103). From equations (D.28) and (D.112) we have

$$
\begin{equation*}
a(U, v)-a^{M}\left(U^{M}, v\right)=0 \tag{D.114}
\end{equation*}
$$

We let $e^{M}=U-U^{M}$ and since $T_{ \pm}=T_{ \pm}^{M}+\left(T_{ \pm}-T_{ \pm}^{M}\right)$ then

$$
\begin{equation*}
\left(\nabla e^{M}, \nabla v\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} e^{M}, v\right)_{\Omega \backslash i \operatorname{int} \Omega_{3}}-\left(T_{ \pm}{ }^{M} e^{M}, v\right)_{\Gamma_{ \pm}}=\left(\left(T_{ \pm}-T_{ \pm}{ }^{M}\right) U, v\right)_{\Gamma_{ \pm}} . \tag{D.115}
\end{equation*}
$$

Similar to the proof of Theorem 61, we let $M \in \mathbb{N}$ such that for $M>M_{0}$ we have $M>|k|+|\alpha|$ then $n_{\alpha}^{2}>k^{2}$ for $\left|\frac{2 \pi n}{d}\right| \geq M$ and we can show that
such that $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ and $c_{\text {min }}=\inf |n|>\frac{M d}{2 \pi} \sin \left(z_{n} / 2\right)$.
We note again as in the proof of Theorem 61 that the left hand side of equation (D.115) satisfies

$$
\begin{gathered}
\left|\left(\nabla e^{M}, e^{M}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(k^{2} e^{M}, e^{M}\right)_{\Omega \backslash \operatorname{int} \Omega_{3}}-\left(T_{ \pm}{ }^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}}\right|, \\
\quad \geq \mathfrak{R}\left(\left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-k^{2} \mathbf{k} e^{M} \mathbf{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}\right),
\end{gathered}
$$

since $-\mathfrak{R}\left(T_{ \pm}{ }^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}} \geq 0$ from equation (2.72). So,

$$
\left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2}-\Re\left(k^{2}\right) \mathbf{k}^{M} \mathbf{k}_{L_{\alpha \neq 1}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \leq\left|a^{M}\left(e^{M}, e^{M}\right)\right| .
$$

Hence, using equation (D.115), we get

$$
\begin{aligned}
& \left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}^{2}-\Re\left(k^{2}\right) \mathbf{k e}^{M} \mathrm{k}_{L_{\alpha \#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}^{2} \\
& \leq d e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathbf{k}^{-\left(\mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}} \mathrm{Ke}^{M} \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} .\right.} .
\end{aligned}
$$

Again we use the duality argument [22, p. 137] to approximate k. $_{L_{L_{\alpha \#}^{2}}(\Omega)}$, with the dual problem given by equation (4.86). Therefore, we can use Lemma D-23 and equation (4.91) to get

$$
\left|e^{M}\right|_{H_{\alpha \# t}^{1}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)}-\Re(k) C_{1} \mathrm{ke}^{M} \mathrm{k}_{\mathcal{H}} \leq d e^{-c_{\min (B-b)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k U} \mathrm{k}_{H_{\alpha \# t}^{\frac{1}{\alpha}}\left(\Gamma_{1, \pm}\right)} .
$$

Since $\left.\mathbf{k} e^{M} \mathbf{k}_{\mathcal{H}} \geq \mathbf{k} e^{M} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega \backslash i n t} \Omega_{3}\right)$ then

$$
\begin{gathered}
\left|e^{M}\right|_{H_{\alpha \#}^{1}\left(\Omega \backslash \text { int } \Omega_{3}\right)}+k \mathbf{k} e^{M} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}-\left(\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1} \mathbf{k}^{M} \mathbf{k}_{\mathcal{H}} \\
\leq d e^{-c_{m i n}(B-b)} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
\mathbf{k} U \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}
\end{gathered}
$$

Since we have $C_{3}=1-\mathfrak{R}(k)+\mathbf{k} k \mathbf{k}_{\infty} C_{1}>0$, we can use equations (4.93) and (4.95) together with Theorem 50 and Definition 49 to get

$$
\begin{equation*}
\mathbf{k} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{d}{C_{3}} e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k} U_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} . \tag{D.117}
\end{equation*}
$$

From Lemma 59 and equations (4.110), (4.93) and (4.95) together with Theorem 50 , we conclude that

$$
\begin{equation*}
\mathrm{ke}_{\alpha, 0}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq 2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{\min }} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} . \tag{D.118}
\end{equation*}
$$

The proof for the uniqueness is similar to that in Theorem 61.

## - Case 2A: Transmitting dielectric grating: TE case

Let $U_{\alpha, 0}^{M}$ be the approximate solution of the continuous problem given by equation (D.56) when we truncate the DtN map by $T_{ \pm}^{\alpha, 0^{M}}$, with $M \in \mathbb{N}$, as given by equation (4.98). The error estimate by truncating $T_{ \pm}^{\alpha, 0}$ is given by the following theorem.

Theorem D-34. Let us choose $M \in \mathbb{N}$ such that $M>M_{0}=|k|+|\alpha|$ and let us denote by

$$
e_{\alpha, 0}^{M}=U_{\alpha, 0}-U_{\alpha, 0}^{M} .
$$

If $\left(\mathfrak{R}(k)+\mathbf{k} k \mathrm{k}_{\infty}\right) C_{1}<1$, such that $C_{1}$ as given in Lemma D-27, so that $C_{3}=$ $1-\left(\Re(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}>0$ then $U_{\alpha, 0}^{M}$ exists and is unique and we have

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} & \leq 4 \frac{d}{C_{3}} e^{-(B-b) c_{\text {min }}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}, \\
\mathrm{K} e_{\alpha, 0}^{M} \mathrm{k}_{L_{\#}^{2}(\Omega)} & \leq 2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{\text {min }}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}
\end{aligned} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}} .
$$

The constant $c_{\text {min }}=\left.\left.\inf \right|_{n}\right|_{>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ with $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ and $z_{n}$ is given by equation (2.44) where $b$ is described in Figure 2.3

Proof. The proof is similar to that of Theorem 60 and Theorem D-33. We just need $U \in H_{\alpha \#}^{1}(\Omega)$ to satisfy $a(U, v)=(f, v)_{\Gamma_{+}}$, for all $v \in H_{\alpha \#}^{1}(\Omega)$, as given by equation (D.33).

- Case 2B: Transmitting dielectric grating: TM case

Let $U_{\alpha, 0}^{M}$ be the approximate solution of the continuous problem given by equation (D.57) when truncate the $\operatorname{DtN}$ map by $T_{ \pm}^{\alpha, 0^{M}}$, with $M \in \mathbb{N}$, as given by equation (4.98). We have the following theorem.

Theorem D-35. Let us choose $M \in \mathbb{N}$ such that $M>M_{0}=|k|+|\alpha|$ and $2 \pi|n| / d>M$. Let $\mathbf{k} k \mathbf{k}_{\infty} \geq k_{\text {ref }}$ and let us denote by

$$
e_{\alpha, 0}^{M}=U_{\alpha, 0}-U_{\alpha, 0}^{M} .
$$

If $2 \mathbf{k} k \mathbf{k}_{\infty} C_{1}<1$, such that $C_{1}$ as given in Lemma D-31, $C \leq{ }^{\sqrt{ }} \overline{5}$ as defined in Lemma 7 then $C_{4}=1-2 \mathrm{k} k \mathrm{k}_{\infty} C_{1}>0$ and $U_{\alpha, 0}^{M}$ exists and is unique. In addition, we have

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} & \leq 4 c_{k} \frac{d}{C_{4}}\left(C \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}+e^{-(B-b) c_{\min }} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}\right), \\
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{L_{\#}^{2}(\Omega)} & \leq 2 c_{k} d \frac{C_{1}}{C_{4}}\left(C \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}+e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right.}\right),
\end{aligned}
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$ with $c_{k}=\frac{\left\|\Re\left(k^{2}\right)\right\|_{\infty}}{k_{r e f}^{2}}, c_{\text {min }}=\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ and $\Gamma_{1, \pm}=\{(x, \pm b) \in \Omega\}$ and $z_{n}$ is given by equation (2.44).
Proof. Let $U \in H_{\alpha \#}^{1}(\Omega)$ satisfy $a(U, v)=(f, v)_{\Gamma_{+}}$, for all $v \in H_{\alpha \#}^{1}(\Omega)$, as given by equation (D.37). We proceed similarly as in the proof of Theorem D-32, so we are approximating the continuous problem by finding $U^{M} \in H_{\alpha \#}^{1}(\Omega)$, such that

$$
\begin{equation*}
a^{M}\left(U^{M}, v\right)=(f, v)_{\Gamma_{+}} \tag{D.119}
\end{equation*}
$$

with

$$
\begin{align*}
a^{M}\left(U^{M}, v\right) & =\left(\frac{1}{k^{2}} \nabla U^{M}, \nabla v\right)_{\Omega}-\left(U^{M}, v\right)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm}^{M} U^{M}, v\right)_{\Gamma_{ \pm}}  \tag{D.120}\\
(f, v)_{\Gamma_{+}} & =\left(-\frac{2 i \beta_{1}^{0}}{k_{1}^{2}} e^{i\left(\alpha x-\beta_{1}^{0} B\right), v}\right)_{\Gamma_{+}}
\end{align*}
$$

for all $v \in \Omega$ such that $T_{ \pm}^{M}(v)$ is given by equation (4.103). We note again from equations (D.37) and (D.119) that

$$
\begin{equation*}
a(U, v)-a^{M}\left(U^{M}, v\right)=0 \tag{D.121}
\end{equation*}
$$

By letting $e^{M}=U-U^{M}$ and noting that $T_{ \pm}=T_{ \pm}^{M}+\left(T_{ \pm}-T_{ \pm}^{M}\right)$, we get from equation (D.121)

$$
\begin{align*}
\left(\frac{1}{k^{2}} \nabla e^{M}, \nabla v\right)_{\Omega}-\left(e^{M}, v\right)_{\Omega}-\left(\frac{1}{k^{2}} T_{ \pm}{ }^{M} e^{M}, v\right)_{\Gamma_{ \pm}} & =\left(\frac{1}{k^{2}}\left(T_{ \pm}-T_{ \pm}{ }^{M}\right) U, v\right)_{\Gamma_{ \pm}} \\
a^{M}\left(e^{M}, v\right) & =\left(\frac{1}{k^{2}}\left(T_{ \pm}-T_{ \pm}^{M}\right) U, v\right)_{\Gamma_{ \pm}} .(\mathrm{D} . \tag{D.122}
\end{align*}
$$

Similarly as in the proof of Theorem 61, we let $M$ such that $M>k+|\alpha|$ so that $n_{\alpha}^{2}>k^{2}$ for $|n| \geq \frac{M d}{2 \pi}$ and we can show that
with $c_{\text {min }}=\inf _{\left|{ }_{n}\right|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$. Then, we note that $\mathfrak{R}\left(a^{M}\left(e^{M}, v\right)\right) \leq\left|a^{M}\left(e^{M}, v\right)\right|$. Also, we note that truncating $T_{ \pm}$does not affect the validity of Lemma D-30 and so

$$
\begin{aligned}
\frac{1}{\mathrm{k} \mathcal{R}\left(k^{2}\right) \mathrm{k}_{\infty}}\left(\left|e^{M}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} e^{M}{\mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)}^{2}(\Omega)}^{2}\right. & \leq\left|\left(\frac{1}{k^{2}} T_{ \pm}^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}}\right|+\left|a^{M}\left(e^{M}, e^{M}\right)\right| \\
& \leq\left|\left(\frac{1}{k^{2}} T_{ \pm}^{M} e^{M}, e^{M}\right)_{\Gamma_{ \pm}}\right|+\left|a^{M}\left(e^{M}, U-\psi\right)\right|
\end{aligned}
$$

since we have Galerkin orthogonality similar to equation (4.88), where
$\psi=e^{i \alpha x} \psi_{\alpha, 0}$ with $\psi_{\alpha, 0} \in X^{\alpha}$. By noting that $\left|\left(T_{ \pm}^{M} v, v\right)_{\Gamma_{ \pm}}\right| \leq \mid\left(T_{ \pm} v, v\right)_{\Gamma_{ \pm}}$, we can use equations (4.83), (4.104) and similar to (4.109) we get

$$
\begin{aligned}
& \frac{1}{\mathrm{k} \Re\left(k^{2}\right) \mathrm{k}_{\infty}}\left(\left|e^{M}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathrm{k} k \mathrm{k}_{\infty}^{2} \mathrm{k} e^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}^{2}\right) \text {, } \\
& \leq \frac{C d}{k_{r e f}^{2}} \mathrm{k} e^{M} \mathbf{k}_{\mathcal{H}} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} \\
& +d e^{-(B-b) \sin \left(z_{n} / 2\right) \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}}{\mathrm{~K} U \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} \mathrm{Ke}^{M} \mathrm{~K}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{ \pm}\right)} \mathrm{N}^{2}} \\
& \leq \frac{C d}{k_{r e f}^{2}} \mathrm{k} e^{M} \mathrm{k}_{\mathcal{H}} \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} \\
& +\frac{d}{k_{r e f}^{2}} e^{-(B-b) \sin \left(z_{n} / 2\right) \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k} U \mathbf{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)} \mathrm{Ke}^{M} \mathbf{k}_{\mathcal{H}}
\end{aligned}
$$

since $U_{h}^{M}$ minimizes $a^{M}$, we can use Céa's Lemma [22, p. 64] and Theorem A-13 with the equivalence of the norms in H and in $H_{\alpha \#}^{1}(\Omega)$. Once more, we use the duality argument $[22, \mathrm{p} .137]$ to approximate $\mathrm{k} . \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)}$, with the dual problem given by equation (4.86). Therefore, we can use Lemma D-31 and similar to equation (D.108), we get

$$
\begin{gathered}
\frac{1}{\left\|\Re\left(k^{2}\right)\right\|_{\infty}}\left(\mathbf{k} e^{M} \mathbf{k}_{\mathcal{H}}-2 \mathbf{k} k \mathbf{k}_{\infty} C_{1} \mathbf{k} e^{M} \mathbf{k}_{\mathcal{H}}\right) \leq \frac{C d}{k_{r e f}^{2}} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}} \\
\quad+\frac{d}{k_{r e f}^{2}} e^{-(B-b) \sin \left(z_{n} / 2\right) \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k} U \mathbf{k}_{H_{\alpha \#}^{\frac{1}{\alpha}}\left(\Gamma_{1, \pm}\right)}
\end{gathered}
$$

Letting $c_{k}=\frac{\left\|\Re\left(k^{2}\right)\right\|_{\infty}}{k_{r e f}^{2}}$ and supposing $2 \mathbf{k} k \mathbf{k}_{\infty} C_{1}<1$, we have $C_{4}=1-2 \mathbf{k} k \mathbf{k}_{\infty} C_{1}>0$ and

$$
\begin{equation*}
\mathrm{k} e^{M} \mathbf{k}_{\mathcal{H}} \leq \frac{c_{k}}{C_{4}} d\left(C \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}}+e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k}^{\left(\mathrm{k}_{H_{\alpha \#}^{\frac{1}{\alpha}}\left(\Gamma_{1, \pm)}\right)}\right)}\right. \tag{D.124}
\end{equation*}
$$

with $c_{\text {min }}=\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$. We can use equations (4.93) and (4.95) together with Theorem 50 to get

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{c_{k}}{C_{4}} d\left(C \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}+e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}\right) \tag{D.125}
\end{equation*}
$$

From Lemma 59 and equations (D.125), (4.93) and (4.95) together with Theorem 50, we conclude that

$$
\begin{equation*}
\mathrm{ke}_{\alpha, 0}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq 2 \frac{d}{C_{4}} c_{k} C_{1}\left(C \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}}+e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\alpha \#}^{\frac{1}{2}}\left(\Gamma_{1, \pm)}\right)}\right) . \tag{D.126}
\end{equation*}
$$

We can show that $U_{\alpha, 0}^{M}$ is unique in a similar way to that in Theorem 61.

## D.3.3 Total error made by solving numerically the problem

Similar to Section 4.3.3, we also note that the error made by solving numerically the Helmholtz equation for Cases $1 \mathrm{~B}, 2 \mathrm{~A}$ and 2 B for a periodic grating arises from discretising using finite elements and truncating the $\operatorname{DtN}$ operator when we use the transparent boundary conditions. Let us denote the total error by $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$ then it can be estimated as follows for the three cases.

## - Case 1B: Perfectly conducting grating: TM case

Theorem D-36. Let $|k| \geq k_{\text {ref }}>0$, the maximum mesh size $h \in\left[0, h_{0}\right]$, the degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$ with $\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}<1$ where $C_{1}$ is defined in Lemma D-23. Let $C_{3}=1-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}$. Let $M \in \mathbb{N}$ such that $M \geq M_{0}$ and let $U_{\alpha, 0}$ be the continuous solution of equation (D.55), $U_{\alpha, 0_{h}}^{M}$ be the corresponding discretized solution with the truncated DtN operator and the total error be $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$. Then we have

$$
\begin{aligned}
\mathrm{k}_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq & 4 \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \leq 2 \frac{C_{c}}{C_{3}} C_{1} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
& +2 d \frac{C_{1}}{C_{3}} e^{-(B-b) c_{\text {min }} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}},
\end{aligned}
$$

for all test functions $\psi_{\alpha, 0} \in X^{\alpha}$ where $C_{c}$ is given in Lemma D-21, $c_{\min }=$ $\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ with $z_{n}$ as defined in equation (2.44).
Since we have equation (4.114), then we can use the standard finite element esti-
mate equation (4.74) and we can write

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \leq & 4 \sup \left(1, \mathrm{k} k \mathbf{k}_{\infty}\right)\left(\frac{h}{p}\right)^{l-1} \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{l}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}
\end{aligned} \mathrm{k}_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}\left(\Gamma_{1, \pm}\right)}},
$$

and using the definition of $C_{1}$ from Lemma D-23

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}\left(\Omega \backslash \operatorname{int} \Omega_{3}\right)} \leq & 2 \mathbf{k} k \mathbf{k}_{\infty}\left(\frac{h}{p}\right)^{l} \frac{C_{c}}{C_{3}}(C d+1) C_{r e g} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}\left(\Omega \backslash \text { int } \Omega_{3}\right)} \\
& +2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
\mathrm{k} & U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

for any integer $l \geq 2$.
Proof. The proof is similar to that of Theorem 62.

## - Case 2A: Transmitting dielectric grating: TE case

Theorem D-37. Let $|k| \geq k_{\text {ref }}>0$, the maximum mesh size $h \in\left[0, h_{0}\right]$, the degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$ with $\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}<1$ where $C_{1}$ is defined in Lemma D-27. Let $C_{3}=1-\left(\Re(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}$ and $M \in \mathbb{N}$ such that $M \geq M_{0}$. Let $U_{\alpha, 0}$ be the continuous solution of equation (D.56), $U_{\alpha, 0_{h}}^{M}$ be the corresponding discretized solution with the truncated DtN operator and the total error be $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$. Then we have

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq & 4 \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H} \frac{\frac{1}{\#}\left(\Gamma_{1, \pm}\right)}{},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq & 2 \frac{C_{c}}{C_{3}} C_{1} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \\
& +2 d \frac{C_{1}}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H}{ }_{H}^{\frac{1}{\#}\left(\Gamma_{1, \pm}\right)}
\end{aligned}
$$

for all $\psi_{\alpha, 0} \in X^{\alpha}$ where $C_{c}$ is given by Lemma D-25, $c_{\min }=\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ with $z_{n}$ as defined in equation (2.44).

Note that

$$
\begin{equation*}
\inf \left(1, \mathbf{k} k \mathbf{k}_{\infty}\right) \mathbf{k} e_{\alpha, 0} \mathbf{k}_{H_{\#}^{1}(\Omega)} \leq \mathrm{k} e_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \leq \sup \left(1, \mathrm{k} k \mathbf{k}_{\infty}\right) \mathrm{k} e_{\alpha, 0} \mathrm{k}_{H_{\#}^{1}(\Omega)} . \tag{D.127}
\end{equation*}
$$

Then we can use the standard finite element estimate equation (D.88) and we can write

$$
\begin{aligned}
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq & 4 \sup \left(1, \mathrm{k} k \mathrm{k}_{\infty}\right)\left(\frac{h}{p}\right)^{l-1} \frac{C_{c}}{C_{3}} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{H_{\#}^{l}(\Omega)} \\
& +4 \frac{d}{C_{3}} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm)}\right)},
\end{aligned}
$$

and using the definition of $C_{1}$ from Lemma D-27

$$
\begin{aligned}
\mathbf{k} e_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\Omega)} \leq & 2 \mathbf{k} k \mathbf{k}_{\infty}\left(\frac{h}{p}\right)^{l} \frac{C_{c}}{C_{3}}(C d+1) C_{s t a b} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{l}(\Omega)} \\
& +2 \frac{d}{C_{3}} C_{1} e^{-(B-b) c_{\min } \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}}} \mathbf{k} U_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

for any integer $l \geq 2$.
Proof. We have

$$
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq \mathrm{k} U_{\alpha, 0}-U_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}}+\mathrm{k} U_{\alpha, 0}^{M}-U_{\alpha, 0_{h}}^{M} \mathrm{k}_{\mathcal{H}}
$$

Similar to the proof of Theorem 62, we derive an a priori error estimate for the second term. Let $e_{h}^{M}=U^{M}-U_{h}^{M}$ where $U^{M}=e^{i \alpha x} U_{\alpha, 0}^{M}$ and $U_{h}^{M}=e^{i \alpha x} U_{\alpha, 0_{h}}^{M}$. In a similar way to derive equation (4.115), we get

$$
\mathfrak{R}\left(a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right) \geq \mathfrak{R}\left(\left|e_{h}^{M}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-k^{2} \mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}^{2}\right)
$$

since $-\mathfrak{R}\left(T_{ \pm}^{M} e_{h}^{M}, e_{h}^{M}\right)_{\Gamma_{ \pm}}>0$ using Lemma 8. So,

$$
\left|e_{h}^{M}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathfrak{R}(k) \mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)} \mathbf{k} e_{h}^{M} \mathbf{k}_{\mathcal{H}} \leq\left|a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right|
$$

since $\mathfrak{R}(k) \mathrm{k} e_{h}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq \mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}}$. Then

$$
\begin{aligned}
\left|e_{h}^{M}\right|_{H_{\alpha \#}^{1}(\Omega)}^{2}-\mathfrak{R}(k) \operatorname{ke}_{h}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \mathfrak{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} & \leq\left|a^{M}\left(e_{h}^{M}, U^{M}-\psi\right)\right| \\
& \leq C_{c} \mathbf{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} \mathbf{k} U^{M}-\psi \mathbf{k}_{\mathcal{H}}
\end{aligned}
$$

using Galerkin orthogonality and Lemma D-26. Similar to the proof of Theorem 62 to derive equation (4.117), we have

$$
\mathrm{ke}_{h}^{M} \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)} \leq C_{1} \mathrm{ke}_{h}^{M} \mathrm{k}_{\mathcal{H}}
$$

. Hence,

$$
\mathrm{k}_{h}{ }_{h}^{M} \mathrm{k}_{\mathcal{H}}-\left(\Re(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1} \mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U^{M}-\psi \mathrm{k}_{\mathcal{H}} \leq C_{c} \mathrm{k} U-\psi \mathbf{k}_{\mathcal{H}}
$$

using Lemma $\mathrm{D}-25$ and by noting that when $M \geq M_{0}, U^{M}$ tends to $U$. Since we suppose that $\left(\mathfrak{R}(k)+\mathrm{k} k \mathrm{k}_{\infty}\right) C_{1}<1$ then

$$
\begin{equation*}
\mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} \leq \frac{C_{c}}{C_{3}} \mathbf{k} U-\psi \mathbf{k}_{\mathcal{H}} \tag{D.128}
\end{equation*}
$$

where $C_{3}=1-\left(\Re(k)+\mathbf{k} k \mathbf{k}_{\infty}\right) C_{1}$. From equations (4.93), (4.95) and (D.128), we get

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0_{h}}^{M} \mathrm{k}_{\mathcal{H}} \leq 4 \frac{C_{c}}{C_{3}} \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} . \tag{D.129}
\end{equation*}
$$

From Lemma 59 and Theorem 50, we get

$$
\begin{equation*}
\mathfrak{k e} e_{\alpha, 0_{h}}^{M} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq 2 \frac{C_{1}}{C_{3}} C_{c} \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \tag{D.130}
\end{equation*}
$$

We use the result given by Theorem D-34 with equations (D.129) and(D.130) to finish the proof of the total error of discretizing and truncating the DtN operator.

## - Case 2B: Transmitting dielectric grating: TM case

Theorem D-38. Let $|k| \geq k_{\text {ref }}>0$, the maximum mesh size $h \in\left[0, h_{0}\right]$, the degree of the polynomial basis $p \in\left[p_{0}, \infty\right]$ such that $k \frac{h_{0}}{p_{0}}<1$ with $2 C_{1} \mathrm{k} k \mathrm{k}_{\infty}<1$ so that $C_{4}=1-2 C_{1} \mathbf{k} k \mathrm{k}_{\infty}>0$ where $C_{1}$ is defined in Lemma D-31. Let $M \in \mathbb{N}$ such that $M \geq M_{0}$ and let $U_{\alpha, 0}$ be the continuous solution of equation (D.57), $U_{\alpha, 0_{h}}^{M}$ be the corresponding discretized solution with the truncated DtN operator and the total error be $e_{\alpha, 0}=U_{\alpha, 0}-U_{\alpha, 0_{h}}^{M}$. Then we have

$$
\begin{aligned}
& \mathbf{k} e_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \leq 4 \frac{c_{k}}{C_{4}}(3 C d+1) \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \\
&+4 \frac{c_{k}}{C_{4}} d e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
& \mathbf{k} U_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{k} e_{\alpha, 0} \mathrm{k}_{L_{\#}^{2}(\Omega)} \leq \frac{c_{k}}{C_{4}} C_{1}(3 C d+1) \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \\
&+2 d \frac{c_{k}}{C_{4}} C_{1} e^{-(B-b) c_{\text {min }}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
& \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H}{ }_{\#\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

for all $\psi_{\alpha, 0} \in X^{\alpha}$ where $c_{k}=\frac{\|k\|_{\infty}}{k_{r e f}}, C_{c}$ is given by Lemma D-29, $C \leq{ }^{\sqrt{ }} \overline{5}$ as in Lemma 7 and $c_{\text {min }}=\inf _{|n|>\frac{M d}{2 \pi}} \sin \left(z_{n} / 2\right)$ with $z_{n}$ as defined in equation (2.44). Since we have equation (D.127) then we have

$$
\begin{aligned}
& \mathbf{k} e_{\alpha, 0} \mathbf{k}_{\mathcal{H}} \leq 4 \sup \left(1, \mathbf{k} k \mathbf{k}_{\infty}\right)\left(\frac{h}{p}\right)^{l-1} \frac{c_{k}}{C_{4}}(3 C d+1) \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{l}(\Omega)} \\
&+4 \frac{c_{k}}{C_{4}} d e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
& \mathrm{k} U_{\alpha, 0} \mathrm{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)},
\end{aligned}
$$

and using the definition of $C_{1}$ from Lemma D-31

$$
\begin{aligned}
& \mathbf{k} e_{\alpha, 0} \mathbf{k}_{L_{\#}^{2}(\Omega)} \leq 2 \mathbf{k} k \mathbf{k}_{\infty}\left(\frac{h}{p}\right)^{l} \frac{c_{k}}{C_{4}} C_{s t a b}(3 C d+1) \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{H_{\#}^{l}(\Omega)} \\
&+2 d \frac{c_{k}}{C_{4}} C_{1} e^{-(B-b) c_{m i n}} \sqrt{(M-|\alpha|)^{2}-k_{j}^{2}} \\
& \mathbf{k} U_{\alpha, 0} \mathbf{k}_{H_{\#}^{\frac{1}{2}}\left(\Gamma_{1, \pm}\right)}
\end{aligned}
$$

Proof. We have

$$
\mathrm{k} e_{\alpha, 0} \mathrm{k}_{\mathcal{H}} \leq \mathrm{k} U_{\alpha, 0}-U_{\alpha, 0}^{M} \mathrm{k}_{\mathcal{H}}+\mathrm{k} U_{\alpha, 0}^{M}-U_{\alpha, 0_{h}}^{M} \mathrm{k}_{\mathcal{H}}
$$

where $\mathbf{k} U_{\alpha, 0}-U_{\alpha, 0}^{M} \mathbf{k}_{\mathcal{H}}$ has already been shown in Theorem D-35. An a priori error estimate for the second term can be derived in similar way to that performed in Theorem D-37. Let us denote $e_{h}^{M}=U^{M}-U_{h}^{M}$ where $U^{M}=e^{i \alpha x} U_{\alpha, 0}^{M}$ and $U_{h}^{M}=e^{i \alpha x} U_{\alpha, 0_{h}}^{M}$. We can show similarly as for Lemma D-30 that

$$
\frac{1}{\mathrm{k} \Re\left(k^{2}\right) \mathrm{k}_{\infty}}\left|e_{h}^{M}\right|_{H_{\alpha \neq 1}^{1}(\Omega)}^{2}-\mathrm{k} e_{h}^{M} \mathrm{k}_{L_{\alpha \neq}^{2}(\Omega)}^{2} \leq\left|a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right|+\left|\left(\frac{1}{k^{2}} T_{ \pm} e_{h}^{M}, e_{h}^{M}\right)_{\Gamma_{ \pm}}\right| .
$$

Similar to that proof of Theorem D-28, we have

$$
\begin{aligned}
& \frac{1}{\left\|\Re\left(k^{2}\right)\right\|_{\infty}} \mathbf{k} e_{h}^{M} \mathbf{k}_{\mathcal{H}}^{2}-2 \mathbf{k} k \mathbf{k}_{\infty}^{2} \mathrm{k}_{h}^{M} \mathrm{k}_{L_{\alpha \neq}^{2}}^{2}(\Omega) \\
& \leq\left|a^{M}\left(e_{h}^{M}, e_{h}^{M}\right)\right|+\frac{1}{k_{\text {ref }}^{2}}\left|\left(T_{ \pm}^{M} e_{h}^{M}, e_{h}^{M}\right)\right| .
\end{aligned}
$$

Similarly as we did to get equation (D.107), we get

$$
\begin{aligned}
& \mathbf{k} e_{h}^{M} \mathbf{k}_{\mathcal{H}}-2 \mathbf{k} k \mathbf{k}_{\infty}{\mathbf{k} e_{h}^{M} \mathbf{k}_{L_{\alpha \#}^{2}(\Omega)}}^{\leq c_{k}(2 C d+1) \mathbf{k} U^{M}-\psi \mathbf{k}_{\mathcal{H}}}
\end{aligned}
$$

where $\psi=e^{i \alpha x} \psi_{\alpha, 0}$ such that $\psi_{\alpha, 0} \in X^{\alpha}$. In a similar way to derive Lemma D-31, we have $\mathrm{k} e_{h}^{M} \mathrm{k}_{L_{\alpha \#}^{2}(\Omega)} \leq C_{1} \mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}}$. We can divide by $\mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}}$ and so

$$
\begin{aligned}
& \mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}}-2 C_{1} \mathrm{k} k \mathrm{k}_{\infty} \mathrm{k}_{h}^{M} \mathrm{k}_{\mathcal{H}} \\
& \leq c_{k}(2 C d+1) \mathrm{k} U^{M}-\psi \mathrm{k}_{\mathcal{H}} .
\end{aligned}
$$

Since we suppose $2 C_{1} \mathrm{k} k \mathrm{k}_{\infty}<1$ then $C_{4}=1-2 C_{1} \mathrm{k} k \mathrm{k}_{\infty}>0$ and we have

$$
\mathbf{k} e_{h}^{M} \mathbf{k}_{\mathcal{H}} \leq \frac{c_{k}}{C_{4}}(2 C d+1) \mathbf{k} U^{M}-\psi \mathbf{k}_{\mathcal{H}} .
$$

For $M \geq M_{0}, U^{M}$ tends to $U$ therefore

$$
\begin{equation*}
\mathrm{k} e_{h}^{M} \mathrm{k}_{\mathcal{H}} \leq \frac{c_{k}}{C_{4}}(2 C d+1) \mathrm{k} U-\psi \mathrm{k}_{\mathcal{H}} . \tag{D.131}
\end{equation*}
$$

From equations (4.93) and (4.95), we get

$$
\begin{equation*}
\mathfrak{k} e_{\alpha, 0_{h}}^{M} \mathbf{k}_{\mathcal{H}} \leq 4 \frac{c_{k}}{C_{4}}(2 C d+1) \mathbf{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathbf{k}_{\mathcal{H}} . \tag{D.132}
\end{equation*}
$$

From Lemma 59 and Theorem 50, we get

$$
\begin{equation*}
\mathrm{k} e_{\alpha, 0_{h}}^{M} \mathrm{k}_{L_{\# \#}^{2}(\Omega)} \leq 2 \frac{c_{k}}{C_{4}} C_{1}(2 C d+1) \mathrm{k} U_{\alpha, 0}-\psi_{\alpha, 0} \mathrm{k}_{\mathcal{H}} . \tag{D.133}
\end{equation*}
$$

We use the result given by Theorem D-35 with equations (D.132) and(D.133) to finish the proof of the total error of discretizing and truncating the DtN operator.

