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ABSTRACT 

Structural failure can be a challenging and unpredictable phenomenon to detect, 

especially under the combination of mechanical loads and environmental conditions. 

Additive manufacturing has recently gained interest because of its capability of 

producing complex metal geometries directly from a digital model. However, despite 

its high potential, the process induced imperfections, like pores, microstructural 

changes due to the layer-by-layer manufacturing, and residual stresses could 

significantly reduce the material resistance and impact the crack growth behaviour. 

Therefore, the combinations of those manufacturing factors add another complexity 

layer that needs further investigation with advanced and sophisticated numerical 

techniques. 

The numerical techniques commonly used to investigate the structural behaviour 

are primarily based on classical continuum mechanics with the governing equations in 

the form of partial differential equations. However, such methods become inadequate 

in the presence of the field’s discontinuities, such as cracks, especially when dealing 

with additively manufactured materials. 

To overcome these limitations, in this dissertation, a new continuum mechanics 

theory (i.e., Peridynamics) based on integro-differential equations is utilised. 

Peridynamics already proved its applicability and effectiveness in modelling 

discontinuities such as crack nucleation and propagation, micro-cracks interaction 

problems, polycrystalline fracture, stress-corrosion cracking and simulations of 

fracture phenomena under different loading conditions, accounting for potential failure 

due to corrosion. Nonetheless, its applicability and accuracy for the investigation of 

additively manufactured materials still remain to be assessed. 

For this reason, this work focused on the application of Peridynamics on fatigue 

and corrosion fatigue problems in additively manufactured materials utilized in marine 

environment. The developed methodology showed its capability of evaluating the 

effects of porosity on fatigue nucleation and propagation process. Additionally, the 

application of the columnar granularity and residual stresses in the structure proved the 

anisotropy in the material response and their substantial impact on fatigue crack growth 

rates. Lastly, a numerical framework for corrosion fatigue problems, which combines 

the Peridynamics fatigue crack growth model and Peridynamics diffusion model is 
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proposed in order to couple the mechanical and diffusion fields existing in the material 

due to the impact of environmental fatigue. The developed numerical corrosion fatigue 

model showed the capability of the framework to predict the corrosion fatigue crack 

growth rates by capturing the effects of the loading frequency on the fatigue 

performance. 

The numerical results have been validated against the experimental data available 

in the literature and verified with the commonly used commercial Finite Element 

Analysis numerical solutions. 
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1 INTRODUCTION 

1.1 Background and motivation 

Additive manufacturing (AM), or known as 3D printing technology, is a subject of 

undergoing intense research and development studies in the field of Metal Rapid 

Prototyping (MRP). 3D printed structures are widely used in aerospace, automotive, 

and biomedical industries [1–4], and, nowadays, its application is extended to the 

marine industry [5, 6].  

The rapid increase of AM in industrial applications provides flexibility in designing 

and manufacturing complex metal structures involving titanium, stainless steel, nickel 

and aluminium alloys [7]. Moreover, the AM process of building layer-by-layer metal 

components, as shown in Figure 1.1, according to the designed 3D model [3] increases 

production efficiency and product customisation. Titanium alloy Ti6Al4V is 

recognized as the most popular titanium alloy, which is used in aerospace, energy, 

marine, automobile, biomedical and chemical industries [8]. Ti6Al4V is produced by 

traditional manufacturing methods (casting, forging, extrusion) and AM, which 

increases production efficiency and customizes the product [8]. Due to the particular 

interest in Ti6Al4V alloy in most fields, presented research on additively manufactured 

materials will focus on Ti6Al4V alloy. Moreover, the low density, high specific 

strength, and corrosion resistance of Ti6Al4V alloy is widely investigated by 

experiments, which are available in the literature, and are beneficial for the numerical 

models’ verifications in the presented research. 

 
Figure 1.1 AM process (Wire+Arc AM) [9]. 
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Figure 1.2 Process – induced (casting) defects due to layer-by-layer manufacturing [10]. 

 
Figure 1.3 Product quality due to layer-by-layer manufacturing. Schematic of WAAM [10]. 

Looking at additively manufactured components many studies have been carried 

out, where some experimental studies showed the existence of process-induced defects, 

as shown in Figure 1.2, and the differences in the product quality of the structures 

produced by Additive Layer Manufacturing (ALM), which can influence the fatigue 

performance of the additively manufactured parts [10–13]. Firstly, the variations in the 
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microstructure and the material properties (layer quality) were reported [14, 15]. 

Secondly, layer-by-layer manufacturing results in material anisotropy [16], process-

induced defects [10, 12, 17, 18] and Residual Stresses (RS) development [19]. All these 

quantities influence the fatigue performance of the material, as summarized in Figure 

1.3. 

The common practice to evaluate the performance of newly built additively 

manufactured structures is to perform the experiments. The experiments provide a good 

insight into the material microstructure and properties. On the other hand, it is a time-

consuming and expensive procedure that limits the broader understanding of the 

performance and possible cause of failure due to the complexity of the additively 

manufactured material. On the other hand, numerical modelling is an excellent 

alternative to material performance predictions. Utilizing the numerical tool, the role 

of different variables on fatigue performance can be analysed, and the combination of 

multiple factors, like porosities and granularity can be investigated. Moreover, looking 

at more complex processes like environmental fatigue (Corrosion Fatigue (CF)) can be 

an even greater concern among engineers. The corrosion-resistant alloys used in 

various industries and structures (aircraft, vessels, power plants, bridges etc.) can result 

in catastrophic failures in corrosive environments, especially marine environments. In 

combination with the fatigue loading conditions, the Stress Corrosion Cracking (SCC) 

belongs to the group of the most dangerous environments for metal failure. The primary 

difference between CF and SCC is that static tensile loading is responsible for SCC, 

while CF is defined as environmentally induced crack propagation due to cyclic 

loading. If there is no influence of SCC on Fatigue Crack Growth (FCG), then CF is 

named as True Corrosion Fatigue (TCF). The combination of TCF and SCC can be 

schematized by a diagram shown in Figure 1.4. Moreover, metal, subjected to lower 

frequencies and higher load ratio of fatigue can experience the SCC mechanism [20]. 

The process and subdivisions of CF and SCC are described in Chapter 2.5. The models 

for CF predictions in Chapter 2.5 are mainly based on experimental data and parameters 

identification based on experimental results.  
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Figure 1.4 Interdependence between CF and SCC (modified from [20]). 

Numerical tools are widely used for material behaviour prediction and progressive 

failure analysis, as will be discussed in Chapter 2. Various techniques are available for 

failure mode prediction within the framework of classical (local) and nonlocal theories. 

Finite Element Method (FEM) is a very commonly used tool for failure analysis which 

is based on the partial differential equations of Classical Continuum Mechanics (CCM). 

Therefore, FEM faces challenges in the problems involved with cracks and cannot 

address crack nucleation in a continuous material. Moreover, in the crack propagation 

problems, FEM suffers from inherent limitations, and re-meshing is required, 

becoming computationally costly. Additionally, to re-meshing, FEM requires the 

kinetic relation for the crack growth with the guidance of the crack direction and speed. 

Considering the shortcomings of FEM, the Cohesive Zone Elements (CZE) method 

and Extended Finite Elements method (XFEM) was introduced. CZE and XFEM 

eliminate the need to re-mesh but still require knowledge on the crack path. In the 

complex analysis of multiple cracks in the system, the methods which are based on the 

local continuum model, where the material point is influenced by the material points 

located in its immediate vicinity, are not practical. Instead, in the nonlocal continuum 

model (Peridynamics theory), the material point is influenced by the other material 

points located within the region of finite radius. The Peridynamics (PD) is basically the 

re-formulation of CCM theory but includes the Molecular Dynamics Model (MDM) as 

when the radius becomes infinitely large, and the nonlocal theory becomes the 
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continuous version of MDM. Because of the PD theory's nonlocal nature, the failure 

analysis involving the crack nucleation, crack propagation, and interaction between the 

multiple cracks is not problematic. Firstly, the concept of damage which is naturally 

present in PD formulation and will be discussed in Chapter 3, is beneficial in dealing 

with the process-induced defects due to AM, shown in Figure 1.2. Secondly, PD is a 

powerful tool for analysing the materials on macro, micro or nano scales, which gives 

an advantage on dealing with material anisotropy of AM structures. Lastly, the multiple 

physical fields can be treated within the same PD framework and utilised for a complex 

phenomena such as corrosion fatigue. In this study, the developed numerical models 

are based on PD and used to analyse the structural damage in additively manufactured 

Ti6Al4V alloy (considering microstructure, porosity, and RS) subjected to the fatigue 

loading conditions and exposure to the corrosive environment. 

1.2 Aim and objectives of research 

The aim of the research in this thesis is to predict fatigue, and corrosion of the 3D 

printed structures by exploiting a new computational methodology – Peridynamics.  

The research described in this thesis has four main objectives: 

- Creation of a numerical model based on PD theory to investigate the dual role 

of holes and micro-crack arrays on toughening and degradation mechanisms in 

structures. The study of the macro- and micro-cracks interaction problem is 

analysed to understand if the cracks suppress or enhance the crack propagation 

and what is the crack behaviour in the presence of micro- defects or defects as 

holes. This study is a starting point for developing porosities interaction in the 

fatigue nucleation and propagation problems, described in Chapter 5 and 

Chapter 6, respectively. To the best of the author’s knowledge, there is currently 

no study available in the literature concerning the numerical analysis by PD of 

the crack arrest phenomena and the shielding effects of the various micro-cracks 

distributions and micro-crack interactions between each other. This goal is 

achieved in [21] and [22] as a part of the research described in this thesis 

(Chapter 4). 



INTRODUCTION 
 

6 
 
 

- Creation of a numerical model based on PD theory to investigate the effects of 

process-induced defects in additively manufactured structures on fatigue life. 

To the best of the author’s knowledge, it is the first time of the numerical 

implementation by means of PD the porosities in the samples which are 

subjected to cycling loading conditions. The study includes an analysis of 

critical porosities in the structure and the assessments of the effects of the pores 

interactions on the fatigue life. The results of this study have been published in 

[23] and presented in Chapter 5. 

- Creation of a numerical model based on PD theory to investigate the 

microstructure, porosity, and RS on the Fatigue Crack Growth Rates (FCGR). 

All three main factors that decrease the performance of additively manufactured 

materials are analysed in Chapter 6. To the best of the author’s knowledge, it is 

the first time PD is used for: 1. modelling and fatigue analysis of the columnar 

polycrystal structure as a result of ALM; 2. combined problem of modelling 

polycrystals and porosities in the additively manufacturing structures and 

analysing their effects on the fatigue behaviour, 3. numerical modelling of the 

RS in the material using the parabolic temperature profile and the investigation 

of the impact of RS on fatigue crack propagation. The results of these studies 

have been published in [24] and [25].  

- Creation of a numerical model based on PD theory to investigate CF (Chapter 

7) for FCG problems. To the best of the author’s knowledge, it is the first time 

PD has been used to develop such complex phenomena. The results of this study 

have been published in [26]. 

Each of the described objectives are steps to reach the main aim of the research, 

where the first focus of numerical PD models are on fracture mechanics problems, then 

followed by fatigue and after corrosion problems, and finally predicting the complex 

phenomena – CF. The overview of the steps of each part of the research is visualized 

in Figure 1.5. 
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Figure 1.5 Thesis roadmap. 

1.3 Thesis structure 

The following eight chapters constitute this thesis: 

- Chapter 1. This chapter provides a basic overview of the AM, the drawbacks in 

the material due to the layer-by-layer manufacturing and the response of the 

structures to the fatigue and the CF environment. In this regard, the objectives 

of this research and the thesis structure are described. 

- Chapter 2. This chapter provides an overview of the most popular techniques 

for brittle fracture predictions under various loading conditions (static, 

dynamic, fatigue) and the limitations of these methods. Moreover, an 

introduction is given to the fatigue and CF failures and the response of the 

additively manufactured structures to the mechanical and environmental 

loading conditions. Finally, the major contributors to the fatigue performance 

of the additively manufactured structures are discussed (granularity, porosity, 

RS), pointing to the main problems in the 3D printed structures considered in 

this research.  
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- Chapter 3. This chapter describes the numerical approach (PD) used for the 

problems investigated in this research. 

- Chapter 4. This chapter presents an in-depth investigation of the stretch based 

failure criterion in Ordinary State-based PD for both static and dynamic 

conditions. Also, analysis is performed on the dual role of holes and micro-

crack arrays on toughening and degradation mechanisms in brittle structures. 

For the study of the macro- and micro-cracks interaction problem, various cases 

of the micro-crack distribution and inclination angles are considered and 

validated with analytical studies.  

- Chapter 5. This chapter focuses on evaluating the effect of the pores in Ti6Al4V 

dog-bone samples produced by AM. The methodology is proposed to model the 

PD fatigue model's pores and estimate the fatigue life reduction due to the 

internal pores. Furthermore, a numerical approach is presented to assess the 

critical pore characteristics and the influence of the pore location and size on 

the fatigue life of Ti6Al4V. Finally, the results are discussed and compared with 

experimental data available in the literature. 

- Chapter 6. This chapter evaluates the effect of the process-induced 

imperfections of AM, like microstructure, pores and RS on the fatigue 

resistance and crack growth behaviour. A new approach is proposed for RS 

implementation in the PD, and the crack growth rates are compared with 

experimental data available in the literature. 

- Chapter 7. This chapter describes the PD model of CF and its mathematical 

formulation. The analysis is performed for wrought and additively 

manufactured Ti6Al4V alloys, and the numerical prediction of the fatigue 

performance of the metals in the corrosive environment is compared to the 

experimental data available in the literature. 

- Chapter 8. This chapter summarised the major findings and the contributions of 

this research, followed by the recommended future work.  
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2 LITERATURE REVIEW 

2.1 Introduction 

This chapter summarises the literature review undertaken for the realisation of the 

research on fatigue and corrosion problems. The discussion in the thesis is about the 

fracture as the body's response to externally applied loads or the body's response due 

to the temperature gradients and/or aggressive environments. The fracture process 

involves the initiation and the propagation processes, which will be discussed in the 

next Chapters. Overall, the discussion within the chapters will be on the body (plate), 

which consists of macro- and/or micro-cracks and/or pores. The focus is on the 

material's resistance to crack nucleation and/or propagation. The typical description of 

the mechanical state in the deformative body containing a crack includes the 

geometrical configuration of the body, an empirical relation between the internal 

stresses and deformations, and the balance law of physics. Irwin [27] introduced the 

Stress Intensity Factor (SIF), 𝐾, which characterises the stress field in the vicinity of 

the crack tip, as shown on Figure 2.1, and the stresses close to the crack tip can be 

written in the following form [27]: 

σ0@ =
𝐾

√2𝜋𝑐
𝑓0@(𝜗) (2.1) 

where 𝑐 and 𝜗 are the polar coordinates and functions 𝑓0@(𝜗) are: 

𝑓//(𝜗) = cos �
𝜗
2� �1 − sin �

𝜗
2� sin �3

𝜗
2�� 

(2.2) 𝑓/&(𝜗) = cos �
𝜗
2� �1 + sin �

𝜗
2� cos �3

𝜗
2�� 

𝑓&&(𝜗) = sin �
𝜗
2� cos �

𝜗
2� cos �3

𝜗
2� 
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Figure 2.1 Irwin’s SIF [27]. 

 
Figure 2.2 Plate under tensile loading with: (a) single macro-crack; (b) macro- and micro-
cracks.  

SIF depends on the specimen geometry, the applied load and the existence of micro-

cracks if any. The general solution of SIF for three modes of loading (Mode I: opening 

mode; Mode II: in-plane shear load; Mode III: out-of-plane mode, shear load) is given 

as: 

𝐾(2,22,222) = σ√𝜋𝑎𝑓(𝐿, 𝑎) (2.3) 

where σ is the characteristic stress and 𝑓(𝐿, 𝑎) is a function of the geometry dimension 

and crack length, as shown on Figure 2.2.  

The research on the interaction of macro-crack with micro-cracks is introduced in 

Section 2.2, where 𝐾4 is the SIF in a plate with a single macro-crack, as shown on 
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Figure 2.2a, and 𝐾2 is the SIF in a plate with a macro- and micro-cracks, as shown on 

Figure 2.2b. Additionally, Section 2.2 gives an overview of the most popular numerical 

methods for structural damage predictions. Then, Section 2.3 explains a general 

introduction to fatigue, the fatigue life and FCG predictions, and the numerical tools 

for fatigue damage predictions. The additively manufactured structures are discussed 

in Section 2.4, and the major contributors to the fatigue performance are introduced. 

Next, the literature review is undertaken on the three main factors (granularity, process-

induced defects and RS) that affect the structure's fatigue response. Lastly, the CF 

models are discussed in Section 2.5, followed by a summary of this chapter.  

2.2 Numerical fracture analysis in brittle materials 

The problem of damage prediction in the structure has attracted significant interest 

in the literature. A significant number of studies [28–32] indicated that a slight overload 

could induce brittle fracture when a crack initiates at the point of maximum stress and 

then propagates. Quite a lot of focus is on brittle fracture because it can happen very 

fast and bring massive damage to structures. Instead, ductile fracture occurs over a 

period of time and at higher stress levels than brittle fracture. Additionally, many metals 

that are ductile under the effect of temperature can exhibit brittle fracture. For example, 

titanium alloys change from ductile to brittle fractures at decreasing temperatures of 

around -40 degrees [33]. The crack development through the structure depends on the 

loading conditions, and a crack can propagate as a single crack, change its original 

trajectory, or split into two or multiple branches [28]. Several experimental studies have 

been performed and reported [2–7] to analyse the fracture behaviour in the literature. 

Very high crack propagation speeds, approaching the speed of sound in the material, 

are observed during the experiments [29]. Such behaviour is called fast fracture when 

a sudden failure occurs in the structure with a rapid crack growth after crack nucleation. 

Theoretically, the Rayleigh wave speed is the limiting speed for tensile failure. 

Moreover, the experimental results [30] show that crack instability occurs at speeds 

lower than Rayleigh wave speed, and micro-branching occurs at critical velocity. 

Before branching occurs, an increase in fracture surface roughness is observed [31, 32], 

and after branching, the crack propagation speed reduces by 5 to 10% [29]. Although 
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experimental fracture analyses are very valuable, experimental tests can be costly, and 

laboratory experiments have to be carefully controlled to obtain accurate results. A 

significant number of numerical models, as shown in Figure 2.3, are developed to 

predict structural damage. The most popular approaches are the FEM and XFEM. 

FEM is the most common numerical tool for fracture problems and is based on 

Linear Elastic Fracture Mechanics (LEFM). However, the applicability of the FEM on 

fracture mechanics problems showed difficulties in the treatment of singularities in 

discontinuous stress and strain fields. Furthermore, additional difficulties with FEM 

are found when modelling propagating cracks. FEM requires external crack growth 

criteria and prior knowledge of crack propagation direction and speed [34, 35]. 

Commonly, the crack path is assumed to be a straight line, and as the crack propagates, 

re-meshing procedures are implemented. This process can be computationally 

expensive and problematic for elastic-plastic materials, where stress and strain are 

history-dependent. CZE model can be used in FEM to model the fracture behaviour 

and to represent the damage zone that develops near the crack tip. CZE model was 

initially developed for crack formation and growth in concrete [36], but later on was 

used for Fibre Reinforced Polymers, PMMA, and steels, as discussed in [37]. But one 

of the drawbacks of the CZE model is the fine mesh which has to be used for the 

analysis in order to capture the softening ahead of the crack tip. Using the very fine 

meshes in the models can result in high computational costs [37]. 

Instead, XFEM  was developed to overcome problems, including mesh-dependency 

[38, 39]. XFEM has been applied to various problems [40–43] and has become a good 

alternative to the CZE model. However, in XFEM, local mesh refinement is necessary 

before each propagation step, and the branching point has to be identified from the 

stresses, which sometimes makes the technique inefficient [42–46].  
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Figure 2.3 Overview of the numerical methods for structural damage predictions. 

Additionally, brittle materials, such as concrete, ceramics and rocks, can consist of 

randomly distributed small-size defects such as voids, micro-cracks and holes [47]. 

These defects can have significant influence on the propagation behaviour of macro-

cracks. Various experimental studies in the literature investigate the interaction 

between macro-cracks and small-size defects [48–51]. Different studies suggest that 

the existence of micro-cracks can lead to “micro-crack toughening phenomena” [52–

54]. Micro-crack presence can act as the suppressors of the macro-crack propagation 

and contribute to the increase of the fracture zone [55]. Moreover, depending on the 

distribution, distances, sizes and inclination angles of micro-cracks, micro-cracks 

interacting with a macro-crack can lead to stress shielding effects with the decrease of 

SIF [47, 53]. Multiple analytical studies were performed for problems with a single 

micro-crack ahead of the main crack [56], the interaction between the main crack with 

multiple micro-crack arrays [53] and the surrounding micro-cracks [57]. The applied 

methods analyse the stress fields ahead of the crack tip, characterised by 𝐾4 for the 

models with a single macro crack, and 𝐾2 – SIF for various distributions of micro-

cracks, as shown on Figure 2.2, and describe the macro- and micro-crack interaction 
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by using the parameter 𝐾2/𝐾4. The parameter 𝐾2/𝐾4 is helpful to identify if micro-

cracks enhance or suppress the macro crack propagation and is very useful for 

understanding the complex structural behaviour with defects. Besides, when the plate 

consists of both macro- and micro-cracks, micro-cracks can have influence on the main 

crack propagation behaviour where the main crack follows the orientation of micro-

cracks. The macro- and micro- crack interaction problems will be further discussed and 

visualised in Section 4.3. The CCM based approaches were used to solve the complex 

problems of crack interactions, but assumptions were made to simplify the problem. 

For example, analytical calculations include only the interaction of the main crack with 

micro-cracks, but the mutual interaction between the micro-cracks is neglected [58, 

59].  

On the other hand, the studies of the crack-hole interaction (the hole radius is ≤

0.005 𝑚) resulted in the momentary crack-arrest phenomena [60, 61]. These studies 

showed that the fracture in the specimen was momentarily interrupted for several 

microseconds, then reinitiated usually with the increased crack propagation speed. 

Such behaviour is noticed in the structure when the hole defects are present ahead of 

the propagating crack. The location and dimensions of the holes, loading rates have an 

effect on whether propagation of the crack can be stopped, or it can propagate through 

the holes. It was investigated that when the hole lies eccentrically at some distance from 

the axis of the main crack, the propagating crack deflects towards the hole and then 

recovers its initial trajectory. As concluded by authors in [60], the asymmetry of the 

stress field in the area of the hole resulted in the curvature of the propagating crack, as 

will be discussed in Section 4.4 and showed on Figure 4.17, with the crack arrest 

phenomena. The change of the parameter 𝐾2/𝐾4 was also discussed in [62] by 

mentioning that the values of the SIF are increasing during the crack arrest period. An 

integral equation approach was proposed in [63] to investigate the hole-crack 

arrangements and stated that the distribution of holes could also lead to toughening 

phenomena in the structure. Therefore, the sizes and distribution of the holes have a 

major impact on stress reduction or amplification.  

Using the numerical approaches, like FEM and XFEM, on the problems involving 

microcracks, voids, interactions between micro- and micro-cracks can not always be 
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viable. The limitations in the mathematical formulation and assumptions that the solid 

remain continuous as it deforms, the numerical models based on CCM become invalid 

in the presence of cracks in the system [64]. 

As an alternative approach, to overcome the limitations of CCM models, PD was 

introduced by Silling [65] and demonstrated success in modelling dynamic fracture 

problems. For material failure predictions, integration, rather than differentiation, is 

used to calculate the total force-density acting on each material point and spatial 

derivatives are not used in the formulation. PD formulation allows dealing with 

complex crack interaction problems where multiple cracks of arbitrary shapes can be 

introduced in the structure. PD model does not require crack tip tracking and 

specification of the crack behaviour when the crack changes its direction or crack 

branching occurs. This is the reason why PD is chosen for this work, where crack 

initiation and propagation with discontinuous concentration fields are expected. A 

more detailed overview of the PD method can be found in Chapter 3. 

2.3 Fatigue behaviour 

Fatigue failures can be a severe problem, and multiple studies, as summarized in 

[66], provide convincing evidence that mechanical failure of the structures occurred 

due to fatigue. The phenomenon known as fatigue is the failure of the material due to 

the repeated application of loads. The discovery that the fatigue damage depends on 

the amplitude of the cyclic stress was discovered by Wöhler [67]. Wöhler was the first 

to understand the importance of the stress amplitude and the mean stress on the fatigue 

resistance of the material. When the tests or analysis is performed on the material’s life, 

the specimen is subjected to a sinusoidal load and cycling between two extremes of 

stresses 𝜎-./ and 𝜎-0!, as shown in Figure 2.4. The parameters to identify the cyclic 

loading are specified by stress amplitude 𝜎. and mean stress 𝜎- in the following way: 

𝜎. =
𝜎-./ − 𝜎-0!

2  (2.4) 

𝜎- =
𝜎-./ + 𝜎-0!

2  (2.5) 



LITERATURE REVIEW 
 

16 
 
 

 
Figure 2.4 Fatigue loading curve.  

Moreover, the stress ratio  is used to indicate the variations in stresses: 

𝑅 =
𝜎-0!
𝜎-./

 (2.6) 

For example, if	𝑅 = 0, this means that pulsating tensile stress is applied and 𝜎. =

𝜎-, or if 𝑅 = −1 the test is performed with 𝜎- = 0.  

The purpose of finding out the fatigue life is to appropriately select the material to 

meet the specific end-use requirements. The fatigue mechanism is usually split into 

three stages: crack initiation, propagation (growth), and final failure. There is a 

differentiation of each of the stages due to the conditions (e.g. surface effects, 

environmental conditions, material bulk properties) that can affect one of the stages but 

can be neglected on another one. Moreover, each of the stages represents the particular 

behaviour of the material, as shown in Figure 2.5 (Phases of material response) under 

the cyclic loading. During the initiation phase, the damage nucleation with activation 

of plastic slips occurs with further formation of Mechanically Small Cracks (MSC). 

After the FCG process starts with the growth of MSC into macrocracks until the final 

failure. The MSC or microcracks can be described with dimensions of 3𝜇𝑚 <

𝑚𝑖𝑐𝑟𝑜𝑐𝑟𝑎𝑐𝑘 < 300𝜇𝑚, as defined by researchers [20]. More detailed summary of the 

processes occurring in the material due to fatigue can be found in [20]. 

R
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Figure 2.5 Stages and Phases of fatigue that characterise fatigue crack initiation and growth 
periods [20]. 

2.3.1 Stress-Life (S-N) curve assessment 

Wohler [67], in 1870, after multiple studies on fatigue damage, concluded the 

dependency of the material failure on the amplitude of cyclic stress, as discussed in 

Section 2.3. During his work, Wohler understood the role of the stress amplitude on 

the fatigue resistance of the material and came up with the idea of presenting those 

dependencies in Wohler`s diagram or S-N curves. S-N curve is a graph of the 

magnitude of cyclic stress amplitude, 𝜎., against the cycles to failure, 𝑁 (in logarithmic 

scale), as shown in Figure 2.6. The number of tests have to be performed with different 

loading amplitude and identical stress ratios to build one S-N curve. Each test is a 

scatter point at the S-N curve plotted as a stress amplitude versus the number of cycles 

to failure.  

Each scatter point is the fatigue life which is expressed by the number of stress 

cycles required for crack initiation, propagation and final failure of the samples. During 

the tests, when material is subjected to cyclic loading conditions, the fatigue limit or 

endurance limit can be identified. The aim is to find out the fatigue endurance limit, 

𝜎D, or fatigue limit of the material, which is the value of the stress below which the 

material can withstand the unlimited number of stress cycles (infinite life). Fatigue 

endurance limit is identified for the material which can operate for a defined number 
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of cycles. Instead, fatigue limit can also be defined during the tests, which is the 

identified load limit below which the material has infinite life. Depending on the 

structural applications of the titanium alloy and what type of fatigue loading the 

material is exposed to, the material production process, chemical composition, post-

processing, and the response to fatigue loads have to be taken into account [20]. For 

example, from the microstructure perspective, crystallographic texture, grain size, 

phase dimensions, and age hardening conditions affect fatigue life [68–70]. The 

Ti6Al4V fabrication process can result in different crystallographic textures [68], and 

fabrication by thermomechanical powder consolidation and subsequent heat treatment 

resulted in an endurance limit of around 530	𝑀𝑃𝑎 [69], compared to the pressed and 

vacuum as-sintered Ti6Al4V alloy with an endurance limit of 430	𝑀𝑃𝑎 [71], which 

are tested at 𝑅 = 0.1. Therefore, it is important to specify the loading ratio 𝑅, as the 

samples tested at 𝑅 = 0.5 has higher endurance limit compared to the samples tested 

𝑅 = 0.1 [68]. This means that load type, also load frequency, and type of the test (e.g., 

tension-tension, tension-compression, bending, rotational bending) have an effect on 

the fatigue limit of the material [20]. Another important parameter is the surface 

treatment, where the mechanical surface treatments (short peening, laser or ultrasonic 

shock peening, deep rolling) increase the High Cycle Fatigue (HCF), strength of 

Ti6Al4V by at least 10% relative to the Ti6Al4V without treatment [72]. The 

researchers in [72] indicated that combined laser shock and glass shot peening 

treatment of the Ti6Al4V samples resulted in the best fatigue outcome with increased 

fatigue performance by 17.2%.  

Additionally, the S-N curve can be split into three characteristic regions: Low Cycle 

Fatigue (LCF), HCF, and the region of infinite life. The fatigue response of the material 

is cyclic load-dependent and the phases, shown in Figure 2.5, occur in different regions 

of the S-N curve. The S-N curve in Figure 2.6 is the characteristic curve for titanium 

and steel in benign environmental conditions. Instead, aluminium, copper alloys, and 

magnesium do not have well defined endurance limits, and the S-N curve is 

continuously decreasing. For example, in the LCF region, the material softens or 

hardens, with the dependency of the process on dislocation motion of crystallographic 

plates, where the entire section of a specimen is exposed to plastic deformations. On 
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the other hand, at the HCF, the shear stresses of the specimen can also be the cause of 

plastic slips with damage initiation at the grains, and the damage can develop at the 

surface of the specimen.  

 
Figure 2.6 S-N curve. 

2.3.2 Fatigue crack propagation assessment 

As described in Section 2.3, the fatigue failure in a structure can be described by 

three stages: crack nucleation, propagation, and final failure. With this in mind, the 

structure's life should also be split into two parts: number of cycles to crack initiation 

and number of cycles to crack propagation until failure. Commonly researchers used 

those fatigue failure split in their studies, and when the dimensions of the micro-crack 

do not exceed 300𝜇𝑚, the stage of damage nucleation is investigated. 

Hobson [73] proposed the following relation on the micro-crack growth rate: 
𝑑𝑎
𝑑𝑁 = 𝐴(Δ𝜎)!(𝑑 − 𝑎)%EF𝑎F (2.7) 

where 𝑑𝑎/𝑑𝑁 is the Fatigue Crack Growth Rate (FCGR), which is defined as the crack 

size increment 𝑑𝑎 during the increment of corresponding cycles 𝑑𝑁. 𝑎 and 𝑑 are the 

micro-crack length and grain dimensions, respectively. 𝛼, 𝐴 and 𝑛 are the material 

constants and Δ𝜎 is the applied amplitude. For each material, several tests have to be 
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performed to identify the material constants, and Hobson [73] and Chopra [74] 

obtained the constants for carbon steels and aluminium alloy. Once micro-crack 

reaches the dimension of 300𝜇𝑚, the crack is described as macro-crack and the crack 

propagation process occurs. This stage of the FCG phenomena is introduced by Irwin 

[27], who provided a powerful tool such as the Irwin SIF, 𝐾, where for the material 

under the static or monotonic loading, the stresses at the crack tip are proportional to 

SIF: 

𝐾 = 𝑓�𝜎, √𝑎� (2.8) 

where 𝜎 is the applied stress and 𝑎 is the crack length. In the infinite plate the general 

solution of SIF is in Eq. (2.3), which for Mode I can be expressed as: 

𝐾2 = 𝜎√𝜋𝑎 (2.9) 

This means that crack tip stress is independent of geometry, and the intensity varies 

depending on the applied stress and the crack length. However, this approach assumes 

the ideal linear elastic behaviour of the material. This statement is the fundamentals of 

the LEFM, where the elastic stress field exists in front of the crack and is always self-

similar. Even if the plastic zone is presented in real materials, but is less than 1mm, it 

can be neglected, and the SIF can be described as in Eq. (2.9). If the cyclic plastic zone 

is very small, then the crack tip is defined by 𝐾 and the crack growth rate is 

characterised by 𝐾-./ and 𝐾-0!. 

To predict the FCGR in the structures, Paris [75] demonstrated that FCGR depends 

on the applied SIF range, Δ𝐾 = (𝐾-./ − 𝐾-0!): 
𝑑𝑎
𝑑𝑁 = 𝑓(Δ𝐾, 𝑅) (2.10) 

And after multiple number of tests, Paris discovered the power-law relationship that 

the FCGR are linear in a log-log scale versus Δ𝐾, as shown in Figure 2.7 (Region II) 

and is widely known as Paris law or Paris-Erdogan equation in the following form: 
𝑑𝑎
𝑑𝑁 = 𝐶Δ𝐾G (2.11) 

where 𝐶 and 𝑀 are the material characteristics.  
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Figure 2.7 General behaviour of FCGR versus Δ𝐾 for metals. 

As shown in Figure 2.7, the sigmoidal curve is the typical trend of 𝑑𝑎/𝑑𝑁 versus 

Δ𝐾. The Region II is the linear growth, governed by Paris law, Region I is the threshold 

zone, where the characteristic threshold of SIF Δ𝐾89 under which the crack will not 

propagate if Δ𝐾 < Δ𝐾89. The Region III is where the crack growth is accelerated and 

when SIF approaches the toughness of the material 𝐾26 , then the final failure occurs.  

2.3.3 Fatigue damage prediction methods 

There are a lot of models that are used for FCG predictions. The simplest way is 

the fatigue life predictions based on the material characteristics and the crack growth 

determined by the constant sinusoidal loading under different stress amplitudes, as 

discussed in Section 2.3. Paris and Erdogan [75] discovered the power-law relationship, 

represented by the SIF, and multiple refined models were introduced [76–81]. Paris 

law captures the linear part of 𝑑𝑎/𝑑𝑁 − Δ𝐾 relationship, occurring in the Region II of 

the FCG curve, and the proposed refined models aimed to fit the entire sigmoidal curve, 

representing all three regions of curve. These models are based on linear damage 

accumulation and represent the LEFM, but the predicted curves are not accurate, 

especially for the variable amplitudes. 
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Fatigue experiments are a common practice of understanding the fatigue 

performance of the material but can be very time-consuming and expensive, so 

researchers looked at numerical tools for fatigue life predictions. As discussed in 

Section 2.2, FEM is the most common numerical tool for fracture mechanics problems. 

The researchers are utilising available commercial and non-commercial tools for 

fatigue life predictions, such as RANC2D [82], FRANC3D [83], ADAPCRACK3D 

[84], ABAQUS [85], ANSYS [86–89], with the following common crack growth 

procedure [85]: 1. define the initial crack geometries, 2. perform stress analysis, 3. 

calculate SIF for different crack opening modes, 4. predict crack growth direction (the 

direction of the incremental extension) by introducing the selected criterion, 5. 

determine the position of the new crack tip, 6. introduce of new crack faces, 7. re-

meshing of the structure after the crack advance, 8. gain the relationship of the crack 

length and the SIF, 9. calculate the fatigue life by integrating the appropriate crack 

growth law (ex. Paris law). To predict the crack growth direction, the maximum 

principal stress criterion [90], where the crack growth is in the direction perpendicular 

to the maximum principal stress, is utilised, as well as maximum strain energy density 

criterion and minimum strain energy density criterion (S-criterion), where the direction 

of the crack growth at any point along the crack front is towards the region with the 

minimum value of the strain density factor [91]. For the crack growth direction under 

mixed-mode loading, the Maximum Tangential Stress (MTS) criteria is used, where 

cracks propagate along the radial direction, on which the tangential stress becomes 

maximum [92], and maximum Circumferential Stress (MCS) criterion and maximum 

Energy Release Rate criterion [93] are utilised. However, using FEM for FCG 

problems, FEM faces some difficulties in crack modelling, as the crack path has to be 

prescribed. Commonly it is assumed to be a straight line [54], re-meshing is required 

at each step of crack propagation which can result in expensive computational costs, 

due to the dense meshes [59]. FEM is not absolutely accurate for crack problems 

because of the stress singularities around the crack tip, which are not taken into account 

[90]. 

As shown in Figure 2.3, multiple mesh-free methods are developed to overcome 

problems in FEM for FCG analysis. In the used methods like Diffuse FEM [94], 
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Element-free Galerkin (EFG) [95, 96], Partition of Unity FEM (PUFEM) [97], Partition 

of unity (PoU) [98], Generalised FEM (GFEM) [99], XFEM [100], the cracks 

propagate along with the sets of nodes, where only mesh of nodes and a boundary 

description is needed, and the finite element mesh is unnecessary. XFEM is extensively 

used for the FCG, as it overcomes the problems in the re-meshing by introducing local 

enrichment functions to represent the discontinuity of the displacement across the crack 

lines [97]. In XFEM, the maximum principal stress criterion used to obtain the direction 

of the crack growth and domain-based interaction integral approach is used for SIF 

extraction, followed by a computation of the fatigue life utilising generalized Paris’ law 

[101]. Also, developments are made for XFEM to improve the crack growth 

procedures, such as Coupled XFEM/ FMM (fast marching method) [102] and A-XFEM 

– Adaptive XFEM [103]. 

BEM is another common tool for FCG analysis, which is used to calculate the SIF 

and permits to simulate the crack propagation by adding new boundary elements along 

with crack extensions. The key feature of BEM is that only the boundary of the domain 

is discretised, which provides accurate results for stresses and no need for re-meshing 

the outer boundary during the crack growth [104–106]. BEM also follows the similar 

steps of the FCG model with the calculation of SIF, and selection of crack propagation 

law, the definition of crack growth parameters, crack propagation and calculating the 

fatigue life using Paris’ law. BEM was improved by using the Galerkin weighted 

residual procedure for discretisation (Symmetric-Galerkin boundary element method 

(SGBEM)) [107] and intensively used Dual boundary element method (DBEM) [108–

115], where the crack in the structure is presented by the “dual” elements that allow the 

stress and displacement fields to be computed on both crack faces without the need to 

subdivide the body along the crack boundary. 

In all the developed finite element based methods and mesh-free methods, the 

problem arises of modelling the interaction of multiple micro- and macro-cracks in the 

structure and their effect on the FCGR. With the aim to overcome these limitations, a 

PD fatigue model is utilised. To the best of the author's knowledge, there is currently 

no study available in the literature concerning the PD modelling of the micro- defects 
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in the structure with the effect on the fatigue nucleation and propagation stages. This 

goal is achieved in [23] as a part of the research described in Chapter 5 and Chapter 6.  

2.4 Additively manufactured structures 

Metal AM is the newer field of AM technology, developed over the past 20 years, 

becoming a state-of-the-art manufacturing process of complex structural shapes [4, 

116]. Titanium, aluminium, stainless steel and nickel super alloys are the most 

commonly used alloys in AM [7, 117]. Each of the materials has its applicability in 

different fields because of their mechanical properties, production challenges and costs. 

Titanium alloys Ti6Al4V are used in aerospace, energy, marine, automobile, 

biomedical and chemical industries [8] and are among the most attractive materials due 

to their outstanding combination of high specific strength, low density and corrosion 

resistance [118], good fatigue strength and quite good weldability [119], with the only 

drawback of its high cost of fabrication. Multiple studies, discussed in [118], are 

undergoing on AM of Ti6Al4V to reduce the manufacturing cost and widen its 

industrial applications. The studies' focus is on different Ti6Al4V AM process 

techniques, which could result in a good quality AM of fabricated metal with properties 

close to the standard cast and wrought product.  

AM is the process which aims at building metallic parts layer-by-layer, as shown 

in Figure 1.1. The layered process provides flexibility and low-cost manufacturing of 

complex structures, which became more competitive than traditional manufacturing 

processes in the recent years [118]. Some of the most common techniques used for 

Ti6Al4V AM processes can be distinguished by the type of material used, like wires 

for the wire+arc AM (WAAM) (Figure 2.8) and the metallic powders for Selective 

Laser Melting (SLM) or Electron Beam Melting (EBM).  
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Figure 2.8 Principle of WAAM [120]. 

 
(a)       (b) 

Figure 2.9  Schematics of (a) SLM and (b) EBM. The parts of the machines: 1. An object 
building platform, 2. A feed container, 3. A deposition unit, 4. A powder source, 5. An argon 
flow nozzle [121]. 

WAAM is a technique that manufactures parts by adding wire layer-by-layer, as 

shown in Figure 2.8. WAAM allows the building large size parts, but the surface quality 

and accuracy are not as good as those manufactured by SLM. The SLM process, shown 
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in Figure 2.9a, can result in a good surface finish, as the metal parts are usually created 

by melting metallic powder using a high-power-density laser. Therefore, SLM takes 

place in the chamber which contains the bed with controlled distribution of thin layers 

of powder. However, the bed dimensions limit the production capabilities, as the 

manufacturing of large parts would require large equipment with significant 

investments  [121]. EBM is a process based on a layer of powder melting by an electron 

beam, shown in Figure 2.9b. The process is similar to SLM, where the powder is 

distributed on a platform, then it is melted, and the platform moves down; then another 

powder layer is distributed and melted and the process repeats until the desired part is 

built. The parts made by EBM also require high investments, but conductive metals 

and reflective alloys can be used in manufacturing[122].  

All the AM processes require the designed 3D computer model, the processing 

steps, and the post-processing. The Computer-Aided Design (CAD) file is used for 3D 

part fabrication and the appropriate sensors are controlling the processing conditions. 

After the deposition process is over, the fabricated part requires post-processing 

operations, like chemical polishing, machining grinning and peening. The carefully 

controlled processing conditions such as a feed rate of the feedstock material, speed of 

the heat source and finishing operations can result in a desired product outcome [123, 

124]. 

AM showed a great potential of titanium alloys manufacturing because of 

geometrical flexibility, repeatability, surface quality and productivity [7]. For example, 

manufacturing by SLM allows the production of complex geometries with high 

precision and the geometry output as one piece, which illuminates the production of 

multiple parts and their later assembly. Additionally, AM can be used to repair 

damaged, corroded, or worn-out parts. The AM technology has a high level of 3D 

precision, allowing parts identification and further addition of metal on damaged 

surfaces [118]. However, an important drawback of layer-by-layer manufacturing is 

the anisotropy of the material properties of the additively manufactured components 

[16]. The rapid and repeated heating and cooling of the AM process leads to variations 

in the microstructure, the properties (layer quality) and internal stresses in different 

regions [14, 15]. The variations in the microstructure occur due to the high-temperature 
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gradients, which are moving to the rapid solidification during the AM. Moreover, 

thermal gradients produce RS in the sample, and while the solidification of the layer 

mainly introduces the shrinkage of the sample, the ‘printing’ of the additional layer can 

change the RS from tensile to compressive and the other way around. The process of 

the rapid and repeated heating and cooling of layer by layer manufacturing is also 

resulting in variations of the RS where the stresses are larger in the scanning direction 

[19]. These quantities generally influence the fatigue performance of the material.  

Another negative outcome of the AM is the occurrence of pores due to the powder 

[125] or wire [10] contaminations, vaporisation when the temperatures in the molten 

pool are very high [126], leading to the entrapped gases or vapours in the material [7]. 

Eventually, microstructure with the existence of pores that act as a strong stress raiser 

and RS impact the structure's performance under different loading conditions [127], 

especially under fatigue loading. Evaluation of the additively manufactured sample 

fatigue performance in the literature brought a lot of discussion on the crack initiation 

sites at the pores due to its drastic impact on the fatigue life, but the crack propagation 

profiles are more referred to the sample microstructure. Some test studies [19] indicated 

that pores did not have a great impact on the FCG of the samples with pores of a 

diameter of 𝑑+ ≤ 50𝜇𝑚. On the other hand, a review of fatigue performance of 

additively manufactured Ti6Al4V samples [128] mentioned the contribution of both 

the microstructure and the process-induced defects.  

The rolling process is induced in WAAM, as shown in Figure 2.8, to overcome the 

issue of RS in the parts produced by AM [129]. The roller is placed behind the welding 

torch, and the rolling under the specified loads is applied as soon as the material 

solidifies [120]. The rolled WAAM has an effect on material granularity [120], as will 

be discussed in Section 2.4.2, and allowed to reduce the longitudinal RS [129] 

discussed in Section 2.4.3. 

2.4.1 Effects of the pores on fatigue life  

Due to the layer-by-layer manufacturing, the deposition process has to be carefully 

controlled as it could lead to entrapped gases or vapours in the material resulting in 

microscopic spherical pores [7]. Recent studies on WAAM and SLM, using in-situ X-
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ray computed tomography scanning, evidenced the presence of the pores in the 

structures. The porosity volumes for each of the methods vary and are reported as 0.01-

0.04% for WAAM [10, 11], as shown in Figure 2.10 and Figure 2.11,  and 0.08-0.2% 

for SLM [130], shown in Figure 2.11. The variations of the porosity inclusions are the 

cause of cooling rates and temperatures of the AM process [120]. Pores are commonly 

observed in the regions of non-melted powder for SLM [125] and when the structure 

is manufactured with a contaminated wire during WAAM [10]. With this respect, it is 

essential to understand the cause of the mechanical property variations of the metal 

alloys produced by AM and the effect of porosities on Ti6Al4V fatigue properties. 

 
            (a)        (b) 

Figure 2.10 (a) X-ray computed tomography scan at specimen gauge section of the defect-free 
sample, density is 99.99%, and (b) wire+arc additively manufactured porosity specimen, 
density is 99.96% [10].  

Additionally, the Ti6Al4V fatigue properties have significantly scattered 

experimental data. Besides, the pores in the structures have a significant influence on 

the fatigue life of additively manufactured samples. Experimental studies on Ti6Al4V 

fatigue properties showed that the crack nucleation starts at the process-induced pore 

and the lifetime to failure depends on location, size and pore volume [13, 19, 131–133]. 

Moreover, indicating the types of pores according to their location as on surface, 

subsurface and internal pores, the surface pores have a higher impact on the Ti6Al4V 

fatigue properties [11]. The surface roughness is the major drawback of the AM 

process, which limits fatigue performance. The studies [123, 124] showed that the post-

processing of the samples increases the fatigue performance where the smoother 
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surface brings higher fatigue life. On the other hand, the surface pores or surface 

roughness can be removed by post-processing techniques, like chemical polishing, 

machining, grinding and peening. With the use of post-processing techniques and 

carefully controlled processing conditions, input parameters can avoid the surface 

pores and subsurface pores located in the vicinity of the free surface, specified as the 

most critical one [10, 134, 135]. It is important to note that crack initiation occurs at 

the areas with a more considerable amount of porosity or the pores located close to the 

free surface. Multiple tests [10, 12, 17, 18] indicated that the sub-surface pores are the 

dominant factor in limiting fatigue life. Also, the researchers identified the challenges 

for determining the additively manufactured Ti6Al4V fatigue properties, as layer by 

layer manufacturing results in heterogeneous microstructure and porosity defects 

distributions.  

 
(a) 

 
(b) 

Figure 2.11 Damage initiation at pore locations for: (a) SLM [131] and (b) WAAM [10].  
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The porosities in Ti6Al4V alloys have a direct impact on mechanical behaviour 

[136]. Also, porosity affects the material's elastic properties, and the proposed 

empirical and semi-empirical expressions [137–145] relate Young’s modulus to the 

total porosity of the sample. The proposed analytical solutions include the 

characterisation of the pore sizes, ratio, orientation, fraction, etc. However, the 

proposed equations have limitations and include assumptions about the real 

microstructure, including the parameters, which has to be measured experimentally for 

each type of material. The proposed analytical approaches showed a good fit to 

experimental values for brittle fracture, with the main focus on predicting the elastic 

properties of porous materials. While quasi-static properties are essential for the initial 

evaluation of the material, the prediction of the fatigue life of the material is more 

crucial.  

The predictive model, based on the defect tolerant design approach, such as El-

Haddad’s [146], is widely used to predict the fatigue limit of additively manufactured 

materials. In this model, the defect is assumed as a crack, and later, Murakami and 

Endo [147] introduced a new parameter based on the projected area of the pore 

expressing the fatigue limit as a function of the porosity size and location. In addition, 

Beretta and Romano [148] adapted Murakami’s parameter in El-Haddad’s model for 

calculating the fatigue limit of the samples including pores. The analytical approaches 

[146–148] showed reasonable estimation of the endurance limit in comparison to the 

fatigue test of additively manufactured samples [10, 12, 132, 149], but in some cases 

can give conservative predictions. The numerical crack nucleation models can be 

developed for more accurate predictions of fatigue performance. The studies [13, 150] 

are modelling an individual pore using a FEM to compute the stress concentration 

factor. The performed [150] static analysis with a defined ratio of pore diameter to its 

distance to the free edge concluded that the stress concentration factor is higher for the 

pores located close to the free surface. Instead, in [13], the porosity defects of different 

shapes are identified by scanning the samples of SLM Ti6Al4V and evaluating the 

stress concentration factor by FEA. The fatigue nucleation is predicted at the pore by 

using the stress-strain response of the FE model. Nonetheless, the following numerical 
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studies focused on a single pore and did not include the global interaction on the 

multiple pores. 

To overcome the problem of modelling the pores interactions and analysing the 

effect of the pores sizes and location on fatigue life, the study in Chapter 5 proposes a 

new method of micro pores initiation in the material and fatigue nucleation prediction 

by means of PD. 

 
Figure 2.12 Microstructure of air cooled Ti6Al4V [151].  

 
(a)         (b)         (c) 

Figure 2.13 Effect of cooling rate on microstructure: (a) 1	°𝐶/𝑚𝑖𝑛, (b) 100	°𝐶/𝑚𝑖𝑛, (c) 
8000	°𝐶/𝑚𝑖𝑛 [70]. 

2.4.2 Effects of granularity on FCGR  

The studies on FCG in additively manufactured titanium alloys [16, 19, 68] 

indicated a strong impact of grain shape and size on fatigue crack performance. There 

has been an increasing amount of literature [133, 152–154] focused on finding the 

relationship between the AM process parameters and the mechanical properties of the 

final structures. Processing parameters such as heating and cooling rates, temperature 

gradients, the heat source, and layer thickness during the AM significantly impact the 

microstructural characteristics.  
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Figure 2.14 Prior 𝛽 grains in additively manufactured Ti6Al4V alloy [156]. 

The microstructure of the titanium alloys is influenced by the processing type and 

the heat treatment [151]. The traditional Ti6Al4V is a 𝛼 + 𝛽 alloy. It has acicular 𝛼-

grains, which are separated by prior 𝛽 grain boundaries, as shown in Figure 2.12. The 

structure in Figure 2.12 is a basketweave structure, also named as ‘Alpha 

Widmanstatten structure’, which occurred due to the cooling of the metal from above 

the 𝛽 transus temperature [151]. It is the most common microstructure of Ti6Al4V, but 

the morphology can be changed with the alternation of the alloy composition or 

increasing the cooling temperature. Figure 2.13 shows the changes in microstructure 

with different cooling rates, where the finer microstructure develops with the increased 

cooling rate [70]. Finer microstructures have better strength and ductility compared to 

the coarser microstructures but are less resistant to FCG [155]. 

The evaluation of the additively manufactured microstructure indicated the 

presence of elongated columnar prior 𝛽 grains, shown in Figure 2.14, which are 

growing parallel to the build direction due to the rapid solidification process [15, 118, 

120, 133, 153]. The epitaxial growth of grains in Figure 2.14, occurs during the 

solidification process from the previously deposited layer and is dependent on the 

temperature gradients and tilts in the laser scanning direction [125, 133]. The columnar 

prior 𝛽 grains bring anisotropy in the mechanical properties and fatigue properties in 

different orientations [8]. However, in various AM processes, different morphologies 

were reported. For example, looking at the WAAM samples [120, 153], columnar prior 



LITERATURE REVIEW 
 

33 
 
 

𝛽 grains with the thickness of the grains ranging from 1 to 3 mm have been noticed. 

On the other hand, the implementation of the rolling process in AM, as shown in Figure 

2.8, showed a reduction of the prior 𝛽 grains size with decreased size of increasing 

rolling load. This means that different processing and post-processing techniques can 

change the material microstructure and as a result its fatigue properties. The damage in 

SLM Ti6Al4V due to the cycling loading initiates at the grain boundaries 𝛼 along the 

prior 𝛽 grains with the intergranular 𝛼 fracture mode [157, 158]. As the crack 

propagation mechanism is effected by the microstructure, the annealing process of the 

SLM structures is decreasing the size of 𝛼 − 𝑝ℎ𝑎𝑠𝑒 with increased fatigue performance 

[19].  

 
Figure 2.15 Horizontal compact tension H-C(T) and vertical compact tension V-C(T) specimen 
cut. 

As reported in the experiments [19] on the Ti6Al4V alloys, produced by SLM, 

showed lower FCGR than forged Ti6Al4V, and only after employment of the heat-

treated procedure, the FCGR were close to the conventionally processed alloy. 

Moreover, the test results [19] indicated the variations of the crack growth behaviour 

in the Horizontal Compact Tension (H-C(T)) and Vertical Compact Tension (V-C(T)) 

samples. In the H-C(T) samples, the crack growth is perpendicular to the build 

direction; instead, in V-C(T) samples, the crack is located perpendicular to the 

deposited layers, as shown in Figure 2.15. The tests' outcome indicated that the FCGR 

of the H-C(T) samples is greater than the ones in the V-C(T) samples. Instead, the 

experiment [16] on WAAM and EBM [14] titanium alloy samples showed contrary 
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results compared to SLM with the faster crack growth in H-C(T) samples. The 

evaluation of the SLM produced structures indicated that the fine-grained and 

martensitic microstructure tend to increase crack propagation, due to the higher 

brittleness and lower levels of crack-tip shielding primary by crack closure effects. 

[68]. The same pattern is noticed for the wrought titanium alloys [159], where the 

coarse-grained lamellar microstructure has higher FCG resistance. The coarse-grained 

lamellar microstructures consist of large 𝛽 grains with a diameter of around 1 mm 

[159].  

Although the columnar grains were observed in the SLM and WAAM systems, the 

microstructure of samples produced by the powder is finer compared to the wire fed 

system. The size of the columnar 𝛽 grains could bring differences in the FCGR of SLM 

and WAAM samples, as the fatigue tests of the SLM C(T) sample indicated the 

intergranular propagation in both H-C(T) and V-C(T) samples [160]. The samples built 

with the EBM process showed the crack propagation through the prior 𝛽 grains in the 

H-C(T) sample and along in V-C(T) samples [14]. 

As multiple experimental studies reported the anisotropy in the additively 

manufactured materials due to the existence of the columnar grains in the structure, it 

is important to understand the effect of the microstructure on the FCGR. The study in 

Chapter 6 numerically model and analyse how different types of microstructure 

contribute to the FCGR of the metals and how the combination of columnar 

microstructure and the existence of the pores affects the fatigue crack performance.  

2.4.3 Effect of Residual Stresses on FCGR 

The layer-wise manufacturing, discussed in Section 2.4.2, not only result in 

variations in the microstructure due to the high-temperature gradients, but also in RS 

in the sample. Vrancken et al. [161] reported anisotropy in FCGR of Ti6Al4V produced 

by SLM, where very high compressive stresses influenced the FCGR originated along 

with the building directions. On the other hand, the samples with dominated tensile RS 

showed the lowest fracture toughness. Multiple studies [162, 163] on the material 

outcome of the AM process showcased the residual stress distributions in the as-built 

samples with high compressive stresses at the centre of the samples and tension at the 
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edges. Syed et al. [163] also investigated the influence of the RS on FCGR and 

observed high dependency of RS on FCG behaviour. Moreover, it was showcased that 

the orientation of the sample cut had a different outcome of FCGR with higher RS 

resulting in a higher FCGR. All of the studies on Ti6Al4V samples produced by SLM 

observed the largest RS parallel to the scan direction, and the studies [161–163] 

outlined the importance of post-built annealing treatments to relieve the RS and reduce 

the anisotropy of mechanical properties. 

The studies in the literature showcased two types of Compact Tension (C(T)) 

sample produced by AM for the FCG tests. The first type of specimens by SLM was 

built individually on the platform, and the second type involved the building of the 

continuous extended block, which later on is used to slice individual specimens [161]. 

Each of the produced samples was then machined to have the smooth sample surface 

according to ASTM standard E647 [164] and after the notch was produced. Looking at 

the production process of C(T) samples, Syed et al. [163] showed the changes in the 

RS with the applied surface and notch machining. Firstly, the as-built individual 

samples had very high compressive stresses in the middle of the sample and as twice 

as high tensile stresses at the sample edges. Secondly, after machining of the sample 

surfaces, the sample became slightly thinner, and the compressive stresses in the middle 

were released by 55% with some release to the tensile stresses at the edges of the 

sample. Moreover, the last machining of the notch resulted not only in the tensile stress 

reduction but also in the stress redistribution. The machining process had a noticeable 

effect on the stress release in the samples, but stresses still varied, with tensile and 

compressive stresses within the sample length.  

On the other hand, the heat treatment resulted in almost negligible stresses in the 

samples or quite low constant stresses through the sample length. The fatigue tests of 

the SLM C(T) samples showed faster crack propagation with higher RS. A similar 

outcome in the fatigue propagation tests was showcased by other authors [19, 161], 

indicating the effect of anisotropy in the fatigue properties of the samples due to the 

higher RS in the build direction compared to the layer scanning direction. In each of 

the studies, the resultant RS have huge variations with some as-built samples having 
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very high tensile RS of up to 800	𝑀𝑃𝑎 [19, 161, 163], up to 300	𝑀𝑃𝑎 [19, 165, 166] 

and some with very high compressive stresses of up to −400	𝑀𝑃𝑎 [161–163, 167].  

Despite multiple experimental studies performed to understand the mechanisms 

for the residual stress generation in SLM, several numerical studies were conducted to 

estimate the RS and distortions in the samples. Mughal et al. [168] developed a 2D 

finite element thermo-mechanical model with a moving heat source to predict the RS. 

Moreover, Alimardani et al. [169] proposed a 3D transient approach for layer-by-layer 

modelling and predicting the temperature redistributions and RS in the multi-layered 

samples. Mukherjee et al. [165] performed 3D thermo-mechanical models and 

evaluated the effect of the AM process parameters such as layer thickness and heat 

input on the residual stress distributions. Another study [170] also coupled 3D thermo-

mechanical FE models and additionally analysed residual stress distributions due to the 

different laser scan strategies. However, to the best of the author’s knowledge, no PD 

analysis is performed on the modelling of the RS in the material with the analysis of 

the effects of the stresses on FCGR. The description of the numerical model and the 

RS implementation is described in Chapter 6.  

2.5 Environmental fatigue and SCC 

The combination of two events of corrosion and fatigue can often be the most 

dangerous mechanisms of material failure and is known as environmental fatigue, or 

CF. Corrosion itself can generate a lot of damage in metals, but with the combination 

of fatigue, it can jeopardise the material strength and decrease the structure's life. The 

effect of environmental fatigue on the failure of metallic structures is summarised in 

[20].  

Corrosion is a complex phenomenon and can be divided into generalized and 

localized. Generalized corrosion affects uniformly to the entire surface of metal 

exposed to the corrosion environment; instead, the localized corrosion initiates locally. 

For localized corrosion, initiation can be a very long process, but the growth is rapid 

once started. The localized corrosion process is often elevated by stresses and is 

referred to as SCC. SCC is possible only when the material is under the static load and 

is exposed to an aggressive environment. The combination of material, aggressive 
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environment (e.g. NaCL solution, methanol solution) and stress state results in SCC 

and corrosion crack propagation [20]. Many metals like titanium, stainless steel, high 

tensile steel, and aluminium alloys are corrosion-resistant in NaCl solution but are 

sensitive to SCC. Primarily it was noticed in the pre-notched Ti6Al4V when exposed 

to a very aggressive environment, like methanol solution or NaCl solution, the SCC 

occurs at the notch tip [171]. When the crack is already in the material, it triggers the 

SCC where the film rupture at the crack tip occurs with the dissolution process taking 

place. This process commonly occurs due to fatigue when the passivizing oxide film 

protecting the metal surface ruptures and does not have enough time to re-passivate.  

As discussed in Section 2.3.2 SIF is the fundamental concept for FCG, and Smith 

et al. [172] discovered the threshold phenomenon for SCC, 𝐾2766 , below which the 

SCC does not occur. 𝐾2766  is one of the most important parameters of SCC definition 

and the researches use the threshold SIF for SCC, 𝐾2766  as a baseline for defining the 

categories of crack growth.  

Coupling the fatigue with corrosion can be a devastating combination for structural 

components. When the events occur together, they are interdependent, as shown in 

Figure 1.4. CF and Corrosion Fatigue Crack Growth (CFCG) rates are of great interest 

for life prediction of engineering structures. McEvily and Wei [173] classified the 

CFCG with respect to 𝐾2766 , as shown in Figure 2.16 and discussed more in detail in 

Section 7.2. In the following classification when 𝐾-./ < 𝐾2766  the CF refers as TCF, 

where the crack growth is increased by environmental effects, for example, filiform, 

pitting, exfoliation [174] and the CFCG rate is in the form: 

�
𝑑𝑎
𝑑𝑁�=6H

= �
𝑑𝑎
𝑑𝑁�I0B

+ �
𝑑𝑎
𝑑𝑁�"0880!J

 (2.12)  
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Figure 2.16 Block-scheme of CFCG categories (modified from [20]). 

When 𝐾-./ > 𝐾2766 , then the fatigue loading can activate the SCC with the FCG 

mechanism. The models at this stage are named as CF, and two types of models are 

introduced in the literature: the superposition model [175, 176] and the process-

competition model [177]. The superposition model was introduced by Wei and Landers 

[175], where the CFCG rate, �K.
KL
�
6H

, is equal to the sum of mechanical FCGR, �K.
KL
�
I0B

, 

and the contribution from SCC, �K.
KL
�
766

: 
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𝑑𝑎
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 (2.13)  

The SCC is time-dependent, and the shift from 𝑑𝑎/𝑑𝑁 to 𝑑𝑎/𝑑𝑡 can be evaluated 

in the following form: 

�
𝑑𝑎
𝑑𝑁�766

=
𝑑𝑎
𝑑𝑡
1
𝑓 (2.14)  

where 𝑓 is the frequency of the loading cycle. 

Another CF model proposed in [176] is including also the cycle-dependent 

corrosion term �K.
KL
�
*K*

: 

�
𝑑𝑎
𝑑𝑁�6H

= �
𝑑𝑎
𝑑𝑁�I0B

+ �
𝑑𝑎
𝑑𝑁�*K*

+ �
𝑑𝑎
𝑑𝑁�766

 (2.15)  

The authors in [176] identified several models of �K.
KL
�
*K*

, but concluded that the 

process of finding the correct parameters for �K.
KL
�
*K*

 definition is quite a complicated 

process. 

The competition model proposed in [177] assumes that the CF is equal to the larger 

of two possible effects: 

�
𝑑𝑎
𝑑𝑁�6H

= 𝑚𝑎𝑥

⎩
⎨

⎧�
𝑑𝑎
𝑑𝑁�=6H

�
𝑑𝑎
𝑑𝑁�766

 (2.16)  

Some empirical engineering models [178–181] for CFCG are developed where the 

researchers take into account the effect of the environment on the FCG and express the 

CFCG rate as a function of the SIF range. However, most models follow the Paris law 

type equation by fitting the curves to the experimental data and obtaining the model 

constants based on the tests data for a given environment. Instead, a new numerical 

approach is proposed and discussed in Chapter 7, where the PD FCG model is 

combined with the PD diffusion model for CFCG rates predictions. The PD diffusion 

model is a specific SCC Hydrogen Embrittlement (HE) mechanism presented in detail 

in Chapter 7.  
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2.6 Summary 

The following chapter gives a literature overview on the points of interest in the 

conducted research. It shows the available methods for failure problems evaluations 

and how the numerical approach, PD, can overcome the problems of discontinuities 

and be a beneficial tool for modelling and analysing the material failure. The literature 

review on additively manufactured materials showcased the drawbacks of layer-by-

layer manufacturing and the importance of analysing factors like process-induced 

defects, granularity and RS on the fatigue performance of the material. Finally, the gaps 

in the available numerical models on fatigue and CF are identified, and new approaches 

of PD tools are investigated and presented in the next Chapters.  
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3 METHODOLOGY 

3.1 Introduction  

This chapter aims to introduce the main numerical technique – PD, used in this 

research study. There are three PD models exist: bond-based PD [65], ordinary state-

based PD [182] and non-ordinary state-based PD [182]. The bond-based PD model has 

a limitation on material properties, especially Poisson’s ratio is 1/3 in the 2D model 

and 1/4 in the 3D model for isotropic materials due to the assumptions of pairwise 

interactions of the same magnitude, as discussed in Section 3.3.2. Ordinary state-based 

PD eliminates this limitation and provides more realistic results, and Poisson’s ratio is 

not restricted to 1/3 (2D model) and 1/4 (3D model). Ordinary state-based PD and non-

ordinary state-based PD both have a mathematical object called ‘force-vector state’, 

but in the non-ordinary state-based PD, the bonds are not restricted to central forces, 

which can be in any direction. In the current research, bond-based PD and ordinary 

state-based PD are utilised. Ordinary state-based introduced in Section 3.3.1 is used on 

quasi-static and dynamic PD analyses in Chapter 4 to have more accurate results with 

respect to the materials with Poisson’s ratio different from 1/3. Instead, the bond-based 

PD, described in Section 3.3.2, is used for fatigue and CF problems due to the simplicity 

of the formulation and the type of material considered in this research. A description 

of the numerical solution methods for static, quasi-static and dynamic problems is 

given in Section 3.4. 

MATLAB is used as a main programming and computing platform for developing 

PD numerical tools for all the presented problems in Chapters 4-7. 

3.2 Applications of Peridynamics 

Starting from the day the PD was introduced to the scientific community by Silling 

[183] at Sandia National Laboratories, the applicability of the numerical tool on various 

problems widened progressively during the years. The PD mechanical formulation 

combines CCM and MDM, which allowed to overcome the problems, including 

discontinuities such as cracks. The development of the PD allowed the researchers to 
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analyse the structures on macroscopic, mesoscopic and nanoscopic levels. With the 

following advantages, active research started on brittle fracture problems, such as 

predicting crack nucleation and propagation [184–187], the interaction of the main 

crack with micro-cracks [188, 189] and the interaction between multiple micro-cracks 

[22]. The topics of research are not limited only to brittle fracture but also to plastic 

[182], viscoelastic [190], and viscoplastic materials [191]. Additionally, the 

applicability of the PD fatigue model [192] is shown on fatigue crack propagation 

problems in metals [193] and composites [194]. The development of PD numerical 

models has also been expanded to heat transfer [195], hydro-thermal diffusion [196], 

fluid-structure interaction [197] and corrosion problems [198]. The current research 

will also show the applicability of the PD tool on the CF problems explained in Chapter 

7. 

3.3 Peridynamic model for brittle damage 

3.3.1 Ordinary state-based peridynamics 

The ordinary state-based PD introduced by Silling [183] is a reformulation of the 

fundamental equations of continuum mechanics equations which are particularly 

suitable to solve problems including discontinuities. PD uses integro-differential 

equations instead of partial differential equations as in CCM. This widens the 

possibility of solving fracture mechanics problems, including cracks initiation and 

propagation [195]. 

 

The PD equation of motion can be written in the form of the integro-differential 

equation as: 

𝜌(𝒙)�̈�(𝒙, 𝑡) = 89𝒕(𝒖" − 𝒖, 𝒙" − 𝒙, 𝑡) − 𝒕(𝒖 − 𝒖", 𝒙 − 𝒙", 𝑡)<𝑑𝑉#! + 𝒃(𝒙, 𝑡)
$"

 (3.1) 

which can be discretised as: 
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𝜌(0)�̈�(0) =��𝒕(0)(@)�𝒖(@) − 𝒖(0), 𝒙(@) − 𝒙(0), 𝑡�
G

@M%

− 𝒕(@)(0)�𝒖(0) − 𝒖(@), 𝒙(0) − 𝒙(@), 𝑡�� 𝑉(@) + 𝒃(0) 

(3.2) 

from which the acceleration �̈�(0) of the material point 𝑖 at a time 𝑡 can be obtained. 

Each material point 𝑖 interacts with other material points 𝑗 within its horizon 𝐻/ with a 

total number 𝑀 of the family members for the point 𝑖, as shown in Figure 3.1. The 

coordinates of a material point are represented as 𝒙 with the incremental volume 𝑉.	𝒖, 

𝒃 and 𝜌 denote displacement vector field, body load and mass density of the material 

point, respectively.  

 
Figure 3.1 Peridynamic material points and interaction of material points i and j. 

In the ordinary state-based PD, interacting material points can exert forces on each 

other with unequal magnitudes [64], and for the interacting material points 𝑖 and 𝑗, PD 

force densities can be defined as: 

𝑡(0)(@) = 2𝛿 ¢𝑑"#
Λ(0)(@)

¤𝒙(@) − 𝒙(0)¤
�𝑎"#𝜃(0) −

1
2𝑎$"#𝑇(0)�

+ 𝑏"#�𝑠(0)(@) − 𝛼𝑇(0)�¥ ×
𝒚(@) − 𝒚(0)
¤𝒚(@) − 𝒚(0)¤

 
(3.3) 
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𝑡(@)(0) = −2𝛿 ¢𝑑"#
Λ(0)(@)

¤𝒙(@) − 𝒙(0)¤
�𝑎"#𝜃(@) −

1
2𝑎$"#𝑇(@)�

+ 𝑏"#�𝑠(0)(@) − 𝛼𝑇(@)�¥ ×
𝒚(@) − 𝒚(0)
¤𝒚(@) − 𝒚(0)¤

 
(3.4) 

where 𝛿 is the horizon size,	𝑇 is the temperature change at material point, 𝛼 is the 

coefficient of thermal expansion, 𝑎"#, 𝑏"#, 𝑑"#, 𝑎$"# are the PD parameters, 𝑠 - the 

stretch between material points, and 𝜃 - dilatation, which can be expressed as: 

𝜃(0) = 𝑑"#𝛿�Λ(0)(@)𝑠(0)(@)𝑉(@)
G

@M%

 (3.5) 

and the parameter Λ(0)(@) is defined as: 

Λ(0)(@) = ¦
𝒚(@) − 𝒚(0)
¤𝒚(@) − 𝒚(0)¤

§ ∙ ¦
𝒙(@) − 𝒙(0)
¤𝒙(@) − 𝒙(0)¤

§ (3.6) 

The stretch between material points 𝑖 and 𝑗 can be expressed as: 

𝑠(0)(@) =
¤𝒚(@) − 𝒚(0)¤ − ¤𝒙(@) − 𝒙(0)¤

¤𝒙(@) − 𝒙(0)¤
 (3.7) 

 

Figure 3.2 Peridynamic material points i and j in the deformed configuration and the ordinary 
state-based peridynamic forces between these material points. 
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Once a material point displaces to a new location as a result of deformation of the 

structure, its new location is specified as 𝒚 in the deformed configuration, as shown in 

Figure 3.2.  

PD parameters 𝑎"#, 𝑏"#, 𝑑"#, 𝑎$"# can be related to material constants of CCM 

by equating strain energy density of a material point inside a body subjected to isotropic 

expansion and simple shear loading conditions calculated from CCM and PD [64]. For 

a 2-Dimensional (2-D) model with plane stress conditions, the plate is discretised with 

a single layer of material points in the thickness direction. Due to this, the PD 

parameters are expressed in terms of bulk modulus,	𝜅, shear modulus, 𝜇, thickness,	ℎ , 

and horizon size, 𝛿, for a 2-Dimensional problem with plane stress conditions: 

𝑎"# =
1
2
(𝜅 − 2𝜇), 𝑎$"# = 4𝛼𝑎, 𝑏"# =

6𝜇
𝜋ℎ𝛿N , 𝑑"# =

2
𝜋ℎ𝛿O (3.8) 

with 

𝜅 =
𝐸

2(1 − 𝜈) , 𝜇 =
𝐸

2(1 + 𝜈) (3.9) 

where 𝐸 and 𝜈 are Young’s modulus and Poisson’s ratio, respectively. 

 

Figure 3.3 Peridynamic material points i and j in the deformed configuration and the bond 
based peridynamic forces between these material points. 
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3.3.2 Bond-based peridynamics 

Bond-based PD is the first PD theory introduced by Silling [65], where the force 

densities 𝒕(0)(@)	 and 	𝒕(@)(0) are not only aligned in the direction of the deformed position 

of bond, but also are equal in magnitude [64], as shown in Figure 3.3. So, the equation 

of motion given in Eq. (3.2) takes the form of: 

𝜌(0)�̈�(0) =�𝒇(0)(@)𝑉(@)
G

@M%

+ 𝒃(0) (3.10) 

where 𝒇(0)(@) is the pairwise force density, which can be defined as [183]: 

𝒇(0)(@) = 4𝛿𝑏"#�𝑠(0)(@) − 𝛼𝑇(0)�
𝒚(@) − 𝒚(0)
¤𝒚(@) − 𝒚(0)¤

 (3.11) 

where 𝑠(0)(@) is defined by Eq. (3.7) and the material constant 𝑏"# is defined by Eq. 

(3.8) for a plane stress condition and by Eq. (3.12) for a plane strain condition, when 

the thick samples are loaded symmetrically in a single plane. 

𝑏"# =
12𝐸
5𝜋ℎ𝛿N (3.12) 

The pairwise force density 𝒇 depends on the stretch 𝑠 between the material points 

and the material constant 𝑏"#. However, it can be seen from Eq. (3.12) that the bond 

constant depends on only one engineering constant instead of two in the case of an 

elastic isotropic material. In this way, the limitation is present in bond-based PD on the 

Poisson’s ratio, which is 1/3 in the 2D model and 1/4 in the 3D model [64]. 

3.3.3 PD model discretisation  

In the PD theory, the interaction between material points is limited by defined 

horizon size 𝛿. Without the restriction of the number of interactions, the computational 

time of the models can be very large. With the following continuity assumption, each 

material point within the discretised body should have the same neighbouring points 

during the deformations. To make the computational PD model more efficient, 

determining the material points’ family members can be done only once at the 
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beginning of simulations. Moreover, the uniform discretisation of the body is used, 

where the material points volumes do not vary, otherwise integration errors due to the 

changes in the grid would have to be fixed by special integration techniques 

implementations [199]. 

3.3.4 Correction terms 

As described in Sections 3.3.1 and 3.3.2, a meshless scheme is used in PD 

governing equations, where the domain is discretised with smaller volumes. Each of 

the volumes is associated with material points, shown in Figure 3.1, which interact 

between each other if the location of material point 𝑗 is within the horizon 𝐻/ of the 

material point 𝑖. However, it can be noticed in Figure 3.1, that within the horizon of 𝐻/ 

some volumes of material points are truncated and the ‘volume correction factor’, 𝑣*, 

was proposed and explained in [64]. Thus, the discretized equations of motion for bond-

based PD will be in the following form: 

𝜌(0)�̈�(0) =�𝒇(0)(@) �𝑉(@)𝑣*($)𝑠*<(&$)�
G

@M%

+ 𝒃(0) (3.13) 

and ordinary state-based PD: 

𝜌(0)�̈�(0) =��𝒕(0)(@)�𝒖(@) − 𝒖(0), 𝒙(@) − 𝒙(0), 𝑡�
G

@M%

− 𝒕(@)(0)�𝒖(0) − 𝒖(@), 𝒙(0) − 𝒙(@), 𝑡�� �𝑉(@)𝑣*($)𝑠*<(&$)� + 𝒃(0) 

(3.14) 

Another correction term 𝑠*< is added to Eq. (3.13) and Eq. (3.14), which is called 

‘surface correction factor’, proposed and described by [64], due to the fact that some 

solution inaccuracies can arise as material points located close to the free surfaces has 

fewer bonds of interaction compared to the other material points. With this respect the 

𝑠*< is also added to the PD equation of motion. Moreover, the surface effects have to 

be also considered for dilatation term, and the discrete form of the dilatation is also 

described by [64] and proposed in the following form: 
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𝜃(0) = 𝑑"#𝛿�𝐺(K)(0)(@)Λ(0)(@)𝑠(0)(@) �𝑉(@)𝑣*($)�
G

@M%

 (3.15) 

where 𝐺(K)(0)(@) is the correction factor for the material points 𝑖 and 𝑗. 

3.3.5 Damage in PD theory 

The failure parameter introduced by [200] includes a history-dependent scalar-

valued function 𝜓 to represent broken interactions (bonds) between material points: 

𝜓�𝒙(@) − 𝒙(0), 𝑡� = ª10
													if	𝑠(0)(@)�𝒙(@) − 𝒙(0), 𝑡P� < 𝑠* 	for	all	0 < 𝑡P	

otherwise
 (3.16) 

 

where for a 2-D problem, the critical stretch  in connection with the material fracture 

energy 𝐺* is expressed as [64]: 

𝑠* = ²
𝐺*

¦6𝜋 𝜇 +
16
9𝜋$ (𝜅 − 2𝜇)§ 𝛿

 (3.17) 

 

The material fracture energy 𝐺*, also known as energy release rate, for a mode I 

opening is related to the SIF, 𝐾2 in the following way: 

𝐺* =
𝐾2$

𝐸 																plane	stress 
(3.18) 

 

𝐺* =
𝐾2$

𝐸
(1 − 𝜈$)												plane	strain 

(3.19) 

The general solution of SIF is described in Section 2.1 and can be determined by 

experiments.  

The introduced parameter of the critical stretch  predefines the limit of the bond 

stretch, at which the bonds between material points can be broken. According to [183], 

the bonds are broken irreversibly once they are stretched beyond the critical limit and 

the bond no longer sustains the tensile force. With the applied tension forces on the 

cs

cs
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sides of the plate, the fracture energy 𝐺* in PD model is required to break the bonds 

connected at the opposite halves of the crack, shown in Figure 3.4. 

After defining the failure parameter in the PD theory, the local damage of the 

material point i is introduced to indicate the crack formation in the body. The local 

damage ranges from 0 to 1 and can be defined as: 

Local damage is dependent on the relationship between the horizon size 𝛿 and the 

distance between the material points ∆𝑥: 

As shown in Figure 3.4, for an initial crack, the failure parameter becomes zero if 

a bond is passing through the crack represented by a red line. As the horizon size 

increases, the material point interacts with an increased number of points within the 

horizon. The local damage  at a material point on the crack plane will converge to a 

value of 0.5 as m parameter increases. 

  

Figure 3.4 Local damage at a material point on the crack plane, when horizon size is a 𝛿 =
3∆𝑥 → 𝜑 = 0.38 , b 𝛿 = 4∆𝑥 → 𝜑 = 0.41, c	𝛿 = 5∆𝑥 → 𝜑 = 0.43. 

 

j

𝜑�𝒙(0), 𝑡� = 1 −
∑ 𝜓�𝒙(@) − 𝒙(0), 𝑡�𝑉(@)G
0M%

∑ 𝑉(@)G
0M%

 (3.20) 

𝛿 = 𝑚∆𝑥, 𝑚 = 3, 4, 5 (3.21) 



METHODOLOGY 
 

50 
 
 

3.3.6 PD model boundary conditions 

In the PD equation of motion, there are no spatial derivates, and the displacement 

and velocity Boundary Conditions (BC) cannot be applied directly to the body. Due to 

this, a fictitious boundary layer 𝑅< of thickness equal to horizon size 𝛿 [64] is initiated 

in the body, and the BC are applied in the following form: 

where 𝑢 is displacement and �̇� is velocity BC in 𝑥 -direction.  

The external loads can be applied as body loads through the material layer with the 

width of Δ and the body load is calculated according to the applied type of the load 

(e.g., distributed pressure, point load) [64].  

The implementation of the BC in PD numerical model will be discussed and 

showcased more in detail within the next chapters considering the problems of interest.  

3.4 Numerical solution method 

In Section 3.3, PD theory is presented, including different types of equations of 

motion. The PD governing equations can be solved by various numerical methods in 

order to solve the problem in a more efficient way. First of all, the type of solution have 

to be defined, whether the problem has to be solved using the dynamic solution or 

static/quasi-static solution. If the problem is dynamic, the acceleration and inertia 

effects are important, and the solution is carried out by the explicit method. Instead, 

static or quasi-static problems are solved by the Adaptive Dynamic Relaxation (ADR) 

method or directly with matrix equations. 

3.4.1 Dynamic solution 

Explicit time integration scheme, described in [183], is used to solve dynamic 

problems, where Eq. (3.13) or Eq. (3.14) are used to evaluate the acceleration �̈�(0) for 

the material point 𝑖 at the time step 𝑛8. Then the velocity and the displacement are 

𝑢<(𝒙, 𝑡) = 𝑢								for				𝒙 ∈ 𝑅< (3.22) 

�̇�<(𝒙, 𝑡) = �̇�								for				𝒙 ∈ 𝑅< (3.23) 
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predicted for the next time step 𝑛8Q%, using the forward difference method [64] for 

velocity �̇�(0)
!!Q%: 

�̇�(0)
!!Q% = �̇�(0)

!! + �̈�(0)
!!∆𝑡 (3.24) 

and then backward difference method to obtain displacement 𝒖(0)
!!Q% for the next time 

step: 

𝒖(0)
!!Q% = 𝒖(0)

!! + �̇�(0)
!!Q%∆𝑡 (3.25) 

where ∆𝑡 is the time step size, which has to be sufficiently small so that the numerical 

solution is stable. In particular, [183] proposed to calculate the limit on the time step 

size based on the von Neumann stability analysis in the following form: 

∆𝑡 < ²
2𝜌(0)

∑ 4𝑏"#𝛿
¤𝑥(@) − 𝑥(0)¤

�𝑉(@)𝑣*($)�@

 (3.26) 

3.4.2 Static or quasi-static solution 

Most of the studies on PD static or quasi-static solutions use explicit time 

integration. Moreover, Eq. (3.13) and Eq. (3.14) are introduced in the dynamic form, 

and a commonly used technique, ADR, is implemented in PD theory to solve static or 

quasi-static problems. Using the explicit method, the convergence of the static solution 

can be time-consuming, as too many time steps are required to reach a stable solution. 

Such a method, for example, fatigue analysis, can be very costly, and some studies are 

performed using a direct solution [193]. 

3.4.2.1 Adaptive Dynamic Relaxation Technique 

The possibility of using the PD equation of motion on static or quasi-static problems 

is applicable by using the dynamic relaxation technique, where artificial damping is 

introduced in a system [195]. The chosen artificial damping guides the dynamic 

equation of motion towards convergence to a steady-state solution. Therefore, it is not 

easy to identify the effective fictitious damping coefficient that ensures the 
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convergence and the solution becomes a static problem. In this respect, Underwood 

introduced the ADR technique [146], where the damping coefficient is determined at 

each time step. Madenci and Oterkus [64] introduced ADR in the PD theory in the 

following form: 

with  

𝑭(0) =��𝒕(0)(@) − 𝒕(@)(0)� �𝑉(@)𝑣*($)�
G

@M%

+ 𝒃(0) (3.28) 

where �̈� and �̇� are the acceleration and velocity matrices, 𝑫 is the fictitious diagonal 

density matrix, which is chosen based on Greschgorin’s theorem and 𝑐K is the damping 

coefficient. A more detailed explanation of the ADR technique is described in [64]. 

ADR technique got wide applicability on static and quasi-static problems, but it can 

be time-consuming to reach the convergence of the static solution and quite a lot of 

time steps are required to solve the problem. Moreover, for some problems, like fatigue 

analysis that includes multiple static simulations, explicit time integration with ADR is 

quite prolonged and direct solution is more beneficial. 

3.4.2.2 Direct Solution 

To solve a static problem using the direct method, the acceleration term �̈� is 

omitted from the equation of motion, and the equation will have the following form: 

and PD force function 𝒇(0)(@) for a 2-D problem is expressed in the matrix form [201]: 

𝑫�̈� + 𝑐K𝑫�̇� = 𝑭 (3.27) 

�𝒇(0)(@)𝑉(@)
L

@M%

+ 𝒃(0) = 0 (3.29) 

¸
𝑓/
𝑓&
¹ =

4𝛿𝑏
|𝝃|O �

𝜉/𝜉/ 𝜉/𝜉&
𝜉&𝜉/ 𝜉&𝜉&

� ª
𝜂/
𝜂&» (3.30) 
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where 𝜉 is a relative position between material points, 𝝃 = 𝒙P − 𝒙, 𝜉/ , 𝜉& are the 

reference lengths in x and y directions and 𝜂/, 𝜂& are the relative displacements 

between material points in x and y directions, which for example for the fatigue 

problems with loading cycles of 𝑁, are evaluated as: 

Eq. (3.30) is a local stiffness for each material point, interacting with other material 

points. The combination of local stiffness matrices results in the global static PD 

equation written in the matrix form as: 

where 𝑲,𝑼	and	𝑩 are the global stiffness matrix, the material points displacements and 

the body load matrices. Eq. (3.29) is solved to find the displacements of each material 

point by taking the inverse stiffness matrix 𝑲E%. For the models with fine discretisation, 

the global stiffness matrices can be very massive, and it is time-consuming to calculate 

the 𝑲E%. Also, an ill-conditioned stiffness matrix may arise due to the bond breaking 

and the number of material points within the horizon. To overcome this issue, the 

stabilised biconjugate gradients method (BiCG) [202] is used. BiCG improves the 

capabilities of the PD solver by making it faster and smoother convergence. For all the 

presented simulations, in particular, for fatigue problems, the BiCG method is used 

with the convergence tolerance of 10ER and a maximum number of iterations of 5000.  

3.5 Summary 

This chapter introduced the formulation of bond-based and ordinary state-based PD 

utilised in this research study. Due to discretising the material with points and 

modelling the interactions between material points, the PD numerical models are used 

in the next chapters for damage predictions and life assessment of the materials due to 

various loading and environmental conditions.  

  

𝜂/ = 𝑢/(𝒙P, 𝑁) − 𝑢/(𝒙, 𝑁) 

𝜂& = 𝑢&(𝒙P, 𝑁) − 𝑢&(𝒙, 𝑁) 
(3.31) 

𝑲𝑼 = 𝑩 (3.32) 
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4 FRACTURE OF BRITTLE MATERIALS 

4.1 Introduction  

This chapter aims to investigate the dynamic fracture mechanisms in brittle 

materials by ordinary state-based PD and to understand the effect of defects in the form 

of holes, macro- and micro-cracks on toughening and degradation mechanisms in 

brittle structures. The results obtained from the quasi-static and dynamic PD analysis 

are presented and compared with FEM and experimental studies. Concerning the brittle 

fracture due to the tensile loading, firstly, in Section 4.3.3, the analysis of the structure 

is performed under different dynamic loading conditions and the evaluated crack 

propagation speeds, crack branching patterns, and branching angles from the PD model 

are compared with experimental results [203]. Secondly, in Section 4.3.4, PD 

simulations are performed for the main crack interacting with the micro-cracks 

problem. Five different cases of micro-crack presence under quasi-static BC are 

presented, and the determined critical loads are compared against analytical solutions 

[58]. Considering the importance of the micro-cracks on main crack propagation 

behaviour, the influence of the parameter  on critical load is analysed to 

understand the “micro-crack toughening phenomena” (Section 4.3.4.1). Furthermore, 

the PD models with varying micro-crack distribution and orientation are analysed 

under dynamic BC. The obtained PD numerical results of crack propagation patterns 

and crack propagation speeds are presented (Section 4.3.4.2). Concerning the brittle 

fracture due to bending, firstly, in Section 4.4.3.1, the PD model is verified with FEM 

and validated with experimental results [204] in Section 4.4.3.2, where five types of 

hole-defects are allocated in the plate. Secondly, the validated PD model is applied for 

the prediction of mechanical failure in a concrete structure (Section 4.4.3.3). Finally, 

Section 4.5 provides a summary of the major information contained in this Chapter.  

The study here described can be found in self-authored papers [21] and [22], and 

to the best of the author's knowledge, this is the first time influence of the parameter 

𝐾2/𝐾4 on critical load is analysed, which is an important factor for modelling porosity 

defects in the next chapters. It is important because it allows us to consider the 

0/IK K
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interaction of the multiple pores in the system and analyse their effect on the fatigue 

performance of the samples. Additionally, the presented validation studies with the 

experimental data available in the literature prove the capability of the developed 

numerical model to be applicable to fracture problems and give confidence in the 

developed numerical model and the PD parameters set up.  

4.2 Background and motivation 

The failure of engineering structures has always been a topic of engineering 

practice. One of the common types of mechanical failure is a brittle fracture [205–208]. 

Considering that brittle materials, such as Polymethyl Methacrylate (PMMA), 

concrete, ceramics and rocks, are widely used in various industries, it is important to 

investigate their structural behaviour.  

Firstly, the brittle fracture of the crack development through the structure depends 

on the loading conditions, and a crack can propagate as a single crack, change its 

original trajectory, or split into two or multiple branches [28]. Theoretical studies [209] 

have proposed to introduce the limiting velocity of the crack, where the crack 

accelerates until arriving to the Rayleigh wave speed 𝑐'. Experimental studies indicated 

variations of the critical velocities for different brittle materials. It was observed [210] 

that crack instabilities in brittle materials occur at velocities 𝑉*~0.6𝑐' and similar crack 

branching behaviour was noticed in different numerical [211] and experimental studies 

[212, 213]. In [28], it is observed that the branching velocities for PMMA are about 

𝑉*~0.78𝑐' and instead [214] determined the critical velocities of  up to 𝑉*~0.9𝑐' with 

non-steady crack propagation. Multiple experiments on brittle fracture showed the 

occurrence of the crack instabilities with different fracture patters. The studies in [28, 

203, 213] observed micro-branching phenomena with variation of branching angles of 

10-15 degrees and [212] instead showed the macro-branching angles of 30 degrees. 

Similar microscopic branches were observed in the other brittle materials like 

Homalite-100 [215] and polystyrene [216]. When the crack propagation speed is 

reaching the critical velocity, the crack branches in two or multiple micro- and macro-

cracks. But the mentioned experiments indicated a big variation of critical velocity 
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criteria, which could be affected by the size of the samples, as well as the dynamic 

loading. The literature review undertaken for this study can be found in Section 2.2. 

Secondly, mechanical failure and defects in brittle materials can lead to weakening 

and the sudden collapse of the structure. Brittle materials can consist of randomly 

distributed small-size defects such as voids, micro-cracks and holes [47]. These defects 

can have a significant influence on the propagation behaviour of macro-cracks. Various 

experimental studies in the literature investigate the interaction between macro-cracks 

and small-size defects [48–51]. Different studies suggest that the existence of micro-

cracks enhance or suppress crack propagation [52–54]. The problem of the defects 

attracted multiple researchers to proceed with experiments and numerical analysis, but 

still, investigation of the dual role of holes and micro-crack arrays on toughening and 

degradation mechanisms in brittle structures can be quite challenging. The literature 

review undertaken for this study can be found in Section 2.2. 

4.3 Brittle fracture due to tensile loading 

4.3.1 Material data  

Two types of materials are employed in the presented studies for brittle fracture 

analysis, subjected to tensile loading. PMMA is considered for the dynamic crack 

propagation problems, and concrete is evaluated in dynamic and quasi-static problems. 

The material properties are summarised in Table 4.1. Concrete is considered as an 

isotropic material with the homogeneous properties in all directions.  

Table 4.1 Material data for brittle fracture due to tensile loading  
 

 

 

 

 

 

 

Material Young’s modulus, 

𝐸	[𝐺𝑃𝑎] 

Poisson’s ratio, 

𝜈 

Energy release rate, 

𝐺! [𝐽/𝑚%] 

PMMA [217] 3.24 0.35 570 

Concrete [58] 17 0.15 110 
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4.3.2 Geometry and boundary conditions 

4.3.2.1 Dynamic analysis 

The pre-notched thin rectangular plate in Figure 4.1 is chosen for the crack 

propagation study presented in Sections 4.3.3 and 4.3.4.2. The following geometric 

parameters are selected: length 𝐿 = 0.22	𝑚, width 𝑊 = 0.3	 𝑚 and thickness ℎ =

0.003 𝑚. The plate has a pre-crack at the left side with a size of 2𝑎 = 0.07	𝑚.  

The velocity BC are enforced in the fictitious boundary layer 𝑅< (Figure 4.1b) as 

[218]: 

 
(a)      (b) 

Figure 4.1 Pre-cracked rectangular square plate (a) under velocity BC and (b) its spatial 
discretisation under imposed BC. 

𝑢<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 𝑢(𝑥, 𝑦, 𝑡)	with	𝑦< ∈ 𝑅<S&MT$ U
 (4.1) 

𝑣<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 2�̇�∗ �𝑥, 𝑦 =
𝑊
2 , 𝑡 + 𝛥𝑡� × 𝛥𝑡 − 𝑣

(𝑥, 𝑦, 𝑡) (4.2) 

𝑢<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 𝑢(𝑥, 𝑦, 𝑡)	with	𝑦< ∈ 𝑅<S&MET$ U
	 (4.3) 

𝑣<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 2�̇�∗ �𝑥, 𝑦 = −
𝑊
2 , 𝑡 + 𝛥𝑡� × 𝛥𝑡 − 𝑣

(𝑥, 𝑦, 𝑡)	 (4.4) 
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(a)      (b) 

Figure 4.2 Sample geometry: (a) square plate with a macro-crack under quasi-static loading; 
(b) spatial discretisation of the square plate with a macro-crack under body force density BC. 

4.3.2.2 Quasi-static analysis 

The pre-notched thin rectangular plate described in Section 4.3.2.1 is selected for 

quasi-static analysis in Section 4.3.4, and the plate is loaded symmetrically by applying 

tensile force in the y-direction as shown in Figure 4.2. 

A quasi-static loading is applied as a body force density: 

𝑏& =
𝐹
𝛥𝑉V

 (4.5) 

where	𝐹 is the force and 𝛥𝑉V is the volume of the boundary layer, 𝛥𝑉V =

1.98 × 10ER 𝑚O . 

4.3.3 Numerical results and validation of crack propagation in PMMA plate 

In this section, a comparison between PD simulations and experimental tests [203] 

is carried out. In particular, the crack propagation speeds and bifurcation angles are 

evaluated in order to assess the accuracy of the numerical model with the constant value 

of critical fracture energy. The other focus is on the response of the structure to the 

small changes in tensile loads.  
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The properties of the PMMA [217] are specified in Table 4.1 in Section 4.3.1, with 

the geometric parameters and BC described in Section 4.3.2.1. An impulsive loading 

is applied to obtain fast crack propagation and further bifurcation. To investigate the 

crack response to the tensile loads, multiple cases of the velocity BC are selected, 

starting with �̇�∗ = 1.00	𝑚/𝑠 and increased by 0.2 m/s. The velocity is applied on the 

boundary edges at 𝑦 = 𝑊/2 and 𝑦 = −𝑊/2 ranging from �̇�∗ = 1.00 𝑚/𝑠 to �̇�∗ =

6.8	𝑚/𝑠.  

The PD models in Figure 4.1 are discretised with 275440 material points with 

uniform spacing between them 𝛥𝑥 = 5 × 10EN m and horizon size of 𝛿 = 3.015𝛥𝑥. A 

uniform time step size of 𝛥𝑡 = 2 × 10EWsec is used. 

Based on the damage plots given in Figure 4.3 under different velocity BC, it is 

remarkable to see the dependency of the crack propagation behaviour on the applied 

loading conditions. As the intensity of the loading increases the thickening of the 

damage zone is observed, which is followed with further branching (Figure 4.3, from 

�̇�∗ = 1.4 𝑚/𝑠 to �̇�∗ = 2 𝑚/𝑠) or fish-bone pattern with multiple micro-branches 

or/and macro-branches (Figure 4.3, from �̇�∗ = 2.2 𝑚/𝑠). Similar behaviour of crack 

propagation was observed by Bobaru and Zwang [198] for brittle materials for Soda-

lime glass and Homalite 100 under velocity BC. It was also observed that the increase 

of the loading intensity speeds up the crack propagation and branching. Figure 4.3 

presents the damage maps of all the simulations. Note that the negative x-axis indicates 

the pre-crack location.  

Firstly, evaluating the crack propagation behaviour of a single crack bifurcation, 

the comparison is made with the brittle fracture experiments on PMMA performed by 

Suzuki and Sakaue [203], where the fracture speeds were evaluated within 5 mm before 

and after bifurcation as well as the bifurcation angle. It was mentioned that the mean 

crack speed before the bifurcation is 𝑉* = 688 ± 45 𝑚/𝑠 which drops by 42 m/s after 

the bifurcation with the mean crack speed of 𝑉* = 647 ± 35	𝑚/𝑠 and the bifurcation 

angle of 15 degrees. 
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Figure 4.3 Damage maps for PMMA plate under different velocities BC. The applied velocities 
are specified on top of each figure. 
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Figure 4.4 Crack propagation speed 𝑉& evaluation. 

The crack propagation speed from the numerical PD simulations is calculated as 

(see Figure 4.4): 

𝑉* =
𝑥8+ − 𝑥8+E%	
𝑡8+ − 𝑡8+E%	

=
𝐿D/8
𝜏D/8

 (4.6) 

where 𝑥8+	and	𝑥8+E% are the crack tip positions at the current time 𝑡8+ and the previous 

time 𝑡8+E%. 𝐿D/8 represents the extension length of the crack propagation during the 

time interval 𝜏D/8between 𝑡8+ and 𝑡8+E%. For the crack propagation speed calculations, 

the extension length is specified as 𝐿D/8 = 5 mm, which means that data-dumps are 

performed every 5 mm of crack tip progression.  

Based on the crack behaviour under the applied loading BC between �̇�∗ =

1.40 𝑚/𝑠 and �̇�∗ = 2.0 𝑚/𝑠 when the crack is bifurcating, it can be seen from Figure 

4.5a that the crack propagation speeds from the numerical PD model are in the range 

of the fracture speeds from the experimental results [203]. Under specified loading 

conditions, the thickening of the damaged area is noticed before the bifurcation with 

the mean crack propagation speed of 𝑉* = 500 ± 5 𝑚/𝑠. The bifurcation occurs when 

the mean crack propagation speed is 𝑉* = 560 ± 10 𝑚/𝑠. The predicted crack 

branching angles around 16-20 degrees is noted for all four loading BC between �̇�∗ =

1.40 𝑚/𝑠 and �̇�∗ = 2.0 𝑚/𝑠. The predicted crack speeds and crack bifurcation angle 

are quite close to the experimental observations.  

Based on the experimental studies, a large decrease of crack propagation speeds 

relative to the single crack speeds is observed. Döll [32] and Ramulu and Kobayashi 
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[31] stated that before the bifurcation occurs, the crack propagation speed may 

accelerate, and after bifurcation, it drops by 5-10%. The recent experiments on Soda-

lime glass by Sundaram and Tippur [219] showed the same pattern of the crack 

propagation behaviour with a drop of crack propagation speed by 30% prior to 

bifurcation and followed by a significant increase at branching and a fast drop by 30% 

after the bifurcation. Numerical studies, by means of PD [220, 221], showed a similar 

trend of fracture speeds in the bifurcation zone. Evaluating the crack bifurcation of 

PMMA in Figure 4.5 from the numerical PD model, the crack propagation speed 

decreases when the thickening occurs and increases rapidly before bifurcation 

following by a drop of 6% after bifurcation for both loading conditions. Moreover, two 

branches propagate with higher crack speeds than a single crack. The results for the 

crack propagation speed and crack growth distance after the bifurcation are analysed 

for the upper crack branch.  

Secondly, the dynamic stretch of the plate under higher velocity BC in Figure 4.3 

showed the formation of multiple micro-branches. It can be noticed, as the velocity of 

the crack is increasing, the length of the branches, as well as their number is increasing. 

The branching angles vary, and in most cases, lower crack speeds result in smaller 

angles. For example, the PD damage plot with the velocity BC increase of �̇�∗ =

2.4 𝑚/𝑠 resulted in the first crack branching of around 30 degrees and at 𝑉*~0.57𝑐' 

(Figure 4.5b), followed by a longer branch of around the same angle of 30 degrees, but 

the second branch initiated at a higher crack speed of 𝑉*~0.76𝑐' with the distance 

between two branches is 0.03 m. On the other hand, the velocity of �̇�∗ = 3.2 𝑚/𝑠 

resulted in three branches (Figure 4.5b): the first one at crack tip location of 𝑥8+ =

0.058 𝑚 with branching angle of 30 degrees at 𝑉*~0.74𝑐' and the other two branches 

with increasing branching angles by 5 degrees at 𝑉*~0.75𝑐' �𝑥8+ = 0.07 𝑚�,   and 10 

degrees at 𝑉*~0.77𝑐' �𝑥8+ = 0.085 𝑚�. The trend of higher branching angle with the 

longer branches can be noticed in all the simulations, as well as the occurrence of 

micro-branches with 12 degrees angles, followed by the long crack bifurcation, shown 

in Figure 4.5c. All the results of crack propagation have the same trend of the crack 

bifurcation, starting at 𝑉*~0.57𝑐' and upper with further drop and after the recovery. 



FRACTURE OF BRITTLE MATERIALS 
 

63 
 
 

The variation in branching patterns and angles is dependent on fluctuations in crack 

velocity, and when the velocity reaches the critical value, the crack is branching.  

The comparison of the numerical crack propagation speed to the Rayleigh wave 

speed is shown in Figure 4.5, where PD numerical velocities are normalised by the 

Rayleigh wave speed 𝑐' of the material which is 𝑐' ≈ 934 𝑚/𝑠 for the PMMA 

material.  

The evaluation of 𝑐' is performed by the approximate expression for the Rayleigh 

wave speed 𝑐' [209]: 

𝑐'
𝑐$
=
0.862 + 1.14𝜈	

1 + 𝜈	 	 (4.7) 

where 𝜈 is the Poisson’s ratio. In terms of shear modulus 𝜇 and material density 𝜌, the 

speed of shear waves is defined as: 

𝑐$ = À
𝜇
𝜌 (4.8) 

The performed PD simulations showed the dynamic instability of the propagating 

crack. It can be seen that the branching is a function of the crack velocity and the 

branching is not observed below the critical velocity. The experiments performed by 

[212] analysed the effect of the crack velocity on the occurrence of branching, showing 

that the increase of the velocity results from the micro-branching instability. The 

following nature can be explained as the energy release from the potential energy with 

the increased crack speed resulting in creating new crack branches. While the energy 

is distributing over the new cracks, the crack propagation velocity is decreasing. 

Moreover, the PD study showed the relation between the branch initiation and the 

branching angles and lengths, as the higher crack propagation speeds bring wider and 

longer crack bifurcations. On the other hand, the constant critical elongation parameter 

was used in the presented numerical simulations, which is simplified and not dependent 

on the loading condition and crack propagation speeds.  
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(a) 

 
(b) 

 
(c) 

Figure 4.5 Crack propagation speeds and the ratios of numerically computed speed to the 
Rayleigh wave speed for PMMA plate under velocity BC of: (a) �̇�∗ = 1.4	𝑚/𝑠 and �̇�∗ =
2.0	𝑚/𝑠 (b) �̇�∗ = 2.4	𝑚/𝑠 and �̇�∗ = 3.2	𝑚/ and (c) �̇�∗ = 5.4	𝑚/𝑠. 
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4.3.4 Numerical analysis and validation of concrete plate containing microcracks 

In this section, the impact of the micro-cracks on the main (macro-) crack behaviour 

is analysed. The geometric parameters characterising the interaction of the macro- and 

micro-cracks are the dimensions of the cracks, distances between the micro-cracks, and 

the micro-cracks orientation.  

 
Figure 4.6 Micro-crack distribution diagrams [58]: (a) micro-cracks surrounding the main 
crack tip; (b) micro-cracks ahead of the crack tip; (c) asymmetrical arrangement of micro-
cracks (+y domain) ahead of the main crack tip; (d) a set of micro-cracks ahead of the crack 
tip; (e) single micro-crack ahead of the main crack tip. 

 

 



FRACTURE OF BRITTLE MATERIALS 
 

66 
 
 

Figure 4.6 shows the PD model, which consists of a macro-crack with a size of 𝑎 =

0.045 𝑚 at the left side of the plate with five different cases of distributed micro-cracks 

are considered with a length of 𝑎*/𝑎 = 0.1. The distances between the micro-cracks 

are 𝑎/𝑠 and 𝑎/𝑟 with 𝑠 = 𝑟 = 3 and they are located in front and/or around the macro-

crack tip, as shown in Figure 4.6. The parameters 𝑎*, 𝑠, 𝑟 and micro-cracks 

distributions are selected the same as in the study on the interaction of large crack with 

the array of micro-cracks [58] in order to compare the PD numerical results with 

analytical results in [58]. For each of the cases from (a) to (e), micro-crack 

configurations are analysed with the crack inclination of 𝛼 varying from 0 to 90 

degrees. Micro-cracks are regularly located in +y and/or –y domains and/or in front of 

the main crack tip. Firstly, the study in Section 4.3.4.1 is performed to investigate if the 

presence of the defects ahead of the macro-crack tip facilitates its further propagation. 

Secondly, Section 4.3.4.2 presents the study of how micro-cracks affect macro-crack 

propagation.  

The allocation of micro-cracks in the PD numerical model is performed by 

breaking the bounds between material points. The principle is the same as discussed in 

Section 3.3.5 and as shown in Figure 3.4. When the bond between two material points 

is passing through the micro-crack, the failure parameter 𝜓 = 0. If the bond between 

two points is intact, then 𝜓 = 1. The intact bonds can be broken in time only if the 

stretch of the bond exceeds the pre-defined critical stretch .  

4.3.4.1 Quasi-static analysis of the critical load 

The numerical model is set up for the concrete plate with the material properties 

specified in Table 4.1 in Section 4.3.1 and the geometric parameters and BC described 

in Section 4.3.2.2. The PD model is discretised with 69520 material points (Figure 

4.2b) with uniform spacing between them 𝛥𝑥 =  0.001 m and 𝛿 = 3.015𝛥𝑥. The plate 

is loaded symmetrically by applying quasi-static tensile loading in the y-direction 

(Figure 4.2). The quasi-static analysis is performed under an explicit time integration 

scheme with a stable time step size of 𝛥𝑡 =  1 and a total time step of 3000 is sufficient 

to reach a stable solution by means of ADR technique [195], described in Section 

cs
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3.4.2.1. After applying an initial loading of 𝐹 = 90 𝑁 and reaching the steady-state 

solution the applied force is increased by 𝛥𝐹 = 1 𝑁 for each 3000-time steps. The 

stretch of the bonds between material points is evaluated and when the first bond is 

broken if the stretch exceeds the critical stretch, i.e. 𝑠 > 𝑠*, the applied force is referred 

to as the critical load 𝑝. The critical loads are identified as 𝑝4 for a plate with only a 

single macro-crack and 𝑝∗ for the plate with a macro-crack and distributed micro-

cracks.  

The PD numerical models are analysed based on the relationship between the SIF 

of the case with a macro-crack 𝐾4 and cases including micro-cracks 𝐾∗ for all PD 

numerical models. First, constant fracture energy of 𝐺4 = 570 J/m$is considered for 

all cases. In this respect, the numerical model is evaluated under constant critical stretch 

based criteria, 𝑠*∗ = 𝑠* = 0.0038 for all five cases of micro-crack distributions with 𝑠*∗ 

as well as for the case with only one macro-crack with 𝑠*. Furthermore, critical stretch 

is not influenced by micro-crack configurations and crack inclination angles 𝛼 varying 

from 0 to 90 degrees. 

The results of the PD simulations are presented in Figure 4.7 based on the ratio of 

the critical loads 𝑝∗ and 𝑝4. Although a similar pattern of the micro-crack influence on 

main crack propagation is noticed by analytical solutions [58], analytical results have 

lower ratios of the critical loads for the inclination angles from 0 to 45 degrees 

compared to the PD simulations. The reason for the difference in the critical loads is 

the critical stretch which is constant in all PD simulations. The authors in [222] 

illustrate that the SIF decreases when the main crack is surrounded by multiple micro-

cracks. Furthermore, Kachanov [53, 223] showed the influence of the micro-crack 

arrays and the inclination of the cracks on the geometry, which results in shielding 

effects or weakening.  
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Figure 4.7 The ratios of the critical loads as a function of micro-crack orientation when constant 
critical stretch is considered for micro-crack distribution cases from (a) to (e). Markers present 
the PD scatter data and solid lines – PD polynomials for cases from (a) to (e). 

Kachanov [223] evaluated two configurations of the micro-crack distributions: 

collinear cracks and stacked ones. He demonstrated in his work that the collinear cracks 

showed the stress amplification effect, which leads to an increase of SIF; contrary, the 

stacked configurations showed the stress shielding effect with the decrease of SIF. The 

further evaluation of the distributed cracks by Kachanov showed the influence of the 

crack dimensions and distances on the amplifying or shielding outcome and depending 

on the crack distributions, these two phenomena can compete. The author states that 

for traction BC (mode I), if the distances between the collinear 𝑎/𝑠 and stacked 𝑎/𝑟 

configurations are higher than the length 𝑎* of the cracks, the shielding effect is 

dominant. In order to get the amplifying effect of the cracks in the structure, the 

distance 𝑎/𝑠 should be much smaller than 𝑎/𝑟	[223]. In addition, other factors have an 

influence on the SIF, such as the crack number in the periodic coplanar row of cracks, 

periodic stack of parallel cracks, and the rotation of the cracks. According to Kachanov, 

with the increased number of parallel stack cracks, the SIF is decreasing, instead for 

the coplanar row of cracks SIF is increasing and 𝐾∗/𝐾4 ≈ 1. Moreover, the distribution 

of the micro-cracks around the main-crack brings stress shielding effect. Similar effects 

of the arrays on the macro-crack tip, causing SIF amplification is found by multiple 

authors [56, 224, 225]. When the micro-cracks are rotated by 904 ≥ 𝛼4 > 0, high 
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impact is noticed of micro-cracks on macro-crack. The surrounding distribution of the 

micro-cracks leads to an increase of SIF with the micro-crack rotation from 0 to 90 

degrees.  

Evaluating the selected micro-crack distribution diagrams for PD analysis, the 

distances between the micro-cracks are bigger than the length of the cracks 𝑎/𝑠 ≫ 𝑎* 

and the effect of the shielding is dominant in the structure. Thus, SIF for the cases, 

including micro-cracks, should be smaller than the cases with only one macro-crack, 

resulting 𝐾∗ < 𝐾4. Considering the outcome of the analytical solutions from [223] for 

the impact of the micro-cracks with rotational angles 𝛼4 = 0 degrees on SIF of the 

macro-crack tip, the following relationships 𝐾∗/𝐾4 are considered in the PD model: (a) 

𝐾∗/𝐾4 = 0.90, (b) 𝐾∗/𝐾4 = 0.84, (c) 𝐾∗/𝐾4 = 0.93, (d) 𝐾∗/𝐾4 = 0.96, (e) 𝐾∗/𝐾4 =

0.98.  

The selected 𝐾∗/𝐾4 are implemented in the numerical model by factorising the 

critical stretch values by 𝐾∗/𝐾4 ratios, where 𝑠*∗ < 𝑠*. Furthermore, to include in the 

PD model the influence of the micro-crack inclinations on a macro-crack tip, critical 

stretch ratios are gradually increasing, resulting in the cases at 𝛼4 = 90	𝑑𝑒𝑔: (a)-(c) 

𝑠*∗ ≈ 0.0036, (d)-(e) 𝑠*∗ ≈ 𝑠* = 0.0038. The difference in the applied critical stretch 

values between the cases (a)-(c) and (d)-(e) results from the location of the micro-

cracks, as the micro-crack distribution behind and above the macro-crack tip with the 

angle of rotation 𝛼4 = 904 leads to 𝐾∗/𝐾4 < 0.96 [223]. The employment of the 

relationship of 𝐾∗/𝐾4 in the PD model (Figure 4.8) showed more reasonable results 

compared to the analytical results in [58], which are based on asymptotic analytical 

solutions and the series solution to describe the macro- and micro-cracks interaction 

problems. The PD results with the implemented relationship of 𝐾∗/𝐾4 ≠ 1 confirm the 

crack propagation’s dependency on micro-crack distribution and deviation angle.  
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Figure 4.8 The ratios of the critical loads as a function of micro-crack orientation when 𝐾∗/𝐾! 
for micro-crack distribution cases: (a) 𝐾∗/𝐾! = 0.90, (b) 𝐾∗/𝐾! = 0.84, (c) 𝐾∗/𝐾! = 0.93, 
(d) 𝐾∗/𝐾! = 0.96, (e) 𝐾∗/𝐾! = 0.98. Markers present the PD scatter data, dashed lines – PD 
polynomials for cases from (a) to (e), and solid lines – Analytical solution for the cases from 
(a) to (e) [58]. 

4.3.4.2 Crack propagation behaviour in a plate containing micro-cracks 

According to the study in Section 4.3.4.1, it is numerically demonstrated the 

influence of the micro-cracks on SIF of the macro-crack tip and their impact on the 

critical load. The interest of this section is to evaluate the influence of the micro-cracks 

on macro-crack propagation behaviour and speed. To calculate the crack propagation 

speeds, the concrete plate in Figure 4.1 is subjected to dynamic BC and loaded 

symmetrically by applying velocity constraints of  �̇�∗ = 0.4  𝑚/𝑠 on the plate edges at 

𝑦 = T
$

 and 𝑦 = −T
$

. The BC, proposed in [218], are applied to the fictitious boundary 

layer 𝑅<. The size of the𝑅< region is equal to the horizon size, which is 𝛿 = 3.015 𝛥𝑥. 

The BC are enforced as indicated by Eqs. (4.1)-(4.4) in Section 4.3.2.1. 

The Peridynamic model in Figure 4.1b is discretised with 272800 material points 

with uniform spacing between them 𝛥𝑥 =  0.0005 m. All simulations are performed 

with a time step size of 𝛥𝑡 = 0.2𝜇𝑠 and stopped at 𝑡 = 300𝜇𝑠 .  

In Section 4.3.4.1, it is noted that factorising the critical stretch values for the cases 

(a)-(e) in Figure 4.6 with micro-cracks distribution in the plate provided the results of 



FRACTURE OF BRITTLE MATERIALS 
 

71 
 
 

the ratios of critical loads, which are very close to the analytical solutions. Another 

important point is to see if the SIF at the macro-crack tip influences the crack 

propagation behaviour and speeds. It should be noted that the relation between 𝐾∗/𝐾4 

is presenting the influence of the micro-cracks on the SIF of the macro-crack tip and is 

not speed dependent. This means that a constant fracture energy model is used, and 

critical fracture energy is not changing with the crack propagation speed [32, 226].  

Firstly, the PD numerical models for the cases (a)-(e) in Figure 4.6 are analysed 

with the relation between the SIF of the case with macro-crack 𝐾4 and the cases 

including micro-cracks  by using a constant critical stretch, which is dependent on 

critical fracture energy and evaluated by Eq. (3.17). Secondly, the relation between 

𝐾∗/𝐾4 is varied in the PD model according to the cases: (a) 𝐾∗/𝐾4 = 0.90, (b) 

𝐾∗/𝐾4 = 0.84, (c) 𝐾∗/𝐾4 = 0.93, (d) 𝐾∗/𝐾4 = 0.96, (e) 𝐾∗/𝐾4 = 0.98. The relations 

𝐾∗/𝐾4 are implemented in the numerical model in the same way as described in Section 

4.3.4.1 by factorising the critical stretch values by 𝐾∗/𝐾4 ratios. 

Figure 4.9 presents the damage plots for all cases when constant critical stretch is 

considered and Figure 4.10 is for 𝐾∗/𝐾4 ≠ 1 and the micro-crack inclination angles 

are 𝛼4 = 0°, 45° and	 90°. It can be noted that the micro-crack inclination angles have 

an influence on the macro-crack propagation behaviour, where the macro-crack tends 

to follow the orientation of the micro-cracks. Moreover, when the micro-crack is 

located at the front and perpendicular to the macro crack, 𝛼4 = 90°, this leads to 

bifurcation of the macro-crack. Both types of critical stretch implementation showed a 

similar pattern of crack propagation, but the difference in the crack propagation and 

speeds can be noticed in Figure 4.11 and Figure 4.12. The adjusted critical stretch value 

according to SIF cases show higher crack propagation speeds as in Figure 4.13. 

 

 

*K
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4.9 Damage plots of the crack propagation, when constant critical stretch is considered 
for the cases from (a) to (e) with multiple micro-cracks with the crack inclination of 𝛼( =
0°, 45° and  90°. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 4.10 Damage plots of the crack propagation for the cases from (a) to (e) when 𝐾∗/𝐾! 
for micro-crack distribution: (a) 𝐾∗/𝐾! = 0.90, (b) 𝐾∗/𝐾! = 0.84, (c) 𝐾∗/𝐾! = 0.93, (d) 
𝐾∗/𝐾! = 0.96, (e) 𝐾∗/𝐾! = 0.98, with the crack inclination of 𝛼( = 0°, 45° and  90°.  
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The crack propagation speed is evaluated by Eq. (4.6), when the macro-crack tip 

location becomes at . From Figure 4.11 and Figure 4.12 it can be noticed 

that the micro-cracks parallel to the macro-crack leads to an increase in crack 

propagation speed. On the other hand, the micro-cracks perpendicular to the macro-

crack yields a shielding effect [188] leading to a decrease in crack propagation. 

Moreover, the crack opening of surrounding micro-cracks leads to energy dissipation 

and an increase in crack propagation resistance. When the micro-cracks are not 

distributed in front of the macro-crack, as in case (c), the crack propagation speed is 

similar to the case with only macro-crack is allocated. The micro-cracks act as the 

suppressors of the macro-crack propagation in the case (a) of micro-crack distribution 

(inclination	𝛼X = 0X) which decreases the crack speed compared to the case (b).  

The other point to mention is the crack propagation over time. Figure 4.13 presents 

results for each case (a) to (e) of micro-crack distributions with inclination angles 𝛼 

varying from 0 to 90 degrees ahead of the main crack tip when the relation 𝐾∗/𝐾4 ≠ 1 

is implemented. The numerical results show that only co-linear distribution of the 

micro-cracks, case (d) and (e), in front of the macro-crack delaying the crack 

propagation at the initial stage. Moreover, for most of the studied cases, the bigger 

crack inclination angle increases the propagation time. On the other hand, the hold off 

time is very small, around 30	𝜇𝑠,  and after pathing through the micro-crack, the crack 

continues fast propagation. Only the crack bifurcation in all the cases showed a major 

impact on crack delay. Based on the performed PD simulation results, it can be 

concluded that the types of micro-cracks, their sizes, distributions and orientations have 

a remarkable influence on the toughening mechanisms in the system. 

0.05 mx =
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Figure 4.11 Numerical results for the concrete plate under velocity BC 𝑣) = 0.4 m/s for a crack 
speed as a function of micro-crack orientation and when constant critical stretch is considered. 
Crack speed is evaluated at the crack tip location 𝑥 = 0.05	𝑚. 

 
Figure 4.12 Numerical results for the concrete plate under velocity BC 𝑣) = 0.4	𝑚/𝑠 for a 
crack speed as a function of micro-crack orientation. The parameter 𝐾∗/𝐾! ≠ 1: (a) 𝐾∗/𝐾! =
0.90, (b) 𝐾∗/𝐾! = 0.84, (c) 𝐾∗/𝐾! = 0.93, (d) 𝐾∗/𝐾! = 0.96, (e) 𝐾∗/𝐾! = 0.98. Crack 
speed is evaluated at the crack tip location 𝑥 = 0.05	𝑚 
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Figure 4.13 Numerical results for the concrete plate under velocity BC 𝑣) = 0.4	𝑚/𝑠 for a 
crack propagation as a function of time for all the cases (a) to (e) of the micro-crack distribution 
with different micro-crack inclination angles 𝛼. The parameter 𝐾∗/𝐾! ≠ 1 for cases: (a) 
𝐾∗/𝐾! = 0.90, (b) 𝐾∗/𝐾! = 0.84, (c) 𝐾∗/𝐾! = 0.93, (d) 𝐾∗/𝐾! = 0.96, (e) 𝐾∗/𝐾! = 0.98. 

4.4 Brittle fracture due to bending 

In this section, a three-point bending test is considered to analyse the crack 

propagation behaviour when hole defects exist in the structure. Firstly, the PD model 

under static load is verified with FEM to set up the BC. Secondly, the solution is 

presented for crack propagation behaviour under dynamic loading with the presence of 

defects. Five different types of holes are selected for the numerical analysis. The effect 

of the hole in the structure is investigated for a PMMA plate in order to verify the 
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numerical PD model with the experimental tests [204]. Besides, the validated model is 

applied on a concrete plate for a crack behaviour analysis. 

A series of PD simulations are conducted to: 

-  study the influence of Young’s modulus, density, Poisson’s ratio, and fracture 

energy on crack behaviour in the presence of the hole defects; 

-  investigate and analyse the influence of the hole dimensions on crack propagation 

and crack-arrest phenomena; 

- analyse the impact of different velocity BC on the crack path and crack 

propagation speed.  

4.4.1 Material data 

For brittle fracture analysis of the plate, subjected to three-point bending loading, 

two types of materials are employed in the presented studies. PMMA and concrete are 

both considered for the dynamic crack propagation problems. The material properties 

are summarised in Table 4.2. 

Table 4.2 Material data for brittle fracture due to bending  

 

 

 

 

 

4.4.2 Geometry and boundary conditions  

4.4.2.1 Static analysis 

A plate with a length of 𝐿 = 0.2 𝑚, a width of 𝑊 = 0.05 𝑚 and thickness of ℎ =

0.005 𝑚 in Figure 4.14a is subjected to three-point bending loading. The supports are 

located 𝐿C = 0.14 𝑚 from each other. The pre-existing crack of 2𝑎 = 0.005 𝑚 is 

located at the bottom edge of the plate. 

Material Young’s modulus, 

𝐸	[𝐺𝑃𝑎] 

Poisson’s ratio, 

𝜈 

Energy release rate, 

𝐺! [𝐽/𝑚%] 

PMMA [204] 6.1 0.31 220 

Concrete [58] 17 0.15 110 
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(a) 

 
(b) 

Figure 4.14 (a) Pre-cracked rectangular plate under bending loading and (b) its discretisation. 

The plate is subjected to the displacement constraints of 𝑣(𝑥, 𝑦 = 𝑊, 𝑡) and fully 

fixed supports at 𝑦 = 0. The BC are enforced in the fictitious boundary layer 𝑅< in the 

following way (Figure 4.14b):  

𝑢<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 0	at − 2Δ𝑥 ≤ 𝑥 ≤ 2Δ𝑥	with 𝑥< ∈ 𝑅<(	E$V/Z/Z$V/) (4.9) 

𝑣<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = −𝑣(𝑥, 𝑦, 𝑡 + 𝛥𝑡) at 𝑊 ≤ 𝑦 ≤ 𝑊 + 𝛿 

                                                                    with 𝑦< ∈ 𝑅<(TZ&ZTQ[) 
(4.10) 

𝑢<'�𝑥<' , 𝑦<' , 𝑡 + 𝛥𝑡� = 0 (4.11) 

𝑣<'�𝑥<' , 𝑦<' , 𝑡 + 𝛥𝑡� = 0 (4.12) 
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Figure 4.15 Pre-notched rectangular plate with a hole defect under bending. 

4.4.2.2 Dynamic analysis 

The plate in Figure 4.15 is subjected to dynamic loading conditions with a hole of 

the radius 𝑅. Hole is located at a distance of 𝑑/ = 0.003 + 𝑟  𝑚 and 𝑑& = 0.025 𝑚  

from the origin of the main coordinate system located at the bottom of the crack. 

Velocity BC of �̇� are applied at the fictitious region at the top edge of the plate (Figure 

4.14b) as following: 

𝑢<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = 0	at	 − 2Δ𝑥 ≤ 𝑥 ≤ 2Δ𝑥	with	𝑥< ∈ 𝑅<(	E$V/Z/Z$V/) (4.13) 

𝑣<�𝑥< , 𝑦< , 𝑡 + 𝛥𝑡� = −�̇�(𝑥, 𝑦, 𝑡 + 𝛥𝑡) × 𝛥𝑡	at	𝑊 ≤ 𝑦 ≤ 𝑊 + 𝛿 

                                                                    with	𝑦< ∈ 𝑅<(TZ&ZTQ[) 
(4.14) 

The fully fixed supports at 𝑦 = 0 are enforced by Eqs. (4.11) and (4.12). 

4.4.3 Numerical results and validation 

4.4.3.1 Benchmark problem 

In order to set up the numerical model for the dynamic crack propagation problem 

in three-point bending plate, the initiation of the BC in PD model are validated with 

FEM. The PMMA plate with material properties from Table 4.2 and the geometry from 

Section 4.4.2.1 is subjected to the displacement constraints of 𝑣(𝑥, 𝑦 = 𝑊, 𝑡) =

5 × 10EO m . The BC are enforced by Eqs. (4.9)-(4.12). Displacement BC are applied 

at the fictitious region 𝑅< located in the middle of the top edge of the plate. The PD 
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model is discretised with 430 material points with uniform spacing between them 

𝛥𝑥 =  0.005	𝑚  m and horizon size of 𝛿 = 3.015𝛥𝑥. A total time step of 2000 is 

sufficient to reach the quasi-static loading condition by means of ADR method with a 

time step size of 𝛥𝑡 =  1 sec [195]. The supports are set up as a fully fixed displacement 

and velocity BC in a fictitious region 𝑅<' at the bottom side of the plate. The 𝑅<' regions 

are equal to the horizon size 𝛿 = 3.015 𝛥𝑥. The PD results are compared against FEM 

results obtained by using ANSYS, a commercial finite element software. As shown in 

Figure 4.16, the PD results are in good agreement with FEM results for the 

displacements along the centre lines of the plate.  

4.4.3.2 Hole defects in PMMA 

PMMA plate described in Section 4.4.2.2 is investigated under dynamic loading 

conditions and including a pre-existing crack, as shown in Figure 4.15 [204], and five 

cases of different hole radiuses 𝑟: 𝑟 = 0, only pre-existing crack is allocated, 𝑟 =

0.002 m, 𝑟 = 0.003 𝑚, 𝑟 = 0.004 𝑚, 𝑟 = 0.005 𝑚. The model is analysed under 

velocity BC of (a) �̇� = 3 m/s and (b) �̇� = 5 m/s  

The PD models are discretised with 160000 material points with uniform spacing 

between them 𝛥𝑥 =  0.00025 m and horizon size of 𝛿 = 3.015𝛥𝑥. Uniform time step 

size of 𝛥𝑡 = 0.072𝜇 𝑠 is used. The critical stretch is specified as 𝑠* = 0.01072 

corresponding to an energy release rate of 𝐺4 = 220 𝐽/𝑚$.  

 
(a)     (b) 

Figure 4.16 Displacement variations along the centre lines (a) 𝑢 (𝑥,   𝑦 = 0) and (b) 
𝑣(𝑥 = 0,   𝑦). 
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The crack propagation behaviour for different loading conditions from PD analysis 

is shown in Figure 4.17a,b. When there is no hole defect in the structure, the crack 

propagates in a self-similar fashion. On the other hand, when hole defects are allocated 

in the structure, the crack path changes and deflects towards the holes. The same pattern 

of crack propagation is noticed during the experimental tests [204], shown in Figure 

4.17c. A higher deflection is observed for larger holes where the crack approaches the 

defect and after propagating close to the defect, it restores its original path. A curved 

crack trajectory can be noticed which is almost symmetrical with respect to the local 

axis of the hole. For both velocity BC, the crack moves towards the hole and then it is 

momentarily arrested at the boundary of the hole without intersecting with the hole. It 

then moves further towards the location of the applied BC [60].  

 
(a) 

 
(b) 

 
(c) 

Figure 4.17 PD Damage maps of the PMMA plate with different values of the hole radius 𝑟 
and under velocity BC: (a) �̇� = 3	m/s at time 𝑡 = 360𝜇𝑠 and (b) �̇� = 5	m/s at 𝑡 = 230𝜇𝑠; (c) 
Crack path based on the tests [204]. 
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The crack propagation speed is calculated by Eq. (4.6) as shown in Figure 4.4. 

Figure 4.18a shows the variation of the crack propagation speed with an increase in 

crack growth for velocity BC of �̇� = 3 m/s when a hole with a radius of 𝑟 = 0.005 𝑚 

is inserted on the structure. It can be noticed that the crack propagation speed increases 

to the value of 𝑉* = 500 m/s as the crack tip is at 𝑥 = 0 𝑚, 𝑦 = �𝑑& − 0.01� 𝑚 with 

the crack approaching the hole. As the crack propagates further and the crack trajectory 

approaches to the hole, the crack propagation speed gradually decreases up to 𝑉 =

100  m/s. When the crack tip location is at 𝑥 = 6 × 10EN 𝑚, 𝑦 = 𝑑& =  0.023 𝑚 (the 

local axes of the hole is at 𝑑/ = 0.007 𝑚, 𝑑& = 0.023 𝑚) the crack is being arrested 

for around 10𝜇𝑠 (Figure 4.18b) and then recovers its original trajectory with 

continually increasing speed. A similar variation of the crack propagation speed is 

noticed for the velocity BC of �̇� = 5 m/s (Figure 4.18a) where the crack propagation 

speed is higher and reaches 𝑉* = 600 𝑚/𝑠. Furthermore, the crack is curving towards 

the hole with a gradually dropping speed to 𝑉* = 250  𝑚/𝑠 and after a very small crack 

arresting period of 3𝜇𝑠 (Figure 4.18b) it leads to further recovery of the crack speed 

while propagates away from the hole. The phenomena of the crack-arrest were noticed 

in the multiple tests [60, 61], where the crack propagation behaviour is very similar to 

the results achieved by PD simulations with the drop of the crack propagation speed 

and the delay of crack propagation when the crack deflects towards the hole. It is not 

easy to detect the crack arrest phenomena, as the crack arrest period is very short. 

Moreover, it can be noticed the crack arrest is force-dependent (Figure 4.18b) with the 

increased delay of crack propagation for lower velocity BC. Additionally, Figure 4.18c 

shows the results of the crack propagation speed and time when velocity BC of �̇� =

3 m/s is applied on a plate with a hole radius of 𝑟 = 0.003𝑚. In this case, the crack-

arrest is more clear and is around 13𝜇𝑠 starting at the time 𝑡 = 148𝜇𝑠 when the crack 

tip is at 𝑑& = 0.023𝑚. At the same moment, the crack propagation speed is dropping 

to 𝑉* = 110  m/s with further recovery. One of the reasons for the clear crack arrest 

period can be that the crack propagates as a straight line and deflects only towards the 

hole (Figure 4.17a, 𝑟 = 0.003𝑚). 
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(a) 

 
(b) 

 
(c) 

Figure 4.18 PMMA plate with the hole radius of 𝑟 = 0.005	𝑚 under velocity BC of �̇� = 3	m/s 
and �̇� = 5	m/s: (a) Variation of the crack propagation speed with increasing crack growth 
distance. (b) Variation of the crack length with time. (c) Variation of the crack propagation 
speed and time with increasing crack growth distance for PMMA plate with the hole radius of 
𝑟 = 0.003	𝑚 under velocity BC of �̇� = 3	m/s. 
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4.4.3.3 Hole defects in Concrete 

PD simulations of PMMA material showed good agreement with experimental tests 

for the crack propagation behaviour in the structure, including a hole defect as 

described in Section 4.4.3.2. Having this in mind, another type of brittle material, 

concrete, is considered for fracture analysis for the three-point bending problem. The 

dimensions of the rectangular plate, the sizes and the location of the defects are selected 

the same as described in Section 4.4.3.2. The material properties of the concrete are 

specified in Table 4.2. The geometry of the plate and the application of the BC is 

described in Section 4.4.2.2. The concrete plate is subjected to three different velocity 

BC: (a) �̇� = 0.5 m/s, (b) �̇� = 0.75 m/s and (c) �̇� = 1 m/s.  

 
(a) 

 
(b) 

 
(c) 

Figure 4.19 Damage maps of the concrete plate with different values of the hole radius 𝑟 under 
velocity BC: (a) �̇� = 0.5 m/s at time 𝑡 = 485.56𝑠, (b) �̇� = 0.75 m/s at 𝑡 = 285.63 𝑠, (c) �̇� =
1 m/s at 𝑡 = 228.5 𝑠. 



FRACTURE OF BRITTLE MATERIALS 
 

85 
 
 

The PD models are discretised with 160000 material points with uniform spacing 

between them 𝛥𝑥 =  0.00025 m and horizon size of 𝛿 = 3.015𝛥𝑥. Uniform time step 

size of 𝛥𝑡 = 0.057𝜇𝑠 is used. 

Figure 4.19 represents the damage maps for concrete plate subjected to the bending 

loading. Five cases are analysed with a varying radius of the hole defects: 𝑟 = 0, only 

pre-existing crack is allocated, 𝑟 = 0.002 𝑚, 𝑟 = 0.003 𝑚, 𝑟 = 0.004 𝑚, 𝑟 =

0.005 𝑚. The fracture behaviour of the concrete plates is similar to the PMMA material 

where the crack is curving towards the holes and an increase in hole radius leads to an 

increase in curvature of the crack. Moreover, the existence of a hole in the plate 

influences the crack propagation speed and evaluating the crack speed at the location 

of the crack tip at 𝑦 = 𝑑𝑦 =  0.025 𝑚 (area of curvature) demonstrates a decrease in 

crack speeds with an increase in hole radius. The propagation speed of the crack 

towards the location of the applied velocity BC is presented in Figure 4.20a. The arrest 

mechanism in the concrete structure with the presence of the holes ahead of the 

propagating crack can be noticed (Figure 4.20b). The period of the crack arrest in 

Figure 4.20b is very small and after the crack propagates away from the hole, the crack 

propagation speeds are even higher than the crack speeds before the crack arrest. For 

all simulations, a constant increase in crack propagation speed is observed first. 

However, as the crack approaches closer to the hole approximately 0.01 m behind the 

location of the hole, i.e. the crack tip is at 𝑥 = 0 𝑚,𝑦 = �𝑑& − 0.01� 𝑚, leads to the 

curvature of the main crack and a gradual drop of speed on average by 70 %.  

Numerical results utilizing PD showed a similar pattern of brittle fracture with the 

existence of the holes in the pre-cracked plate under three-point bending conditions. 

The crack is propagating very fast towards the location of the load application with the 

crack propagating speeds reaching up to 𝑉* = 600 𝑚/𝑠 for the load cases of �̇� = 5 m/s 

for PMMA and �̇� = 1m/s for a concrete plate. On the other hand, more brittle material 

as concrete showed faster crack propagation under the lower velocity BC.  

 



FRACTURE OF BRITTLE MATERIALS 
 

86 
 
 

 
(a) 

 
(b) 

Figure 4.20 Concrete plate with the hole radius of 𝑟 = 0.005 𝑚 under different velocity BC: 
(a) Variation of the crack propagation speed with increasing crack growth distance. (b) 
Variation of the crack length with time. 

4.5 Summary 

The results of this chapter demonstrated that PD model using a critical stretch based 

failure criterion captures the fracture phenomena in brittle materials, such as PMMA 

material, under dynamic loading conditions including both crack propagation and crack 

branching. The comparison of PD simulations with experiments showed a remarkably 

close agreement of the crack propagation speeds, with a 6 % difference, and captured 

similar patterns of the crack behaviour. PD model represents the crack propagation 

accurately with the increase of crack propagation speeds which leads to further 

branching. Moreover, in both experimental literature and PD model, the speed of crack 
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propagation reduces when thickening occurs, and after a sharp increase of the speed 

before bifurcation follows a drop in the crack speed after branching, and further 

recovery occurs with the rise of the crack propagation speeds in both branches.  

Additionally, the numerical results for the critical load in macro- and micro-crack 

interaction problems showed remarkable results compared to analytical solutions. PD 

model accurately captured the influence of the micro-crack inclination angles on the 

critical loads that a plate can withstand. It is concluded that the application of the 

parameter 𝐾∗/𝐾4 has a substantial impact on the results, as SIF is dependent on crack 

distribution and inclination angles. The application of the updated 𝐾∗/𝐾4 ≠ 1 for 

different micro-crack distributions showed close agreement with the analytical 

solutions. It can be noticed that the allocation of the micro-cracks in front of the macro-

crack facilitates further propagation of the crack. Moreover, macro-crack has a 

tendency to follow the micro-cracks orientation and in the case of the perpendicular 

orientation of micro-crack with respect to the macro-crack leads to a further bifurcation. 

Analysing the crack propagation speeds showed that in the presence of the micro-

cracks ahead of the macro-crack the shielding effect is present, and the crack speeds 

drop by approximately . On the other hand, the parallel distribution of micro-

cracks increases the crack speeds by approximately .  

Lastly, the results of the PD numerical model of the three-point bending of the pre-

cracked plate with a hole defect show that the crack-arrest phenomena with the decrease 

of the crack propagation speed by 70% occurs when the crack deflects towards the hole. 

However, shortly after, the crack restores its original trajectory with an increase in 

speed. The increase in velocity BC leads to larger deflections of the crack towards the 

hole. Similar characteristics were observed during the experiments which show the 

reliability of the performed simulations by means of PD numerical model. 

The results of this study have been published in [21]  and [22] with additional work 

on stretch based failure criterion, convergence studies for different horizon and 

discretisation sizes and studies on Crack Opening Displacement (COD). 

  

10 %

6 %
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5 FATIGUE NUCLEATION  

5.1 Introduction  

The aim of this chapter is to evaluate the effect of the pores in Ti6Al4V dog-bone 

samples produced by AM, and propose a methodology to estimate the fatigue life 

reduction due to the internal pores. The bond-based PD, described in Section 3.3.2, 

together with the fatigue model described in Section 5.3, is utilised to influence the 

pores on the HCF crack initiation. Considering the duration of the fatigue simulations, 

the direct solution with stabilised BiCG is used to improve the computational efficiency 

(Section 3.4.2.2). In Section 5.4, the defect-free titanium alloy is used to calibrate PD 

parameters using the test data from [11], and the convergence study of fatigue 

nucleation in a dog-bone specimen is performed. In Section 5.5, the impact of the 

porosity on Young’s modulus is analysed by the proposed fatigue model with a 

“concentration-dependent damage” (CDD) [198] implementation of porosities. In 

Section 5.6, the fatigue nucleation analysis is performed for additively manufactured 

Ti6Al4V samples with two different porosity levels. The porosity in fatigue models is 

introduced with gamma distributions, discussed in Section 5.6.2, in order to reach the 

required porosity levels. Firstly, the porosities in the fatigue model are implemented 

with a CDD approach and fatigue life is predicted. Secondly, a new PD porosity model 

is proposed to model the low porosity in the samples, which improves the prediction 

accuracy of the fatigue nucleation. Both of the models are validated against the tests. 

Lastly, the sensitivity study is performed on the reduction of material life with the 

located single pore and changing its diameter and location. Finally, the discussions are 

given in Section 5.6.5 with the followed by conclusions.  

The study here described can be found in [23], and to the best of the author's 

knowledge, this is the first time the predictive HCF nucleation model has been 

developed to investigate the influence of process-induced defects like pores on the 

fatigue life of titanium alloys. Additionally, this chapter presents a numerical approach 

to assess the influence of the pore location and size on the fatigue life of Ti6Al4V. The 

PD predictions indicated the critical pore characteristics and the applicability of the 

developed PD model on samples with low porosity for HCF-loaded applications.  
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5.2 Background and motivation 

Additively manufactured Ti6Al4V got attention in multiple fields, as discussed in 

Section 1.1, due to its high strength to weight ratio, and a lot of studies are focused on 

Ti6Al4V fatigue properties. The investigations showed that factors like AM processing 

parameters, geometry, and the surrounding environment directly impact Ti6Al4V 

mechanical properties [227]. Some experimental studies showed the existence of the 

process-induced defects and the differences in the product quality of the structures 

produced by ALM, which can have an influence on the fatigue performance of the 

additively manufactured parts [10–13]. The type of process-induced defects and the 

porosities in additively manufactured materials are discussed in Section 2.4.1.  

In the current studies, the AM processing parameter variations and its processing-

property relationships are not taken into account, as well as the potential anisotropy of 

mechanical properties. Therefore, the resulting process-induced pores in the dog-bone 

samples and their effect on the Ti6Al4V fatigue properties are investigated. In this 

respect, the defect-free Ti6Al4V sample with isotropic properties is selected as a 

reference specimen, and different methods of pores implementation in PD model are 

presented with its effect on the fatigue performance.  

5.3 PD fatigue model 

The first PD fatigue model was proposed in [228], which is suitable only for the 

crack growth phase. Instead, the formulation in [192] describes the possibilities to deal 

with three stages of fatigue: crack nucleation, crack growth and final failure, as 

discussed in Section 2.3. The authors in [192] introduced the damage variable called 

the “remaining life”, which is degrading over the fatigue cycles. Each bond of the 

material points interactions in the PD model is identified by initial remaining life 

𝜆(0) = 1	and the bond is breaking irreversibly when 𝜆(𝑁) ≤ 0. The irreversible bond 

breakage for fatigue cracking can be implemented by the failure parameter [200] 

presented by Eq. (3.16), which includes a history-dependent scalar-valued function 𝜓 

to represent broken interactions (bonds) between material points within the loading 

cycles 𝑁: 



FATIGUE NUCLEATION 
 

90 
 
 

To monitor the accumulated damage of the bonds over the loading cycles 𝑁, the 

local damage of each material point 𝑖 is defined as: 

Due to the nature of the cycling loading with the two extremes of the loading 

conditions 𝐹-./ and 𝐹-0!, shown in Figure 2.4, the PD fatigue model includes the 

minimum 𝑠-0! and maximum 𝑠-./ bond stretches between material points, so the 

bond strain is defined as [192]: 

According to [192], the cyclic bond strain	𝜀 is proportional to the cyclic SIF, which 

leads to the relationship between the PD FCG parameters and the Paris law, reported 

in Eq. (2.11). And with the correlation of Δ𝐾 to the 𝜀, the introduced evolution law in 

[192] for the remaining life of the bond can be rewritten as: 

where the cyclic bond strain 𝜀 is expressed by Eq. (5.3) and the load ratio 𝑅 =

𝑠-0!/𝑠-./. 

The presented numerical fatigue model in Eq. (5.4) includes two phases of fatigue, 

where PD fatigue parameters 𝐴%, 𝑚% are for crack nucleation (Phase I) and 𝐴$, 𝑚$ are 

for crack propagation (Phase II). The fatigue parameters for both phases are calibrated 

with the experimental data. Since the initial remaining life of each bond is 𝜆%(0) = 1, 

integrating Eq. (5.4) leads to: 

𝜓�𝒙(@) − 𝒙(0), 𝑁� = ª10
													if	𝜆(𝑁) > 0	for	all	1 < 𝑁	

otherwise
 (5.1) 

𝜑�𝒙(0), 𝑁� = 1 −
∑ 𝜓�𝒙(@) − 𝒙(0), 𝑁�𝑉(@)G
0M%

∑ 𝑉(@)G
0M%

 (5.2) 

𝜀 = ¤𝑠-./ − 𝑠-0!¤ = |(1 − 𝑅)𝑠-./| (5.3) 

Å

𝑑𝜆(𝑁)
𝑑𝑁 = −𝐴%𝜀-( 	(Phase	I)

𝑑𝜆(𝑁)
𝑑𝑁 = −𝐴$𝜀-) 	(Phase	II)

 (5.4) 
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This means that the crack nucleation occurs at: 

 

Figure 5.1 Calibration of PD fatigue parameters 𝐴* and 𝑚*	for Phase I [192]. 

Presenting Eq. (5.6) on a log-log scale, the 𝐴% and 𝑚% can be determined by a linear 

fit to experimental data presented by strain-life relation in log-log scale [192], as shown 

in Figure 5.1. The obtained parameters of 𝐴% and 𝑚% are used for static solutions to 

calculate the fatigue life of the sample at the nucleation phase. The remaining life of 

the bond is in the Phase I only until the local damage is 𝜑 < 0.4, otherwise, the fatigue 

damage is moving from Phase I to Phase II. The FCG model for Phase II can be 

presented by rewriting the Eq. (5.4) in the following form [229]: 

where the remaining life 𝜆0@!  of the bond between the material points 𝑖 and 𝑗 at the cycle 

range 𝑛 is evaluated. For Phase II, the cyclic bond strain	𝜀 is proportional to the cyclic 

SIF [192] and the PD fatigue parameters are calibrated by matching K.
KL
− Δ𝐾 curves 

𝐴%𝜀-(𝑁% = 1 (5.5) 

𝑁% =
1

𝐴%𝜀-(
 (5.6) 

𝜆0@! − 𝜆0@!E%

𝑁(𝑛) − 𝑁(𝑛 − 1) = −𝐴$�𝜀0@!�
-) (5.7) 
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with experimental data [192], where PD parameter 𝑚$ = 𝑀 can be obtained directly 

from the Paris’ law data. Moreover, the parameter 𝐴$ has to be calibrated, where the 

single PD FCG simulation is performed with an arbitrary value of 𝐴$P  and already 

calibrated value of 𝑚$. After evaluation of the PD FCGR �K.
KL
�
P
 with the estimated 

value of 𝐴$P  and because the FCGR linearly depends on 𝐴$, the calibrated value of 𝐴$ 

can be computed in the following way [192]: 

If the sample has already a pre-existing crack, then the PD FCG model has both 

phases, and the material points located in the vicinity of the crack tip are treated as in 

Phase II. In the presented studies in Chapter 5, only the crack nucleation phase is 

investigated, so PD fatigue model is solved only for Phase I. Instead, the studies in 

Chapters 6 and 7 include both phases of fatigue and the calibration procedure for both 

phases is further discussed.  

 

Figure 5.2 (a) Dog-bone titanium alloy plate under uniaxial tensile loading and (b) its 
discretisation. 

𝐴$ = 𝐴$P
𝑑𝑎/𝑑𝑁
(𝑑𝑎/𝑑𝑁)P = 𝐴$P

𝐶Δ𝐾G

(𝑑𝑎/𝑑𝑁)P 
(5.8) 
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5.4 Fatigue life of defect-free sample 

5.4.1 Properties of PD model 

The 2-D PD fatigue model is considered for a dog-bone plate with a total length of 

𝐿 = 	30 × 10EO𝑚, a width of 𝑊 =	10E$	𝑚 and 𝑊0! = 5 ×	10EO𝑚, the thickness of 

ℎ = 5 ×	10EO𝑚  shown in Figure 5.2a. The following homogeneous material 

properties of the plate are specified: Young’s modulus 𝐸 = 110	𝐺𝑃𝑎 and Poisson’s 

ratio	𝜈 = 1/3. 

Using the test data [11] for the defect-free sample, the calibration of the parameters 

𝐴% = 2.9 × 10$N and 𝑚% = 13.56 are utilized for PD numerical model [192], as shown 

in Figure 5.1. The specimen is under HCF with the load ratio of 𝑅 = 0.1 and the stress 

amplitudes of 𝜎. = 360, 316	and	270	𝑀𝑃𝑎 are considered. A static loading, using the 

direct method described in Section 3.4.2.2, is applied as a body force density, 𝑏& 

(Figure 5.2b.): 

𝑏& =
𝜎&𝑊ℎ
∆𝑉∆

 (5.9) 

where ∆𝑉∆ is the volume of the boundary layer, and 𝜎& is a tension loading, evaluated 

in the following way: 

𝜎& = È 𝜎&
-./ =

2𝜎.
1 − 𝑅

𝜎&-0! =	𝜎&-./𝑅
	 (5.10) 

Please note that the no-damage zone is introduced in all numerical models in order 

to avoid the crack initiation in the area of the abrupt changes in the cross-sectional area. 

In that matter, the accumulated damage of the bonds is allowed only for the points 

located in the midsection of the sample (−2.5 × 10EO𝑚 ≤ 𝑦 ≤ 2.5 × 10EO𝑚). 

5.4.2 Numerical study of convergence 

Three types of convergence studies are identified in [230]. In this work, the 𝛿 -

convergence study is performed for a fixed horizon factor 𝑚 = 3, where 𝛿 = 𝑚∆𝑥. 

The problem set up is stated in Section 5.4.1 and the dog-bone plate is under the stress 
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amplitude of 𝜎. = 360	𝑀𝑃𝑎. Three different horizon sizes	𝛿 with corresponding 

uniform grid spacing and the total number of material points of Δ𝑥 = 0.2 ×

10EO𝑚	(4656	𝑛𝑜𝑑𝑒𝑠), Δ𝑥 = 0.15 × 10EO𝑚	(8352	𝑛𝑜𝑑𝑒𝑠), Δ𝑥 = 0.1 ×

10EO𝑚	(18784	𝑛𝑜𝑑𝑒𝑠) are selected. The parameters 𝐴% and 𝑚% are kept constant for 

𝛿 -convergence studies, as they are obtained from the test data and are not dependent 

on the horizon size. The focus of 𝛿 - convergence is to observe the crack nucleation 

phase in a specimen and the fatigue life. The PD simulations are stopped when the 

nucleation of the damage occurs, meaning that the local damage is 𝜑 ≥ 0.4. Figure 5.3 

shows the comparison of damage plots, where the fatigue damage is at the midplanes 

of the specimen. With the increased number of material points within the sample, the 

damaged area is smaller, but there is no major impact on the fatigue life, where the 

difference in life predictions is <1%. Considering that the outcome of this study showed 

quite close results for all three horizon sizes, PD models with 𝛿 = 0.45 × 10EO𝑚 and 

𝑚 = 3 will be utilised for numerical efficiency. 

 

Figure 5.3 𝛿 - convergence of PD fatigue crack nucleation for three different horizon sizes and 
the corresponding predicted life 𝑁+: (a)	𝛿 = 0.6 × 10,-𝑚,𝑁+ = 194571	𝑐𝑦𝑐𝑙𝑒; (b) 𝛿 =
0.45 × 10,-𝑚,𝑁+ = 194059	𝑐𝑦𝑐𝑙𝑒𝑠; (c) 𝛿 = 0.3 × 10,-𝑚, 𝑁+ = 193240	𝑐𝑦𝑐𝑙𝑒𝑠. 
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Figure 5.4 Stress amplitude as a function of the loading cycle at which nucleation occurs. PD 
results in comparison with the experimental data [11]. 

5.4.3 Crack nucleation prediction 

As observed in [11], the type of wire used for WAAM of titanium alloy resulted in 

different porosity in the samples and moreover, in the variations of the fatigue life. Due 

to this, the reference PD model is set up for a defect-free Ti6Al4V alloy specimen, and 

Figure 5.4 shows the S-N data of the numerical results in comparison with the 

experimental data [11]. All the HCF nucleation life predictions are presented in 

logarithmic scale. It can be seen in Figure 5.4 that the predicted crack initiation life 𝑁< 

for three different amplitudes 𝜎. = 360, 316	and	270	𝑀𝑃𝑎 are in good agreement 

with the experimental data and the developed numerical model is used as the reference 

one for the porosity implementations in the next presented studies.  

5.5 Impact of porosity on Young’s modulus  

There is a great importance of the material properties, like Young’s, shear and bulk 

moduli, as well as Poisson’s ratio on the mechanical behaviour of the material. Multiple 

studies were developed to relate porosity and elastic properties of the material and the 

authors developed analytical [137, 140] and semi-empirical [141, 231] expressions 
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where the general expression of the dependence of Young’s modulus on the porosity is 

of the following form: 

𝐸 = 𝐸4𝑓(𝑃) (5.11) 

where 𝐸 and 𝐸4 are Young’s modulus of porous material and fully dense material, 

respectively, and 𝑓(𝑃) is the function that relates Young’s modulus and porosity 𝑃. 

Therefore, analytical solutions are based on some assumptions, such as treating the 

properties of all phases as isotropic, even if the material is anisotropic, which could 

introduce some error to analytical solutions.  

Five different analytical solutions, presented in Table 5.1, are selected to estimate 

the relation between porosity and Young’s modulus. The models in Table 5.1 are the 

general expressions which can be used for porous materials. Therefore, the constants 

depend on the type of material, types of pores and porosity levels and have to be 

calibrated using experimental data. In the current study, the focus is on Ti6Al4V alloy 

which includes spherical pores, and all the presented constants in Table 5.1 are selected 

accordingly. 

Table 5.1 Analytical models to estimate the relation of porosity and Young’s modulus 

Model Equation Constants 

1.Phani and Niyogi [143] 
𝐸
𝐸!
= g1 −

𝑃
𝑃&
h
.

 
𝑃& = 0.85  

𝑛 = 2 [232] 

2. Pabst and Gregorova [144] 
𝐸
𝐸!
= (1 − 𝑎𝑃)g1 −

𝑃
𝑃&
h 

𝑎 = 1 (spherical pore) 

𝑃& = 0.75 [232] 

3. Knudsen and Spriggs [141, 
231] 

𝐸
𝐸!
= 𝑒,/0 𝑏 = 3.36 [232] 

4. Boccaccini et al. [138] 
𝐸
𝐸!
= g1 − 𝑃

%
-h
*.%*	3

 𝑠 = 1 (spherical pore) 

5. Nielsen [142] 
𝐸
𝐸!
=

1 − 𝑃
1 + 𝑃/𝜇

 
𝜇 = 𝜇!(1 − 𝑃) 

𝜇! = 0.5 (coarse pore 
systems) 

where 𝑃* is the critical porosity at which 𝐸 = 0, 𝑎,	𝑏 and 𝑠 are packing geometry 

factors, 𝜇 and 𝜇4 are shape function and shape factor, respectively. 
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Figure 5.5 (a) Square titanium alloy plate under uniaxial tensile loading and (b) its 
discretisation. 

The analytical models presented in Table 5.1 are used to validate the CDD [198] 

approach of pores implementation in PD model and if the relation between porosity 

and Young’s modulus occurs. 

To evaluate the fraction of void space in the material, the following porosity ratio 

is used: 

𝑃 =
𝑉+
𝑉=

 (5.12) 

where 𝑉+ is the volume of void-space and 𝑉= is the bulk volume of material.  

Considering the effect of the pores on Young’s modulus of the material based on 

the mathematical apparatus of continuum mechanics, it is necessary to implement the 

porosity in the 2-D PD numerical model. For a validation study, a square plate with a 

length and width of 𝐿 = 𝑊 =	10E$	𝑚, and thickness of ℎ = 	5 × 10EN𝑚 in Figure 

5.5a is selected and subjected to uniaxial tensile loading in the y-direction. The 

following material properties of the titanium alloy plate are specified: Young’s 

modulus, 𝐸4 = 110	𝐺𝑃𝑎 and Poisson’s ratio,	𝜈 = 1/3 [233].  

The PD model is discretised with 10000 material points (Figure 5.5b) with uniform 

spacing between them ∆𝑥 = 	1 × 10EN𝑚 and 𝛿 = 3∆𝑥. A static loading is applied as a 

body force density 𝑏& and the BC are enforced as stated in Eq. (5.9), where ∆𝑉∆ =

5 × 10E%4	𝑚O and 𝜎& is a tension loading, 𝜎& = 220	𝑀𝑃𝑎.  
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a b 

  
c d 

  
Figure 5.6 (a) PD pores allocation, where ‘cross’ represents pores; Damage maps of the plate 
with different pore ratio 𝑃: (b) 𝑃 = 1%, 𝐸/𝐸! = 0.97; (c) 𝑃 = 5.7%, 𝐸/𝐸! = 0.86; (d) 𝑃 =
10%, 𝐸/𝐸! = 0.74 

In PD, the failure in the material is calculated as 𝑁)/𝑁= 	, where the ratio between 

the number of broken bonds is 𝑁) and the total number of the bonds is 𝑁=.To 

implement the existence of the pores in the square plate, the CDD [198] model is used, 

which was initially utilised for the damage that occurred by corrosion [198] and later 

on implemented in elastic porous materials like glass and rock [234], which are 

subjected to force pulses to evaluate the wave propagation. In the current study, the 

CDD model is used to assess the effect of the internal defects, like pores, in the titanium 

alloy plate on Young’s modulus of the material.  

To implement pore in the system, we assume that the damage index at the point is 

linearly dependent on its porosity, where the porosity ratio for each material point 

𝑥0 	can be represented as: 

𝑃�𝑥(0)� =
𝑁)(0)
𝑁=(0)

 (5.13) 
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and the total porosity of the plate is evaluated in the following form: 

𝑃 =
∑

𝑁)(0)
𝑁=(0)

𝑉(0)G
0M%

∑ 𝑉(0)G
0M%

 (5.14) 

This means that initial damage is initiated in the model and implemented by 

breaking bonds in order to match the specified porosity. The material properties are 

kept constant through all the simulations and only the bond breakage between material 

points is implemented. In the numerical model, 1492 material points are selected to 

represent the pores in the plate, as shown in Figure 5.6a. The selection of 1492 points 

is only for the purpose of numerical simulations and do not represent the actual pore 

distributions in the actual samples. The actual samples have random pore locations and 

variations in porosity levels, so with the variation of porosity levels in the PD model, 

the location of the pores is constrained. A number of simulations (𝑠𝑖𝑚 = 1,2… ,27) are 

performed, where for each selected material point 𝑥0 	a random bond is broken with 

𝑁)(0) = 𝑠𝑖𝑚. It is an incremental process, and with each simulation, the number of 

broken bonds between the selected material point and its family members is increased 

by 1. After each simulation the strain of the plate is checked to evaluate Young’s 

modulus, 𝐸 of the plate with implemented porosity 𝑃. For example, Figure 5.6b-d 

represents the damage plots of the plate with the porosity levels of 𝑃 =

1.0, 5.7	and	10%. Numerical simulations show the decrease of the Young’s modulus 

with the porosities in the system with the relative Young’s modulus of 𝐸/𝐸4 =

0.97, 0.86	and	0.74. All peridynamic results are compared against analytical solutions 

presented in Table 5.1. Note that in the current study, the interest is in low porosity of 

the metals and not in the porous materials. This is the reason why Figure 5.7 shows the 

analytical and PD plots only until the porosity of 𝑃 = 10%. Moreover, due to the 

random breakage of bonds in the specified material points (Figure 5.6a), the bonds 

connecting two material points with the pores will stay intact. It means that if material 

point 𝑥0 	and material point 𝑥@ are selected for the representation of the pore, then the 

bond 𝑥0 − 𝑥@ 	will not be broken, and the bond-breakage moves to the next bond of the 

family members of point 𝑥0 .	With the stated bond-breakage system, the assumptions of 
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the “isotropic” pore shapes and distribution, and the linear dependency of local damage 

on its porosity, the local damage of each material point is evaluated by Eq. (3.20). 

As it can be noticed in Figure 5.7, the mentioned analytical approaches give the 

variation of the relative Young’s modulus. The certain simplifying assumptions about 

the shape, size and distribution of the pores cause the difference in the results. The 

outcome of the PD numerical model in Figure 5.7 is within the range of analytical 

solutions. 

 

Figure 5.7 Variation of the relative Young’s modulus with increasing porosity in the plate. 
PD vs Analytical models [138, 141–144] in Table 5.1 

5.6 Fatigue life of sample with micro-pores 

In this section, the CDD [198] approach of porosity implementation is utilised in 

PD fatigue model, followed by a new method for pores representation. 

5.6.1 Numerical model assumptions 

The material exposed to cyclic loading undergoes different phases with a particular 

behaviour, as discussed in Section 2.3. Each of the phases is load-dependent, where the 

damage nucleation in the material is initiated from the fractions of 10	nm leading to 

the development of micro-cracks in the crystallographic planes initiated by the shearing 

stress. During the LCF, the material is exposed to plastic deformations due to the large 
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and continuous plastic slips in the grains. In the HCF the shear stress is also activating 

the localised plastic slips in some crystals and on a surface of the material, where the 

damage nucleates in the form of pores or cavities. The crack nucleation is a complex 

process that is dependent on the loading and the material composition, where a very 

small fraction can initiate the material damage and reduce the fatigue life. The damage 

on sub-microscopic level initiated with slip bands was investigated in theoretical 

studies [235] and, the studies [236, 237] of fatigue behaviour of the material with 

different inclusion sizes, shapes and location indicated the stress concentrations at 

inclusion apex, where the inclusions with dimensions of 𝑑+ > 10𝜇𝑚	 at sub-surface 

level originated the crack nucleation. Even perfectly round defects artificially induced 

in the sample had an effect on crack nucleation and the loss of fracture ductility during 

LCF investigation [238]. The in-situ X-ray CT scanning of additively manufactured 

materials evidenced the presence of the spherical pores in the structures, which were 

immediately below the surface of the sample and/or inside the sample, and the damage 

nucleation occurred directly from the pore. Due to this, the assumptions were put in 

place in the presented PD model, where the evolution of the crack nucleation starts at 

the pore and not at plastic slips, so the pore is always in the elastic domain and no 

plastic flow occurs.  

5.6.2 Problem setup 

All the presented numerical studies are performed on the Ti6Al4V alloy dog-bone 

specimen (Figure 5.2) with the geometrical and material properties stated in Section 

5.4.1. Moreover, the PD numerical model from Section 5.4 is selected as a reference 

defect-free model. The specimens are under HCF with the load ratio of 𝑅 = 0.1 and 

the stress amplitudes of 𝜎. = 360, 316	and	270	𝑀𝑃𝑎. For each load, a number of 

simulations are performed with varying pore distributions within the midsection of the 

sample. As the current interest is at nucleation of the damage, the solver is stopped 

when local damage is 𝜑 ≥ 0.38, as discussed in Section 3.3.5. 

It is evidenced by the tests [10] that the damage nucleation occurred at the pores 

located immediately below the surface of the sample, and the study in Section 5.6.4.1 
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is performed to identify the importance of pore dimension and location on fatigue 

performance of the sample. In this section, the pores are randomly distributed in the 

sample, as schematically shown in Figure 5.8. Gamma distribution with the shape 

parameter of 𝑎 = 2 is selected. The scale parameter and the total number of pores 𝑁+!"! 

are implemented with variations in order to achieve the desired porosity ratio in a 

sample. The flowchart of porosity evaluation and pore assignment is shown in Figure 

5.9. After the desired total porosity is reached, a set of pores 𝑁+!"! with the optimal 

pore diameters are randomly allocated in the sample. Eq. (5.12) is used to evaluate the 

fraction of void space in the material. 

 
Figure 5.8 Sample geometry with randomly distributed pores. 
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Figure 5.9 Flowchart of porosity evaluation. 

  
   (a)      (b)  

Figure 5.10 Gamma distribution: (a) 𝑎 = 2, 𝑏 = 10,𝑁4#$# = 2256 → 𝑃 = 0.01%; (b) 𝑎 =
2, 𝑏 = 15,𝑁4#$# = 2488 → 𝑃 = 0.04%. 
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Two types of porosities are selected for verification study of PD numerical model 

with the tests [10]. During the experiments and analysis of the additively manufactured 

samples [10], the porosity specimens are deposited with contaminated wire, and the 

porosities of 𝑃 = 0.01% and 𝑃 = 0.04% are identified. Moreover, looking over the 

microstructure of the specimens, it is observed that the specimens with porosity of 𝑃 =

0.01% include pores with diameters below 100𝜇𝑚. Having this in mind, two types of 

simulations are performed using Gamma distribution of the pores in order to reach the 

optimal pore diameters with the porosities of 𝑃 = 0.01% and 𝑃 = 0.04%. Multiple 

cases of gamma pore distributions were run (13 simulations), and in some of them, the 

pore diameter could reach 𝑑+ ≤ 400𝜇𝑚. Figure 5.10 shows the examples of the pore 

distributions with the pore diameters 𝑑+ ≤ 250𝜇𝑚. 

5.6.3 “Concentration-dependent damage” PD model 

According to the study in Section 5.5, it is numerically demonstrated that 

implementing the CDD model in PD to initiate the pores in the system has a great 

impact on Young’s modulus of the sample. Moreover, PD results are within the range 

of mentioned analytical solutions presented in Figure 5.7. Instead, in the following 

section the interest is in the evaluation of the pores influence on the fatigue life of the 

dog-bone specimen (Figure 5.2) and if the CDD model can be used for HCF problems.  

Using the CDD model, the number of broken bonds have to be evaluated for each 

pore. Combining Eq. (5.13) and Eq. (5.14) the number of pre-broken bonds for each 

material point is evaluated as:  

𝑁)(0) =
𝑉+(0)
𝑉=(0)

𝑁=(0) (5.15) 

where 𝑉+(0) is the volume of the pore assigned for the material point 𝑥0 	, 𝑉=(0) and 𝑁=(0) 

are the bulk volume and the total number of bonds of the material point, respectively.  

All the pores are treated as spherical, and for a 2-D sample, the volume of the pore 

with a diameter 𝑑+ is evaluated as 𝑉+ =
N
O
𝜋 �K*

$
�
O
. Utilising Eq. (5.15) for analysis of 

the number of the pre-broken bonds to be assigned in the selected material points with 
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the allocated pore of diameter 𝑑+ ≤ 400𝜇𝑚, the relationship between 𝑁)(0) and 𝑑+(0) 

can be evaluated, shown in Figure 5.11. It should be noted that the bonds can be fully 

and partially broken. For example, if the pore diameter of 𝑑+ = 300𝜇𝑚 is allocated for 

material point, then three bonds are fully broken with 𝜓 = 0	and one partially broken 

with 𝜓 = 0.519 based on the pore diameter and the number of broken bonds. This 

means that a history-dependent scalar-valued function 𝜓 in Eq. (3.20) for pre-broken 

interactions (at cycle 𝑁 = 0) between material points will be 𝜓 = 1 if 𝑑+ = 0 and 𝜓 <

1 for 𝑑+ > 0. Due to the fact that the scanned samples in the experimental studies [10] 

showed porosities of 𝑑+ < 400𝜇𝑚, the number of pre-broken bonds per node is 𝑁) <

9 (Figure 5.11). The bond-breakage system is described in Section 5.5  

 

Figure 5.11 Pore diameter and the number of broken bonds relationship. 

The numerical results of the CDD model implementation of porosities in the dog-

bone sample have shown that the damage starts at the pore located close to the edge of 

the sample. The bigger the pore and closer it is to the edge, the faster the damage 

initiates. Figure 5.12 represents the damage maps of three solutions under different 

loading conditions with the porosity of 𝑃 = 0.04% in the samples. Figure 5.13 shows 

the numerical results and comparison to experiments [10]. For the lower porosities 

(Figure 5.13a), with the implemented CDD method, the fatigue life 𝑁< is quite close to 
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experimental data. However, for the porosity of 𝑃 = 0.04%, the fatigue life is 

overpredicted (Figure 5.13b). 

The presence of the pores with the implemented CDD model result in local stress 

concentrations at the location of the pore with the crack initiation at the pore. In reality, 

a similar trend of pore initiation is noticed during the experiments on additively 

manufactured samples [239]. Therefore, the employment of the CDD method in PD 

HCF fatigue model did not show good applicability on fatigue problems due to the 

different nature of the fatigue crack nucleation and the processes developing in the 

material under the cycling loading. Due to this, additional porosity models are 

investigated with the effect of the pores on fatigue limit. 

5.6.4 New PD porosity model 

Evaluating the fatigue life of the structures, porosity defects has a noticeable effect 

on fatigue strength and multiple models, summarised and classified in [240], were 

proposed to predict the impact of the small cracks or inclusions on fatigue life. El 

Haddad et al. [146] presented a model in Eq. (5.16) in order to use the LEFM theory 

for short cracks and introduced the fictitious crack length 𝑙4 in Eq. (5.17), which is 

increasing with a very short length of the crack. 

 
Figure 5.12 Damage maps: (a)	𝜎5 = 360𝑀𝑃𝑎,𝑁+ = 441174	𝑐𝑦𝑐𝑙𝑒𝑠; (b) 𝜎5 =
270𝑀𝑃𝑎,𝑁+ = 910241	𝑐𝑦𝑐𝑙𝑒𝑠; (c) 𝜎5 = 225𝑀𝑃𝑎,𝑁+ = 9837299	𝑐𝑦𝑐𝑙𝑒𝑠. 
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a b 

  
                                 c 

 
Figure 5.13 Experimental [10] and PD results of fatigue life prediction for porosities: (a) 𝑃 =
0.01%; (b) 𝑃 = 0.04%; (c) Combined results for all three models. 

where	Δ𝐾 and Δ𝜎 are the SIF range and the applied stress range, 𝑙 and 𝑙4 are the short 

crack length and El Haddad parameter. Δ𝐾89 and Δ𝜎D are the threshold SIF and the 

fatigue limit of the material at which the small cracks do not propagate.  

Murakami [147] adopted a new parameter √𝑆 to obtain the relationship between 

the SIF range and the porosity size, where the spherical pore is treated as a crack with 

a size equal to the square root of the projected area of the pore and the SIF range can 

be estimated in the following form: 

Δ𝐾 = Δ𝜎Ë𝜋(𝑙 + 𝑙4) (5.16) 

𝑙4 =
1
𝜋 �
Δ𝐾89
Δ𝜎D

�
$

 (5.17) 
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The parameter	𝐶 depends on the porosity defects location, where 𝐶 = 0.5 is for 

internal pores and 𝐶 = 0.65 is for external pores [147]. 

Beretta and Romano [148] expressed El Haddad parameter 𝑙4 by Murakami’s 

parameter √𝑆 in Eq. (5.19) to have a smooth transition from the porosity defects to the 

long cracks, and introducing the SIF limit for the specimens with crack nucleation at 

the pore by Eq. (5.20). 

Ë𝑆X =
1
𝜋 �
Δ𝐾89,;6
C	Δ𝜎D

�
$

 (5.19) 

Δ𝐾89 = Δ𝐾89,;6À
√𝑆

√𝑆 + Ë𝑆4
 (5.20) 

Δ𝐾89,;6  is the threshold SIF range for the long crack and according to the tests in 

[10] Δ𝐾89,;6 = 4.5	𝑀𝑃𝑎√𝑚 for the additively manufactured Ti6Al4V with the 

intrinsic fatigue limit of Δ𝜎D = 540	𝑀𝑃𝑎, when load ratio 𝑅 = 0.1.  

 
Figure 5.14 K-T diagram for Ti6Al4V alloy. 

 

Δ𝐾+ = 𝐶Δ𝜎Í𝜋√𝑆 (5.18) 
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The fatigue strength in the presence of the small defects can be described by 

Kitagawa and Takahashi diagram (K-T diagram) [241]. K-T diagram can be presented 

in terms of fatigue limit or SIF in the presence of the porosity defects, and the study in 

[148] shows its good applicability. To analyse the effect of the porosity on the fatigue 

life of the sample, Eq. (5.18) is used to calculate the SIF range Δ𝐾+ for the pores with 

diameter 0 ≤ 𝑑+ ≤ 400	𝜇𝑚 and Eq. (5.20) – to find the SIF range limit Δ𝐾89,+ for 

specified pores. The calculated Δ𝐾+ and Δ𝐾89,+ are presented by K-T diagram in Figure 

5.14. 

As discussed in Section 5.3, the evolution law of the remaining life in Eq. (5.4) is 

expressed in terms of cyclic bond strain, and following the Paris law, the evolution law 

for the crack nucleation phase is presented in the following form: 

Because the SIF range is proportional to the strain, the Δ𝐾89,+ is used as a SIF limit 

for crack nucleation phase and the effect of the pore on strain can be introduced in the 

following equation: 

And the evolution law of the remaining life will be modified in the following way: 

The enforced parameter 𝜒 represents the pores with different diameters of 𝑑+ in the 

relation between the SIF range Δ𝐾+ and the SIF range limit Δ𝐾89,+ for specified pores. 

In this way, the pores with different diameters can be added to the numerical model, 

and their effect can be analysed on the nucleation phase of fatigue life.  

Murakami’s concept of correlation between the geometrical parameter √𝑆 and the 

threshold SIF is applicable for different shapes of the defects and cracks for the region 

√𝑆 ≤ 1000𝜇𝑚 [240]. Moreover, it includes one pore, which is evaluated as the ‘fatal’ 

𝑑𝜆(𝑁)
𝑑𝑁 = −𝐴%Δ𝐾-( (5.21) 

𝜒 =
Δ𝐾+
Δ𝐾89,+

 (5.22) 

𝑑𝜆(𝑁)
𝑑𝑁 = −𝐴%(𝜀𝜒)-( = −𝐴% ¦𝜀

Δ𝐾+
Δ𝐾89,+

§
-(

 (5.23) 
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pore with the fatigue fracture nucleation. But the location of the ‘fatal’ pore in the 

specimen and the size is very important and plays a significant role in the fatigue life 

of the sample. Due to this, Section 5.6.4.1 presents the PD numerical results of the 

effect of one pore on the fatigue life of the Ti6Al4V sample.  

 
Figure 5.15 Sample geometry with the allocation of one pore. 

5.6.4.1 Pore size and location effect on fatigue life 

The analysis is performed on the effect of pore diameter and location on the fatigue 

life of the sample, using the proposed PD fatigue model of porosity implementation 

described in Section 5.6.4. The PD study is conducted with the allocation of one ‘fatal’ 

pore with a diameter 𝑑+ at the distance 𝑤+ from the sample centre line, as shown in 

Figure 5.15. The specimen is under tension-tension loading condition with stress 

amplitude of 𝜎. = 270	𝑀𝑃𝑎. PD results in Figure 5.16, showing that the closer the 

pore is to the free edge with a higher pore diameter, the lower the life of the sample is. 

It can be seen that the critical pore diameter is around 𝑑+ = 100𝜇𝑚, which means that 

the samples with pore diameters 𝑑+ < 100𝜇𝑚 result in a small decrease of the titanium 

alloy fatigue strength.  
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Figure 5.16 Effect of pore location and diameter on fatigue life. 

5.6.4.2 Fatigue life of low porosity samples 

The experiments [10] present a wide variation of the sample life under the same 

loading conditions. Moreover, various experimental studies [10, 11, 18, 131, 242] have 

indicated that the lowest fatigue life is noticed when multiple pores are present close to 

the free surface. The sub-surface pores are the most critical case for damage initiation, 

as shown as well in Section 5.6.4.1. Having this in mind, the PD fatigue numerical 

model was implemented for a system with multiple pores. Considering the study of the 

existence of the multiple micro-cracks in the system [22] presented in Section 4.3.4, in 

this study, it is assumed that if two pores are interacting with each other, meaning if 

both material points 𝑥0 	and 𝑥@ are selected for the representation of the pore, then the 

interaction between the pores 𝑖 and 𝑗 is effecting the remaining life of the bond as: 

Eq. (5.24) indicates the amplifying effect on the crack nucleation process. The 

following concept includes the interaction of the pores and if the pores are located close 

to each other, at a distance between them ≤ 450𝜇𝑚 (horizon sizes of PD models is 

𝛿 = 0.45 × 10EO𝑚), then the faster crack nucleation will be noticed and a more 

significant impact on the fatigue life.  

𝑑𝜆0(𝑁)
𝑑𝑁 = −𝐴%�𝜀0𝜒0𝜒@�

-( (5.24) 
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Figure 5.17 Damage maps for samples with 𝑃 = 0.01%: (a)	𝜎5 = 360𝑀𝑃𝑎,𝑁+ =
33135	𝑐𝑦𝑐𝑙𝑒𝑠; (b) 𝜎5 = 316𝑀𝑃𝑎,𝑁+ = 130872	𝑐𝑦𝑐𝑙𝑒𝑠; (c) 𝜎5 = 270𝑀𝑃𝑎,𝑁+ =
1297377	𝑐𝑦𝑐𝑙𝑒𝑠. 

Instead of using the pre-breaking bond model applied in Section 5.6.3, only the 

SIFs of each pore is evaluated, and Eq. (5.24) is used for pores representation in a 

sample. Note that the proposed relationship is applied to all bonds 𝑁=(0) for material 

point 𝑥0. Figure 5.17 represents the damage maps of three solutions under different 

loading conditions with the porosity of 𝑃 = 0.01% in the samples. The pattern of the 

damage is similar to the pre-broken bond method, where the damage is initiated at the 

pores located in the vicinity of the plate edge. The comparison of the numerically 

predicted fatigue life for porosity values of 𝑃 = 0.01% and 𝑃 = 0.04% and tests data 

is presented in Figure 5.18. Multiple simulations were performed for the samples with 

𝑃 = 0.04% and Figure 5.18 shows the scatter of the PD results due to the different 

pore distribution in the sample. The damage initiates at the pore, closest to the sample 

surface, where the higher diameter of the pores and their interaction showed lower 

fatigue life, summarised in Table 5.2. The ‘fatal’ pore is the pore where the crack 

nucleates and additional contribution to the crack initiation come from secondary pore 

located at close proximity.  
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a b 

  
                                          c 

 
Figure 5.18 Experimental [10] and PD results of fatigue life prediction for porosities: (a) 𝑃 =
0.01%; (b) 𝑃 = 0.04%; (c) Combined results for all three models. 

Table 5.2 PD results of the effect of porosity diameter on fatigue life with 𝑃 = 0.04% 

Stress amplitude 

𝜎5 , 𝑀𝑃𝑎 

Fatigue life 

𝑁+ , 𝑐𝑦𝑐𝑙𝑒𝑠 

‘Fatal’ pore 

Diameter 𝑑4, 𝜇𝑚 

Location 

𝑤4, 10,-𝑚 

316 10894 210 3 

316 18053 160, 35 2.85, 2.7 

316 26418 17, 124 3, 2.85 

270 83228 21, 250 3, 2.85 

270 91750 162,47 3, 2.85 

270 203853 164,60 2.85, 2.7 

270 223221 222 2.85 

270 357848 55, 93 3, 2.85 

225 222554 350 2.85 

225 1461034 200 2.85 
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The proposed approach of pores initiation in the sample provides fatigue life 

predictions close to the experiments [10]. Moreover, for the porosity value of 𝑃 =

0.04%, the new peridynamic porosity model performs better than the CDD model. 

5.6.5 Discussion and future work 

The distribution, size, shape, location, and density of the process-induced critical 

defects impact the performance of additively manufactured structures. The samples 

with a similar manufacturing process, microstructures and smooth surface could result 

in different fatigue life due to the high dependency on the initial defects size and stress 

levels, which brings the high scatter of the test fatigue data [13, 19, 131–133]. Due to 

this, it is important to understand the impact of process-induced porosities of fatigue 

life of additively manufactured samples. 

The fatigue studies have been conducted for the additively manufactured Ti6Al4V 

under load controlled constant amplitude conditions with a load ratio of 𝑅 = 0.1. One 

of the challenges of investigating the AM materials fatigue life is the implementation 

of the porosity defects in the numerical model. For the numerical purpose, the 

developed PD fatigue model has been set up for the defect-free Ti6Al4V sample using 

the test data for the PD parameters' calibration process. This approach indicated the 

workability of the developed model, which is named as a reference one. Although 

several assumptions are made in the PD model, like the material is treated as elastic 

with isotropic properties even when the pores are initiated in the model, the numerical 

results showed good fatigue life predictability.  

It is also well known that the sample undergoes cyclic plastic deformations on 

microscopic levels and controls the material's fatigue life. The cracks are starting to 

initiate at the share of the persistent slip bands due to the development of stress 

concentrations [235–237]. On the other hand, the existence of the pores or inclusions 

is becoming the critical factor for crack initiation. The defects located at the close 

vicinity to the surface have had high local stresses, and with the inclusions of 𝑑+ >

10𝜇𝑚	 originated the crack nucleation [238]. Flat elongated defects have higher stress 

concentrations and are more critical for fatigue performance. But even perfectly round 
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defects have an effect on crack nucleation. Based on these observations in the literature, 

the phenomena such as stress relaxation, strain hardening, phase transformation are 

excluded from the current PD fatigue model, and the evolution of the crack nucleation 

is starting at the pore, so the pore is always in the elastic domain, and no plastic flow 

occurs.  

The performed numerical investigation has demonstrated the vital reduction in the 

fatigue life of the Ti6Al4V dog-bone specimen caused by the presence of the pores in 

the sample. The early failure in the samples was influenced by a few large pores (with 

a diameter of 𝑑+ > 100	𝜇𝑚) located close to the surface or the multiple pores located 

in close proximity. The CDD approach of porosity implementation results in local 

stress concentrations at the pre-damaged zone, developing in crack initiation. But the 

following concept overpredicted the fatigue life of the sample and required further 

investigation on its applicability on fatigue nucleation problems. However, the adopted 

Murakami’s formulation in the PD fatigue model, the SIF of the pore defect was 

evaluated with the assumption that all the pores are spherical. The numerical model 

was simulated for the two types of porosities of 𝑃 = 0.01% and 𝑃 = 0.04% and the 

results are quite close to the test results available in the literature. Note that the model 

is treated as elastic, and plastic slips and dislocation processes are omitted, where crack 

nucleation starts directly at the allocated pore in a sample. Nevertheless, the proposed 

method with the adopted assumptions of pores allocation in the PD model has shown 

an ability to estimate the most critical defect’s size and location.  

S-N curves are generated under constant amplitude loading the load ratio of 𝑅 =

0.1, while the loads can often be with variable amplitudes in nature. Under various 

loading conditions, such as load sequence and interactions is becoming important. 

Using linear cumulative damage rule in the PD studies for fatigue life predictions needs 

to be investigated for additively manufactured structures under variable amplitude or 

under different load ratios. If periodic overloads exist in the structure, then the cycling 

hardening or softening can occur in the structure. The PD model has to be extended 

and includes both elastic and plastic processes in the material.  
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The insight provided by the PD analyses can be used for fatigue life predictions 

considering both internal and surface defects, with the study of different defect shapes, 

subjects of future works. 

5.7 Summary 

This chapter presents the numerical results considering the porosity effect and pore 

defects on the fatigue nucleation of additively manufactured Ti6Al4V material. Those 

effects were evaluated based on the porosity levels publicly available in the literature. 

The results of this study have been published in [23], where the outcome of the work 

shows successful implementation of PD theory to model pores in 2-D dog-bone 

titanium alloy specimen and taking into account the interaction between the pores. The 

study included two types of porosity implementations. The CDD model was used with 

pre-broken bonds in the sample and a new PD porosity model with the enforced 

coefficient in the evolution law of the remaining life of the bonds. The porosity of the 

sample was accounted for by gamma distribution, where the identified diameters of the 

pores were randomly distributed in the samples. Firstly, the verified CDD approach 

was applied in the fatigue model, where the fatigue life was overpredicted for the 

samples with the higher porosities of 𝑃 = 0.04%. Secondly, the new PD porosity 

model-based life prediction method demonstrated the improved capability of capturing 

the effect of both porosities on fatigue nucleation. The presented S-N curves show that 

the PD fatigue life prediction is in good agreement with the test data. The dependency 

of the fatigue life on pore location and size was evaluated, and it was showcased that 

the subsurface pores with the pore diameter are the most critical. The larger pore 

located in the vicinity of the sample surface has a high contribution to fatigue life 

reduction. The developed PD fatigue model showed its capability to predict the fatigue 

life of the defect-free samples, as well as of the samples with different types of 

porosities. 
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6 FATIGUE CRACK GROWTH  

6.1 Introduction  

The aim of this chapter is to evaluate the effect of the microstructure, pores and 

RS in Ti6Al4V C(T) samples produced by AM. The bond-based PD fatigue model, 

described in Section 5.3, is utilised to analyse the FCGR titanium alloy sample, 

including crack nucleation and propagation phases. In Section 6.3, the defect-free 

wrought titanium alloy is used to calibrate PD parameters using the tests data from [18] 

for Phase I and from the Paris’ law data [159] for Phase II. In Section 6.4, the review 

of the studies regarding the microstructure of AM and its effect on FCG is investigated. 

The variations of FCG due to different grain shape and size because of the layer-by-

layer process is numerically analysed by PD. In addition, the effect of porosities on the 

FCG is discussed by the numerical implementation of porosities discussed in Section 

5.6.4 and analysed in Section 6.5. The effect of both factors like columnar grains and 

porosities in the material is combined in the PD numerical model, and the fatigue 

performance is analysed in Section 6.6. Lastly, in Section 6.7, the numerical PD FCG 

model is developed to predict the fatigue performance of additively manufactured 

Ti6Al4V alloy with implementation of the internal stresses in the model by different 

temperature profiles. Thus, the FCGR are analysed and compared to the test data 

available in the literature. Finally, the studies about the RS formed in the additively 

manufactured samples as a consequence of the repeated heating and cooling processes 

are reviewed. The developed PD model with the thermal stress implementation will 

illustrate the great impact on the FCGR. The presented numerical results in the FCG 

studies are verified with FEA.  

6.2 Background and motivation 

The fabrication process of AM is based on the layer-by-layer adding of material 

according to the designed 3D geometry [3]. Thus, the AM process provides a lot of 

advantages over the conventional processing methods such as prototyping, rapid 

fabrication, product customisation and material efficiency. On the other hand, the layer-
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wise production results in material anisotropy, process-induced defects and residual 

stress development. It is recognised that the disadvantages of AM exist due to the high 

impact on the mechanical behaviour of the final product with properties worse than the 

conventionally produced components [14–16]. More detailed literature review on 

additively manufactured materials is in Chapter 2.4. 

In this respect, it is important to evaluate the impact of microstructure, porosities 

and RS on the FCG performance of additively manufactured Ti6Al4V. Firstly, the 

current study aims to predict the fatigue fracture in C(T) samples and analyse the 

contribution of different types of microstructures and different levels of porosities on 

FCG by using PD. PD has been successfully applied to fatigue problems to predict 

crack nucleation and propagation [192, 193, 228], as well as the influence of the 

porosity on the fatigue life of the metal samples [23], as presented in Chapter 5. In 

Chapter 5, a numerical approach of implementation of the pores in the PD fatigue 

model is proposed and showed good predictability of fatigue life of dog-bone samples 

under HCF. In this respect, the proposed approach is applied to FCG problems and 

analysed the effect of the additively manufactured columnar microstructure and the 

existence of process-induced defects in the structures on the FCG. Secondly, the 

numerical PD fatigue model is developed to predict the fatigue performance of 

Ti6Al4V alloy after introducing the internal stresses in the model by different 

temperature profiles. The literature review undertaken for this study can be found in 

Section 2.4. 

6.3 PD fatigue defect-free model setup and validation 

In the presented studies for fatigue damage prediction in C(T) titanium alloy 

samples, PD is utilised as a main numerical tool. As described in Section 5.3, PD 

fatigue model requires PD parameters 𝐴%,𝑚%, 𝐴$ and 𝑚$	calibration and the wrought 

titanium alloy Ti6Al4V [18, 159] is selected for this purpose. The wrought Ti6Al4V is 

identified as a reference model with the following homogeneous material properties: 

Young’s modulus 𝐸 = 110	𝐺𝑃𝑎 and Poisson’s ratio	𝜈 = 1/3. Moreover, all 

simulations are performed under Very High Cycle Fatigue (VHCF) loading with 

assumptions that no plastic flow occurs. 
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Figure 6.1 Flowchart of PD fatigue model. 
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The PD fatigue model contains crack nucleation and propagation phases. Looking 

at the PD model, which is discretised with the material points, the points located in the 

vicinity of the crack tip in the C(T) sample will already be at the propagation phase, 

whereas the other ones are at the nucleation phase. The flowchart of PD fatigue model 

is shown in Figure 6.1. Firstly, the PD parameters 𝐴% and 𝑚% are calibrated from the 

experimental data [18] in Section 5.4.1. Secondly, in Section 6.3.2, the PD parameters 

𝐴$ and 𝑚$ are obtained from the Paris’ law data [159], and the crack growth curves 

compared with experimental results.  

 

Figure 6.2 Loading cycles 𝑁+ as a function of bond strain 𝜀 for the crack nucleation phase. PD 
parameters calibration utilising the S-N experimental data [18]. 

6.3.1 Properties of crack nucleation PD model 

The experimental work [18] is performed for solid cylindrical specimens of 

Ti6Al4V under the VHCF loading with different loading ratios and load amplitudes. 

To simplify the computational model, a 2-D dog-bone plate is used in the PD fatigue 

crack nucleation simulations, as shown in Figure 5.2 (Section 5.4), with the total length 

of 𝐿 = 	50 × 10EO𝑚, width of 𝑊 = 	20 × 10EO	𝑚 and 𝑊0! = 6 ×	10EO𝑚, thickness 

of ℎ = 4 ×	10EO𝑚. The PD models are discretised with 6600 material points having a 

uniform spacing of 𝛥𝑥 = 0.3 × 10EO m and horizon size of δ = 3.015𝛥𝑥. Following 

the procedure in [192] of parameters calibration utilising the S-N test data [18], shown 
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in Figure 6.2, the parameters for the PD fatigue crack nucleation are identified as: 𝐴% =

1 × 10N and 𝑚% = 4.42. 

The plate is subjected to VHCF with the load ratio of 𝑅 = 0.1 and the stress 

amplitudes of 𝜎. = 373, 322, 297	and	244𝑀𝑃𝑎. A static loading, using the direct 

method described in Section 3.4.2.2, is applied as a body force density at the upper and 

lower edges of the sample and enforced by Eq. (5.9). 

 
Figure 6.3 Damage map for the dog-bone plate under stress amplitudes of 𝜎5 = 	244	𝑀𝑃𝑎 at 
𝑁+ = 8 × 106	𝑐𝑦𝑐𝑙𝑒𝑠. 

 

Figure 6.4 Stress amplitude as a function of the loading cycle. Calibrated PD model versus 
experimental data [18]. 
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Solving the PD discretised model with identified parameters 𝐴% and 𝑚% have 

resulted in fatigue crack initiation at the midplane of the plate shown in Figure 6.3, and 

the number of cycles 𝑁< to crack nucleation due to different stress amplitudes in Figure 

6.4. The implementation of calibrated parameters showed that the numerical results are 

in line with the experimental data [18]. 

 
Figure 6.5 Square titanium alloy C(T) plate under uniaxial tensile loading. 

6.3.2 Properties of Fatigue Crack Growth PD model 

The PD FCG model is set up for C(T) sample, shown in Figure 6.5, with the 

effective width of 𝑊 = 	25 × 10EO𝑚, thickness of ℎ = 5 ×	10EO𝑚 and the pre-notch 

length of 𝑎! = 12.4 ×	10EO𝑚. The crack propagation is analysed for five different 

cyclic loads of Δ𝐹 = 6.25, 5.4, 4.5, 3.6	and	3.15	𝑘𝑁 with the load ratio of 𝑅 = 0.1. 

The loads are applied at the pins with the diameter of 𝑑 = 6.25 ×	10EO	𝑚 as a body 

force density in the following form: 

𝑏& =
𝐹&
∆𝑉∆

 (6.1) 

where  is the volume of the pin area, and 𝐹& is the applied load, which is defined 

as: 

VDD
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𝐹& =	È
𝐹&-./ =

2Δ𝐹
1 − 𝑅

𝐹&-0! =	𝐹&-./𝑅
 (6.2) 

where 𝐹&-./ and 𝐹&-0! are the cyclic load extremes, respectively. 

PD model is discretised with 10400 material points with uniform spacing between 

them Δx = 0.3 × 10EO m and horizon size of δ = 3.015Δx. Calibrated PD parameters 

𝐴% = 1 × 10N and 𝑚% = 4.42 are used for the nodes in crack nucleation phase and PD 

parameters 𝐴$ = 0.52 × 10R and 𝑚$ = 4.757 are obtained from the Paris law data 

[159]. The FCGR for the mid-region of the crack propagation are evaluated, and the 

SIF is obtained from ASTM standard E647 [164]: 

Δ𝐾 =
Δ𝐹(2 + 𝜁)

ℎ√𝑊(1 − 𝜁)
O
$
(0.886 + 4.64𝜁 − 13.32𝜁$ + 14.72𝜁O − 5.6𝜁N) (6.3) 

where 𝜁 = .
T	

, 𝑎 is the crack length from the location of the applied load as shown in 

Figure 6.5, ℎ is the thickness of the specimen, and 𝑊 is the distance between the applied 

load and the edge of the specimen. 

 
Figure 6.6 Crack growth rate versus SIF range. PD parameters calibration utilising the test 
data [159]. 
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Figure 6.7 Crack growth distance versus load cycle for five different load cases. Comparison 
between PD and test data [159]. 

The numerical simulations in Figure 6.6 are evaluated after crack propagated 

around 1mm in order to analyse only the linear region of the K.
KL
− Δ𝐾 curve, where the 

fracture toughness can be calculated from Eq. (6.3), which is applicable when 𝜁 > 0.2 

[164]. The crack growth curves for five different load cases are compared with the 

experimental results [159], where Figure 6.7 illustrates the capability of the PD fatigue 

model to capture the crack growth behaviour.  

6.4 Influence of microstructure of the FCG 

In order to understand the impact of microstructure on FCG in additively 

manufactured titanium alloys, different polycrystalline models are generated by the 

Voronoi tessellation method and are analysed under the constant cycling loading of 

Δ𝐹 = 	3.15𝑘𝑁 with the load ratio of 𝑅 = 0.1, where the cyclic load extremes are 

𝐹&-./ = 7𝑘𝑁	and 𝐹&-0! = 0.7𝑘𝑁. The loads are applied at the pins as shown in Figure 

6.5 as body force density, evaluated by Eq. (6.1). The PD FCG model for wrought 

Ti6Al4V is validated with the experimental data in Section 6.3 and used to analyse the 

influence of material microstructure on crack propagation behaviour due to the AM 
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process. The geometry, shown in Figure 6.5, material properties of the C(T)-sample 

and PD parameters are kept the same as stated in Section 6.3.  

Voronoi tessellation method or Voronoi diagram is a subdivision of a plane into 

regions. The centroidal Voronoi diagram is utilised, where the centroids are the 

generators of the Voronoi tessellation. For each centroid, the corresponding area is 

generated, called a Voronoi cell. For example, the Voronoi diagram is generated for 15 

centroids in Figure 6.8, where MATLAB ‘voronoi’ function is used to plot the bounded 

cells of the diagram for assigned coordinates of 2D centroids (points). 

 
Figure 6.8 Voronoi cells for 15 points. 

6.4.1 Modelling of grains in PD 

The materials' microstructure is quite a complex phenomenon, which results in 

different fracture behaviour. The experiments [16, 19, 68] showed reported 

intergranular and transgranular crack propagation and, additionally, crack deflections. 

It is essential to understand the cause of the particular behaviour of the crack and the 

reason for variations in FCGR in the H-C(T) and V-C(T) samples produced by AM, 

discussed in Section 2.4.2 and shown in Figure 2.15. Thus, additively manufactured 

titanium alloys' failure modes are analysed due to the cycling loading, different types 

of the polycrystalline model with a variation of the grain and grain boundary strength. 

The polycrystalline model is generated by the Voronoi tessellation method, where each 

cell of the Voronoi diagram represents a grain. Therefore, the grains have different 
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properties of the Grain Boundaries (GB) and the Grain Interior (GI). The introduced 

“interface strength coefficient” [243] for the bonds in a system was used for various 

fracture problems. PD fatigue model can be expressed as: 

⎩
⎪
⎨

⎪
⎧ 𝜆0@! − 𝜆0@!E%

𝑁(𝑛) − 𝑁(𝑛 − 1)
= −𝑘𝐴%�𝜀0@!�

-( , for	Phase	I

𝜆0@! − 𝜆0@!E%

𝑁(𝑛) − 𝑁(𝑛 − 1)
= −𝑘𝐴$�𝜀0@!�

-) , for	Phase	II
 (6.4) 

where  

𝑘 = ¸𝑘12 , for	GI
𝑘13 , for	GB (6.5) 

Eq.(4.6) accounts for two phases of fatigue, including crack initiation (Phase I) and 

crack propagation (Phase II), with Eq. (6.5) for the bonds between material points 

located inside the same grain and inside different grains. Figure 6.9 provides a 

visualisation of points distribution within the plate, where different colours indicate the 

nodes which belong to a particular grain. Firstly, if the material point is close to the 

crack with the length of 𝑎 and in the red region as shown in Figure 6.9, then the 

interactions of the material point with the other ‘family members’ will be at Phase II of 

fatigue analysis with parameters 𝐴$ and 𝑚$. Secondly, the coefficient 𝑘 is assigned as 

𝑘12 for the PD bonds of the material point interacting with the other ‘family members’ 

which belong to the same grain. Otherwise, coefficient 𝑘13 is assigned for the bonds 

that pass over the grain boundary, as visualised in Figure 6.9. As the coefficient 𝑘 is 

introduced to the evolution law in Eq. (6.4), the change in strength of the GB or GI is 

introduced with the weaker response than the initial structure. For example, suppose 

the bond connects two material points that belong to different grains, and it is assigned 

that the GB are weaker than the GI (𝑘12 <	𝑘13). In that case, the bond's life decreases 

faster and going to break earlier compared to the bonds between two points located 

within the same grain. 
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Figure 6.9 Interaction between material points and corresponding bond constants. 

6.4.2 Effect of the grain size 

The experimental studies [16, 19, 68] showed an impact of grain shape and size on 

fatigue crack performance of the titanium alloys. In this section, the effect of the grain 

size on the fatigue performance of the Ti6Al4V plate is analysed. Based on the 

observation from the material microstructure, random coordinates are generated to 

represent the centroids for the Voronoi grains. The selected number of the generated 

centroids represents the total number of grains in the system. Firstly, the PD 

polycrystalline models are generated for four configurations with the total number of 

grains within the sample: a. 500, b. 350, c. 200 and d. 50. Secondly, all four models are 

simulated under four conditions.  

The GB are weaker than the GI with: 

C1: 𝑘12 = 1, 𝑘13 = 5 

C2:	𝑘12 = 1, 𝑘13 = 10. 

The GI is weaker than the GB with: 

C3: 𝑘12 = 5, 𝑘13 = 1 

C4:	𝑘12 = 10, 𝑘13 = 1. 
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The parameters 𝑘12 and 𝑘13 are selected to numerically demonstrate the impact of 

different grain sizes, shapes and grain boundary effects on FCGR as well as to show 

that the elongated grains in the AM materials are one of the factors bringing the material 

anisotropy. To have the deeper knowledge of the grain boundary effects, the parameters 

𝑘12 and 𝑘13 have to be calibrated.  

 

Figure 6.10 Damage plots for C(T)-samples under different grain coefficient conditions: C1: 
𝑘78 = 1, 𝑘79 = 5, C2:	𝑘78 = 1, 𝑘79 = 10; C3: 𝑘78 = 5, 𝑘79 = 1 and C4:	𝑘78 = 10, 𝑘79 = 1, 
for the samples with total number of grains: a. 500, b. 350, c. 200 and d. 50. 
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The damage maps in Figure 6.10 show the intergranular crack propagation for 

conditions C1 and C2, where the strength of the GB is lower than the GI and 

transgranular for C3 and C4 where the strength of the GB is greater than the GI. The 

intergranular crack propagation can be seen for all grain sizes, which occurs due to the 

weakness of the bonds crossing the boundaries of the grain. Instead, with a 

transgranular fracture pattern, the crack is propagating through the grain with an almost 

straight crack path. The grey palette in Figure 6.10 indicates the randomly distributed 

grains, and the crack propagation pattern is displayed in red. The samples with the 

higher grain coefficients of 𝑘13 = 10 (C2) or 𝑘12 = 10 (C4) resulted in a faster crack 

propagation, as the bonds are weaker compared to the conditions C1 and C3.  

 

Figure 6.11 Crack growth curves for C(T)-samples under different grain coefficient conditions: 
C1: 𝑘78 = 1, 𝑘79 = 5 and C3: 𝑘78 = 5, 𝑘79 = 1 and for the samples with total number of 
grains: a. 500, b. 350, c. 200 and d. 50. 

The PD results obtained from the FCG samples with condition C1 indicated that 

the coarser microstructures are more resistant to FCG. Figure 6.11 illustrates that the 

model with the coarse grain distribution of 50 grains requires a higher number of cycles 

compared to the model with a more significant number of grains. The models with fine 

microstructures (a. 500 grains) have a higher number of weak grain boundaries, which 

results in faster crack propagation. The investigations of the titanium alloy 

microstructures in [155] concluded that the finer microstructures lead to high FCGR. 

Hence, the evaluation of the samples under condition C3, where the GB are stronger 

than the GI, shows a very similar crack growth response for all grain models. The crack 
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is suppressed when it reaches the grain boundary and continues propagation through 

the next grain. (Figure 6.11, C3).  

As the production of the materials can result in different types of microstructures, 

it is essential to understand the FCG response with intergranular or transgranular crack 

propagation. Figure 6.12 illustrates the comparison of FCGR for the models with 

different granularities. The numerical results clearly show that the coarser is the model, 

the better is the response of the samples with an intergranular crack propagation 

behaviour (sample C1-d). On the other hand, fine granularity models (a. 500 grains) 

show very close FCGR (Figure 6.12) for the samples C1-a and C3-a, even if the crack 

propagation for C1-a is intergranular and for C3-a is transgranular (Figure 6.10). 

 
Figure 6.12 Crack growth curves comparison for C(T)-samples with different granularity: a. 
500, b. 350, c. 200 and d. 50 and under different grain coefficient conditions: C1: 𝑘78 =
1, 𝑘79 = 5 and C3: 𝑘78 = 5, 𝑘79 = 1. 
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6.4.3 Effect of columnar grains 

Due to the layered process of AM, the layers of the welding are annealed several 

times, which causes the anisotropy of the alloy microstructure. The difference in the 

grain sizes and elongated structure in the additively manufactured parts brings the 

anisotropic characteristics and the differences in the fatigue properties in different 

sample orientations. The microstructure analysis of the produced titanium alloy parts 

showed the columnar prior- 𝛽 grains, which are growing parallel to the build direction. 

To introduce the columnar structure to PD polycrystalline model, the polycrystalline 

structure is generated by implementing the Voronoi tessellation technique. Similar to 

another study [244], the random coordinates are generated representing the centroids 

of the Voronoi grains and after contracted in x- or y-direction. For example, Figure 

6.13 shows the steps of PD polycrystalline model generation, starting from the Voronoi 

tessellation technique, followed by step 2 of contraction in x-direction by a factor of 

0.1. Finally, the last step is finding the material points located within the specified grain 

boundaries, followed by identifying the points located within the specified C(T) sample 

dimensions and assignment of material points associated with the grain. The 

contraction of the structure in x-direction presents the H-C(T) sample (Figure 2.15), 

where the columnar grains are allocated perpendicular to the deposited layer and for 

the representation of the V-C(T) sample structure, the contraction of the grains is in y-

direction. Moreover, the third type of structure is generated with the columnar grain 

inclination by 45 degrees. For all three types of samples (a. H-C(T), b. V-C(T) and c. 

45-C(T)), the grains are generated randomly, and, for the given domain, the number of 

grains is controlled by the overall of 120 columnar grains per sample with the grain 

size of around 10 mm in length and 1 mm in width. The numerical study is performed 

for the samples with assigned C1: 𝑘12 = 1, 𝑘13 = 5; C2:	𝑘12 = 1, 𝑘13 = 10; and 

C4:	𝑘12 = 10, 𝑘13 = 1.  
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Figure 6.13 Generation of columnar grains from Voronoi tessellation technique. 

 
Figure 6.14 Damage plots for C(T)-samples under C1 with 𝑘78 = 1, 𝑘79 = 5: (a) H-C(T), (b) 
V-C(T) and (c) 45-C(T). 

 
Figure 6.15 Damage plots for C(T)-samples under C4 with 𝑘78 = 10, 𝑘79 = 1: (a) H-C(T), (b) 
V-C(T) and (c) 45-C(T). 
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Figure 6.16 Crack growth curves comparison for CT-samples with different granularity: (a) H-
C(T); (b) V-C(T) and (c) 45-C(T), and under different grain coefficient conditions: C1: 𝑘78 =
1, 𝑘79 = 5, C2: 𝑘78 = 1, 𝑘79 = 10 and C4: 𝑘78 = 10, 𝑘79 = 1. 

The damage maps in Figure 6.14 show the transgranular crack propagation in H-

C(T) samples, where the crack (indicated in red) passes through the multiple long 

grains (indicated in the grey scheme). Instead, when the columnar grains are distributed 

parallel to the initial crack (V-C(T) samples) or with 45 degrees of inclination (45-C(T) 

samples), the crack propagation is intergranular. Moreover, if the crack tip of the pre-

crack is located inside the grain, the crack will move towards the closest GB and follow 

the path in-between two long grains. For the model with grains located perpendicular 

to the pre-crack (Figure 6.14a), the crack selects the path with the thinnest grains having 
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the higher number of weak GB on its way. Furthermore, as the crack repeatedly passes 

through multiple grains in the H-C(T) sample, this brings some resistance to the crack 

path, and the crack propagates longer (Figure 6.16). In the areas when the crack tip is 

passing through the grain, the FCGR of the sample H-C(T)-a is close to the reference 

material [18], indicated by the black line (Figure 6.16). The V-C(T) and 45-C(T) 

samples (Figure 6.16, C1) showed very close results of crack growth rates with the 

decreased scatter data.  

Additionally, the FCGR are evaluated for the models with the grain coefficient 

𝑘12 = 1, 𝑘13 = 10 (Figure 6.16, C2), where the crack propagation path is similar to 

the model with 𝑘12 = 1, 𝑘13 = 5 (C1), but the crack is propagating faster. The 

columnar grain model is simulated for the structures with strong grain boundaries, 

meaning 𝑘12 = 10, 𝑘13 = 1 (Figure 6.16, C4), where the grain direction does not have 

a big effect on the crack behaviour with the transgranular propagation for all models, 

shown in Figure 6.15, and the obtained crack growth rate curves almost coincide 

(Figure 6.16, C4).  

6.4.4 Discussion 

Modelling the grain structure by means of PD and evaluating the FCG behaviour 

and the FCGR in the C(T) Ti6Al4V samples show the anisotropy in the FCG properties. 

The columnar grains in Section 6.4.3 are a good representation of the WAAM samples, 

where elongated 𝛽 grains are growing parallel to the additively manufactured layer 

build direction [120, 153]. The representation of the columnar grains in the H-C(T) 

sample, which are perpendicular to the crack propagation path (Figure 6.14) showing 

the crack pathing repeatedly through the grains on its way and indicating that more 

resistance is occurring on the crack path (Figure 6.16, C1). On the other hand, the V-

C(T) samples show the weaker response of the sample to the fatigue loading with the 

fast-propagating crack along the columnar grains due to the fact that the pre-crack is 

parallel to the columnar grains. The same pattern of crack propagation in the different 

cuts of C(T) samples is noticed in the WAAM Ti6Al4V tests [16] where the H-C(T) 

sample has higher FCG resistance compared to V-C(T) sample due to the elongated 𝛽 

grains. On the other hand, since high pressure rolling of each additively manufactured 
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layer can be applied to reduce the grain size and as a result, to reduce the anisotropy in 

the material [120], the microstructure will no longer be columnar and 𝛽 grains size is 

reduced to the one shown in Figure 6.10, where the C(T) sample with the higher number 

of grains is indicating the rolled structure under higher rolling load. Due to the rolling 

procedures of WAAM, the effect of changed microstructure is noticed during FCG tests 

[245], where rolled samples show the FCGR close to the wrought Ti6Al4V and reduced 

scatter of FCGR properties in both H-C(T) and V-C(T) samples. Due to this, the PD 

grain model from Figure 6.10 is the closest representation of the rolled WAAM 

samples, with the corresponding FCGR in Figure 6.11 due to different sizes of the 

grains.  

In addition, the samples produced by SLM without any heat treatment [19] show 

contrary results compared to WAAM samples. The crack propagates faster in H-C(T) 

samples, even if the structure has elongated 𝛽 grains parallel to the layer build direction. 

The cause for such an outcome in FCGR could be the existence of very high RS in the 

direction of crack propagation in H-C(T) sample. The applied heat-treatments show not 

only coarsening of the microstructure but also a huge reduction in RS, which results in 

very close FCGR for both layer orientations. The coarsening of microstructure shown 

in Figure 6.10d and numerical simulations of the fatigue propagation indicate that the 

coarser grain in a sample is more resistant to FCG. In this respect, the FCGR are closer 

to the wrought Ti6Al4V with the fatigue properties close to the isotropic sample Figure 

6.11d. 

6.5 Influence of pores on FCG 

Another important effect to consider on FCGR is the existence of the pores in 

additively manufactured Ti6Al4V samples. Firstly, the porosities are initiated in the 

PD fatigue model, and the effect on the FCG behaviour is analysed. Secondly, the PD 

fatigue analysis is performed for C(T) specimen, which includes columnar grains and 

different levels of porosities. The porosities are initiates in the C(T)-sample, shown in 

Figure 6.5, with material properties and PD parameters described in Section 6.3. C(T) 
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sample is under the load ratio of 𝑅 = 0.1 with the cyclic load extreams of 𝐹&-./ =

7𝑘𝑁	and 𝐹&-0! = 0.7𝑘𝑁, applied to the sample by Eq.(6.1). 

6.5.1 Modelling of pores in PD FCR model 

Three major factors affect the fatigue life of the structure: microstructure, pores 

and RS. In Section 6.4, it is numerically showcased the effect of the material 

microstructure on the fatigue crack propagation, and the developed model of the 

columnar grains had a different fatigue performance with respect to the grain 

orientation. In this section, the interest is on the influence of the pores on the crack 

propagation behaviour.  

The study in Chapter 5 was performed on the effect of the pores on the fatigue crack 

nucleation in additively manufactured Ti6Al4V. The proposed numerical model for 

pores implementation in the PD fatigue nucleation showed good predictability of 

fatigue life of dog-bone samples under HCF. Moreover, the model provided an 

estimation of critical pore sizes and their locations. In this respect, a similar PD fatigue 

model is applied to the FCG problem in the C(T) sample. The proposed model for pores 

initiation in the numerical model adopts Murakami’s formulation [147], where the 

relation between the SIF and the porosity size is analysed with the porosity coefficient 

enforcement in the cumulative damage rule of fatigue PD model, shown in Figure 5.14. 

Following that the Paris law can be expressed in terms of the cyclic bond strain 𝜀, 

because 𝜀 is proportional to the SIF, a PD porosity model is implemented for both  

 of fatigue crack nucleation and propagation stages, where the porosity coefficient 

added in Eq. (6.4) as: 

⎩
⎪
⎨

⎪
⎧𝑑𝜆(𝑁)

𝑑𝑁
= −𝑘𝐴%(𝜀𝜒)-( = −𝑘𝐴% ¦𝜀

Δ𝐾+
Δ𝐾89,+

§
-(

, for	Phase	I

𝑑𝜆(𝑁)
𝑑𝑁

= −𝑘𝐴$(𝜀𝜒)-) = −𝑘𝐴$ ¦𝜀
Δ𝐾+
Δ𝐾89,+

§
-)

, for	Phase	II
 (6.6) 

where parameter 𝑘 is the strength coefficient introduced in Eq. (6.5) for GB and GI 

presentation. The enforced parameter 𝜒 represents the pores with different diameters 
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of 𝑑+ in the relation between the SIF range Δ𝐾+ and the SIF range limit Δ𝐾89,+ for 

specified pores, as discussed in Chapter 5, Section 5.6.4, is 

increasing with the bigger pore diameter [23].  

The analysis is performed for four different porosity levels of 𝑃 = 0.01, 0.04,

0.08	and	0.2%. The indicated porosities are selected due to the sample observations in 

the published works [11, 125, 130]. The reference model is the C(T) sample from 

Section 6.3 with the porosity of 𝑃 = 0.  

To initiate the porosity in the PD model, Gamma distribution with the shape 

parameter of 𝑟 = 10 is selected, as shown in Figure 6.17. The assignment of the pores 

within the sample and the proposed method to reach the porosity levels is described in 

Section 5.6.4. Figure 6.17 shows an example of the plate with the porosity level of 𝑃 =

0.01%, the total number of 𝑁+!"! = 2324 pores are randomly allocated in the sample 

with the maximum pore diameter of 𝑑+ = 220𝜇𝑚. The first row of Figure 6.17 

showing the Gamma distributions for each of the assigned porosities with the indication 

of the total number of the pores 𝑁+!"! within a sample. The second row shows the 

random porosity distributions corresponding to each of the porosity levels, where the 

samples with the 𝑃 > 0.01% has more dense porosity distributions with the total 

number of pores of 𝑁+!"! > 4300. Note that the size of pores in Figure 6.17 are scaled 

only for visualisation purposes. Multiple crack interaction between neighbouring pores 

is taken into account, where the amplifying effect is considered and discussed in 

Chapter 4, meaning that the interaction between the pores 𝑖 and 𝑗 is effecting the 

remaining life of the bond as: 

Å

𝑑𝜆0(𝑁)
𝑑𝑁 = −𝑘𝐴%�𝜀0𝜒0𝜒@�

-( , for	Phase	I

𝑑𝜆0(𝑁)
𝑑𝑁 = −𝑘𝐴$�𝜀0𝜒0𝜒@�

-) , for	Phase	II
 (6.7) 
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Figure 6.17 Gamma distribution of the pores with porosities of 𝑃 = 0.01, 0.04,
0.08	and	0.2%,	and its corresponding distributions in C(T) sample. 

 
Figure 6.18 Crack propagation plots and pore distributions in front of propagating crack in 
C(T) sample with different porosity levels. 

6.5.2 Results and discussion 

The fatigue simulations are performed under the cyclic load of Δ𝐹 = 	3.15	𝑘𝑁 

with the load ratio of 𝑅 = 0.1, and the material properties are same as stated in Section 

6.3 by omitting the influence of material microstructure (𝑘12 = 1, 𝑘13 = 1). In all of 

the simulated cases, crack is following the path with a higher density of pores and 

deflecting towards the pores with a bigger diameter, as shown in Figure 6.18. Only for 

the sample with the lowest porosity of 𝑃 = 0.01% the crack growth is straight with the 

small deflection at the end of its path. The small effect on crack propagation is noticed 

due to the small porosities and low densities of the pores in front of the crack tip. The 

second row in Figure 6.18 shows the pores that the crack is propagating through, where 

only 20 pores with the mean pore diameter of 𝑑+-D.! = 77𝜇𝑚 are noticed in the sample 
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with 𝑃 = 0.01%. On the other hand, the samples with the porosities of 𝑃 = 0.04,

0.08	and	0.2%	have higher clusters of the pores on the crack path with the number of 

pores of 26, 35 and 37, and mean pore diameter of 𝑑+-D.! = 86, 121	and	168	𝜇𝑚, 

respectively. The samples with the higher porosity levels are weakening the sample’s 

integrity and have a higher effect not only on the crack growth behaviour but also on 

the crack growth rates. The 𝑑𝑎/𝑑𝑁 − Δ𝐾 curves in Figure 6.19 for C(T) sample with 

different porosity levels show the reduction of the fatigue strength due to the dense 

presence of the pores. Only the areas with pores of 𝑑+ < 50𝜇𝑚 or where the distance 

between the pores is more then 0.3 × 10EO	𝑚, the FCGR are very close to the wrought 

Ti6Al4V (Figure 6.19, calibrated PD model with 𝑃 = 0) and the effect of the pores on 

the FCGR is minimal, as shown in Figure 6.19 for 𝑃 = 0.01%. 

 
Figure 6.19 Crack growth curves comparison for C(T) samples with different porosity. 
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6.6 Effect of microstructure and pores on FCG  

From the presented numerical study in Section 6.5.2, the effect of the porosities on 

the FCGR is clear with the low impact of the pores on crack growth behaviour only in 

the samples with low porosity densities and small sizes of pores. This could be the 

reason why the test studies [19] showed a minor impact of the pores of the diameter of 

𝑑+ ≤ 50𝜇𝑚 on FCGR. Moreover, the study [14] of EBM Ti6Al4V alloy samples 

showed non-uniform defect distributions in the additively manufactured part with 

different fatigue performances of the H-C(T) and V-C(T) samples. It was indicated that 

the core part of the built was mostly defect-free, and the highest concentration of the 

pores were closer to the edges of the built [14]. Therefore, it was concluded that the 

porosities did not have a significant contribution to FCG properties. Instead, the review 

in [128] had the contrary outcome with a definitive effect of the pores on the fatigue 

performance where it is stated that fatigue crack behaviour is dependent not only on 

microstructure but also on process-induced defects, with the effect on the FCGR. With 

this respect, it is important to analyse the fatigue response of the C(T) specimen by 

considering the microstructure and process-induced defects, like pores.  

 

Figure 6.20 Crack propagation plots and pore distributions in front of propagating crack in H-
C(T) samples with different porosity levels of P. 
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Figure 6.21 Crack propagation plots and pore distributions in front of propagating crack in V-
C(T) samples with different porosity levels of P. 

The PD fatigue model includes the two types of C(T) samples, shown in Figure 

6.20 and Figure 6.21 with the granularity of C1 (𝑘12 = 1, 𝑘13 = 5), described more in 

details in Section 6.4, and three levels of porosity 𝑃 = 0.01, 0.04	and	0.08%. As 

shown, in Figure 6.20 and Figure 6.21, the H-C(T) samples has the long grains 

allocated perpendicular to the pre-notch; on the other hand, sample V-C(T) has the 

grain distribution parallel to the pre-notch. The long grains are presented in a grey 

pattern. The performed PD simulations for all porosity levels have shown transgranular 

crack propagation for H-C(T) and intergranular crack propagation for V-C(T) samples. 

In all the cases for H-C(T) samples, crack deflects toward the weakest areas with the 

higher densities of the pores but still propagates through the grains (in Figure 6.20). 

Evaluating the FCGR, the porosities have a clear effect on the fatigue performance, 

where in both types of samples, H-C(T) and V-C(T), the higher levels of porosities 

initiate the faster crack propagation resulting in the worth FCGR, shown in Figure 6.22. 

Moreover, comparing the fatigue performance of H-C(T) and V-C(T) samples in Figure 

6.23 shown that H-C(T) samples are still more resistant to the FCG. 
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Figure 6.22 Crack growth curves comparison between samples with different porosity levels 
of P and granularity of H-C(T) and V-C(T) samples.  

 

Figure 6.23 Crack growth curves comparison between H-C(T) and V-C(T) samples with 
porosity of 𝑃 = 0.01, 0.04	and	0.08%. 

The PD study showed good assessment and indication of the porosity effects on 

the FCG even if the model is treated as elastic and the plastic deformations are 

neglected. All the pores are treated as spherical, and the cavities in the samples are 

evaluated, taking the pore diameter into account. The following assumption is made 

based on the test observations [7, 126], where the most common process-induced 

defects are spherical pores. Thus, the PD fatigue model accurately captures the small 

changes in the material structure and the effect of the small defects on the FCGR and 

crack propagation behaviour due to the pore existence. The initiation of granularity and 

porosity in the numerical model indicated the influence of both factors on fatigue 
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performance. Firstly, it is showcased by means of numerical modelling the importance 

of porosity reduction in the samples, as even the small porosity levels of 𝑃 = 0.01% 

with the distribution all over the sample have a noticeable impact on FCGR. Secondly, 

the numerical investigation on the columnar grains in the structure showed the 

anisotropy in the fatigue properties due to the development of a long-grained structure 

during the AM process.  

6.7 Effect of residual stresses on FCG 

The last major factor in evaluating is the effect of the RS on the FCG. In general, 

the AM process results in very high RS due to repeated heating and layered cooling 

process. The stresses depend on the temperature distributions, especially when the 

produced deposit cools down. The RS tend to change from compressive to tensile in 

the middle of the samples and from tensile to compressive between the layers, with a 

non-uniform distribution of RS within the sample [165].  

The PD fatigue model consists of multiple static tension-compression cycles. Due 

to this, the implementation of the RS was simplified and a pre-tension or pre-

compression model due to thermal deformation is introduced. Moreover, the applied 

temperature distributions are the same in each cycle and the RS will be readjusted due 

to the crack propagation only. In this section, the model is treated as elastic and the RS 

are compressive in both x and y directions or tensile in both directions.  

Firstly, the FEA of the thermally deformed structure is performed using the 

commercial software ANSYS to identify the residual thermal stresses due to the heat 

source. Secondly, FEA is used to evaluate the maximum RS in the C(T) sample under 

different temperature distributions, and PD numerical model is verified with FEA. 

Lastly, the fatigue crack propagation analysis by means of PD is performed on a 

titanium alloy C(T) sample with initial stresses due to the applied temperature profile. 
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6.7.1 FEA of residual stresses in C(T)-sample 

FEA is conducted to evaluate the RS in the C(T) specimen. In order to introduce 

the RS in titanium alloy C(T) specimen, the temperature BC should be specified. Figure 

6.24 shows the configured temperature distribution. Note that the selected paraboloid 

temperature distribution does not represent the real temperatures in the additively 

manufactured C(T) samples but are selected by the iterative procedure to reach the 

specific levels of RS in the numerical sample. Four types of parabolic temperature 

distributions are selected with 𝑇\]^ equal to −250, 250, 500, and	1000	𝐾 with the 

resulting RS shown in Figure 6.25.  

 
Figure 6.24 Parabolic temperature distributions in C(T) sample with 𝑎 = 0 under 𝑇:;< =
1000	𝐾. 

The calculated RS by means of FEA at the centre line of the sample in Figure 6.25 

indicating the high tensile stress concentrations near the crack tip with higher 

longitudinal RS 𝜎/BC for the higher 𝑇\]^ > 0. The sample without the crack with 𝑎 = 0 

is in a compression state, but as the crack is initiated in the sample, high tension stress 

area develops at the crack tip. Similar changes from compressive to tensile RS were 

noticed during the pre-notch machining process of the C(T) sample preparation, as 

discussed by Syed et al. [163]. Moreover, the distribution of the transverse RS 𝜎&BC in 

Figure 6.25 is very close to the residual stress distributions in [163, 166], where the 

sample without pre-notch is under tensile RS at the areas close to the edges. On the 
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other hand, with the initiation of the notch, the maximum tensile stresses for 𝑇\]^ > 0 

are in front of the notch tip, followed by compressive stresses. 

 
Figure 6.25 Residual stress distribution in the C(T) sample along the centre line 𝑦 = 0 for a 
crack length of 𝑎 = 0 and 𝑎 = 12.4	𝑚𝑚 due to the different temperature profiles. 

 
Figure 6.26 Displacements in (a) x-direction 𝑢	[𝑚] and (b) y-direction 𝑣	[𝑚]. RS (c) 𝜎#=3	[𝑃𝑎] 
and (d) 𝜎>=3	[𝑃𝑎]of the plate with a crack length of 𝑎 = 0 under temperature distribution of 
𝑇:;< = 1000	𝐾. 
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Figure 6.27 Displacements in (a) x-direction 𝑢	[𝑚] and (b) y-direction 𝑣	[𝑚]. RS (c) 𝜎#=3	[𝑃𝑎] 
and (d) 𝜎>=3	[𝑃𝑎]	of the plate with a crack length of 𝑎 = 12.4	𝑚𝑚 under temperature 
distribution of 𝑇:;< = 1000	𝐾. 

In Figure 6.26c,d, the compressive RS in the plate without a crack are due to the 

applied parabolic temperature profile where the peak temperatures are in the middle of 

the plate and the gradual decrease of the temperatures are closer to the plate edges. 

Compressive stresses happen due to the non-uniform heating and cooling of the plate, 

where the plate tends to expand due to the heat at the centre, as shown in Figure 6.26a,b, 

but cooling constraining boundaries at the edges are restraining the expansion. On the 

other hand, when the crack is initiated in the plate, peak RS in Figure 6.25 are noticed 

at the crack tip due to the thermal expansion of the plate when 𝑇\]^ > 0 as shown in 

Figure 6.27, followed by the compressive stresses closer to the plate edge with the 

cooling temperatures. Instead, when 𝑇\]^ < 0 the crack closure takes place (Figure 

6.28a,b) with high compressive stresses at the crack tip (Figure 6.28c,d). The increased 

difference between the heating and the cooling temperatures (parabolic profile) in the 

plate results in the higher stresses in front of the crack tip, as shown in Figure 6.25. The 

non-uniform temperature distribution in the plate resulting in a subsequent expansion 
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and contraction is the cause of the non-uniform stresses with the peak stress 

concentrations at the crack tip. 

 
Figure 6.28 Displacements in (a) x-direction 𝑢	[𝑚] and (b) y-direction 𝑣	[𝑚]. RS (c) 𝜎#=3	[𝑃𝑎] 
and (d) 𝜎>=3	[𝑃𝑎]	of the plate with a crack length of 𝑎 = 12.4	𝑚𝑚 under temperature 
distribution of 𝑇:;< = −250	𝐾. 

 

Figure 6.29 RS at the crack tip in the C(T) sample along the centre line 𝑦 = 0 for an increasing 
crack length of 𝑎. 
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The thermally deformed pre-cracked structure in Figure 6.25 will be used for 

fatigue crack propagation analysis and the stresses at the crack tip will be referred to as 

maximum RS in the sample. With this respect, four models are identified with an initial 

maximum RS of 𝜎/BC = −203.3, 203.3, 406.6	and	813.2	𝑀𝑃𝑎, under temperature 

distributions of 𝑇\]^ = −250, 250, 500	and	1000	𝐾, respectively.  

Figure 6.29 presents calculated RS by means of FEA versus the crack length along 

the crack propagation line in the plate under temperature distribution of 𝑇\]^ =

1000	𝐾. The tensile stress area can be noticed near the crack tip for both longitudinal 

and transverse directions, at the crack length of 𝑎 = 12.4, 16.4	and	21.4	𝑚𝑚, with the 

release of RS as the crack propagates.  

It can be noted in Figure 6.29 that the RS are decreasing with the increased crack 

length in a plate under the applied parabolic temperature distribution shown in Figure 

6.24. The following outcome is contrary to the increasing stresses in the plate as the 

crack propagates due to the tension loading conditions. The decrease in the RS occurs 

due to the applied temperature profile, as shown in Figure 6.30. The cooling 

temperatures at the edges of the plate result in high RS at the crack tip and compressive 

RS ahead of the crack. As crack length is increasing, the applied temperatures ahead of 

the crack tip are lower, compared to the initial crack length of 𝑎 = 12.4	𝑚𝑚 and the 

RS are decreasing. The application of different temperature profiles results in a 

different outcome of RS. For example, the temperature profile in Figure 6.31a results 

in lower RS in Figure 6.31b,c than applied parabolic distribution in Figure 6.29. The 

temperature distribution in Figure 6.24 with the resulting RS in Figure 6.29 is the first 

iteration of the simplified implementation of initial RS in the additively manufactured 

structure, where the stresses within the sample are not constant and decrease as the 

crack propagates. Multiple variations of the temperature distributions, which could 

represent the initial RS in the additively manufactured samples due to the layer-by-

layer process, are in the interest of further studies.  
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Figure 6.30 Temperature distribution, displacements in x-direction (𝑢) and y-direction (𝑣), RS 
𝜎#=3 and 𝜎>=3of the plate with a crack length of 𝑎 = 12.4, 16.4	and	21.4	𝑚𝑚. 
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Figure 6.31 (a) Temperature distribution, RS (b) 𝜎#=3 and (c) 𝜎>=3of the plate with a crack length 
of 𝑎 = 6.4, 12.4	and	16.4	𝑚𝑚. 

6.7.2 PD model verification with FEA 

The FCG analysis is performed by means of PD and the model is verified with FEA 

so that the implemented temperature profiles described in Section 6.7.1 will result in 

the same maximum RS distributions. The PD fatigue model is described in Section 5.3 

and the flowchart of the tension-tension loads and temperature distribution 

implementation in the PD FCG model is shown in Figure 6.32. The parameters and 

material properties of the titanium alloy Ti6Al4V C(T) sample are specified in Section 

6.3. The thermal expansion coefficient is 𝛼 = 8.78 × 10ER	1/𝐾. 

Both FEA and PD models are simulated under the parabolic temperature 

distribution with 𝑇\]^ = 1000	𝐾 (Figure 6.24) as shown in Figure 6.33 the PD results 

are in good agreement with FEA results for the displacements along the centre lines of 

the plate.  

Utilising PD for the fatigue simulations, the temperature distribution with 𝑇\]^ is 

initiated at each cycle to represent RS in the sample, as shown in Figure 6.32. This 

means that at each cycle of tension-tension with the load ratio of 𝑅 = 0.1 and with the 

load amplitude of Δ𝐹, the parabolic temperature is introduced. Figure 6.34 shows PD 

models, where only the maximum tension load of 𝐹-./ = 7	𝑘𝑁 is applied at the cut 

outs (Figure 6.5), only temperature distribution with 𝑇\]^ is introduced and the 

combined model with both 𝐹-./ + 𝑇\]^. When the tension load of 𝐹-./ occurs 

together with 𝑇\]^, the displacements are superimposed. In this respect, in Figure 6.34, 

the application of the tension load together with the temperature of 𝑇\]^ = 1000	𝐾, 

higher displacements are noticeable in the thermally deformed structure under tension 
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loading. The application of temperatures of 𝑇\]^ > 0	leads to the sample expansion, 

shown in Figure 6.34, and crack opening. Instead, when the temperatures are 𝑇\]^ <

0, the crack closure occurs and under the combined loads of 𝐹-./ + (𝑇\]^ = −250	𝐾), 

the sum of the displacements is lower compared to the condition with 𝐹-./ only.  

It should be noted that PD FCG simulations for the samples without initial RS 

(wrought Ti6Al4V in Section 6.3) is solved by PD equations of motion and the crack 

propagation is controlled by fatigue damage model described in Section 5.3. In this 

way, the stresses in the plate are occurring due to the externally applied loading, which 

affects crack tip stress fields. Instead, the experimental checks of additively 

manufactured samples [14, 15, 19] showed the RS in the material before the crack 

initiation and propagation processes. With this respect, to initiate the initial RS in the 

plate due to AM process, it is proposed to apply parabolic temperature distribution, 

which results in tensile or compressive stresses in front of the crack tip before the 

tensile load is applied. It is a simplified method of initiation of pre-tension or pre-

compression of the model with the representation of RS. As shown in Figure 6.34, the 

applied loading occurred together with RS (due to the applied temperature distribution), 

which favours crack opening and promotes the crack propagation, discussed in the next 

Section 6.7.3. The current numerical model assumes that the material is linearly elastic, 

and the effects of the RS due to the temperature distribution and the applied stresses 

due to the tension loading are superimposed. The following assumption is not an 

absolutely accurate criterion as the existence of the RS effects on the crack tip stress 

field and when the sample is loaded, the distribution of plastic strain in the crack tip 

field occurs [246]. The non-uniform distribution of the RS in the additively 

manufactured structures [14, 15, 19] and the internally self-equilibrating stresses due 

to the crack initiation complicates the prediction of FCGR. It is beneficial for future 

works to check other temperature profiles for the implementation of initial stresses in 

the samples due to AM. Still, additional tests and data should be available on initial 

RS, redistribution of RS due to crack propagation and the effect of the RS on FCGR. 

Nevertheless, the proposed PD combining RS and applied loading shows promising 

results in Section 6.7.3. 
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Figure 6.32 Flowchart of PD fatigue model with initiated tension-tension loads of 𝐹?5# and 
𝐹?@. and temperature distribution with 𝑇:;<. 
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Figure 6.33 Displacement variations along the centre lines in a plate with a crack length of 𝑎 =
0. 

 
Figure 6.34 Comparison between PD predictions of the displacement variations along the 
centre line 𝑦 = 1.5 × 10,A at: tension load 𝐹?5# = 7	𝑘𝑁 only, temperature distribution with 
𝑇:;< = 1000	𝐾 only, and combined 𝐹?5# + 𝑇:;<. 

6.7.3 PD FCG model results and discussions 

The PD fatigue model from Section 6.3 is selected for the study of the FCG in the 

C(T) sample. The geometry, material properties of the C(T) sample and PD parameters 

are kept the same. The cyclic load of Δ𝐹 = 	3.15	𝑘𝑁 with the load ratio of 𝑅 = 0.1 is 

selected.  

The simplified model of RS implementation includes the temperature distribution 

profile from Figure 6.24 for each cycle load of Δ𝐹. The following approach of 

modelling initiates high tensile RS near the crack tip in the plate as described in Section 
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6.7.1. The sample is analysed under three tensile and one compressive RS. The load 

cases and the resulting stresses in front of the crack tip are summarised in Table 6.1.  

The PD FCG model uses the Paris’ law described in Section 5.3, where cyclic bond 

strain	𝜀 is proportional to the cyclic SIF and the life of the bonds evolves according to 

Eq.(5.7). The applied Paris–Erdogan equation does not explicitly include the crack 

closure phenomena as it is done by Elber [80, 247], which defines an effective stress 

intensity range when partial crack closure occurs after unloading the sample. In the 

current study, the tension-tension loads are applied with the load ratio of 𝑅 = 0.1 and 

the model is treated as elastic where the phenomena of plasticity-induced crack closure 

is neglected. 

Table 6.1 Load cases and RS at a crack length of 𝑎 = 12.4 × 10EO	𝑚 
Type Parabolic temperature 

distribution with 𝑇:;<, 𝐾 

RS due to temperature 𝑇:;<, Cyclic	load,	

	𝛥𝐹, 𝑘𝑁	𝜎#=3, 𝑀𝑃𝑎 𝜎>=3, 𝑀𝑃𝑎 

1 1000 813.2 1173 

3.15	
2 500 406.6 586.3 

3 250 203.3 293.1 

4 -250 -203.3 -293.1 

 
Figure 6.35 Crack growth curves comparison for C(T) samples under different temperature 
distributions. 
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The PD numerical results in Figure 6.35 show a great impact of RS on FCGR. The 

models with high tensile RS cause higher stress concentrations near the crack tip, 

resulting in a greater FCGR compared to the wrought Ti6Al4V. This means that the 

tensile RS in front of the propagating crack add to the tensile loading resulting in faster 

fracture. Moreover, the existence of the compressive stresses in 𝑥 and 𝑦 directions are 

enhancing the fracture resistance. The compressive stresses are acting to close the crack 

and reduce the tensile load so that the FCGR is the lowest. The studies of the additively 

manufactured Ti6Al4V C(T) samples show that the crack growth is faster in the 

presence of high RS.  

Figure 6.36 shows the data obtained from the crack growth rate curves at SIF range 

of Δ𝐾 = 16	𝑀𝑃𝑎√𝑚, reported in the literature [19], where the tests are performed at a 

load ratio of 𝑅 = 0.1, and the maximum tensile residual stress values are estimated 

from the reported stress distributions. The PD results in Figure 6.36 are presented when 

the SIF range is Δ𝐾 = 16	𝑀𝑃𝑎√𝑚 and the longitudinal 𝜎/BC, 𝑀𝑃𝑎 and the transverse 

𝜎&BC, 𝑀𝑃𝑎 RS are evaluated by performing the FEA described in Section 6.7.1. The SIF 

of Δ𝐾 = 16	𝑀𝑃𝑎√𝑚 has occurred when the crack propagated and the length of the 

crack is 𝑎 = 14	𝑚𝑚. The combined results of PD fatigue model and residual stress 

evaluations from FEA are presented in Figure 6.36. The PD numerical results predicted 

the FCGR close to the experimental data [19, 163, 248]. The PD FCRG in the samples 

with lower RS shows slower crack propagation compared to the tests data. One of the 

reasons could be microstructure and the process-induced porosities of the samples [19], 

which are not included in the current study, as well as the simplifications applied in the 

PD numerical model. On the other hand, the simplified numerical PD model of 

initiating the RS in the C(T) samples by introducing the temperature profiles in each of 

the fatigue cycles is capable of predicting the FCGR behaviour and the influence of 

stresses on the fatigue performance. For example, the study by Leuders et al. [19] 

reported very high tensile internal stresses of 775	𝑀𝑃𝑎 in the built direction and 

265	𝑀𝑃𝑎 in the scanning direction. The PD results with the stresses in the C(T) sample 

are close to the experimental studies, and FCGR show quite close results to the test 

data in Figure 6.36. 
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Figure 6.36 FCGR as a function of maximum RS. PD results vs test data [19, 163, 248]. 

Both of the tests [19, 163, 248] and the PD simulations show the dependency of 

the fatigue performance on the RS with faster crack propagation in the presence of the 

higher RS. The existence of the RS and different levels of RS developed in the AM 

SLM process are major factors in the anisotropic fatigue behaviour of the samples.  

6.8 Summary 

This chapter presents the numerical studies on the effects of material 

microstructure, the existence of the pores and RS on the FCGR. The main focus is on 

the additively manufactured Ti6Al4V alloy where, firstly, the effects on FCGR are 

evaluated based on the types of microstructure due to the layer-by-layer manufacturing 

developed in the material. Secondly, the porosity levels in additively manufactured 

structures are analysed, and fatigue performance is numerically predicted. Lastly, the 

numerical approach of modelling the RS in the C(T) samples by means of PD to predict 

the fatigue response of the additively manufactured Ti6Al4V samples is presented. 

The employment of PD theory in fatigue problems showed the PD fatigue model's 

capability to capture the FCG behaviour, and the results of the validated model are in 

line with test data. The following conclusions can be derived from the conducted 

studies: 
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• The crack propagation behaviour is directly dependent on the material 

microstructure, and coarse-grained microstructure has higher FCG resistance. 

Moreover, the columnar type of microstructure developed during AM brings the 

anisotropy into fatigue properties. The samples with the elongated 𝛽 grains located 

parallel to the crack propagation path have a weaker response with the fast-propagating 

crack along the columnar grains.  

• The pores in the presented samples impact the crack propagation behaviour, 

where the crack moves through the areas with a higher density of the pores with bigger 

diameters. The porosities weaken structural integrity with faster FCGR for the samples 

with higher levels of porosities. 

• The model with implemented porosities and columnar microstructure showed 

the effect of both factors on the FCGR. The cut of the samples with different columnar 

grains orientation contributes to the anisotropy of FCG performance. Even small levels 

of porosities (P = 0.01%) are increasing the FCGR. 

• The implementation of the parabolic temperature profile resulted in high RS in 

front of the crack tip leading to the pre-tension or pre-compression of the sample. The 

thermal deformations of the plate in the PD model are verified with FEA. A good 

agreement is found between the PD and FEA simulations, and the model is used for 

further fatigue analysis. The PD fatigue model with the initial RS shows good 

predictability of the FCGR, which is consistent with the experimental data available in 

the literature. The C(T) samples with the high tensile RS have very high-stress 

concentrations in front of the crack tip, leading to fast crack propagation. On the other 

hand, compressive RS have a contrary effect on FCGR with lower fracture levels 

because of the pre-compression of the sample, which is acting to close the crack. The 

proposed numerical approach of RS implementation in the PD FCG model showed its 

capability to capture fatigue damage evolution and applicability on predictions of 

FCGR of additively manufactured Ti6Al4V samples.  

The results of these studies have been published in [24] and [25]. 

  



CORROSION FATIGUE CRACK GROWTH 
 

158 
 
 

7 CORROSION FATIGUE CRACK GROWTH  

7.1 Introduction  

In this chapter, the PD framework for modelling the CFCG is presented. The 

proposed numerical model combines the PD FCG model and PD diffusion model in 

order to couple the mechanical and diffusion fields existing in the material due to the 

impact of environmental fatigue. The mechanical field is responsible for the 

characterisation of the changes to the structure due to the fatigue loading conditions. 

The diffusion field is based on the modelling of the adsorbed-hydrogen SCC, in 

particular, the HE model is considered. The novelty of the presented study in the 

coupling of mechanical and diffusion fields by means of PD, and identifying the effect 

of hydrogen on material strength and susceptibility of Ti6Al4V to hydrogen-induced 

cracking.  

In this chapter, Section 7.2 provides the background and motivation of this study. 

Section 7.3 provides an overview of hydrogen diffusion adapted from [249] and the 

coupling of mechanical and diffusion fields in the PD numerical model for CFCG 

predictions, as explained in Section 7.4. Section 7.5 describes the PD CFCG model 

procedure, followed by Section 7.6, where the model set-up is introduced. Numerical 

results of the CFCG rates for the cast Ti6Al4V alloy are presented in Section 7.7 and 

for the additively manufactured Ti6Al4V alloy in Section 7.8. The results of the PD 

FCGR in the Ti6Al4V subjected to the corrosive environment are validated against the 

experimental data available in the literature. The gaps, future work, and the summary 

of the chapter are provided in Section 7.9 and Section 7.10, respectively. 

7.2 Background and motivation 

The CFCG rate is of great interest for life prediction and the safety assessment of 

engineering structures. It is a complex combination of the interaction mechanisms of 

the metallurgical factors, cycling loading and the corrosive environment [173, 250]. 

The researchers working on the FCG of Ti6Al4V in the corrosive environment 

showcased the decrease of the fatigue strength and faster FCGR compared to the inert 
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environment [251–254]. Due to the wide applicability of Ti6Al4V in various industries 

like biomedical, automotive, aerospace, marine and others, it is important to understand 

the effect of the material-environment combination on FCGR.  

For the FCG in the corrosive environment, several mechanisms are likely possible. 

FCG in the air has a characteristic sigmoidal shape of relation between 𝑑𝑎/𝑑𝑁 − Δ𝐾 

and occurs above the threshold SIF range Δ𝐾89 with further linear dependence of 

𝑑𝑎/𝑑𝑁 on Δ𝐾 and final rapid growth when SIF is approaching the critical value. 

Instead, FCG behaviour in a corrosive environment is a more complex process that 

includes three different categories classified by [173]. All three categories of crack 

growth depend on the threshold SIF for SCC and can be defined with respect to Δ𝐾2766 	 

The general block-scheme of CFCG categories, CFCG models and schematics of 

CFCG curves are presented in Figure 2.16, where 𝑎X is the initial crack length and Δ𝜎 

is the load amplitude. The different models for CFCG predictions is discussed in 

Section 2.5. 

The first category is the TCF, with the FCGR increasing due to the corrosive 

environment. The crack propagation is relatively immune to the SCC and occurs below 

the corresponding 𝐾2766  with no influence of stress corrosion mechanism. With the 

applied stress intensity excursion Δ𝐾 = 𝐾-./ − 𝐾-0! the TCF occurs if Δ𝐾-./ <

Δ𝐾2766 .  

The TCF is demonstrated by an increased FCGR and lower Δ𝐾89. Generally, the 

process of TCF happens when fatigue cycles break the passivizing film and activate 

the anodic dissolution of the crack tip. As the cycles continue, the material does not 

have enough time to permanently re-passivise, and crack growth rates in corrosive 

environments are higher than those in inert environments [20]. Other common types 

included in TCF are pitting, intergranular, filiform and exfoliation, dissolution, and 

each of them affect the FCG [174]. 

The second category shown in Figure 2.16 is SCC, in which the system is more 

sensitive to SCC and when the Δ𝐾2766  for SCC is much lower than the critical SIF, 𝐾6 . 

Generally, the SCC is the result of a combination of 3 factors: exposure to a corrosive 

environment, susceptible material and tensile stresses above a threshold value [20]. 

Additionally, the reduction of frequency of the cycles or the increase of the load ratio 
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triggers the SCC mechanism [174, 255]. There is no unified mechanism for SCC in the 

literature. Various models have been proposed, which are based on damage by passive 

film rupture [216, 256], adsorption models [257] when the specific chemicals adsorb 

on the crack surface and lowers the fracture stress, and the HE model [258–261] where 

hydrogen atoms diffuse to the crack tip and embrittle the metal.  

The contribution of each mechanism in TCF and SCC on CFCG depends on the 

metallurgical, environmental variables and loading. The experimental studies [254, 

261, 262] on CFCG in conventional casting Ti6Al4V tested in several environments 

indicated the increase in FCGR in 3.5%wt NaCl solution and distilled water, and the 

frequency-dependent behaviour. A few studies [263, 264] were performed on 

additively manufactured Ti6Al4V alloy, where the corrosion behaviour of SLM and 

WAAM Ti6Al4V subjected to 3.5%wt NaCl solution was investigated. The authors 

concluded the effect of microstructure on corrosion resistance where the order of 

corrosion resistance was identified as SLM<WAAM<rolling<SLM+heat treatment, 

with pitting corrosion as the main failure mechanism. Regarding the understanding of 

the contribution of the corrosion on FCG in additively manufactured Ti6Al4V, a very 

limited number of studies were performed. Jesus et al. [252] performed a study on 

FCGR in Ti6Al4V specimens produced by SLM under a corrosive environment with 

the outcome of faster FCG when the tests are performed in 3.5%wt NaCl. Neikter et al. 

[265] analysed the Ti6Al4V samples produced by EBM, investigated the HE 

phenomena, and concluded the susceptibility of EBM Ti6Al4V alloys to HE with the 

increased FCGR.  

HE is an important mechanism of SCC and in particular for CFCG in steels, 

aluminium, titanium and nickel-based alloys. In this study, Ti6Al4V is considered, and 

hydrogen-based SCC mechanisms, together with the samples' fatigue performance, are 

analysed. The study showcased the applicability of the developed numerical model of 

CFCG predictions on both cast/wrought and additively manufactured Ti6Al6V alloys.  
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7.3 PD hydrogen diffusion model 

Hydrogen enrichment in the Ti6Al4V is leading to HE with the phenomena 

observed in multiple studies. Similar to the approach adopted in [249] on hydrogen 

grain boundary diffusion, in this study, the reduced model [266] of Fisher's mechanism 

[267] of diffusion is used in the following form: 

𝑑𝐶(
𝑑𝑡 = 𝐷(∇$𝐶( (7.1) 

where 𝐷( is hydrogen diffusion coefficient or diffusivity, m$/𝑠 and 𝐶( is the hydrogen 

concentration. Eq (7.1) describes the evolution of 𝐶( in time 𝑡. Ti6Al4V can contain 

mixed phases, which can have different hydrogen diffusivities. Hydrogen diffusion 

coefficient in 𝛼-phase is 𝐷(+ = 1.45 × 10E%R𝑚$/𝑠 and for the 𝛽-phase is 𝐷(, =

5.45 × 10E%$𝑚$/𝑠 at room temperature [268]. According to [259], hydrogen diffusion 

depends on the microstructure of the titanium, where the hydrogen absorption rate is 

higher in the microstructures with continuous 𝛽-phase. Additionally, in 𝛼 + 𝛽	alloys, 

hydrogen prefers to diffuse in 𝛽-phase and with an 𝛼-phase in the structure hydrogen 

diffuses along the 𝛽/𝛼 grain boundaries. For this study, the simulated Ti6Al4V alloys 

are assumed homogenous and 𝐷(, for 𝛽-phase is considered. Please note that  the effect 

of 𝛼-phase is neglected together with the microstructural effect on the hydrogen 

diffusion in this study which may have an effect on the CFCGR. 

PD governing equation for hydrogen diffusion mechanism is based on Fisher’s 

model in Eq. (7.1) and is given in the following form [249]: 

𝐶(̇(𝒙, 𝑡) = Ô𝒇𝑯(𝐶((𝒙P, 𝑡) − 𝐶((𝒙, 𝑡), 𝒙P − 𝒙)𝑑𝑉/-
(.

 (7.2) 

where 𝐶(̇(𝒙, 𝑡) is the time derivative of hydrogen concentration for a material point 𝒙 

and 𝑉 is the incremental volume of material point 𝒙P. Eq. (7.1) in the discretised form 

is: 

�̇�((0) =�𝒇((0)(@)𝑉(@)
G

@M%

 (7.3) 
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where the interaction of material points 𝑖 and 𝑗 are in place within the horizon 𝐻/ with 

a total number 𝑀 of the family members for 𝑖.	𝑓( 	is the hydrogen diffusion response 

function and defined as: 

𝑓( = 𝑑)*
𝐶((𝒙P, 𝑡) − 𝐶((𝒙, 𝑡)

|𝒙P − 𝒙|  (7.4) 

In Eq. (7.4) 𝑑)* is the diffusion bond constant, defined as: 

𝑑)* =
6𝐷(
𝜋ℎ𝛿O (7.5) 

where 𝛿 is the horizon size. 

The hydrogen diffusion model is simulated in the time domain where the backward 

difference method is used to obtain hydrogen concentration for the next time step 𝑛8Q%: 

𝐶((0)
!!Q% = 𝐶((0)

!! + �̇�((0)
!!Q%∆𝑡 (7.6) 

where ∆𝑡 is the time step size which can be expressed in terms of cyclic period 𝑇 =

1/𝑓 (𝑓 is the frequency,	𝐻𝑧) and the total number of time steps 𝑛H within one period: 

∆𝑡 =
𝑇
𝑛H

 (7.7) 

A more detailed explanation of the effect of the time step size and frequency on the 

CFCG is introduced in Section 7.6.3.  

To represent the hydrogen adsorption in the sample, the concept of hydrogen 

coverage 𝜃( is introduced in the PD diffusion model [249]: 

𝜃( =
𝐶(80+
𝐶(C.8

 (7.8) 

where 𝐶(80+ is the surface hydrogen concentration at the crack tip and 𝐶(C.8 is the 

surface hydrogen concentration saturation value. 

7.4 Coupling of mechanical and diffusion field  

The coupling of mechanical and diffusion fields is necessary to identify the effect 

of hydrogen on material strength and susceptibility of Ti6Al4V to hydrogen-induced 

cracking. With this respect, the test data [269] was considered where the decrease of 
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critical SIF was noticed with the increased hydrogen level in the material. The test data 

is adapted and presented in Figure 7.1a indicating the sample embrittlement. For the 

purpose of integrating the phenomena of local embrittlement in the material as 

hydrogen is adsorbed and diffused within the sample, the hydrogen-embrittlement 

model is adopted.  

In the PD model, the influence of hydrogen is accounted by a decrease of a critical 

stretch 𝑠* with increasing hydrogen coverage 𝜃(. To find the coupling between 𝜃( and 

dependent 𝑠*, Langmuir-McLean isotherm [270] is utilised, which relates hydrogen 

coverage to the bulk hydrogen concentration 𝐶( (unit mol H/mol Ti) in the following 

form: 

𝜃( =
𝐶(

𝐶( + exp(−Δ𝐺)4/𝑅𝑇)
 (7.9) 

where Δ𝐺)4 is the Gibbs energy difference between surface and bulk material, and in 

the current model is the trapping energy of hydrogen at a Ti grain boundary,	Δ𝐺)4 =

40𝑘	𝐽/𝑚𝑜𝑙,	𝑅	and	𝑇	are	gas	constant	and	absolute	temperature,	respectively.		

As shown in Figure 7.1b, utilising Eq. (7.9) to convert test data to the relation 

between the 𝜃( and 𝑠*, resulted in the following equation: 

𝐾*(𝜃() = 5.4𝜃(E4.N4` (7.10) 

and 𝑠*(𝜃() is evaluated by [271]: 

𝑠*(𝜃() = À5𝜋𝐺*(𝜃()
12𝐸𝛿  (7.11) 

where 𝐸 is Young’s modulus, 𝐺* can be calculated for a plane strain configuration 

according to the critical SIF: 

𝐺*(𝜃() =
𝐾*(𝜃()$

𝐸/(1 − 𝜐$) 
(7.12) 
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Figure 7.1 a. Effect of Hydrogen content on the critical SIF, adapted from [269], b. Hydrogen 
Coverage, 𝜃$ as a function of Hydrogen Concentration [270] for Δ𝐺/! = 40	𝑘𝐽/𝑚𝑜𝑙, c. SIF 
and Critical stretch as a function of 𝜃$. 

The study [269] indicates the effect of the strain rates on the HE process. It is 

suggested that during slower rates with a longer time, creep deformation occurs. With 

added hydrogen to the samples, the embrittlement occurred at the lower hydrogen 

content, compared to the samples strained at faster rates. This means that slower rates 

of the applied loads resulted in the loss of the overall ductility and increased HE process 

due to hydrogen.  

The important effect of the load frequency is noticed during FCGR tests on 

Ti6Al4V, where low-frequency fatigue is more sensitive to the environment. To 

consider the effect of the load frequency on the HE process, the following relationship 

is introduced in the PD model: 

𝐾*(𝜃() =
𝐾2*(1 − 𝑅)
Δ𝐾C**

𝜃(E4.N4` (7.13) 

where 𝐾2* is the critical SIF, which is selected for Ti6Al4V as 𝐾2* = 105	𝑀𝑃𝑎	√𝑚, 

and Δ𝐾C** is selected from the available test data [272]: Δ𝐾C** = 17.6	𝑀𝑃𝑎	√𝑚	(𝑓 =

1𝐻𝑧), Δ𝐾C** = 13.2	𝑀𝑃𝑎	√𝑚	(𝑓 = 5𝐻𝑧) and Δ𝐾C** = 11.0	𝑀𝑃𝑎	√𝑚	(𝑓 = 10𝐻𝑧). 

Figure 7.2 shows the critical stretch values as a function of 𝜃( for different load 

frequencies. The relation in Eq. (7.13) effects on crack propagation, where at the same 

amount of hydrogen coverage in the metal, the fatigue progression of the crack is faster 

at low-frequencies, as shown in Figure 7.2. With the following assumption, the study 
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in Section 7.7 shows the effect of the frequencies in CFCGR, where after the 𝐾*(𝜃() 

reaches the Δ𝐾2C**, the differences of FCGR for different frequencies are noticeable. If 

the relationship in Eq. (7.13) is not introduced, then the frequency effect is not visible, 

and CFCGR will be the same for all frequencies. 

Moreover, to take into account that the SCC occurs when 𝛥𝐾 > Δ𝐾766  with abrupt 

changes in the behaviour of 𝑙𝑜𝑔 �K.
KL
� − log(Δ𝐾), the 𝐾89-./ value is introduced in the 

model, below which the crack growth is not occurring due to SCC. For the given load 

frequency, the 𝐾89-./ is determined from the test data, where:  

𝐾89-./ =
Δ𝐾C**
(1 − 𝑅) 

(7.14) 

The resulting plots can be seen in Figure 7.2, where the critical stretch decreases 

with the increase hydrogen concentration, evaluated by Eq. (7.13). And when the 

stretch of the bond is 𝑠 < 𝑠89-./ (𝑠89-./ evaluated from 𝐾89-./ by Eq. (7.11)), then there 

is no effect of HE process, and the bonds are breaking only by the decreasing life over 

the fatigue cycles.  

 
Figure 7.2 Variation of critical stretch with hydrogen coverage. 
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Figure 7.3 Block-scheme of CFCG categories in PD model. 

7.5 PD CFCG model procedure 

In the current studies for CFCG prediction in C(T) titanium alloy samples, PD is 

utilised as the main numerical tool. As described in Section 2.5, according to the CF 

model proposed by Wei and Landers [175] that the CFCG, �K.
KL
�
6H

, is the sum of the 

mechanical FCGR, �K.
KL
�
I0B
,	and the contribution from the SCC, �K.

KL
�
766

. The 

following CFCG model is developed utilising the PD numerical model, where Figure 

7.3 shows the general scheme of the model when C(T) sample is with the crack length 

of 𝑎4 and the load of Δ𝐹 is applied. The model is classified relative to the 𝐾*(𝜃(). 
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When 𝐾-./ < 𝐾*(𝜃(), then �K.
KL
�
6H
= �K.

KL
�
I0B

. When 𝐾-./ > 𝐾*(𝜃(), then �K.
KL
�
6H

 

is a result of interaction between the mechanical fatigue and time-dependent corrosion 

contribution, �K.
KL
�
6H
= �K.

KL
�
I0B

+ �K.
KL
�
766

. The environmental contribution is set up 

as a HE model, and FCG is in the air considering the effect of the environmentally-

assisted crack growth. And when 𝐾-./ ≫ 𝐾*(𝜃(), the crack growth is occurring due 

to the HE and SCC is the main contributor to the failure. 

In this respect, PD model is set up for fatigue damage predictions, which is 

(𝑑𝑎/𝑑𝑁)I0B and numerical diffusion model, which is the HE model, (𝑑𝑎/𝑑𝑁)766 . 

Both models have to be integrated to predict the CFCG and Figure 7.4 shows the three 

stages of the PD model:  

1. PD model initiation and parameters identification: model preparation, 

discretisation, assignment of the material properties, identification of the fatigue and 

diffusion model parameters, identification and assignment of the fatigue loads. 

2. PD HE model:  

2.1 Hydrogen coverage step: assignment of the unit value of the hydrogen 

coverage, Θ( = 1, at the crack tip and zero value Θ( = 0 is assigned for all remaining 

surfaces of the specimen. The unit value of hydrogen coverage corresponds to saturated 

hydrogen surface concentration of 6549	𝑚𝑜𝑙/𝑚O. 

2.2 Diffusion step: PD hydrogen diffusion model described in Section 7.3 is 

used to predict the hydrogen diffusion in the material at each time step.  

2.3. Embrittlement step: relation in Figure 7.1 is used to quantify the local 

hydrogen concentration on the material strength. The relation between the hydrogen 

concentration and hydrogen coverage is used to evaluate the critical stretch of the bond, 

𝑠*(Θ(), as shown in Figure 7.2. The bond is broken if the stretch of the bond is greater 

than the current critical stretch, 𝑠* > 𝑠*(Θ().  

3. PD fatigue model: static solutions for the extreme loads and the degrading life of 

the bonds over the cycles. The bond is broken when its remaining life is 𝜆L ≤ 0. 

During Stage 2 and Stage 3, the accumulated damage of the bonds is monitored, 

and if the local damage occurs at any of the two stages, then the algorithm moves to 

the beginning of Stage 2 with the location of a new position of the crack tip and the 
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processes of Stages 2 and Stage 3 repeat until the full damage of the sample. As the 

crack propagates, the constant unit value of hydrogen coverage is applied at the new 

crack tip and the hydrogen concentrations at the crack surfaces. 

 
Figure 7.4 Solution procedure. 
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7.6 PD CFCG model set up 

7.6.1 Problem set up 

Similar to the experimental study [273], the Ti6Al4V samples are subjected to 

cyclic loading in NaCl solution, the PD model is set up for a C(T) sample, shown in 

Figure 6.5, subjected to a cyclic load of Δ𝐹 = 2.25	𝑘𝑁 with a load ratio of 𝑅 = 0.1. 

The material properties of Ti6Al4V are homogeneous and can be found in Section 6.3. 

The dimensions of the C(T) sample and PD model discretisation parameters are the 

same as described in Section 6.3.2.  

The results of FCGR in NaCl solution are compared to the FCGR in the air, where 

the authors [273] showcased that the fatigue behaviour in the air is frequency 

independent. Instead, the samples tested in NaCl solution showed frequency 

dependence with the abrupt increase of FCGR. For this reason, numerically, it is 

beneficial to look at the complex corrosion - fatigue phenomena. Firstly, the numerical 

model set-up is performed for Ti6Al4V in the air, which is described in Section 7.6.2. 

Secondly, the fatigue load determination for SCC is described in Section 7.6.3 And 

lastly, hydrogen diffusion plots are presented in Section 7.6.4.  

7.6.2 PD FCG model in the air  

As discussed in Section 6.3, in the PD fatigue model, the parameters 𝐴$ and 𝑚$ 

have to be calibrated using the Paris’ law data [159]. For this purpose, the data in [273]  

for the sample tested in the air is selected, where the constant 𝑚$ is obtained directly 

from the 𝑙𝑜𝑔 �K.
KL
� − log(𝛥𝐾) curve, and 𝐴$ is identified by running first model with 

random parameter 𝐴$P  and then calibrated by Eq. (5.8). 

After the calibration procedure, the PD FCG model parameters are 𝐴$ = 22 × 10O 

and 𝑚$ = 3.87 and the computed results of 𝑙𝑜𝑔 �K.
KL
� − log(𝛥𝐾) are in line with the 

experimental data, shown in Figure 7.5. It means that the parameters for the PD FCGR 

model are set up correctly, and the model tested in the air can be used as a reference 

one for the next studies.  
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Figure 7.5 FCGR versus SIF range for a sample tested in the air. Calibrated PD model utilising 
test data in [273]. 

7.6.3 Fatigue load determination for SCC 

For the sinusoidal waveform employed in the current study, it is assumed that the 

loading cycle starts from the minimum load of 𝐹-0!: 

𝐹 =
𝐹-./ − 𝐹-0!

2 +
Δ𝐹
2 sin �2𝜋𝜔𝑡 −

𝜋
2�

=
Δ𝐹
2 �

1 + 𝑅
1 − 𝑅 + sin �2𝜋𝜔𝑡 −

𝜋
2�� 

(7.15) 

where 𝜔 is the loading frequency, 𝑡 is the time, 𝑅 is a load ratio and Δ𝐹 is force range, 

Δ𝐹 = 𝐹-./ − 𝐹-0!.  

 
Figure 7.6 Load initiation according to a time-step size. 
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Figure 7.7 (a) Load vs time for different loading frequencies; (b) Discretisation of the 
sinusoidal load 𝐹 under frequency of 𝑓 = 1	𝐻𝑧	by a time-step of 𝑑𝑡 = 0.0625	𝑠𝑒𝑐. 

For metals, as high strength steels, titanium alloys, mostly attributed to HE ahead 

of the crack tip, the diffusion of hydrogen into the material is produced by an anodic 

reaction at the crack tip [268]. The process is time-dependent, and the frequency of the 

cyclic loading affects the FCG. Due to this, the analysis for SCC is performed in the 

time domain, as shown in Figure 7.4, and the plate is subjected to the sinusoidal load. 

As it is time-consuming to solve the PD under a very small load time-step, the effect 

of the time-step size, 𝑑𝑡 on FCGR is analysed. Four time-step sizes are selected: 𝑑𝑡 =

0.5, 0.25, 0.125	and	0.0625	𝑠𝑒𝑐, as shown in Figure 7.6. The smaller the time-step size 

is, the better representation of the sinusoidal load, but the longer the simulations are.  
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Figure 7.8 Comparison between four different time-step sizes. 

Additionally, to optimise the simulation time, the displacements 𝑢 (in x-direction) 

and 𝑣 (in y-direction) are solved only for half of the period 𝑇/2 and the resultant 

displacements are mirrored for the other half of the period. This means that for a period 

of 𝑇, for example, with 𝑑𝑡 = 0.0625	𝑠𝑒𝑐 shown in Figure 7.7b, forces 𝐹R = 𝐹%$ and 

displacements 𝑢	(𝐹R) = 𝑢(𝐹%$), 𝑣	(𝐹R) = 𝑣(𝐹%$). The resultant displacements are 

stored for each force within a period and called at each cycle. If damage occurs at any 

of the forces  𝐹8 at step 𝑑𝑡 within the period 𝑇, then the displacements are recalculated.  

The simulations for evaluation of the influence of the time-step size on CFCG rates 

are performed for a cyclic load of Δ𝐹 = 3.15	𝑘𝑁 with a load ratio of 𝑅 = 0.1 and 

loading frequency of 1 Hz. Figure 7.8 shows the results of the simulations where the 

model with the smallest time-step size of 𝑑𝑡 = 0.0625	𝑠𝑒𝑐 is selected as a reference 

one (black line at the plot) and the other models with 𝑑𝑡 = 0.5, 0.25	and	0.125	𝑠𝑒𝑐 are 

compared with it. It can be noted that the differences in FCGR are almost unnoticeable, 

even for the 𝑑𝑡 = 0.05	𝑠𝑒𝑐 when the simulations are performed under the load 

extremes of 𝐹-./ and 𝐹-0!. Due to this, 𝑑𝑡 = 0.05	𝑠𝑒𝑐 is selected for further 

simulations in order to optimize the computational time and the simulations for the HE 

step are simulated in time domain under the loads of 𝐹-./ and 𝐹-0!. 
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7.6.4 PD hydrogen diffusion model 

Figure 7.9 shows hydrogen coverage plots for loading of 	Δ𝐹 = 2.25	𝑘𝑁 and three 

frequencies of 𝑓 = 	1, 5	𝑎𝑛𝑑	10	𝐻𝑧 when fracture initiation occurs in the pre-cracked 

C(T) sample. The highest level of hydrogen concentration is at the crack tip, where the 

unit value of hydrogen coverage was initiated.  

With the damage model introduced in Section 7.4 where the critical stretch of the 

bonds is degrading with the increased hydrogen concentration and also affected by the 

loading frequency, lower hydrogen diffusion time to initiate the fracture is necessary 

for a higher frequency of 𝑓 = 10	𝐻𝑧.  

 
Figure 7.9 Hydrogen coverage field at the crack propagation initiation for loading frequencies 
of 𝑓 = 	1, 5	and	10	𝐻𝑧. 
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7.7 PD CFCG predictions for a cast Ti6Al4V alloy 

As discussed in Section 7.2 and Section 7.4, when 𝛥𝐾 > Δ𝐾766  an abrupt change 

in behaviour of 𝑙𝑜𝑔(𝑑𝑎/𝑑𝑁) − log(Δ𝐾) curve takes place with higher FCGR at lower 

frequencies. Such behaviour was noticed during the experiments performed on cast 

Ti6Al4V [274] in 3.5 wt.% NaCl solution where the results of FCGR showed frequency 

dependency. The experimental results indicated that the cyclic SCC occurred when 

𝛥𝐾 > Δ𝐾766 . The studies showed that at higher 𝛥𝐾 FCGR accelerates rapidly as Δ𝐾766  

is approached.  

The current study predicts the CFCG rates under different frequencies by the 

developed numerical PD CFCG model as shown in Figure 7.4. The PD model set-up is 

described in Section 7.6.1 with a reference model (cast Ti6Al4V in the air) from 

Section 7.6.2.  

 

Figure 7.10 Effect of loading frequency on CFCG and crack growth curves comparison for a 
cast Ti6Al4V C(T)-samples between tests data [274] and PD CFCG model. 



CORROSION FATIGUE CRACK GROWTH 
 

175 
 
 

Figure 7.10 shows the comparison between the PD CFCG rates and test results by 

[274] concerning the effect of the loading frequency on CFCG rates. The results of the 

PD model showed good predictability of the effect of the frequency on CF behaviour 

of Ti6Al4V alloy. The application of three different frequencies showed three trends 

of corrosion-fatigue behaviour described in Figure 7.3 and that CFCG rates of Ti6Al4V 

alloy are frequency-dependent. It can be noticed from Figure 7.10 that low-frequency 

fatigue is more sensitive to the corrosive environment, showing the abrupt changes to 

FCGR with a higher FCGR when 𝛥𝐾 > Δ𝐾766 .  

The introduced HE model and integration of the HE model in the PD fatigue model 

showed the capability of the presented PD CFRG model to capture the main features 

of the complex interaction between the cycling loading, loading frequency and 

environment.  

7.8 PD CFCG predictions for additively manufactured Ti6Al4V alloy 

As discussed in Chapter 6, the difference between the cast/wrought and additively 

manufactured Ti6Al4V alloys is the anisotropy of additively manufactured alloys, for 

example, when the load is applied parallel or perpendicular to the built direction. The 

anisotropy is studied in Chapter 6, where the effect of the RS, defects and columnar 

grains on FCGR is analysed. Each factor in the structure contributes to reduced fatigue 

properties and decreases the fatigue life. The limited number of studies [253, 265] 

performed on additively manufactured Ti6Al4V alloy in the corrosive environment 

showed that hydrogen absorbs and diffuses in the structure and HE mechanism takes 

place. It is also concluded that the microstructure, like grain size and phase distribution, 

affects Δ𝐾766  and the EBM built Ti6Al4V [265] has Δ𝐾766 = 23	𝑀𝑃𝑎√𝑚 tested under 

the load frequency of 𝑓 = 0.5	𝐻𝑧 and load rate of 𝑅 = 0. Additionally, other studies 

concluded that the presence of stresses and temperature also determine the diffusion of 

hydrogen in the material. But, due to the lack of studies on CFCG of additively 

manufactured Ti6Al4V alloys and data related to the tested samples anisotropy, there 

are difficulties for a developed numerical model validation and some simplifications 

are performed.  
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As for the cast Ti6Al4V, it is assumed that the additively manufactured Ti6Al4V 

alloy is homogenous with the diffusion properties described in Section 7.3. The tests 

performed in the air on SLM [253] and EBM [265] Ti6Al4V alloys are considered as 

reference models in order to calibrate the PD FCG model parameters 𝐴$ and 𝑚$. After 

the performed calibration process, 𝐴$ = 550, 𝑚$ = 3.0 for SLM Ti6Al4V tested in 

the air, and 𝐴$ = 350, 𝑚$ = 3.0 for EBM Ti6Al4V tested in the air. The PD FCGR 

with the calibrated parameters are plotted against the test data in Figure 7.11, where a 

good match can be noticed.  

 
Figure 7.11 Crack growth curves comparison for a cast Ti6Al4V C(T)-samples between tests 
data [274] and PD CFCG model. 
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Utilising the proposed numerical model with the combined fatigue and hydrogen 

diffusion model, both structures (SLM Ti6Al4V and EBM Ti6Al4V) are solved with 

the HE mechanism taking place, as discussed in Section 7.4. The SLM Ti6Al4V C(T) 

samples are analysed under the load of Δ𝐹 = 2.25	𝑘𝑁, load frequency of 𝑓 = 10	𝐻𝑧, 

load rate of 𝑅 = 0.05, and the EBM Ti6Al4V C(T) are subjected to the cyclic load of 

Δ𝐹 = 3.15	𝑘𝑁, load frequency of 𝑓 = 0.5	𝐻𝑧, load rate of 𝑅 = 0 

Figure 7.11 shows the comparison between the CFCG rates of numerical model and 

experiments [253, 265] concerning the relationship between the crack growth rate 

𝑑𝑎/𝑑𝑁 and SIF range Δ𝐾. The numerical results are in a good agreement with the 

expected CFCG in the structure reported by experimental results.  

For SLM and EBM Ti6Al4V alloys, tested in the air, the FCG rates followed the 

Paris law. Instead, the samples exposed to the environmental effects with the hydrogen 

diffusion ahead of the crack tip, the material experience HE mechanism and has faster 

crack propagation in the structure. The FCGR of EBM Ti6Al4V alloy rapidly increased 

at Δ𝐾766 = 23	𝑀𝑃𝑎√𝑚 and the FCGR are higher compared to sample tested in the air.  

The proposed PD CFCG model is capable of capturing the fatigue response of the 

additively manufactured Ti6Al4V alloys affected by a corrosive environment.  

7.9 Gaps and future work 

Further improvements to the current study can be made by introducing the different 

types of microstructures in the PD model, considering the crystal orientation and the 

diffusivity of hydrogen. Moreover, the current study has limitations to the sample 

discretisation due to the computational time, and a finer discretised model can be used 

to capture the hydrogen diffusion mechanism on a microscopic level. Lastly, the 

presented study is the starting point of CFCG numerical modelling by PD, and different 

types of materials with more detailed structures can be further investigated. 
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7.10 Summary 

This Chapter presents a numerical PD framework for modelling the fatigue 

response of the metal affected by a corrosive environment. A numerical model 

combines mechanical and diffusion fields in order to capture the behaviour of the 

structure due to the applied cyclic loading and SCC phenomena. Considering the 

Ti6Al4V alloy for the study, a very common phenomenon in the titanium alloys 

subjected to SCC is HE, and numerical modelling is performed for adsorbed-hydrogen 

SCC.  

Firstly, the proposed CFCG PD model is applied for the cast/wrought Ti6Al4V and 

validated with the experimental data available in the literature. As multiple studies 

indicated the effect of the loading frequency on the fatigue performance of the 

Ti6Al4V, the CFCG rates are analysed for three frequencies. The CFCG rates 

calculated by PD are in good agreement with experimental data. The combination of 

cycling loading and the corrosive environment in PD model is capable of capturing the 

complex fracture behaviour in Ti6Al4V observed in experiments.  

Secondly, the proposed PD CFCG model is applied to additively manufactured 

Ti6Al4V. Due to the lack of data on material structure and the fatigue tests performed 

on the alloy subjected to the corrosive environment, the simplifications in the PD model 

are applied. The material is treated as homogenous, so the effects of the material 

anisotropy (microstructure and RS), as well as the porosities discussed in Chapter 6, 

are neglected. After the calibration of the PD parameters of the fatigue model for SLM 

and EBM Ti6Al4V alloys tested in the air, the PD CFCG model showed a good 

predictability of the material behaviour in the corrosive environment.   

The results of this study have been published in [26]. 
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8 CONCLUSIONS 

8.1 Achievements against the objectives 

This research is aimed to utilise the numerical tool, PD, to assess the fatigue and 

corrosion performance of 3D printed (additively manufactured) structures. With the 

challenges of the numerical tool development due to the anisotropy of the additively 

manufactured materials, the achievements of this research are the following: 

- A PD model for investigating the dual role of holes and micro-crack arrays on 

toughening and degradation mechanisms in structures was created. The study 

showed the capability of PD to capture complex crack propagation paths, crack 

branching phenomena and the macro- and micro-cracks interaction problem 

with various cases of the micro-crack distribution and inclination angles. The 

PD simulations showed good agreement with analytical solutions, and the 

numerical results demonstrated the efficiency of the PD modelling of multiple 

crack interaction problems. This study was a starting point for modelling 

defects (porosities) in additively manufactured structures and analysis of the 

material with process-induced defects under fatigue loading. 

- A PD model for the investigation of the porosity effects of the fatigue life was 

developed. The application of the PD model showed a capability of crack 

nucleation prediction for the titanium alloy samples under cycling loading. The 

predicted results showed good agreement with experimental data by comparing 

the stress-life (S-N) curves. The study presented a numerical approach to 

assessing the influence of the pore location and size on the fatigue life of 

Ti6Al4V alloys. The PD predictions indicated the critical pore characteristics 

and the applicability of the developed PD model on samples with low porosity 

for HCF loads.  

- A PD model of fatigue crack propagation in additively manufactured structures 

was created. The study included the development of 1. A polycrystalline model 

with elongated grains, representing the microstructure of additively 

manufactured materials; 2. Porosity model and combined porosity and 
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polycrystalline model; 3. The model with the initial RS in the material by the 

employment of parabolic temperature profile. All the models were analysed 

under the cycling loading conditions, and the effect of all factors 

(microstructure, porosity, RS) on FCGR were investigated. The developed 

numerical models showed the capability of PD to predict the FCGR in 

additively manufactured structures, which are close to the experimental data 

available in the literature.  

- A PD model of CF phenomena was developed for FCG problems by coupling 

the PD fatigue model and PD diffusion model (SCC). The newly developed PD 

model showed its capability of capturing the complex CF phenomena with 

results close to the experimental data.  

8.2 Gaps and recommended future work 

The materials are treated as elastic through all the presented studies with the 

assumption that no plastic deformations occur. In work on the materials like PMMA 

and concrete, the following assumptions did not affect the results of the studies with 

the numerical predictions very close to the experimental data. Concerning the fatigue 

crack nucleation studies in metals, plastic deformations occur in the structure due to 

the plastic slips in the grains. The following phase in the material could be analysed in-

depth, and the numerical framework could be further extended by modelling the plastic 

deformations in the material with the development of micro-cracks in the 

crystallographic planes. The validation of the plastic deformation process is required.  

Concerning the microstructures analysed in the presented studies, the grains are 

generated randomly in coarse numerical models. Instead, the parallel computing and 

the refinement models (for example, with a dual-horizon approach) could be used to 

have fine discretised models in order to reproduce and investigate the real 

microstructures. Additionally, the grain coefficients are selected randomly. Therefore, 

further investigation is necessary to calibrate the GB and GI coefficients to reproduce 

the real effect of the values on crack propagation problems.  
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Concerning implementing RS in the PD model, the simplified parabolic 

temperature profile is utilised. Further investigation could be performed on the possible 

profiles representing the RS in the structure with additional experimental validation.  

Concerning the PD CF model, experimental validation is required for the diffusion 

model. Additionally, the SCC is modelled for the HE mechanism, but the numerical 

framework could be extended by modelling the re-passivation mechanisms and pit to 

crack transitions. Moreover, the PD model on fatigue corrosion problems could not be 

analysed thoroughly on additively manufactured materials, including the material 

microstructure, porosities, and RS, due to the lack of experimental data available in the 

literature. Therefore, experimental validation is required to perform an in-depth 

analysis of the crack growth in the additively manufactured materials subjected to 

environmental fatigue.  

Finally, the studies on fatigue and CF of additively manufactured materials are 

performed on titanium alloys, and the studies could be extended on other types of 

metals subjected to the different loading conditions.  

8.3 Research outputs 

Karpenko, O., Oterkus, S., & Oterkus, E. (2020). An In-depth Investigation of Critical 
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Karpenko, O., Oterkus, S., & Oterkus, E. (2020). Influence of Different Types of 

Small-Size Defects on Propagation of Macro-cracks in Brittle Materials. Journal of 

Peridynamics and Nonlocal Modeling, 2(3), 289–316. https://doi.org/10.1007/s42102-
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