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Abstract

This study concerned developments and applicatodrettenuated total reflection
(ATR) mid-infrared (MIR) insertion probes featuringpvel polycrystalline silver
halide fibres. Improvements in probe performanamfithe original design to the
newer designs were observed; although some chapgesded manufacturing
benefits rather than performance improvements. i@dt@valuation of two 12 mm
diameter probes and a 2.7 mm diameter single fiyabe was performed for
analysis of mixtures of acetone, ethanol and etlogtate. Calibration transfer was
attempted for situations when either the ATR pralbeMIR spectrometer were
changed. Direct transfer introduced severe caltmwaerrors, so two standard
calibration methods, direct standardisation (DS) piecewise direct standardisation
(PDS), and a new method spectral space standaodig&ST), were compared. The
SST procedure incorporating a scaling factor dertnatexl advantages over DS and
PDS giving lower errors of prediction and simplempiementation over PDS. Two
other application areas were also investigatedatifieation of counterfeit Scotch
whisky and study of a fermentation reaction. Thenidication of counterfeit Scotch
whiskies was based on the determination of ethemotentration and the spectra of
the dried residues of the suspect samples. Ther lateasurement also proved
successful as a procedure to gain a greater uaddmgy of the impact of
manufacturing variables on the generation of thieuwoof whisky. Near-infrared
(NIR) and MIR spectrometry were used to study anfartation reaction; selected
spectral regions of the NIR or MIR data can be usechonitor three properties of
the fermentation process: optical density, glycenotl ammonium concentrations.
PLS models built with NIR data produced better ltssthan those using MIR data
for the prediction of optical density and ammoniudowever, the results for the
predictions of glycerol were comparable; indicaiai the potential benefits of data
fusion were apparent when the MIR and NIR data wemabined.
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1 Introduction

1.1 An overview of process analysis

The control of manufacturing processes in indugtgs become increasingly
important in recent times. The product quality dejseon two main aspects; raw
material properties and the manufacturing procédse chemical industry is
dependent on the development of analytical teclasidbat are capable of providing
a route to cost-effective and consistent manufadteit will result in a higher quality
product. The major challenge in controlling coremtmanufacturing of batches is
being able to identify the origin of any variationsthe raw material, or process, and
being able to take the necessary corrective aesogarly as possibfe.

Process analytical chemistry (PAC) can be descrésethe application of analytical
skills and instrumentation to monitor and contramafacturing processés’ Initial
work in PAC involved sampling the processes andsgrarting these samples to a
central laboratory which could have safety impimas and cause time delays.
However, the ideal situation would be real-timesitu measurements with the ability
of closed loop control and optimisatitn® Utilising chemometric techniques, the
relationship between measured values and the repkgies could be modelled for
control and optimisation. Process analytical tetbagy (PAT) is a more recent term
that is widely adopted in the pharmaceutical induand is promoted by the Food
and Drug Administration (FDA) as “A system for dgsng, analysing and
controlling manufacturing through timely measuretsenf critical quality and
performance attributes of raw and in-process nalteand processes with the goal of
ensuring final product quality*® PAT is fast becoming a key way to monitor and
control the manufacturing process in the pharmacautindustry where the
specifications on drug manufacture are becominigteéigfor final drug products. It
allows the rapid detection of potential problemeventing the loss of time, money

and precious feedstock during manufacture.

There are many instrumental techniques used inepso@nalytical systems, but
spectroscopic methods are prevalent in many ineégstiOptical spectroscopic



techniques currently used in process analysis adeinfrared (MIR), near-infrared
(NIR), and ultra violet-visible (UV-visible) absdrpn spectrometries and Raman
scattering spectrometry, each with their advantage$ disadvantages for use in

process analytical systems.

The spectroscopic technique that will be used ipra@cess analytical system is
chosen ultimately because of the properties ofplozess to be monitored. The
technique used will be the one that can give thestmgseful, reliable and

reproducible data whilst encountering the leastuwamof problems for that specific

process, at best cost. For example, if the prooassa significant aqueous content,
NIR spectrometry would not be as suitable as sohtkeosignals may be obscured;
although water can affect MIR spectra. The natdirfda® spectra and the opportunity
to use e.g. ATR probes means that MIR spectronieigss affected by the presence

of significant amounts of water.

NIR spectrometry is already acknowledged as arbksii@d technique for process
analysis and, with increasing efforts being madeuta MIR spectrometry into a
reliable process instrument, a wide range of appbas can be monitored by at least
one, if not both, of these techniques.

The chemical industry is increasingly considerimgcess analytical applications of
at-, on- and in-line spectroscopic techniques tmitoo chemical processes. These
allow for the careful monitoring of parts of theopess or in some cases, the whole
process. Spectroscopic absorption techniques su®fiR and MIR are being used
more often as they can be coupled to fibre opfites allows e.g. a reaction to be
monitored in real time quickly and easily. Additaly, the instrument can be
isolated to minimise vibrational and electrical eifitrences from the process
environment. Due to the ease and speed of spegpicsmeasurements, these are
viewed as a more efficient choice over traditiootomatographic techniques for
process analysis, although the calibration modsdsiired are more complex. Being
able to monitor chemical processes in real timehwilie use of spectroscopic



techniques allows the chemistry of the processedononitored and understood,

which can be of great benefit during process opttinn®™

The objective of PAC is to generate reliable amdety quantitative and qualitative
information about the process. This information paovide benefits in raw material
analyses, in-process testing, monitoring of prosttesams, control of crystallisation
processes, validation of vessel cleaning, as wsllf@a process control and
optimisation of drying and blending processes ammiyct quality. With the use of
spectroscopic techniques, industry can have agreaderstanding of the chemical
processes and can locate potential problems e&3\é:.is applicable to and widely
used in many fields, including, but not limited tiee petrochemicals, food and
pharmaceutical industries, as the following exampikustrate. NIR and MIR
spectrometry have been successfully used for thatarong and control of various
processes in the food industhyincluding wine and cheese analysis? Karouiet al.
completed a feasibility study on the use of NIR avitR spectra to determine
different properties of soft cheeses such as fatertt and pH? Both techniques
were used successfully to analyse some of the piep®f the soft cheese samples,
however, more samples would be required to imptbeeaccuracy of the methods
for process control. The application of MIR spegtatry in wine analysis was

investigated by Patet al**

MIR spectrometry was used to analyse several piiepe
of the wine samples with short analysis times, gairg good information about the
quality of sample. With the exception of degassihgparkling samples, the method
required no preparation for the samples and provi@ggroducible results. PAC is
also well established in the pharmaceuticals inguknhown as PAT, and is used to
help keep drug products within specification throogt the manufacture: °
Spectroscopy has been used by the petrochemicdisstig for process control
including examples of NIR for monitoring and chaesisation of crude petroleuf.
Fallaet al'’ proposed a method to estimate from NIR spectraitbgerties of crude
petroleum with simulated distillation. The simulhtdistillation approach has an
advantage in speed of analysis over traditiona trailing point determination for
the control and characterisation of the crude pegdalso, it requires no sample

preparation before analysis. Applications of MIRecpometry are also being
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considered; Andradet al.” used MIR spectroscopy to analyse the total araibati

to characterise the weathering process of oilai.

Due to the increase in implementation of PAC, it vigal that in-process

instrumentation is robust, reliable and can withdta variety of extreme process
conditions, as well as still maintaining the alilib produce fast, reproducible and
reliable data. This will allow the stages in th@gass to proceed more efficiently,

while maintaining confidence in the results obtdine



1.2 Sampling and analytical approaches in process anais

There are many approaches to sampling and morgtafira chemical process and
these can be split into six main categofies®>?**Some sampling approaches appear
better than others for the use of process contrahanufacturing, but each have
advantages and disadvantages:

Off-line analysis — involves the manual collectioh a sample from the process
stream. The sample is then transported to a remioteentralised laboratory for
analysis. Typical examples of this type of analysidude gas chromatography -
mass spectrometry (GC-MS) and high performancedigbromatography (HPLC).
This is often a laborious and time consuming typanmalysis. However, it can allow
for complex sample preparation to be carried oueguired and can have economic
benefits from the use of shared facilities.

At-line analysis — also involves the manual colattof a sample from the process
stream, however, the sample is then transporteal dedicated instrument usually
located in the manufacturing area. Typical exampleie are gas chromatography
(GC) and visible spectrometry. Having a dedicateiesn nearby allows for quicker
analysis to be carried out, but often requires Bmpample preparations as the
operators are not usually skilled analysts. As ittetrument is dedicated to the
manufacturing area it has to be robust and relidliés is a faster method than off-
line analysis, although it is not as flexible i thrse of instrumentation.

On-line analysis — involves automated sampling epes where the sample is
collected by an automated system and transportexigh a sample line to the
automated analyser. A typical example of this tgpanalysis is on-line GC. Again
as the analyser is near the process line, it hae tobust and reliable. The signal can
be intermittent or continuous depending on the yaeal process or if there is a
requirement for any sample preparation; althoughithnot normally completed for
on-line analysis. On-line analysis can give fastnawound times, but the

infrastructure for sampling and sample transferlmanery expensive.



Process analytical systems can be very usefularchiemicals and chemistry-using
industries, but they are not without their problefhdias been noted that about 90%
of process analyser failures are ultimately attable to problems with the sampling
system? Sampling is the most critical stage in the analysithe process; a poorly
collected sample will lead to poor quality in tlesults obtained, and it may lead to
the wrong decision being made about a specificaijmar. It is vital that any sample
taken is representative of the bulk to ensure that information derived is

appropriate for decisions that are to be made aheustatus of the process.

In-line analysis — involves an analyser locatedselenough to the process to allow
the use of amn situ probe to take measurements of the processes.eAsrtie isn
situ no sample collection is required with this typeaoglysis, also there is no need
for a separate sampling line, making this a faatet potentially less expensive type
of analysis over on-line. Typical examples of imelianalysis are NIR and MIR
spectrometry. The in-line analyser has to be vebyst and reliable as it sits near to
the manufacturing process. A known disadvantage-tie analysis is fouling of the

probe, which can affect the results obtained.

Non-invasive analysis — can be viewed as the isiéahtion in process analysis as it
requires no sample collection and there is no requent for probe insertion to the
process being monitored, avoiding possible contatitin problems. The aim of this
type of analysis is to take non-contact measuresnéimérefore, there is no physical
contact with the sample, although there may be abnivith the vessel/reactor
containing the sample. An example of this type oélgsis is the use of a NIR
spectrometer that can be operated through a si#s gn the manufacturing
equipment. A disadvantage of non-invasive analkygch as NIR spectrometry is that

the sight glass window may become fouled.

Inferential analysis — the analysis can be inferttedugh measurements such as
temperature, flow rate and viscosity, or spectrahsurements if they are affected by
the parameter for which information is required). enonitoring the viscosity of a



process, if the viscosity of the liquid increadds tndicates there is a greater number

of higher boiling components present in the sample.

Every process analysis system needs to be desigraediay that will allow the most
meaningful results to be obtained in the most ieffit way. During the design
process both the advantages and the disadvantagies different types of analysis
must be considered along with some other impogairtts?>

The reactor type: is it going to be a batch or iomatus process?

The scale of the operation.

The sampling required: how and where will the saspbe measured and how
frequent will the measurements be taken?

The design of the analyser: the analyser has tighefor the process and ensure it
produces results which are meaningful and reprdieici

Any calibration requirements.

Data interpretation: what information will be recpd and how long will it take?
Diagnostics, e.g. fault indications and analysis.

Use of data: will there be a feedback loop to adritre process?

All of the above points are important in the desggrd must be considered in the
development of each process analytical systemyderao optimise the conditions
and obtain the best results. For example, if yougare the sampling points needed
for a batch or a continuous process, a batch psoedisrequire one or two sampling
points, where as a continuous process may requireerous sampling points and at
different times. This shows that PAC is a usefulywa achieve process control.
However, it requires a great deal of time and dostdesign and implement.
Consequently, in-process measurement systems edlfarsprocess control only if it
can be shown that the information gained and tmefits derived will outweigh the
cost of design and implementation. PAC can helpriderstand the process more
thoroughly allowing for more efficient step changegrocess manufacture, as well
as allowing the earlier detection of potential nfanturing problems. This can aid in

time saving by achieving more efficient processéh lgss wastage.



1.3 Collaboration with Fibre Photonics and scope of theis

The research described in this thesis was fundatkruthe Scottish Funding
Council’s SPIRIT scheme. The SPIRIT scheme promotdsboration between a
university group and a small to medium enterpriS®E) in Scotland, with the
specific target of underpinning the research of 8IE. Fibre Photonics, an SME
based in Livingston, Scotland, manufacture and lsuiiigre optic probe technology
and have developed MIR transmitting materials saglpolycrystalline silver halide
for fibre-optic immersion probes. Whereas spectypsrtechniques that use silica
based fibres are commonly used iorsitu process measurements, there have been
fewer applications of MIR spectrometry, owing toolplems in finding suitably
robust fibres that transmit in this region. Howewbe advent of robust silver halide
fibres for use with attenuated total reflection @&Tprobes has opened up new
opportunities forin situ and rapid analysis by MIR spectrometry. To detaami
specific application areas where MIR immersion pbould be useful for process
control, an assessment of the literature was chaig. The assessment reviewed the
use of in-line MIR and NIR spectrometry in diffetapplication areas to determine
where in-line probes could be beneficial for anialysd determine application areas
where the development of future combined probes prayide greater information
about the processes being monitored. Using thenm#bon from the assessment, an
indication of where the development of in-line peslrould best suit the needs of the
users in different industrial sectors could be pdsen to the SME to aid their
research and development. Since the introductioMI& materials for fibre-optic
immersion probes, the company has focused on tlelafanent of ATR MIR
probes, implementing design changes to improvepén®rmance and robustness of
the probes. A selection of probes were investigatedetermine how the design
changes altered the performance and predictivéyabil the probes. The results of
this study should help the company with future wiorkhe design and development

of fibre optic based probes.

With the increased use of in-line probes for precamtrol, there is a need for robust
calibration models and the ability to transfer thdémtween instruments or when

probes are replaced. Many examples of NIR calibnatiransfer exist in the



literature; however, minimal research has been ¢eteqb for the use of calibration
transfer for MIR calibration models. Fibre Photanit only needs to produce high
quality products, but needs to make sure thereusedor these products in industry.
For this reason, an investigation into the use sklection of calibration transfer
algorithms for the transfer of calibration modekstieen ATR MIR probes and
spectrometers has been completed. The ability & aadibration model transfer
algorithms with the ATR MIR probes can increase timplementation of these
probes for process control, for example when mieltipg multiple probes for one

process.

As Fibre Photonics is interested in determiningpbsesible application areas where
in-line MIR probes could potentially be used ingess analysis, part of this research
investigated two application areas. Firstly, ATRRVBpectrometry was assessed for
the analysis of whisky, in particular for the det@ration of authenticity. The second
application area was in fermentation monitoring;RVAnd NIR spectroscopy were
used to analyse samples at different stages thomtigh reaction using off-line
methods to investigate the potential benefits ef ¢dombination of MIR and NIR
regions for monitoring fermentation reactions.Hé tcombination of MIR and NIR
spectra can provide advantages for the analysiferofientation reactions it will
indicate the potential future benefit in the depat@nt of a combined MIR-NIR

probe for process analysis.

The aims of the research described in this themns therefore, be summarised as
follows:
* Research the design, development and applicatidvilf probes forin situ
process analysis.
» Study the use of calibration models for analytedmtéon and specifically the
use of calibration transfer algorithms for MIR arsa$ within situ probes.
* Apply MIR spectroscopy for the analysis of Scotchisky including the
determination of authenticity.

» Complete initial studies into the combined use ofRMand NIR in situ
measurements for synergistic benefit in procesksisa
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2 Background and Theory
2.1 Principles of infrared spectrometry"™

Infrared spectroscopy can be used to gather inflomabout the structure of a
compound by examining its vibrational propertieeeTsample will absorb energy
from the incident radiation causing vibrations twar; when a molecule vibrates, all
of the bonds will stretch and relax in combinati®he difference in the incident and
detected energy at each frequency will lead to rabem bands. The strongest
absorptions occur in the mid-infrared (MIR) rangeiged by fundamental vibrations.
Weaker absorptions occur in the near-infrared (Ni&)ge which are caused by
overtones and combinations of fundamental vibratiomable 2.1 details the

characteristic transitions in the MIR and NIR imé&d regions.

Table 2.1: MIR and NIR infrared radiation character istic transitions.

o Wavenumber Wavelength Characteristic
Radiation

range (cni‘) range (nm) transitions

Overtones and
combinations mostly due
to X-H, where X=C, O

and N.

Near-infrared 14300 — 4000 700 — 2500

Fundamental vibrations,
Mid-infrared 4000 - 500 2500 — 5 X10 overtones and

combinations.

The bond vibrations that occur in a molecule carcdrapared to a simple diatomic
molecule and the potential energy) (of this molecule can be described by the
harmonic oscillator model (Equation 2.1); whérds the force constant; is the

inter-nuclear distancer, is the equilibrium distance and is the displacement

coordinate.
1 _
V= Ek(r —-1,) = Ekx2 Equation 2.1

The potential energy curve for the compression exiknsion of the bond is a

parabola (Figure 2.1); the minimum is observed wthenbond is at the equilibrium
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distance «,). The equilibrium is established between the rgipal and attractive
forces of the two atoms. If the bond is compresseaxtended away from the

equilibrium point, a sharp increase in the potemnergy will occur.

._\t‘ ._r_‘ Dissociation
\
\
\
\

v - @
"

- 4

V4

/

/ Harmonic potential
function

S

Potential energyV)

Anharmonic
potential function

s
Internuclear distance

Figure 2.1: Potential energy diagram for a diatomicmolecule.D,, is the energy of dissociation

of the atoms andr,, is the equilibrium bond length.

When there is an increase in the potential endrgydiatomic molecule will oscillate
and the frequency of vibration’) is described by Equation 2.2. The frequency is

dependent on the reduced mass of the diatomic oielgc) and the force constant

(k).

1 |k m;m, _
v=— |— Where y = ———— Equation 2.2
2w |u my +m,

m, andm, correspond to the mass of the individual atonthéndiatomic molecule.
Equally spaced energy levels exist and are givenEfQyation 2.3: wheré is
Planck’s constanty is the vibration frequency defined above and thésvibrational

guantum number, which can only have positive integ&ies.

1
E,ip = hv <v + 5) Equation 2.3
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Diatomic molecules, therefore, can never have zdpoational energy; as when
v=0E,;p = %hv, implying that the atoms present in a diatomiceunale are never

completely at rest relative to one another. Thegnkevels, G(v), can be expressed
in wavenumber units (cf) by Equation 2.4, wherg is the wavenumber vibrational

transition.

E,; 1
G(v) = b~ (V + —) Equation 2.4
hc 2

The vibrational energy levels corresponding toeddht values of v are represented
in Figure 2.2 as equally spaced horizontal lingse $election rules for transitions
between energy levels indicate that transitionsaiosved for non-zero values of the
transition moment. This occurs if the vibrationascompanied by a net change in
dipole moment; therefore, a vibrational-spectransition can only occur in

heteronuclear diatomic molecules.

G(v) (cm?)
v=3
v=2
— v=1

v
— v=0

Ground vibrational level

Figure 2.2: Vibrational energy levels of the harmoit oscillator.

A further restriction can be imposed from the quamtmechanical harmonic
oscillator where the vibrational quantum number ¢aph only change by a single
unit. So, allowed transitions can only occur across energy level for example,
v=0->v=1is allowed butv=0—-v=2 is forbidden. The first transition
v=0-v=1Is called the fundamental transition which is sti@ngest transition.
Boltzman distribution dictates that at room tempeae most molecules will exist in
the ground vibrational levelv = 0). Therefore, transitions occurring from levels
greater than zero will be much weaker as there hall a lower population of

molecules occupying those vibrational levels.
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In reality all molecules do not follow this simphk@rmonic motion; they are known
as anharmonic oscillators. There are two reasongh@®occurrence of anharmonic
oscillators: the first is due to an accumulatiorir@ repulsive forces that arise as the
bonds in the molecule compress; the second isatleetweakening of the bonds as
they stretch. On compression the electron cloudeefwo atoms limit the approach
of the nuclei, resulting in the potential energsirg rapidly. During extension the
bond between the atoms will eventually break whem \ibrational energy level
reaches the dissociation energy, the potentialggnéevels off, see Figure 2.1.
Therefore, the relationship between the potenti@rgy and displacement is not as
simple as that for simple harmonic motion. Expenta#ly there are two effects that
indicate that molecules are not ideal oscillattns: vibrational energy levels are not
equally spaced, and the overtone transitions asergbd. Equation 2.5 can be used

to describe the energy levels of the allowed staftdéise anharmonic oscillator.

Epp _( 1 1 1)? _
};7; =v<v+§)—xev (V+§)—X<V+§) Equation 2.5

G(v) =

Where x, is the anharmonicity constant akid= x,7. The energy levels are no
longer evenly spaced as they were in the harmauitlator (see figure X); the space
gradually decreases as the energy increases. Ttwedl change in vibrational

guantum number for an anharmonic oscillation islinated to + 1.

G(v) (cm?)

7 _

_v —-—

2 _ \% ;3\) 7 a9

5 _ v EU - TX

_v ®

2 A" ;2\) 5 _ 25 ) é

3 1% EU - TX IS g

2 _ v=1 3 _ 9X 8% 9 =
v fundamental;’l? ~ 7 .;I; S v.I:

1 TR < > transition 1 1 TN | &&

2" v=0 v-2X | 2f— X

harmonic oscillator anharmonic oscillator

Figure 2.3: Energy levels and transitions for harmaic and anharmonic oscillator.
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2.2 Optical fibres for use in infrared spectrometry

The optical fibres allow data acquisition from athise inaccessible locations in the
process as well as removing the need for any fdrexwactive sampling. Although

optical fibres are very useful in spectroscopiclgses the employment of these
fibres has some difficulties. Spectroscopic fibptias require a high transmittance to
polychromatic radiation, whilst ensuring that thare no interactions in the form of
absorbance or scattering. Care must always be takdre use of optical fibres to

prevent physical shocking and overstressing ofitires, as it can lead to long term

damage of the optical fibrés.

An optical fibre is made up of a cylindrical corétwa refractive indexp,, which is
higher than the refractive index of the annulareowtladding,n,. These types of
fibres are referred to as step-index optical filargeshe refractive index in each of the
core and cladding regions are uniform. See Figutef@ a cross section of a step
index optical fibre® ’

Core (n1)

Cladding (n,)

Figure 2.4: A cross section through a step index tipal fibre.®

The angle of refractiorq,., of the ray can be related to the angle of inaide6;, at

the air/core interface by:
sinf; = nysin0, Equation 2.6

The refracted ray will strike the core/claddingeniiace at an angle of incidenge

this will be equal t®0 — 6,.. In order for the ray to continue propagating gldme
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fibre, the ray must be totally reflected at thee¢diadding interface. For total internal

reflectance to occur the minimum valueda$ given by:
Ny Sin Opin = Ny Equation 2.7

In the years since fibre optics were first conggddo transmit infrared radiation, a
range of different types of optical fibre exist.dBaoptical fibre has its advantages
and disadvantages and so they are chosen for shémbility for a particular
application. The different core materials have edght transmission performances
and so the fibres are chosen to give the optimamstnission at the wavelengths
required for each application, Table 2.2 detailsnsoexamples of fibre optic

materials and their properti&$*!

Table 2.2: Properties of fibre optic materials®

Wavelength range  Fibre material Maximum Comments
length
MIR As;S; Afewm The fibres have a low
550 - 6500 cit  Chalcogenide frequency cut-off at 1000 ¢
(18 -1.5um) and absorb at 3300 and 2500

cmi’. Also these fibres can be
quite expensive and fragile.
Silver halide <10m These are visible light
sensitive; however, their

robustness has been greatly

improved.
NIR Low OH silica > 1000 m Low cost fibres with exceite
3850 — 28500 cih transmission. The silica must
(2.6 = 0.35 um) be “dry” to avoid strong OH
absorption.

Table 2.2 shows that silica based fibres are deit&tr use in the NIR region,
however, silica fibres are not transparent in tH& Ivegion and so special materials
are required. Figure 2.5 shows the spectral attemuancreasing towards 2600 nm
(3850 cn') for NIR silica fibres.
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Figure 2.5: Typical spectral attenuation of NIR fitres from Fibre Photonics®?

Studies on the applications of MIR optical fiboreavl been on-going since the
1980s™**° Optical fibres using materials such as chalcogeaitd silver halide have
been shown to have some applications, but they hatle disadvantages. Fibre
optics constructed of chalcogenide have been comatlgravailable for a number of
years, but their applications are limited as chgdeade fibres are fragile and toxic,
and show limited transparency beyond 8 pm (<1258)c@ther fibres consisting of
silver halide material are non-toxic and are tramept in the wavelength range from
3 to 18 pm (3300 — 550 ¢th This advancement has allowed the construction of
flexible silver halide fibre optics that can be ptad with attenuated total reflection
probes:?

Although silver halide based fibres have advantagesr chalcogenide fibres,

developments are still on going in an attempt twease the length of fibres to allow
greater use of MIR spectrometry for situ measurements. Polycrystalline silver
halide infrared fibres (PIR) and chalcogenide irdcafibres (CIR) are both currently
being used in MIR spectroscopy. The features of &R CIR fibres are compared

with NIR silica fibres in Table 2.8
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Table 2.3: Details of key properties of chalcogena (CIR), polycrystalline silver halide (PIR)
and silica fibres (from Fibre Photonics)*?

Parameter CIR Fibre PIR Fibre Silica fibre (NIR)
Core/clad  Chalcogenide AsS;  AgCIl:AgBr solid  Pure fused silica (low
structure glasses solution crystals OH) / fluorine doped
materials fused silica
Typical 1.5-6.0um 3-18 um 0.35-2.6 um
transmission (~ 6650— 1650 cif) (~ 3300 — 550 cif) (~ 28500 — 3850 cih
range
Specific Toxic, fragile and Non-toxic, Radiation resistant,
features non-hygroscopic.  non-hygroscopic, flexible, laser

very flexible and damage resistant and

UV sensitive operate in high
vacuum
Temperature 270 K- 370 K Up to 420 K 83K — 658K

range

# depending on coating used

Table 2.3 shows a difference in the typical trarssion ranges between the two MIR
fibres; the typical transmission spectra of PIR &I fibres in Fibre Photonics
probes are given in Figure 25.
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Figure 2.6: Typical transmission spectra of 1.5 mong PIR and CIR fibres in Fibre Photonics
probes’?

Although the typical transmission range for CIRéi& from Fibre Photonics is in the
range 1650 cihto 6650 crif, there are examples of CIR fibres which can transm
beyond this range. The SpectraProbe system con$i€iR fibres which transmit in
the range 1000 cthto 2000 crit, although the upper range was determined by the
design of the spectrometer rather than the fibre.
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2.3 Probe designs in infrared spectrometry

There are four main optical probe designs availalgle in situ monitoring:
transmission probes, transflection probes, reffexaprobes and attenuated total
reflection (ATR) probed’ ®

A transmission probe (Figure 2°7Y allows radiation to pass down the length of the
probe through the excitation fibre before beingtlibrough 180° by a retroreflector.
The radiation passes through a small sample gigal flith sample, and then will
pass through the collection fibre back to the spewtter. Typical pathlengths for
these probes are around 1-2 mm for the NIR, howeduerto the small pathlengths

required by MIR the sample gap would normally be small to allow a sample

flow.
Excitation L Collection
fibre 11 fibre
A Lensed
v " window
Path of ] -
radiation T‘\ _____ Sample
| | ——— gap
Probe \Y > 1‘ etroreflector
outer
body

Figure 2.7: Schematic of a transmission probe adaptl from references 6 and 17.

The transflection probe (Figure 28)’ operates slightly differently from the
transmission probe. The radiation from the exatafibre passes through the sample
and is then reflected back via a mirror through sheple again and then into the
collection fibre. These probes are easy to manufacnd the simple design allows
changes of the optical pathlength.
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B Window
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radiation
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Screw or | through probe
fixed cap

Mirror

N —

Figure 2.8: Schematic of a transflection probe adapd from references 6 and 17.

Reflectance probes (Figure Z.9%re generally used for powders and slurries or any
samples that have significant diffuse reflectaridee amount of radiation returned
by this diffuse reflectance is much less than fangmission. Therefore, it is usual
for larger core diameter fibres (600 — 1000 pm)mardtiple fibres to be used to
collect the maximum amount of diffusely reflectetliation. The radiation travels
down the probeia the excitation fibre or fibres in the bundle te tip of the probe
where the radiation is focussed onto the sample B#&ck-scattered radiation is
focussed onto the collection fibre or fibres in tendle for transmission to the
spectrometer. Figure 2.9 shows an example of &sikation fibre, one collection
fibre reflection probe; however, different arrangams and numbers of fibres can be

used.
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EX;:)t?etlon\ 7/ | /Ex0|tat|on
N ] fibre
Probe outer
body —
Six excitation fibres
Path Of/// Wind One collection fibre
radiation — Y —_/— Window

Vi
Figure 2.9: Schematic of a reflectance probe adapidrom reference 17.

A newer development inn situ probe design is the ATR probe used in MIR
spectrometry. A schematic of an ATR probe can keeved in Figure 2.10.” " The

radiation in an ATR probe is sent through a tramsng crystal at the end of the

probe where the spectroscopic information will b#ected from the sample/crystal

interface.
Excitation Collection
fibre '
Probe outer
body
N
/ //4
Pat_h <_)f Crystal tip
radiation \ /
Evanescent
wave

Figure 2.10: Schematic of an ATR probe adapted fromeferences 6, 7 and 17.

Under certain conditions the radiation passing ubhoa prism of high refractive
index material will be totally internally reflectedhe radiation passed down the

fibres of the ATR probe does not physically leake probe, but instead interacts
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with the sample via an evanescent wave at the sdongdtal interface. The angle at
which total internal reflection occurs is callee ttritical anglg6,) and is calculated
by Equation 2.8, where; is the refractive index of the ATR crystal ang is the

refractive index of the sample.
0. = sin"n,/n, Equation 2.8

When the sample solution is brought into contadhwine crystal the evanescent
wave will be attenuated in the regions of the spectat which the sample absorbs.
The depth of penetratioa,,) for a single reflection is given by Equation 2xhere

0 is the angle of incidence aids the wavelength of the incident light.
d, = A/ 2mny[sin*0 — (ny/n;)*]°° Equation 2.9

A relationship also exists between the number BécBons, the penetration depth

and the pathlength, given in Equation 2.10, wlteiethe pathlength.
b = d, X No.reflections at the crystal Equation 2.10

In MIR spectrometry, a ZnSe element (refractiveeidbout 2.4) is often used and
depending on the number of internal reflectionsyjles a pathlength of 1 — 10 pm.
For many process applications, however, more rometerials such as diamond
(refractive index 2.42) are used for the ATR crlystthey can cope with harsher
conditions and have a similar refractive index t8&™° ATR probes can be useful
for analysing strongly absorbing compounds owindh® small pathlength, which
can be varied through different numbers of refteddi within the crystal.

Consequently, ATR probes are becoming more usefuinf situ analysis by MIR

(and also UV-visible) spectrometry.
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2.4 Overview of chemometrics and multivariate regressio

Chemometrics was defined by B. M. Wise and B. Rwilgki as;

“..the science of relating measurements made dremical system to the state of the

system via application of mathematical or statigtinethods.”

Chemometrics is being used more extensively to nstaled the data produced by
spectroscopic techniques in process monitoringnlgh infrared spectra can show
a lot of structural information of a pure materiaually this involves the analysis of
fully resolved peaks and measurement of their ddasmes. For process monitoring,
this usually involves more complex mixtures anduregs quantitative multi-
component analysis. Often the spectra of individe@ponents of the complex
mixtures overlap and so the individual analytesnoarbe easily identified. Using
chemometric applications such as multivariate cafibn allows the correlation

between the sample spectra and the known analltess& be determined.

2.4.1 Principal component analysis (PCA)

PCA is one of the main chemometric applicationsdustaen analysing complex
process control spectra. PCA is used to find thmkioation of variables or factors
that describe any major trends in the ddtahe basic concept is to describe the data
set using a small number of abstract variables #rat known as principal
components (PC). These principal components arerghy referred to as ‘latent’
variables. The PCs obtained from the original datamust describe the underlying
structure, in terms of the relationships betweeffedint samples and between

different measurement variables.

Looking at PCA mathematically, a given data set loarrepresented as a matkx

with m rows and n columns, where each variabla s column and each sample in a
row. The data matrix is considered as being madefuwo separate components:
the underlying structure (systematic variationjhia data and random fluctuations, or
“noise”, due to the measurement process. The datexiX can then be represented

as:
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X=M+E
where theM matrix represents the underlying structure or ‘glodf the data andt

Is the random fluctuations (‘noise’) matrix.

As a result of PCA, the model matii is further divided into two smaller matrices,
T andP, represented as:
M=TP

Therefore,

X=TP+E
T is known as the scores matrix and will indicatg amilarities or dissimilarities
between sample®.is known as the loadings matrix and it describesrélationships
between the individual measurement variable& tontains only ‘noise’ the score
matrix, T and the loadings matri¥, will describe all of the structure of the original
data matrix. PCA therefore allows the data produfeshh chemical process
monitoring to be described by less factors tharotigginal number of variables, with

no significant loss of informatiof?.

2.4.2 Partial Least Squares (PLS) regression

PLS was developed by H. Wotl;the method involves PCA decomposition and
inverse least squares regression (ILS) in one sfgS is related to both principal
component regression (PCR) and ILS-multiple linesgression (ILS-MLR) and is
seen as the procedure that combines the two. PGRtwe stage process and is
primarily used to find factors that describe theagest amount of variance in the
predictor variables, e.g. the spectra. PCR assuhasthe concentration estimates
are error free. Whereas ILS-MLR is designed to sedla single factor that can best
correlate the predictor variables (spectra) withe tipredicted variables
(concentrations} FOR ILS-MLR, the user chooses which variable ciostahe
error. The purpose of PLS regression is to estaldidinear model that links the
spectral data and the reference values. The tesbnigll model both the spectral
data and the reference values to determine thablarin the spectral data that will
best describe the reference values. PLS assumeth¢harror is equally distributed

in both the spectral data and the reference vattiéd.
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In PLS regression, the matrices containing the tspledata, X, and the known
concentrationsy, are decomposed in a manner similar to PCA resulin two

model matrices which are further divided into sevathatrices:

X = TP whereT andP are the scores and loadings, respectivelyxfor

Y = UQ whereU andQ are the scores and loadings, respectivelyfor

The scores from the decomposition of each stammadyix, T andU, are related.
During an iterative calculation process, the scanadrices from thel andU are
exchanged to improve the relationship between titecipal components for each
dataset; th& matrix information is used to adjust tiematrix principal components
and vice versa. The PLS algorithm defines a relatigp between the scores of the
two starting matrices from the decomposition ang-MLR. This relationship can be
defined as:

Uu=TB

Where T and U are the scores foX andY, respectively and represents the
regression coefficients. In the PLS model, it isumsed that the model error is in
both the concentrations and the spectral respomkesiegression coefficients, are
determined in the PLS model by measurement of pleetsa of a set of calibration
solutions. Once the regression coefficients hawenbmalculated, they can then be

used to determine the concentrations of analytéseirunknown’ samples.

2.4.3 Design of Experiment manager software (DoEman)

In chemometric analysis of spectral data, goodbcaiion models are essential in
order to achieve accurate predictive results. Réuig the regression methods such
as PLS regressions, explained in section 2.4.2nthmeber of possible calibration
models that can be built with all the possible dastis very high. The major
challenge is to identify the best model that willegaccurate and reliable predictions.
Generally two methods of approach can be adoptesl being good fitting abilities
and the other being good prediction abilities, thhaise can sometimes be referred to
as contradictory method$.An example defining this could be a model with a
precise fit to the calibration samples althouglvauld not be able to predict any
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samples that differ from the calibration sampldss tis a case of over-fitting.
Therefore, for calibration model applications, st mecessary to have a balance
between good fit and good predictive ability. Thesue surrounding the best
calibration model can be attributed in part to dpéimisation of many input factors
and one or more response factors. To review thesg/ factors and to aid optimal
calibration model building, a design of experimapproach was described by Flaten
and Walmsley* This approach starts with identifying the sigrafi¢ factors for the
data set and then determining their levels. Theofacan include different kinds of
pre-treatment, type of regression method and numbprincipal components. With
the significant factors and their levels identifidkde experimental design can be set
up. This information can be used with the CPACTEB®@n graphical user interface
softwaré® where information about the factors and their lewae input along with
the spectral data for analysis. The software isgdes to look at the main factors
included in the experimental design as well agriteraction effects between factors.
The software produces plots with respect to thé moean square error of calibration
(RMSEC) and root mean square error of predictiod$EP) values; the information
contained within the plots can help identify thetim@l settings for the factors
selected. These plots can be analysed and the g@@snthat minimise the RMSEC
and RMSEP selected to build the calibration model.

RMSEC is used to determine how well the modelthitsdata and RMSEP is used to
determine how well the model predicts data that wak present in the original
model. Both RMSEC and RMSEP can be calculated ugiagsame equation, see

below.

i=1(Fi — y)?
n

Equation 2.11

RMSE (C or V) = j

Where in Equation 2.11,
y;= predicted value
y; = known value

n = number of samples
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For RMSEC,y; are the predicted values of all the samples treewsed in the
model formation ang; are the known values of these samples. Where&®MSEP,

y; are the predicted values of a new set of samplaswere not included in the
original model formation angt; are the known values of the new data that is being

predicted.
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3 Use of MIR and NIR spectrometry for process analysi

3.1 Introduction

Infrared spectrometry is one of the most widely duspectroscopic techniques
because of its ability to not only identify, butagquify chemical species regardless of
their state. Infrared spectrometry has been widmgd in laboratories for many
years, but recent developments have seen thisiteehbeing applied increasingly

for process control in chemical manufacturing anahdustrial plants.

NIR spectrometry is known for its ease of use andell established in PAC, with
numerous reviews * and publications® on its application for onf/in — line
monitoring. The reason for the establishment of NHectroscopy over MIR
spectroscopy in PAC is not because of NIR speatpsbeing any better for process
control, but more because of the ability to useaphsilica fibres that allow the
spectrometer to be placed up to hundreds of maigesy from the process. These
silica fibres have also been available for use wafptical probes, such as
transmittance and reflection probes, to allimv situ monitoring of processes.
Although MIR spectroscopy is generally harder teiface than NIR spectroscopy,
it can offer more information on the chemical spsciThe interfacing issues of MIR
spectrometry are due to the fibre limitations, veltigr cheap silica fibres cannot be
used for MIR spectrometry, as discussed in chahtd@iherefore, MIR spectrometry

has been less commonly used in PAC than NIR spaetry.

In recent years, there has been an increase irugheof infrared spectroscopic
techniques for monitoring and control in a range apiplications such as bio-
analytical application$? fermentation processé™ esterification reactiond; *°
powder blendindg® polymerisation reactions *® and also raw material testifg®
The following examples give an indication of thgpdg of analysis that have been

reported.

Peterseret al?° described the use af situNIR spectrometry to monitor glucose and

ammonium inStreptomyces coelicoldermentations. Off-line NIR measurements
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were also carried out to compare and highlightiiseies ofin situ monitoring of

fermentations. Petersest al?°

were able to make suitable predictions for glugose
however, the results for ammonium were not satisfgc The main reason for the
poor ammonium prediction was due to the signalnatdi@on of the optical fibres
above 2000 nmin situ NIR spectrometry has also been applied for thetfization

I were able to monitor the

of microcarrier animal cell cultures, Petiet a
concentrations of glucose and lactate during thecgss. As well asn situ
immersion probe measurements, NIR spectroscopybbas used non-invasively;
Yang et al** described the use of a portable fibre optic visiIR reflectance
system to determine the growth stages of tomatissfrtiassan Refét used non-
invasive NIR spectroscopy to identify drugs such deszepam and methadone
hydrochloride. Using non-invasive NIR measuremeatkiced the time required for
drug analysis and required no sample pre-treatnRetently advances have also
been made in NIR imaging and Suelaal?® described the use of NIR imaging to

monitor the brain activation in subjects when iweal in face to face conversation.

Applications of MIR spectrometry in PAC have beeorenlimited, although there
have been notable successes in monitoring prodesanss; for example MIR
spectrometry was used as an on-line technique Her real-time monitoring of
analytes in gas phase effluent stredfshere a low resolution MIR spectrometer
(Bomem MB-155 FT-IR spectrometer) was used withuartz gas cell to analyse
organic containing effluents from an industrial ggss. With the use of PLS a region
of spectral data was selected that removed thetefie CQ, on the quantitative
analysis. Another example involved a study of thénetics of nitrile
biotransformation reactions by real-time MIR spestopy’ The biocatalysis of
whole cell suspensions of the bacteri@hodococcus rhodochroud 100-21 was
monitored in real-time using a React IR spectropimater. Due to the absorption of
nitrile arising in the region where diamond is offt{1900 — 2200 ci) a silicon
ATR probe was used instead of a diamond probe. AWMRR spectrometric
techniques are also becoming increasingly impoitatite control of crystallisation
processes, aiding a reduction in the process timeénufacture of batché3In this

study it was found that monitoring the liquid phas®centration and hence the
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supersaturation level in production can indicat s$harting point and the potential
yield of the process, as well as areas where pmabl@ay occur. MIR spectrometry
has also been observed in applications for thedrdptermination of several coal
properties® A sample set consisting of 142 raw coals fromedéht suppliers were

analysed by ATR MIR spectrometry by applying a elosntact between the surface
of the coal and the diamond crystal using a GolGate-Specac ATR accessory
connected to the interferometer. The ATR MIR systeas able to provide relative

error determination similar to the reference traissian mode with the advantage of
no sample preparation. Here fast classificatiorcadl samples based on mineral
matter composition and kaolinite content were aaddewith the prospect of future

on-line methods apparent.
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3.2 An assessment of the applications of infrared spacmetry

With NIR spectrometry well established in PAC angplacations of MIR
spectrometry increasing, a wide range of processakl now be monitored by at
least one if not both of these techniques. JohneSoarovides a table of example
applications for process infrared spectrosédmhich has been used in this research
as the basis for an evaluation of the differentcpss application areas, where MIR
and NIR spectrometry could be used for analysi® iain focus of this evaluation
was on in-line applications; however there are soeferences to other methods.
Some processes may only be monitored by one dettieiques, but there are some
application areas that might have the potentiabfwalysis by a combination of both
MIR and NIR spectroscopy, with benefit achievedfbying the data. As well as
evaluating the potential techniques for each appbto area, an assessment has been
made regarding the most appropriate mode of measmte (transmission,
reflectance and ATR) for each application. The ea@bn of MIR and NIR
spectrometry for the different process applicatw@as is summarised in Table 3.1.
The notes given after Table 3.1 discuss the meammemode options and where

appropriate suggest applications where in-line tspe@try may be beneficial.

35



Table 3.1: Evaluation of potential applications oforocess MIR and NIR spectrometry

Wavenumber range (c':]m

Application Sample typ  50C 400( 1430(
Refinery production Gases Transmissiot Transmissio
Fuels Gases Transmissiot Transmissio
Speciality gas products Gases Transmissiol
Combustion gases Gases Transmissiol Transmissio
Ambient air monitoring Gases Transmissiol Transmissio
Aerosol products Gases Transmissiol Transmissio
Refrigeration Gases Transmissiol Transmissio
Semiconductors Gases Transmission ce
Liquids Transmission or
Refinery production (very viscous ATR reflectanc
Liquids
Plastics & polymers (very viscous Reflectanc Reflectanc
Liquids Transmission or
Polymer products (very viscous Reflectanc reflectanc
Liquids
Food products (very viscous Reflectanc Reflectanc
Liquids Transmission or
Fuels (viscous ATR reflectanc
Liquids Transmission or
Oil & lubricants (viscous ATR reflectanc
Solvents Liquids ATR Transmissio
General chemicals Liquids ATR (impurities’ Transmission (bull
Liquid ATR Transmission (general
Chemical reaction monitorir  processe (specific compound: reaction monitoring
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Wavenumber range (élm
Applicatior Sample typ 50C 400( 1430(

Reflectance or
transmission (bulk &

ATR or reflectance specialist group
Consumer produc Liquids  (additives & impurities monitoring
Specialised produc Liquids ATR (trace Reflectance (bull
Environmente Liquids ATR

Transmission or
Food produc Liquids ATR or reflectance reflectanc

Pharmaceutical products &
developmer Liquids ATR Transmissio

Transmission or

Food produc Fermentatior ATR reflectanc
General chemica Powder Reflectanc Reflectanc
Specialised produc Powder Reflectanc Reflectanc
General chemica Solids Reflectanc Reflectanc
Plastics & polymet Solids Reflectanc Reflectanc
Polymer produc Solids Reflectanc Reflectanc
Specialised produc Solids Reflectanc Reflectanc
Environmente Solids Reflectanc

Pharmaceutical products &
developmer Solids Reflectanc Reflectanc

Packagin Solids Reflectanc Reflectanc
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Refinery production - Separate examples of theaisenmersion MIR® and NIR
probes for the analysis and characterisation oflerproducts are given in the
literature. Dearinget al?® described the use of ATR MIR immersion probes to
characterise crude oil products using data fusibprocess techniques. Although
ATR MIR spectrometry was successfully used in tharacterisation by data fusion,
errors were introduced into the model due to thaility of IR to capture the
variations for the higher boiling fractions. Faka al® used a NIR transmission
immersion probe for the rapid estimation of thedated distillation properties of
crude petroleum. In refinery production the genevaiple types are gases and
liquids; transmission infrared spectrometry woukl the appropriate technique for
gas sample analysis, while the possibility of traission or ATR techniques could
be used for any liquid samples. This applicatiomaanas some potential for either
MIR or NIR spectrometry, each useful in differerays. As the NIR spectra would
be dominated by CH components in the samples itldvdae useful for high
concentration analysis. For some samples, e.g.dinlgn MIR analysis could be
beneficial by providing additional functional grougapability when monitoring
specific compounds. In-line probes seem to haverpiai scope for the analysis of
refinery production samples. There are, howevanesssues with compatibility of
the probes with the physical form of the samples@®e material may be very

viscous. Also, probe fouling could be an issue.

Fuels - A comparative study of diesel analysis BYR; FTNIR and FT-Raman

spectroscopy completed by Santes al?®

explained the use of an immersion
transflectance accessory for FTNIR analysis and8BR cell and ATR immersion
probe for FTIR analysis. The results indicated tihat use of a conventional ATR
cell, instead of an immersion probe, was preferavien though it was more time
consuming due to cell cleaning and sample exchar@@es reason was due to the
spectral regions selected for the modelling: thgorebelow 1000 cihwas shown to
be significant for modelling diesel, but was onlcessible using the conventional
ATR cell and not the ATR probe, because of fibmitiations. Santost al?®
discussed the issues surrounding MIR spectroscepgnaanalysis tool for fuels,

however, examples for fuel quality control have rbeeported. A study on the
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prediction of the properties of diesel/biodiesarus by NIR and MIR spectroscopy

was completed by de Fatima Bezerra de kiral;*

spectra were acquired in the
NIR region using a quartz flow cell and in the Mi&gion using an ATR probe. The
results indicated that each of the NIR and MIR n®deuld be used individually to
predict the distillation temperatures and sulfuntent, while NIR spectroscopy was

favoured for the prediction of density in the blesaples.

Speciality gas products - Generally most applicetimvolve the use of a gas cell for
the IR measurement: 3 However, there is an example, described by Latt®kt
al.,*® where arin situ MIR transmission probe was used to measure simesizsly
the solids volume fraction and gaseous species gsitiqn in a gas — solid system.
In this study, then situ probe was inserted into a fluidized bed, whereodi@nce
spectra were acquired to analyse the molar fraaifoa tracer gas in the emulsion
and bubble phases of gas tracer experiments. $dweitations of the use of the
MIR fibre-optic probe were discussed by the authtire fibre probe was limited to
ambient temperature due to the nature of fluoridssgused in the fibre optics; the
measurement was limited by the modulation frequeang the IR beam must be of
the highest possible signal-to-noise ratio. Althoulgere were limitations, many of
these could possibly be overcome with the use aenmeodern spectrometers and
fibre-optic probes other than the ones used insthdy. The research discussed by
Lavioletteet al has shown the possibility for MIR transmissioecpmetry for gas

phase monitoringn situ

Combustion gases — An example by Setcal®* described the use of an FTIR
spectrometer - gas cell set up for the on-line tfieation of gaseous fire effluents
that contain mixtures of components, where diffemocedures for calibrating the
system were investigated. FTIR was investigatedteranalysis of fire gases as it
had the potential to identify and quantify a largember of chemical species over
short time periods, which was not easily attainatikh other measurements which
are made off-line on standard physical fire modetgwn as fire tests. There is no
real application for the use of probe analysis hrs tarea; multi-pass gas cell

monitoring in the transmission mode will give betiesults.
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Ambient air monitoring — Most commonly, sampleseiakn this application area are
analysed using multi-pass gas cells in the MIRaegi >’ either through use of static
gas fills where the cell is filled with sample, &s®d and then the cell is emptied
before the new sample fills the cell, or througboatinuous flow of sample passed
through the cell. Transmission NIR spectroscopydte used for monitoring major
components in the sample; however, there is littke for in situ infrared

measurements.

Aerosol products - The propellant gas consistsvofdifferent sample types, namely
droplets and particles. Analysis of the direct cosifion of the aerosol samples
would be difficult. Nasibuliret al*® described the use of FTIR using an on-line gas
analyser and other techniques to analyse the deguosducts and decomposition of
ferrocene vapour that are used in the formatiocadbon nanotubes. However, FTIR
was only used to analyse gaseous products in aagalyser after the aerosol

particles had first been removed.

Refrigeration - This application area would giveermainly to gaseous samples with
measurement being made in the transmission modéhéoNIR and MIR regions,
with perhaps more application being seen for th&® Wdgion. There is not much

scope here fan situinfrared analysis.

Semiconductors - Semiconductor applications wiljuiee gas composition analysis,
so MIR spectrometry using a gas transmission cel tme useful. Specialist cells
would be required to give multiple paths for gasedess the sample was a
concentrated gas and the analyte was the main emmpaather than the trace
component. Substrate analysis for contaminantetyatance NIR could be difficult

depending on the levels that are required to betdiel.
Plastics and polymers — Several studies of plaaticspolymer samples analysed by

infrared spectrometry have been repoftétf. However, some of the research, for

example by Ghebremesk&lhas been completed off-line when analysing cast
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polymer films to study the interactions of polyntdends. Conversely, Fischet
al.*® described the use of NIR spectroscopy for the icoaotis monitoring of
extrusion processes of polymers. The study inclubdedise of both transmission and
diffuse reflection NIR spectroscopy to quantify tt@mposition of polymer blends
and the content of filler in polymer matrices. ind NIR transmission spectrometry
was used to monitor the transparent systems touredise copolymer in the melt
and off-line NIR reflectance spectroscopy was uUsedhe quantification of the non-
transparent filler chalk samples. NIR spectroscapg chosen by Fischet al. as it
allowed in-line real-time quantitative analysise tlack of stability and high energy
losses of MIR optical fibre probes at the time bistresearch meant that this
technique was discounted. The authors touched ewviqus work with an in-line
ATR MIR system; however, they stated that carefuisideration of the wetting and
adhesion processes between the polymer melt andTRe crystal is needed for
accurate quantification. Shield and Ghebrem@&Skiistrated the use of MIR and
NIR spectroscopy to study and characterise blefd®@olymers. In this research,
NIR measurements were mautesitu with a diffuse reflectance fibre optic probe,
however, the MIR measurements, used to monitor #hsorbance of the
characteristic components as a function of conagatr, were acquired off-line by
either pressing thin films of material and mountihgm on an IR card for analysis or
placing some material directly on the ATR crystadl applying some pressure. The
combination of off-ine ATR-FTIR and in-line NIR sptrometry was used to
determine accurately the polymer composition of élestoblends, however, due to
the viscosity of the samples it would be diffictdtuse in-line measurements of MIR.
Even so, there have been some applications ohenATR MIR spectrometry for
monitoring of copolymerization reactiof* In these studies the resultant

copolymer was analysed off-line.

Polymer products - Dumitresct al*® described a set up of two NIR optical fibre
probes which were attached to the injection mogjdimachine and connected to a
FTIR spectrometer. The set up allowed the in-lircpss monitoring of the material
as it was passing through the injection mouldee preliminary results indicated the

potential to detect different materials and the shoe of the materials. Other
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examples of spectrometric analysis of polymer pectglthave been reported. For

47
I

example, Mirschelet al."” described the use dflIR reflection spectroscopy to

analyse the coating thickness of UV-cured acrytaiatings. Witschnigget al’®

discussed the use of NIR spectroscopy for the nie-licharacterisation of
nanocomposite materials. This research indicateod goorrelation between the
Young’'s Modulus, the layer distance and the draviarge with the NIR spectra and

PLS algorithms.

Food products — This is an application area whdRe iNeasurements have been well
used™ *° and there may be some analysis where MIR spectrgnmeay be
applicable. An area that has seen extensive rdseasing off-line NIR
measurements is the analysis of wine products amdeintations by Cozzolinet
al.>®*® This area is also being researched for analysi® i spectrometry, with
reports on the analysis of wines by off-fih@nd flow-through celf absorption
measurements. The research into the analysis cfréges using MIR and NIR
spectrometry is widespread and as such Cozzolinb Zamberg® presented a
chapter detailing the application of the techniqgaiedifferent steps in the production
of beer and wine. Research has also progressée iamnalysis of whisky by NIR and
MIR spectrometry; a review of the literature instlarea can be found in chapter 6. A
feasibility study of off-line NIR and MIR analystf soft cheeses was completed by

Karoui et al,®°

showing the possible use of NIR spectrometry falk bcontent
analysis of total nitrogen and MIR spectrometrytfog determination of fat content.
This shows there are some applications where eepitwdi features a combination of
the two techniques could be useful. Examples dinm-diffuse reflectance NIR
probes for analysis of solid food products occurthe literature: Collellet al®
described the use of a diffuse reflectance NIR @rmbpredict the moisture and salt
content of fermented pork sausages and Berardigiekil®® characterised apricots
using a NIR diffuse reflectance probe. Kupperl®® described the use of an in-line
ATR MIR immersion probe for the authentication andantification of extra virgin
olive oils. Flavours, fragrances and fermentatioocpsses have the potential to be
analysed using a combination of NIR and MIR speun#tny. Fermentation samples

can originate from food product applicatiohs®® as well as other bioprocess
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&0 587 and bioethanol productidfi. There are many examples in the

ﬁz 52, 65, 68, 6

reaction
literature where NI and MIR & 1066 70-"%nactrometry have been used

successfully for in-line fermentation analysis.

Oils and lubricants — Many examples of this appitcaarea in the literature are off-
line measurements of oil and lubricant productsthBdIR and MIR spectrometry
have been used to quantify the moisture levelsinptes**’® MIR spectrometry has
also been routinely used for the analysis of aild lubricants to determine service

condition’ ®*and oxidation producf&: %

Solvents - Solvent analysis by MIR spectrometry t@nused for compositional
monitoring especially of mixtures and for detectingpurities. Some regions can
potentially be identified for specific measuremenssng limited range customised
instruments. It is concluded, however, that theoaildl be limited applicability for a

combined NIR — MIR probe in this application area.

General chemicals — Solid sample analysis woullavd to achieve using ATR MIR
or transmission NIR probes. However reflectancdesdor each of the wavelength
regions have greater potential for analysis ofdswiaterials. The use of non-invasive

or in some cases insertion probes would be suifableowder samples.

Chemical reaction monitoring - Currently there arany examples in the literature
of the use ofn situ MIR* 17 8488 NIR™ %9 89915pactrometry for the monitoring of
chemical reactions. An example where both MIR ar Bpectrometry have been
usedin situ to monitor the same reaction was described by Amrad Ozak?? In
their study, an ATR MIR probe and a NIR transmisspwobe were immersed into
the solution in the reaction vessel to monitor tingial oligomerization of
Bis(hydroxyethyl terephthalate). ATR MIR spectromgetvas used to monitor the
OH end groups and the free ethylene glycol, pararsethat can aid the
understanding of polymerisation. NIR spectrometaswlso used with some success
to predict the OH end groups and free ethyleneaylyscquiring data with MIR and

NIR spectrometry simultaneously and using 2D catiehs, information relating to
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the polymerisation and the amount of water in #action could be determined. As
water has the potential for side reactions suchyasolysis in an oligomerization
reaction and the understanding of the polymerisadiothe reaction is important, the
combination of MIR and NIR spectrometry could béuahle in reaction monitoring
of this kind. MIR spectrometry has advantages & spectrometry for analysing

functional groups of liquid processes.

Consumer products - There are currently measurenerttetermine surfactants and
chelating agents of liquid detergents and soapsoffyine MIR spectrometry,
incorporating ATR cell§*® Ventura-Gayetet al® developed a fully mechanised
procedure implementing an ATR MIR flow through ess@y for the determination
of sodium alpha-olefin sulfonate, an ionic surfattaidely used in liquid detergent
formulations. Utilisation of this procedure allowdte analysis to be less expensive
with greater flexibility for the determination ofigactants. Ventura-Gaye&t al®
also assessed the use of ATR MIR spectrometryhirdietermination of chelating
agents in liquid detergents. In this study theycdbsd the possibility of ATR MIR
probes for quality control measurements. The usendh-line ATR MIR immersion
probe has the potential to improve this analysithér by allowing simpler analysis
and cleaning procedures.

Specialised products — This application area iretudater treatment products, dyes
and pigments, textiles, pulp and paper and alsochgmicals. Samples for this
application area are mainly solids and liquids tetering production. Bartoet al*®
described the use of off-line NIR reflectance measents to analyse the fibre
content in flax stems; in contrast to previous aesie, the authors analysed the flax
stems when they were intact allowing the analystcgss to be more efficient.
Canalset al®”” determined the practicality of using in-line NIRdaoff-line MIR
measurements in the characterisation of paper higis The samples were
successfully classified using either the NIR or Mipectra. However, as the NIR
radiation penetrates deeper into the paper surthe@ does MIR radiation,
information about the paper matrix interferes viftformation about the paper finish,

therefore extra care needs to be taken when piogetise spectra and building
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models with the NIR data. Morag al®® discussed the applicability of MIR and NIR
spectrometry for the quality control of agrocherhfcamulations and noted that NIR
spectrometry has been used to a lesser degreeefdteerthey developed and
compared an off-line transmission NIR method toacedure that used flow-through
transmission MIR measurements for the quality antof pesticides in

agrochemicals. Both procedures were able to gene@nparable results to those
obtained with the HPLC reference method. The spewttric procedures had
advantages over the HPLC method in increasingdh®ke throughput and reducing

the volume of organic solvent required for the gsial

Environmental - There are examples describing #eeaf MIR spectrometry for the
analysis of soil samplés’® For solid samples, such as soils, reflectance
measurements are widely used. Voketaal!®? describe a remote MIR reflection
detection method for measuring organic contaminantsoil samples; the method
was able to detect trace amounts of the chlorinbieitocarbon trichloroethylene.
Reeve&’® compares the use of NIR and MIR reflectance mettiod review of the
routine analysis of soil samples in the laboratang on-site. For liquid samples,
ATR MIR measurements are more useful and many egpins have been reported.

Pejcic et al®®

reviewed the use of MIR spectrometry for analysfsorganic
pollutants in aqueous environments and found th&R AMIR spectrometry had
greater selectivity over other technologies andiccdne routinely used to screen a
wide range of compounds and contaminants. A novERATIR sensor was

developed by Achaet all®

to measure non-invasively the concentration of
chlorinated species in the aqueous effluent of ahiierinating bioreactor. NIR
analysis will not contribute a lot of information sample analysis. There may be
sensitivity issues around ATR MIR spectrometry whoould limit opportunities for

certain sample types.

Pharmaceutical products and development — NIR spretry has been widely used
to analyse development samples and products famaber of years, leading to a
number of reviews of the application of NIR spegtetry in the pharmaceutical

industry® ** 1 NIR spectrometry has been used successfully imtbeitoring of
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powder blending process¥s " to gain understanding of high shear granulation
processe$’® and to monitor content uniformity of pharmaceutiedlets:®® *°MIR
analysis is also widely used in pharmaceutical pcodnd development applications
with examples arising for the on-line monitoring tedtch cooling crystallisatiofs
and chemical imaging of pharmaceutical tabt&tDruy'*? described some of the
applications for MIR spectrometry for the pharmdm®l process environment.
Also, Févotté™ outlined the use of MIR and NIR spectrometryifositu monitoring

of pharmaceutical crystallisation processes.

Packaging - Identification of plastics and filmsngsMIR and NIR* spectrometry
is possible. An example of ATR-FTIR imaging wasalésed by van Daleet al'*®

to identify and locate different layers in multi&yplastic packaging material. NIR
reflectance measurements were used by Feldaif!*® for the on-line monitoring
and identification of waste consumer packaging. Nl reflectance set up allowed
the collection of NIR spectra of waste packagingemals located on an industrial
conveyer belt when the belt is moving at 1 m/s.Wtite use of a decision algorithm
a distinction could be made between packaging bfeployleneterephthalate (PET),
polystyrene (PS) or polyvinylchloride (PVC) and diaward beverage containers;
although, some misclassifications were observedfoducts of polyethelene (PE)
and polypropylene (PP). Improvements suggestedhéanithors could allow on-line
monitoring by NIR spectrometry of waste consumerkpging with the conveyer

belt at a speed of 2 m/s.
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3.3 Conclusions

The review of the literature has demonstrated thate are numerous examples
where in-line MIR or NIR probes have been implerednbr could provide benefits
if used for process analysis. However, some appica are more suited to using gas
cells for process monitoring, for example analygeslving combustion gases,
speciality gas products, ambient air monitoring asemiconductors. Aerosol
products could potentially be analysed by transimissnfrared spectrometry,
however, the possibility of reflection and lots sfattering at the particle interface
could lead to complicated measurements. Analydiess completed after the aerosol
particles are first removed. The issues surroundieganalysis of direct samples,

suggests that in-line analysis would be difficult.

There are some areas where use of combined probés lme beneficial such as the
combination of ATR MIR and transmission NIR speptairy. For refinery
production there is potential scope for a combamatprobe where the NIR
transmission mode is used for major component arsaiind the ATR MIR mode for
minor component analysis. There are, however, 3ssues with compatibility of the
probes with the physical form of the samples asesomaterial may be very viscous.
Fuel samples in general tend to be less viscoustamdfore insertion probes may be
more compatible. NIR transmission spectrometry wdaé useful for the calculation
of octane numbers for the bulk components and Mi&sometry may have some
potential in limited wavenumber ranges for analysisadditives present in the
samples. The application area of food productslydiog fermentation processes)
already utilises in-line NIR and MIR spectrometrgraat deal, however, there could
be some benefits from the use of a combined ATR BHR transmission NIR probe
for the analysis of liquid samples. There may eversome advantages in combining
(fusing) the MIR and NIR data as well, especially fermentation samples. The
combination of NIR spectrometry for the analysishbefik components and MIR
spectrometry to analyse additives or impuritiesld¢@lso be beneficial within the oil
and lubricants area, similarly, there is also apoojunity for the analysis of liquid
samples in the general chemical area. Another atesre this type of combined

probe could have some benefits is in chemical @aanhonitoring. A combined
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probe could allow the product formation to be mardt by NIR spectrometry and
use MIR spectrometry to monitor specific compourjes). intermediates or by-
products) to allow more information about reactroachanisms. For monitoring of
heterogeneous reactions where the liquid contamallsamounts of particulate
material, measurements using a combined probe dmultseful. For example, MIR
spectra could be useful for the de-convolution ofhtdbutions of scattering and
absorption while NIR spectrometry could be usedteranalysis of bulk samples. In
the area of consumer products, in-line MIR specatoynmay be useful for the
analysis of complex blends of liquid samples. Hosrevthere may be some
applications for use of a combined probe; where BpBctrometry could analyse the
bulk components and MIR spectrometry could monitoace components.
Pharmaceutical products and development and spgcmbducts could also be
areas where the use of a combined ATR MIR — trassion NIR probe could be of

benefit in process monitoring.

Another type of combined probe that may provide esopotential benefit is a
MIR — NIR reflectance probe, which would be par#ly useful for analysing
viscous liquids and solids samples. Production $esngf plastics and polymers tend
to be very viscous or even solid materials, sortiese probes will be of limited use
for analysis. Some assessment would be requiretbtiermine if a combination of
non-invasive reflection measurements of NIR and Md#Rectra, over NIR
measurements alone, gives some benefits in theyssmabf copolymer samples,
polymer melts and polymer blends. Some of the contsnen monitoring of plastic
and polymer applications are also appropriate tgnper products. Solid polymer
production would be best studied through reflectineasurements, whereas NIR
transmission measurements could possibly be ugeflofe-through measurements
of molten material. A combined reflectance probey/rha more appropriate for the
analysis of viscous liquids and solids samples ftbexfood products area, such as
dairy products, oils and fats. There may also bhaesopportunity for a combined
probe in reflectance mode for solid or powder gehehemical samples. Solid
samples of speciality products are most likely éorbonitored using non-invasive

reflectance measurements; however, in this areantijerity of analysis would be
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made using NIR spectrometry rather than MIR speattoy. Conversely, the area of
pharmaceutical products and development could beeflmgal for composition

monitoring; NIR spectrometry would be useful foremd control and major

component analysis of tablets and powders and M#tsometry would be used for
monitoring minor components. Packaging sampleseasentially solid materials
which require reflection measurements, with spea@@impounds and additives being
analysed by MIR spectrometry and NIR spectromegind used to monitor the

process.

From the assessment of the literature and evatuafiapplication opportunities, it is
apparent that development in probe technology wbaltheneficial in many areas of
process analysis. The research described in thigegir focussed mainly on
developments in ATR-MIR probe design and opportesitHowever, the analysis of
application areas has provided Fibre Photonics wmitkntives to develop combined
NIR — MIR probes that could extend their productge. One of the areas where a
combined probe could be useful is in fermentatioonitoring and a preliminary
evaluation of the possible benefits in this area haen included in the research

programme.
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4 ATR MIR probe development

4.1 Introduction

4.1.1 ATR MIR probes for in situ analysis

The advancements in situ MIR spectrometry over the years have been signific
and have seen this technique being successfullyemegnted in industry. MIR
spectroscopy has not been as commonly employed iass#u technique due to the
limitations in optical fibres; more often NIR spexgcopy is implemented as it uses
cheap silica fibres which allow a process to be itwoed up to hundreds of meters
away. However, MIR spectroscopy cannot make usslich fibres as they do not
transmit in this region and so special materia¢ésraguired. Due to this limitation a
large amount of research has been devoted to tretagenent of both optical fibres
and probe designs to increase the usa sftu MIR spectrometry. Chapter 2 details
the different optical fibres that can be usedifositu infrared spectrometry and the
improvements that have been made to allow greaser af MIR for in situ
measurements. Different probe designs can be osaltbtvin situ measurements by
infrared spectrometry; this research looks at teeetbpment of ATR MIR probes
that couple with polycrystalline silver halide f#sr.

Since the implementation of ATR probes forsitu analysis, various developments
have been made and currently there are many maatdes ofin situ ATR probes
for MIR spectrometry with slight differences in thdesign. The ATR probe design
used by Fibre Photonits’ is adapted from a patent by Day and Poultehich
described an optical fibre probe for ATR measuresesee Figure 4.1 for a
schematic of the Fibre Photonics ATR probe. Thdgtesonsists of two parallel
polycrystalline silver halide fibres that run froandiamond crystal tip to the end of
the assembly at the sma connectors. A hastelloyeda&haft protects the fibres and
allows the fibres to be positioned at the edge ha& trystal tip. The shaft is
completely sealed allowing immersion into the saagdbr analysis. The rest of the
fibre from the end of the shaft to the sma connsasealed in a protective conduit
material. There is a split introduced to separatehdibre which allows one fibre to
be attached to the source and the other to thetdetd he radiation passes through
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the excitation fibre connected to the source bgltioternal reflection to the diamond
crystal tip; at the crystal the evanescent wavé wikract with the sample at the
sample/crystal interface where the wave will beeratated in the regions of the

spectium at which thé sample absorbs.

7
Outer \4 Probe body

diameter length

Figure 4.1. Schematic of ATR probe design adaptedrdm information supplied by Fibre

Photonics?

Other manufacturers of ATR probes include Remspecp@atiorf ° Bruker
Optic$” " and Mettler Toledband with the exception of the probe from Remspec
Corporation, they appear to use a dual fibre desigyiar to that of Fibre Photonics.
The Remspec Corporation probes differ from the roth@nufacturers by using fibre
optic bundles in their ATR probes, detailed in &epaby Berarcet al® The bundle

of infrared transmitting fibres is fitted next thet ATR crystal, where the radiation
enters the ATR crystal from one or more excitatitimes and is reflected in the

crystal and transferred to the detector througttipialcollection fibres.
Each manufacturer incorporates different geometrieSTR crystal in the design of

their ATR probes; Fibre Photonics uses a single faane geometry (Figure 4.2a),

Remspec Corporation uses a multiple face cone gepniieigure 4.2b), Bruker
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Optics uses a prism geometry (Figure 4.2c) andldtefbledo uses a disk geometry
(Figure 4.2d).

a b

/T
~—

/ ™

/ /
N

c

Figure 4.2: Schematics of diamond crystal geometgeused in (a) Fibre Photonics, (b) Remspec

Corporation, (c) Bruker Optics and (d) Mettler Toledo ATR probe designs.

The different crystal geometries permit differentmbers of reflections at the crystal
interface, which will affect the pathlength and therformance of the probes. In
addition, other design features can affect thegoerdnce and robustness of ATR
probes and as such, there is a constant effortrdlyepmanufacturing companies to

improve their design and manufacturing proceducegroduce better quality and

more robust probes.
4.1.2 Design features

Design alterations can have two main impacts,lyiréd deliver better performance
for the end user and secondly, to improve the aodtefficiency to manufacture the
probes for the company. The make-up of the fibricqmrobe is complex and there
are many design features associated with the metiouéathat can be altered in an
attempt to improve the overall performance of tr@bp. Some of the design features

that have been addressed by Fibre Photonics incliide fibre selection, the
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geometry and size of the diamond crystal tip, tignment of the fibres within the
probe shaft, the use of modular components for faatwre of the probes, and also
the implementation of a mono fibre design for seralliameter probes. These design

features are discussed in more detail below.
4.1.2.1Fibre selection

The fibre selection can have a large impact on pgbee€ormance of the final
manufactured probe, where both the length of theefand the quality of the fibre
can affect the attenuation. In general, the lotigedength of the fibre the greater the
potential losses of radiation will be as it travaleng the length of the fibre; small
losses will occur at each internal reflection witkihe probe. Due to the standard dual
fibre design of Fibre Photonics probes, any changlee fibre length will affect both
the excitation and collection fibres. For exame, difference in the total amount of
fibre between a 1 m probe and a 1.5 m probe is Tha.quality of the fibre can also
affect the performance of the probe; polycrystallgilver halide fibres are produced
through an extrusion process and the spectral tyuafithe fibres can vary during
production. In recent years, Fibre Photonics hasduoced an extra step in their
manufacturing process to test for the spectralityuaf the output fibre from the
extrusion process to determine the most suitabledifor use in probe manufacture.
The fibres can be divided into two classes, stahd@ade fibre and spectral grade
fibre; it is spectral grade fibre which is used floe manufacture of the ATR probes.
The main difference in quality between the two stssis in the attenuation
characteristics; the spectral grade fibre has |I@attenuation at the edges of the MIR
region and, therefore, is better suited for useAifR probes to allow better

performance across the whole operating region.
4.1.2.2Seals

Seals are inserted around the diamond crystalntipaae used to seal the probe end
when the probe is fully manufactured. If the seaafitted correctly it will create a
complete seal around the diamond crystal, prevgnéiny liquids or substances
infiltrating into the inside of the probe and danmagthe fibres. Different materials

can be used to make the seal, however, care muakée to ensure the quality and
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ruggedness of the seal is not compromised whearttie probe is fitted together; as
elevated pressures are used at this stage. Filw®rits found that their original

seals made of polytetrafluoroethylene (PTFE) canddasionally crack under this
pressure, therefore, allowing leaks to occur inghebes. In addition, a PTFE peak
could be seen in the spectra of all probes manutedtwith the PTFE seal. The
company currently use polyether ether ketone (PE&g€)s in their manufacturing

production, which have been found to be more rohnst can withstand the higher
pressures required during manufacture. The maimrdgdge of this design feature
change is to aid the production of more robust esolbather than increasing

performance, however, it is still important to thanufacture of these probes.
4.1.2.3Geometry and size of crystal

The design of the diamond crystal can impact onawerall performance of the

probes as well as manufacturing costs. The diancoystal tip is an expensive part
of the manufacture of these ATR probes, therefareeduction in size can provide
cost saving benefits to the company. In additibrthé geometry and size of the
diamond crystal is optimised, improvements to teegfggmance can be made. The
size and geometry of the crystal tip are importarihe manufacture of ATR probes
as they can impact on both the angle of inciderfcth® radiation as well as the
number of internal reflections at the crystal. Whieese two properties are altered it
can affect the pathlength of the probe and heneeoctrerall performance. It is,

therefore, critical that when changes are madehéo size and geometry of the
diamond crystal tip, that they do not have a dedrital effect on the path length of
the probe. Fibre Photonics originally produced psolwith a 3 mm diamond cone
crystal, but have since moved to a 2.4 mm diamantk ovith a slight change in

geometry, a schematic of the two diamond conegaen in Figure 4.3 a and b,

respectively.
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(a) Pointed (b) Flat topped

Figure 4.3: Schematic of two diamond crystal geomeés used by Fibre Photonics, supplied by
Fibre Photonics!

The reduction in size and alteration in geometiy thiought to reduce the cost of
manufacturing, whilst maintaining the overall penfi@nce of the ATR probes. The
geometry of the crystal used with the mono fibrebgr is the same as Figure 4.3a,

however, it is only 1.2 mm in size.

Fibre Photonics completed an investigation of diachgizes using a ray tracing
program to determine the optimal dimensions to iobthe highest transmission
output; Figure 4.4, gives an schematic of the diagincone and fibres with the ray

tracing lines.
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Figure 4.4: Schematic of ray tracing lines exitingone fibre, reflecting off the diamond crystal
twice back into the collecting fibre; where the dianeter (D) and length (L) were investigated,
adapted from figure supplied by Fibre Photonics.

Figure 4.4 shows the radiation having two pointsaftact with the diamond crystal,
but due to the cone shape the incident radiatidni¢clwwill diverge as it exits the
fibre, will actually reflect off the curve of theystal at many points; some of the
radiation will be reflected as shown in Figure 4hwever, some will also be
reflected around the cone in a helical manner wadme radiation being lost and
some transferred to the detector through the dadlecfibre. Therefore, Fibre
Photonics estimate their diamond cones as being 2 reflections. The two
dimensions that have been investigated are theed&an(D) of the widest point of
the crystal cone and the length (L) of the anglasebsection of the diamond crystal.
The ray tracing program simulated the effect on rdmiation trace when the two
dimensions were altered. Many different combinationere analysed and the
% transmission was plotted against the dimensionan® L in mm; the plotted
results supplied by Fibre Photonics are given gufa 4.5.
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Figure 4.5: Plot of % transmissionvs. diamond crystal diameter (D) and length (L) as dejsted

in Figure 4.4, supplied by Fibre Photonics.

The results indicated that a higher transmissios veached as the dimensions of
both D and L were reduced. Using this informatiord ahe ray tracing images
similar to Figure 4.4, the dimensions of the curiamond crystal, given in Figure
4.3b were derived: D was set at 2.4 mm and L anfh2 This investigation only
highlighted the perceived advantages of the probsigd in terms of optical
throughput rather that the effect on pathlength.

4.1.2.4Alignment

The alignment of the fibres is a crucial step ie thanufacturing of ATR probes. If
the fibres are out of alignment, total internaleefion may not occur in the crystal as
the radiation may not be guided into the crystaraappropriate angle or position for
total internal reflection to occur, therefore, ngnal will be produced. Another
possibility is that the collection fibre is out alignment and much of the reflected
radiation will not be detected by the collectiohréi. To prevent misalignment and

provide a more repeatable manufacturing processiilthes are placed in a titanium
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ferrule and then pushed up against the base oflitmaond crystal. The ferrule is
designed with channels for the precise alignmequired for the fibres and the
diamond cone selected. Another effect occurs wherfibres are not correctly lined
up against the crystal, known as fringing. The ntainse is from incorrect cutting of
the fibre ends; if there is an angled gap betweenend of the fibre and the crystal
base, fringing will occur. Ensuring that the fibr@® cut straight can minimize the
effect of fringing. In addition, a malleable non-#&tive material can be placed at the
end of the crystal between the crystal base ancetius of the fibres. Therefore,
when the fibres are pressed up against this mhatewd mould around the fibre end

preventing any gaps and, therefore, impeding ihgifrg effect, see Figure 4.6.

Crystal base Crystal base
\ o 4 &Malleable
Fringing material
Ferrule Ferrule
Fringing occurs No Fringing occurs

Figure 4.6: Schematic diagram of fibres placed indfrule and pressed up against the crystal
base, showing the effect of fringing when no malléée material is used and no fringing when
material is used.

To ensure good performance, it is still importanthave straight fibre ends and to
keep the amount of the softer material to a minim@are must also be taken when
using this extra material as refraction of the tlighll occur at the interface between
each different material and so, the probe mustdsgyded in a way that total internal
reflection in the crystal is still possible. FibRhotonics used AgCl as the soft
malleable material for earlier manufactured probémwever, during the
manufacturing process when the parts were pustgether to gain good contact,
fibre breakage or seal breakage could occur. Fdrrdason, Fibre Photonics opted to
remove the AgCl material from production and indteave improved the cutting of

the fibre ends to minimise the fringing, while peeting seal and fibre breakage.
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4.1.2.5Use of modular components for manufacture

One of the major challenges to the manufacturingpodbes is achieving a

consistently robust product. A way to improve thanufacturing process is the use
of modular components, where the aim is to stanskardhe opto-mechanical parts.
The modular components consist of standardised paat have been fitted together
before assembly of the probe. Each modular compasettesigned to fit together

using simple connections. Through the standardisati the different parts of the

probes, assembly should be more repeatable, pngvidbust probes with consistent
performance. An added advantage of the use of moditdmponents is faster

assembly of the probes without loss of quality. ddef the use of modular

components, the probes consisted of several gaatsréquired fitting and welding

together in specific ways to produce the final piid This process can affect the
repeatability and robustness of the probes, agp#ntes may be fitted together by
different people leading to slight differences e tfinal product. In addition, the

process of fitting together the individual partaikcblead to twisting or breakage of
the fibres inside the probe. The use of modularpmments should help standardise
the manufacturing process and minimise the occoerai twisting or breakage of

fibres. A potential limitation to using this uniwal design approach is that small
adjustments are difficult to make, however, theunegment to make any adjustments
should be minimal and the overall repeatability amlbustness of the probes should
be improved.

4.1.2.6Mono fibre design

Sometimes there may be a requirement to analyseyasmall amount of sample or
insert a probe into a small vessel, therefore stahdized probes may be too large.
Due to the dual fibre design of Fibre Photonicginstard probes, it is difficult to
reduce the probe dimensions to less than 6 mmdautiiemeter. Fibre Photonics
have, therefore, implemented a design change ttupeosmaller diameter probes, by
using a single fibre for both the excitation antlemtion of radiation. The mono fibre
design incorporates a 2.7 mm outside diameter pnotiea 1.2 mm diamond crystal
tip. The design has the advantages of using a enthdmond crystal tip, less optical

fibre and less material for the probe shaft, redlyiche cost of manufacture, whilst
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maintaining good spectral performance and allowsaghple monitoring in small

vessels and samples.
4.1.3 Basis of study

Many probe design features can be altered to ingprine product quality and
performance and the above review details someeothianges in design features that
have been implemented by Fibre Photonics when raaturing their probes. In this
study, six probes were selected, where changedd@d made to the design of the
probe, to investigate the performance of the ATERRMtobes. The probes were used
to acquire spectra of a set of ternary mixtures ealidbration models were built to
predict the concentration of the three analytesgmin the mixtures. The root mean
square error of prediction (RMSEP) statistic andceetage relative standard
deviation (%RSD) were used to assess if the pedoom of the probes was altered
when changes to the probe design were made. Fondiner an investigation into the
determination of the pathlength of the six probeaswcompleted. A better
understanding of how the pathlengths of the prabesged over the spectral range
may help in understanding any differences in thecsp when modifications were

made to the design of the probe.
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4.2 Experimental

4.2.1 Samples

A set of mixtures of acetone, ethanol and ethytaieewere prepared to assess the
performance of the ATR MIR probes. The mixtureseverepared using the method
described by Holdehputlined below.

- Each mixture was prepared in a glass vial thatbdessh rinsed in acetone and
allowed to dry before use.

- The weights of each component were measured ong asbalance with an
accuracy of 4 decimal places; readings were redotde2 decimal places.
Appendix 4.1 contains a table representing the kigsigf each of the three
components for each of the 16 mixtures prepared.

- All weights were recorded with the lid on the gdenbottles, so as to help
prevent evaporation of the liquids. Pasteur pigettere used to fill the vials
to reduce the error and maintain weight values rateuo 2 decimal places.
All measurements were taken using the tare buttwh the total weight
calculated using a difference by weight approade (Bppendix 4.1 for an
example calculation).

The concentrations of each component in the mistuvere then calculated as a
weight percentage; these values can be viewed inleT4.1. Mixtures 1 - 10

represent the calibration samples and mixtures 14 represent the test samples.
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Table 4.1: Concentrations of acetone, ethanol andhg/| acetate present in each mixture.

Concentrations as weight percentage (Yow/w)

Mixture number Acetone Ethanol Ethyl acetate
1 — calibration 1 0.0 100.0 0.0
2 — calibration 2 100.0 0.0 0.0
3 — calibration 3 0.0 0.0 100
4 — calibration 4 51.3 48.7 0.0
5 — calibration 5 49.8 0.0 50.2
6 — calibration 6 0.0 49.9 50.1
7 — calibration 7 34.1 33.9 32.0
8 — calibration 8 65.5 17.2 17.3
9 — calibration 9 18.0 65.7 16.3
10 — calibration 10 17.2 18.0 64.8
11 —test 1 6.1 84.6 9.3
12 —test 2 28.4 58.1 135
13 —test 3 42.5 32.2 25.3
14 —test 4 82.6 10.6 6.8
15 —test 5 47.4 6.9 45.7
16 —test 6 10.8 18.3 70.9

4.2.2 MIR spectrometry

MIR spectra were acquired with a resolution of 6*dn the 400 — 4000 cthrange
using an ABB MB3000 FTIR spectrometer, coupled wtblycrystalline silver
halide fibres to hastelloy bodied probes with diach@one crystals (Fibre Photonics
Ltd, Livingston, UK) of different design featureseg¢ section 4.2.3 for details of the
different probes assessed in this study). The speeter was fitted with a fibre optic
interface to allow the attachment of the differAMiR probes. Spectra were acquired
using Horizon MB' FTIR software version 3.0.13.1 (ABB, Canada) arRIAGIS
(Graphic Relational Array Management System) /Atvsare version 7.00 (Galactic
Industries Corporation, Salem, USA). The spectraevexported as text files from
Horizon software and as SPC files from GRAMS sofevand imported into Matlab

data analysis software.
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4.2.3 Probes assessed

Six ATR MIR probes were selected where alteratioad been made to the design
features. Table 4.2 lists the six probes assessethis study; details of the
differences in design and the change in manufaxjuprocess are provided in the
table.

Table 4.2: Details of Fibre Photonics ATR probes agssed in this study; the major change to the

design feature during manufacture is listed.

Probe | Outer diameter Probe body Fibre length Diamond
(mm) length (cm) (m)° size (mm)
12 30 1.8 3
1 New diamond cone sealing introduced, other feattgpsined the same as

the original design. AgCl used between the opfibaés and crystal base.
12 15 2.8 3

2 Fibre alignment altered; also incorporates new draancone sealing. AgQ

used between the optical fibres and crystal base.
12 30 1.0 2.4

3 Different diamond cone size and geometry with thered fibre alignment

and the new diamond cone sealing. No AgCl used.
6 50 15 2.4

4 Use of modular components, incorporates the chandesign features made

to probes 1 — 3. No AgCl used.

2.7 10 1.1 1.2
> Reduction of probe size including a mono fibre gegi No AgCl used.
12 30 2.0 3
6 Original design features. AgCl used between thécapfibres and crystal

base.

This is the length of the fibre when measured fdiamond tip to sma connectors; the actual length
of polycrystalline fibre within the probe and cootex cable will be double, see section 4.1.1 and
4.1.2.1.

"Different design to other 5 dual fibre probes, segtion 4.1.2.6.
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4.2.4 Methods of analysis
4.2.4.1Probe performance

The probe was inserted into each solvent mixtura inal and sealed with sealing
film before analysis; when not in use, the sampéswvere sealed to prevent any
evaporation. The probe was washed and cleanednaittr and acetone and allowed
to dry prior to each analysis. An air backgrounignence single beam spectrum was
collected and the sample single beam spectrumedhtagainst this to produce a
transmission spectrum, which was then convertedntabsorbance spectrum. 51
scans were accumulated for each measurement (aicguisme of 51 s), with six

repeat measurements made for each sample.
4.2.4.2Pathlength determination

To understand the pathlength differences of thepspbes and how the pathlength
changes over the spectral range, an investigatas ecarried out to determine the
pathlengths of the probes at a selection of wavéeusnin the range 560 —
1790 cm'. The data used for calculation of the molar abtsdtp coefficient was
provided for the investigation, but for confidetitia reasons, the identity of the
source cannot be disclosed. The first part of fimgestigation involved the
determination of the molar absorptivity coefficieaf a solvent at a range of
wavenumbers across the spectral range of intefesto this, measurements were
taken of an empty cell (Specac variable pathletigthd cell with ZnSe windows,
32 scans at 4 cm) to obtain a sine wave pattern, which is a resfilinterference

phenomena within the cell, see Figure 4.7.

69



1|
142«
-

\

Cell windows

Figure 4.7: The formation of the spectral interfereice pattern. The conditions are easier to
explain with the slanted incident beam, however, & identical to a perpendicular incident beam.
A part of beam 1 is reflected at point A and, againa fraction of this is reflected at point B. At
position B, this fraction of beam will interfere with beam 2 resulting in constructive or
destructive interferences; figure reproduced from R Spectroscopy?’

The difference in refractive index between theaid window material was great
enough to reflect the radiation back and forth. €auctive and destructive
interference occurred and the spectrum indicateghath wavelengths this occurred.
The spectral interference depended on the patiighgbetween the cell windows.
Using the maxima or minima of the interferencehia spectrum, the pathlength,

could be calculated using Equation #1.

m B
b=— Equation 4.1

The number of maxima (or minima) between the seteetavenumbers, andv, is

denoted byn. The units ofb from Equation 4.1 are cm. This procedure was tised
calculate the pathlengths of the variable pathlerggll when set at six nominal
pathlengths (80, 90, 100, 110, 120 and 150 umgterthine the actual pathlength of
the cell at these settings. When the cell was oh ed the six settings it was also
filled with acetone and a spectrum acquired (3hsee 16 crif) for calculation of

the molar absorptivity coefficient of this solveithe calculated pathlengths for the
six settings were plotted against the absorbandeesaof the acetone spectrum
acquired at the same pathlength. The gradient eftrimdline constrained through

zero is equivalent to the molar absorptivity caséint, &, multiplied by the
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concentrationc, of the solvent, from the Lambert-Beer-Bouguer lemEquation

4.2, whered is the absorbance anhds the pathlength.
A = ¢ebc Equation 4.2

The equation of the trendline js= mx, wherey is the absorbance andis the

pathlength, thereform = ec.

The second part of the investigation was to usectieulated molar absorptivity
coefficient to determine the pathlength of the Ai KR MIR probes at the same
selection of wavenumbers used for part 1. To de the absorbance spectra of
acetone acquired with each of the six probes asquion 4.2.4.1 were used with the
calculated molar absorptivity coefficient at théeséon of wavenumbers to calculate

the pathlength of the probes at that specific waudrer.
4.2.5 Data analysis

Data were imported into Matlab versions 7.5.0.3482007b) and 7.11.0.584
(R2010b) (Mathworks Inc., Natick, MA, USA) with PL¥oolbox version 4.1
(Eigenvector Research Inc., WA, USA). Spectra waaralysed and regions in the
data that would provide information about the sasplere used to construct
calibration models. The spectra from the calibragolutions and their concentration
values were used to produce multivariate partiastlesquares (PLS) calibration
models. All models were constructed using the spenegion 560 to 1790 chmand
mean centred absorbance data. The average prediotekentrations from the
models were compared with the expected concemisattbthe three analytes and the
root mean square error of prediction (RMSEP) valwese calculated within Excel
2007/2010 (Microsoft Corporation) using the funantigiven in Equation 4.3
(replicate of Equation 2.11 in chapter 2, for cameace) to determine numerically
the level of error associated with each of the iotemhs.

n . — 17.)2
RMSEP = jim(y i = Yi) Equation 4.3
n
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Where,
v;= predicted value
y;= known value

n = number of samples

The relative standard deviation (%RSD) was caledldbr the prediction of each test
mixture for each analyte using Equation 4.4, whers the standard deviation a®d

Is the average of the six repeat measurements.

%RSD =

xRi| Q

x 100 Equation 4.4

The average %RSD was then calculated for the gestl@oncentration of the six test
samples for each analyte. The RMSEP value and %R&P compared and used to
determine if the performance of the probes had lenoved when design changes

were implemented.
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4.3 Results

4.3.1 Probe performance
4.3.1.1Spectral interpretation

To investigate the performance of the six probessihectra acquired were compared
to determine any changes or improvements whenrdiffeprobes were used to
analyse the samples. The acquired pure componentrapf ethanol, acetone and
ethyl acetate from the six probes were comparedetermine if there were any
differences present. The overlaid average absoebspectra for ethanol (calibration
1) acquired using the six ATR MIR probes are giireRigure 4.8. The most notable
difference is the change in absorbance betweespbetra; this can be seen clearly
in Figure 4.9 in the range 950-1200 trThe differences in the absorbance between
the six probes change with wavenumber over the tigdetange; the greatest
difference is observed for the peak around 1040.chpart from the differences in

absorbance, the six ATR MIR probes produce sinstectra.
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Figure 4.9: Overlaid average (n=6) ATR MIR absorbame spectra of ethanol (Calibration 1)
acquired in the range 950 — 1200 crtusing probes 1 — 6.

The overlaid average absorbance spectra for acétatibration 2) acquired using
the six ATR MIR probes are given in Figure 4.10.fsethanol, a difference in the
absorbance between the spectra of acetone frosixiprobes can be observed. The
difference in absorbance is larger at higher wandyars than at lower
wavenumbers; this is easily observed when compdheghange in absorbance for
peaks around 900 ¢hand 1700 cm. In addition, there appears to be a change in the
ratio of the larger peaks, as illustrated for tveals in the range 1190 — 1400tim
Figure 4.11. The ratio of the three larger peakthefacetone spectrum (1219°tm
1358 cni and 1713 c) were calculated and compared, see Table 4.3p&ak at
1219 cni* was assigned a value of one and the relative ddttbe other peaks was

determined.
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Table 4.3: Table of calculated ratio of the threedrgest peaks present in the acetone spectra
(Calibration 2) acquired with the six ATR MIR probes.

Wavenumber (ci)

1219 1358 1713
Probe 1 1.0 0.8 11
Probe 2 1.0 0.9 1.3
Probe 3 1.0 0.9 1.2
Probe 4 1.0 0.8 1.1
Probe 5 1.0 1.0 0.4
Probe 6 1.0 1.1 1.9

In general for probes 1 — 4 the absorbance of &z pt 1358 cihis the smallest,
then it is the peak at 1219 ¢nand finally the largest absorbance is observedhfer
peak at 1713 cth Probes 5 and 6 do not follow this pattern; fooher 5 the two
peaks at 1219 cfmand 1358 ci are equivalent and the absorbance of the peak
observed at 1713 c¢his considerably smaller. For probe 6, the absardaf the
peak at 1358 crhis larger than that of the peak at 1219'cffihese results indicate
that there is a difference between the six probfes;reason for the difference in
probe 5 is most likely due to the change in thegiesf the probe as this is a mono
fibre design with a smaller diamond cone size ti@nother probes. Probe 6 was the
original manufacturing design; therefore the chanigeorporated in probes 1 — 5

appear to have altered the spectrum of acetone.
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Figure 4.11: Overlaid average (n=6) ATR MIR absorbace spectra of acetone (Calibration 2)
acquired in the range 1190 — 1400 chusing probes 1 — 6.

The overlaid average absorbance spectra for ettgtiage (calibration 3) acquired
using the six ATR MIR probes are given in Figurgé24.As for ethanol and acetone,
the main observation is the difference in the atmoce with wavenumber over the
spectral range. However, in the spectral range-58000 crt, there is a smaller
difference in the absorbance values of approximdtdl or less for the six ATR MIR
probes, as illustrated in Figure 4.13. From 10a090 cn* larger differences occur
with the largest absorbance difference observedhi®peak at 1735 chas shown
in Figure 4.14, where a difference in absorbaneatgr than 0.8 is observed. For all
three analytes, probes 1 — 4 give more similar diaswes when compared with

probes 5 and 6.
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Figure 4.13: Overlaid average (n=6) ATR MIR absorbace spectra of ethyl acetate (Calibration
3) acquired in the range 560 — 1000 cfrusing probes 1 — 6.
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Figure 4.14: Overlaid average (n=6) ATR MIR absorbace spectra of ethyl acetate (Calibration

3) acquired in the range 1680 — 1780 chusing probes 1 — 6.

Reviewing the spectra acquired using the six ATHRRMIobes; the design changes
to the probes have not altered the general qualftythe spectra. However,
absorbance differences occur between the spectitzegbrobes, and in the case of

acetone there are also some peak ratio differedaarding to the Lambert-Beer-
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Bouguer law (Equation 4.2) there is a linear relahip between the absorbance,
and the concentration and pathlength. In this rebeshe sample mixtures remained
the same, therefore, the concentration and mokorpbvity coefficient are constant.

In this instance, any change in absorbance is digp¢ron a change in pathlength.
So, there must be pathlength differences betwesikhprobes, see section 4.3.2 for
the investigation into the pathlength of these pellrhere is a further relationship
between the pathlength and the number of reflestigiven in Equation 4.5, where

d, is the penetration depth.
b = d, X No.reflections at the crystal Equation 4.5

Therefore, the change in pathlength can be assdogth a change in the number of
reflections at the crystal and/or a change in patieh depth. The penetration depth
for a single reflection is related to the waveléngt the incident lightA, and the
angle of incidence at the crystal surfa@ethrough Equation 4.6, wherg is the

refractive index of the ATR crystal amg is the refractive index of the sample.
d, = A/ 2mn,[sin?6 — (n,/n;)?]%° Equation 4.6

So, a change in absorbance can be associated wlii@inge in the angle of incidence

at a specific wavelength, through the influencelgn

A change ing and the number of reflections at the crystal camddur when the size
and geometry of the diamond crystal are changechakge in9 will also be caused
by differences in the alignment of the optical &élio the crystal surface. Probes 1, 2
and 6 have the original size and geometry of diaineae Figure 4.3a. Probes 3 and
4 incorporate a different diamond crystal shape design (Figure 4.3b), Probe 5
contains a smaller diamond crystal size, but ubesariginal geometry given in

Figure 4.3a.

Due to the helical nature of these cone designsussed in section 4.1.2.3, it is
difficult to determine what the number of reflectsoare and, therefore, it is possible
that there is a difference between the two conemg#tes. In addition, the

dimensions of the two diamond crystals have diffeengles, therefore, the angle of

incidence at the crystal will be different and awde in the penetration depth will
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occur between the two crystals. As the manufagupiocess consisted of manually
fitting together many different parts, differencis alignment can be expected.
However, with the use of modular components and ham@cally stable clamp

arrangements to hold the fibres in place to maintaeir accurate position, fewer

variations will occur in more recently manufactupgdbes.

The differences in absorbance observed betweesithgrobes are, therefore, most
likely a combination of effects caused by the cleimgfibre alignment and diamond
cone size and geometry. From this assessmentyiiciear why there is such a large
change in absorbance between the original manufiagtprocess for probe 6 to the
production of probe 1, where the design change avagw cone sealing, as it is

unlikely that this will have an effect on the perfance of the probe.

4.3.1.2Predictions of concentrations of acetone, ethanohd ethyl acetate in

ternary mixtures

PLS calibration models were built using the acquispectra for the calibration
samples in the region 560 — 1790°tnthe data were mean centered with no
derivation. The number of latent variables requinexs determined from the model
that produced the minimum value of the root meauasg) error of cross-validation
(RMSECV) obtained using leave-one-out cross valdat Separate calibration
models were built using the spectra acquired frachgrobe; the models were then
applied to predict the concentrations of the tlaealytes in the test samples acquired

on the same system as the data used for the ¢adibraodel.

The accuracy of the concentration predictions che@mponent obtained with each
probe were then compared to indicate any advantafethe design changes
implemented in the probe manufacture. The expeaedoredicted concentrations of
the three analytes were tabulated and the RMSEP/@R@ED values were calculated
to determine numerically the level of error asswdlawith each of the predictions.
The results for ethanol, acetone and ethyl acetaegiven in Table 4.4, Table 4.5

and Table 4.6, respectively.
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Table 4.4: Expected and predicted concentrations faethanol from PLS calibration models for

probes 1 — 6.
Mixture Expected Concentration predictions (% w/w)
number  concentration probe Probe Probe Probe Probe Probe
(% wiw) 1 2 3 4 5 6
Test1 84.6 84.7 84.9 84.9 83.8 82.2 83.5
Test 2 58.1 58.0 57.4 57.8 58.1 57.4 58.7
Test 3 32.2 31.5 30.7 31.1 30.2 30.1 32.4
Test 4 10.6 10.4 9.6 10.5 10.5 9.9 9.2
Test 5 6.9 5.2 4.0 4.7 4.4 5.0 5.7
Test 6 18.3 18.1 17.6 17.6 17.8 17.9 17.7
RMSEP 0.7 14 1.1 14 1.6 1.0
%RSD 0.3 0.7 0.2 0.9 1.5 4.5

Table 4.5: Expected and predicted concentrations foacetone from PLS calibration models for

probes 1 — 6.
Mixture Expected Concentration predictions (% w/w)
number  concentration probe Probe Probe Probe Probe Probe
(% wiw) 1 2 3 4 5 6
Test 1 6.1 6.0 6.4 6.0 7.1 7.9 6.2
Test 2 28.4 28.6 288 283 274 282 278
Test 3 42.5 428 431 429 435 430 435
Test 4 82.6 832 834 831 829 825 837
Test 5 47.4 478 48.0 480 48.1 465 488
Test 6 10.8 114 118 116 108 11.8 126
RMSEP 0.4 0.7 0.5 0.8 0.9 11
%RSD 0.2 0.3 0.1 0.8 2.2 1.8
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Table 4.6: Expected and predicted concentrations faethyl acetate from PLS calibration models

for probes 1 — 6.

Mixture Expected Concentration predictions (% w/w)
number  concentration probe Probe Probe Probe Probe Probe
(% wiw) 1 2 3 4 5 6
Test 1 9.3 9.3 8.7 9.1 9.1 9.9 10.3
Test 2 13.5 13.4 13.8 13.9 14.5 14.4 13.5
Test 3 25.8 25.8 26.2 26.0 26.3 26.9 24.1
Test4 6.4 6.4 7.0 6.4 6.6 7.5 7.2
Test5 46.9 46.9 47.9 47.3 47.4 48.5 45.6
Test 6 70.5 70.5 70.7 70.8 71.4 70.3 69.7
RMSEP 0.6 1.0 0.8 0.9 14 0.8
%RSD 0.2 0.4 0.1 0.2 2.7 1.2

On assessing the results for the concentrationgti@as achieved with the six ATR
MIR probes, several conclusions can be made:

« Low RMSEP values were determined for probes 1 er4he three analytes,
with values less than 1.5% w/w. Small differencethe RMSEP values were
observed, however, when considering the magnitudéh® errors these
differences are relatively insignificant.

* Good %RSD values were also observed for probe forthe three analytes,
with values less than 1%.

e The RMSEP results for probe 5 were slightly gredtemn observed for
probes 1 — 4, with values between 0.9 and 1.6% w/w.

 The %RSD values were also greater for probe 5 firabes 1 — 4, with
values between 1.5 and 2.7%.

* The RMSEP results for probe 6 were similar to thaisgerved for probes 1 —
4, however, the %RSD values were greater than thbserved for all the
other probes.

e Overall probes 1 and 3 give the best performancenwthe results for
RMSEP and %RSD are considered.

84



Probe 5 implements a different probe design whesiagle fibre is used instead of a
dual fibre design and also incorporates a smaikmdnd crystal giving a smaller
pathlength in comparison to the other probes. Tim@atto noise of this probe will,
therefore, be smaller than achieved with the gbihebes and so more variation in the
acquired spectra can be expected, which will resultlarger %RSD results.
However, even though probe 5 has a reduced setysiitvcan still be used
successfully to analyse samples in combination WighMB3000 spectrometer, with
RMSEP values less than 2% w/w and %RSD valuedhess3%. Probe 6 has higher
%RSD values in comparison to the other dual fibrebps, especially for the
prediction of ethanol; this is most likely causadtie poor predictions for the low %
w/w concentrations of this analyte. Probe 6 wasaihginal manufacturing design,
therefore, the results obtained with probes 1 -udggsst that the manufacturing

alterations adopted had improved the performanctleeoprobes.
4.3.2 Pathlength investigation

The spectrum of an empty variable pathlength cedls vacquired and used to
determine the actual pathlength of the cell at s#ktings. Figure 4.15 gives an
example of the sine wave generated from this aitguiswhen the pathlength was
set at 150 um. The number of maxima was countesideet the two points indicated
in Figure 4.15 and used in Equation 4.1, giveneantien 4.2.4.2 to calculate the

actual pathlength.
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Figure 4.15: Spectral interference sine wave acqued when measurement of an empty variable
pathlength cell set at 150 um was made.

The spectral interference sine waves were analfgsegix set pathlength values: 80,
90, 100, 110, 120 and 150 um and the results aengn Table 4.7. The pathlength
values are given here in cm as it allowed for aaragcurate determination of the
gradient of the trendline and so further calculaiof the molar absorptivity would

also be more accurate.
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Table 4.7: Tabulated results for the calculation ofthe pathlength of the variable cell at six

settings and the absorbance values for acetone @96 cni' at the same six settings.

Set 7, (cm?) 7, (cm?) m v, — U, Calculated Absorbance
pathlength (cm™®)  pathlength  at peak
value (cm) 1095 cnt
(cm)
0.008 1188 700 7 488 0.007 0.770
0.009 1182 739 7 444 0.008 0.874
0.01 1175 717 8 457 0.009 0.967
0.011 1178 708 9 471 0.010 1.050
0.012 1175 696 10 478 0.010 1.136
0.015 1327 727 16 600 0.013 1.423

The calculated pathlengths for the six settings ewtdren plotted against the
absorbance values at a range of wavenumbers attresspectral range analysed
using the same settings. Nine wavenumbers weretedlén total across the range
787 — 1767 cil, as indicated in Figure 4.16. As many of the avetoeaks were off
scale using the transmission cell, points werecsalenear to where the acetone
peaks arise, where absorbance values could betetbtddeally, points would be
selected that give absorbance values less tharhdvgver, for this data, it would
not have been possible to calculate the pathlengththe in situ probes as the
absorbance values would be too low at these wavikeupbints. Therefore, the’R
value for the trendline was evaluated to deterntiree closeness of fit of the data
points to the trendline that had been constraiheaugh zero. Table 4.7 and Figure
4.17 show the results for the peak at 1095 @m an example. The absorbanse
pathlength plots for the other eight wavenumbelecsed are given in Appendix 4.2,
where the equation of the straight line arfd/Blue were calculated and are tabulated
in Table 4.8.
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y =108.61x
R2 =0.9946
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Pathlength (cmn
Figure 4.17: Absorbance values for a peak at 1095n¢* acquired using the variable pathlength

cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindé molar absorptivity coefficient.

Table 4.8: Equation of the trendline and R values for nine selected wavenumbers in the ace®n

spectrum.
Wavenumber (cf) Equation of line Rvalue
787 y = 18.68% 0.9112
903 y = 75.28% 0.9816
1095 y =108.6% 0.9946
1196 y = 108.28& 0.9953
1242 y =113.7% 0.9932
1327 y =119.3% 0.9938
1474 y = 117.25 0.9923
1674 y = 132.95 0.9967
1767 y =138.7% 0.9976

As defined earlier in section 4.2.4.2, the gradiefitthe line in Figure 4.17 is
equivalent toec. Therefore, the molar absorptivity coefficient H195 cni is

calculated as follows:
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m
E=—
c

108.61
&=

c
For acetone, the concentration is 13.619 mol/L, s67.97 L mol* cm?. This

calculation was carried out for nine selected wawdpers and the results are given
in Table 4.9.

Table 4.9: Calculated molar absorptivity coefficien for nine selected wavenumbers in the

acetone spectrum.

Wavenumber (ci) Molar absorptivity coefficient (L mdi cni’)

787 1.37
903 5.53
1095 7.97
1196 7.95
1242 8.36
1327 8.76
1474 8.61
1674 9.76
1767 10.19

The calculated molar absorptivity values were thesed with the acquired
absorbance values for acetone for the six ATR MiRbps to determine the
pathlength for each probe at the nine selected mwawbers. Six replicate
measurements of acetone were acquired using alhsku ATR MIR probes, the

pathlength was determined for each measurement thed the average was
calculated. An example calculation for one measergnacquired using probe 1 at
1095 cn* is given below:

A
h=—
EC
_0.0695
"~ 7.97 x 13.619
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Therefore the pathlength is 6.39910* cm or 6.399 pm at 1095 émThe average
pathlength results for the six probes at the nirevemumbers in the acetone

spectrum, indicated in Figure 4.18, are given iblé&.10 after conversion to pum.

Absorbance

1095 1196

1767

60 800 1000 1200 1400 1600 1800
Wavenumber (cr'T]i)

Figure 4.18: Average (n=6) ATR MIR absorbance speca of acetone (calibration 2) in the range
560 — 1810 cm using probe 6.

Table 4.10: Calculated average pathlengths for siATR MIR probes at nine selected

wavenumbers.

Wavenumber Probe 1 Probe 2 Probe 3 Probe 4 Probe5 Probe 6

(cm™) Pathlength (um)

787 6.6 7.6 9.6 5.9 6.7 8.7
903 5.1 5.6 6.6 5.5 4.3 7.2
1095 6.4 6.2 7.2 6.8 4.0 8.3
1196 8.1 7.0 8.3 7.1 45 9.2
1242 4.9 4.7 5.0 5.0 3.0 5.2
1327 45 4.4 5.4 5.0 3.4 5.9
1474 2.7 2.5 3.1 3.8 1.7 35
1674 4.0 3.7 4.6 4.9 0.8 5.0
1767 2.2 1.8 2.3 3.0 * 2.7

*Absorbance values too low to calculate pathlength.
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Variations in the pathlength over the spectral eangn be observed for the ATR
probes and the trends for probes 1 and 5 are givEigure 4.19; the points relate to
the actual calculated pathlengths and the linewd®et the points are there only to
make the general trend easier to view. The treadprbbes 2 and 6, and 3 and 4 are

given in Figure 4.20 and Figure 4.21, respectively.
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Figure 4.19: Pathlengthvs. selected wavenumber for probes 1 and 5 with linessbween points to

highlight the increasing and decreasing trend in th pathlength of the probes.
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Figure 4.20: Pathlengthvs. selected wavenumber for probes 2 and 6 with lindsetween points to

indicate the increasing and decreasing trend in thpathlength of the probes.
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Figure 4.21: Pathlengthvs. selected wavenumber for probes 3 and 4 with lindsetween points to

indicate the increasing and decreasing trend in thpathlength of the probes.

Reviewing the results of the pathlength determamettifor the six ATR probes,

several conclusions can be made:

Probes 1 — 3 and 6 follow similar trends wheredlere large pathlengths at
787 cnt’, these decrease at 903 tivefore increasing again to the maximum
pathlength observed at 1196 ¢nfrom this point the pathlength decreases
considerably to 1474 c¢fand remains small with the exception of a minor
increase at 1674 c¢hn

It is difficult to determine if the pathlength imases at 1196 and 1674tm
are anomalies in the data, however as the tresdnsar between 4 of the
dual fibre probes, it is likely that these increasee real. Comparing the
trends in pathlength to Figure 4.18, the increaspathlength occurs when
there is an increase in absorbance, where an &cpaak arises; therefore the
increase may be due to acetone absorbing moregbtrionthese regions.

A slight difference in trend is observed for probehigher pathlengths at
1196 and 1674 cihstill occur, however, lower pathlengths are obsedrat
lower wavenumbers for this probe.

Probes 3 and 6 have larger pathlengths at loweemanbers in comparison

to the other probes.
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At higher wavenumbers, probe 4 and 6 have longérlgragths, however,
probe 3 is not that much lower.

The single fibre probe, probe 5, follows a diffarémend to the dual fibre
probes, with a steady decrease from the maximuimigragth at 787 cihto

its lowest pathlength at 1674 ¢m No pathlength was determined at
1767 cni* as the absorbance values were too low.

Considering the pathlength results, probe 6 providhe largest pathlength,
with probe 3 providing similar results.
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4.4 Conclusions

The six ATR MIR probes were all able to be usedatalyse and produce good
quality spectra for the sample mixtures. The masihynent difference observed
between the spectra of the different probes wasgltaage in absorbance, which can
be related to a change in pathlength caused bgrdiftes in the angle of incidence at
the crystal surface, causing changes in the pdiogtrdepth, or by the number of
reflections within the diamond crystal. Due to tlesign of the probes it is difficult
to determine exactly where these changes origirfaded and it is most likely that a
few factors in the design of the probe affect bttt angle of incidence and the
number of reflections in the crystal. A differenicepeak ratios was observed for
acetone for the original probe design, probe 6, thedmono fibre design, probe 5.
The difference in the ratios of the peaks in prblman be explained by the change in
the pathlength, as the investigation revealed tihatpathlength steadily decreases
from 787 — 1674 cih, so this probe has small pathlengths of less tham around
1700 cni* in comparison to the dual fibre probes which se@arease in pathlength
around the same region. The decrease in pathldagtihe single fibre probe 5 is
most likely due to the implementation of a smatlexmond cone crystal when the
smaller diameter design was incorporated. It is endifficult to explain the
absorbance differences observed with probe 6 &trdiit wavenumbers; higher
pathlengths are observed around wavenumbers wheten® peaks occur, however,
when comparing the spectra of all the probes, thesdts do not reflect the results
of the pathlength determination study. The mairseeafor this, is because the
pathlengths were not determined for the actualoaeepeaks for reasons discussed
previously, therefore, for example, the acetonekpaal219 crit has the largest
absorbance with probe 4. However, the pathlengthltefor 1196 cr suggest that
probe 6 has the largest pathlength and, therefbeehigher absorbance; observing
the overlaid spectra of all the probes at 1196 cthere is a higher absorbance for
probe 6 at this wavenumber, but not for the acetpeak at 1219 cth The
difference in the peak ratios of probe 6 versusatier dual fibre designs, suggests
that the design changes implemented have had ect effi the spectra. However, the

trends observed for the pathlength determinatitvosvsdifferent results; the trends
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for the dual fibre probes are similar, indicatingnigarities between the probes. The
ratio differences observed in the spectra for p®lmannot, therefore, be explained
with the results from the pathlength determinatidnss likely that more information

could be deduced if pathlengths could be determioedhe wavenumbers where

acetone peaks occur.

The predictions of analyte concentrations indicdted all six probes could be used
to successfully predict the concentrations of thalyes. Probes 1 and 3 have the
best performance when RMSEP and %RSD are consideretie 1 introduced a
new diamond cone sealing; it is clear that thegteshange from the original probe,
probe 6, has made an improvement, however, it neapdssible that other design
differences that may have been incorporated, ssidibi@e selection may have caused
the change in performance rather than the usewfdi@mond cone seals. Probe 3
incorporated the new diamond cone sealing and &bgaments, as well as the new
size and geometry of diamond crystal. From theeiased performance and good
pathlength results obtained with probe 3, it islewt that the changes have made an
improvement, as probe 3 provided better overalfoperance than probe 1 and 2.
The results observed for probe 2 were very sinmathose of probes 1, 3 and 4
indicating that the fibre alignment had provided ianprovement over the original
manufactured design and allowed good performandeetmaintained between the
other dual fibre probes. The spectra acquired uysioge 4 were very similar to those
measured with probes 1, 2 and 3, as was the peaafarenfor predicting the
concentration of analytes; it seems, thereford,ttteause of modular components for
the manufacture of the probes did not adverselcafierformance. However, there
was a pathlength decrease observed at lower wavmranfor this probe when

compared to the other dual fibre probes.

Overall, the design changes implemented have inggrahe performance of the
probes in comparison to the original design wita best results being obtained by
probe 3. The observations indicate that the sideg@ometry of the diamond crystal
have a large impact on the probe performance. $talso interesting to note that the

96



modular component design approach to probe manufagt with its production

advantages, did not adversely affect probe perfocaa

The results of this study have indicated that ciranthe size and geometry of the
diamond crystal in the probe have made improvementise overall performance of
the ATR MIR probes, therefore, future recommendwtito Fibre Photonics would
be to implement the newer diamond cone design andertsure repeatable
manufacture of the crystal, to increase the comstst between probes. In addition,
the use of modular components was shown not torselyeaffect the performance of
the probes; if Fibre Photonics adopt this manufaoguprocedure they should be
able to efficiently produce robust ATR MIR probdsatt give consistently good
performance. The removal of the non-IR active nadlle material, AgCl, and
improvement of the fibre end cutting and fibre aligent procedures appears to have
also improved the overall performance of the prpbedicating that the AgCI
material is no longer required; therefore, the nemdf seal breakages and leakages

should be minimised, consequently improving theustbess of the probes.
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5 Calibration models for analyte prediction

5.1 Introduction

5.1.1 The use of calibration models

Multivariate calibration models are widely used imdustry for a variety of
techniques, especially for spectroscopic measureméhey are used successfully to
determine quantitative information from complex Igheal data and, therefore,
widely used in optical spectroscopy. In particuldiR spectroscopy is dependent
upon multivariate calibration for quantitative aysa$ and advances have been made
in the applications of NIR spectrometry due to tapability of the multivariate
calibration models. A multivariate calibration ctake a lot of effort to build and,
therefore, it is intended for use over a long tipggiod; in comparison, univariate
calibration can be simpler to implement, but mayuree recalibration on a day-to-
day basis. Generally, multivariate models are baseda large number of real
samples collected over a period of time and hehee time intensive to develop

robust calibration models.

Although calibration models are designed primatity be used for an extended
period of time, if any changes to the initial pregeconditions or equipment are
introduced, the robustness of the model may betaifie reducing the accuracy of the
results obtained. A number of situations can asisere the multivariate calibration
model may become invalid: if the instrument useddevelopment of the original
calibration has been replaced; if there have besnpérature fluctuations and
measurements have been taken at an altered teomeerat there has been
instrumental drift in the instrument over time; tliere has been a shift in the
instrumental response; or if there has been a palyshange to the composition of
the samples under analydidn these circumstances a full recalibration would
normally be required, incurring extra costs and aiiirwve while this is completed. To
avoid preparing completely new multivariate moddtem scratch, various
calibration transfer methods have been deviseddaae the likelihood of erroneous
measurements or limit the number of additional expents that need to be carried
out to allow the model to still be appropriate.
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5.1.2 Calibration transfer methods in infrared spectrometry

The transfer of calibration models is seen as aomajallenge in industry as the
models can be very sensitive to small variationsbath the wavelength and
absorbance in the spectrdrthese small variations can cause a calibrationeinind

become invalid for prediction of concentrationsdzh®n spectra taken with e.g. a
new analyser system. The direct transfer of cditmmamodels does not usually
provide satisfactory results owing to minor difieces between instruments and
changes in performance characteristics over tim@. this reason, instrument
standardisation methods were developed to dealthétiproblem and aid the transfer

of calibration models.

Since the implementation of PAC and chemometridyaisg there have been a range
of articles relating to the use of calibration sfam and instrument standardisation in
NIR spectrometry. As MIR spectrometry has been used frequently in process
analysis than NIR spectrometry (owing to the afeptioned problems with optical
fibres), there are fewer examples of MIR calibratinodel transfer. However, many
of the advancements made in the NIR model trarsfatd be applicable to MIR

analysis.

De Noord' Feudaleet al.? and van den Bergt al* have discussed the issues
surrounding calibration transfer and the varioughoas in place for instrument
standardisation. Different strategies that candszlbefore a given calibration model
is implemented were discussed and the main idedishtve been brought forward

from these reviews are outlined below.

Instrument matching involves the careful controltleé experimental parameters in

order to keep the two instruments as similar asiptes To achieve this, the analyst
is required to identify the parameters which arestoitical for the transferability of
the model. Adhihettyet al® described a method for the matching of two FTIR
spectrometers through the control of experimentdipendant variables. It was
expressed that the experimental variables thataffact the model transfer must be

identified. Therefore, there is high importancetba control of these variables to
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allow the model to be transferred successfully. egor caveat to this strategy is
that the analyst is required to have simultaneacess to both instruments. De
Noord" also noted that instrument matching could onlyised if two instruments of
the same manufacturer and type were being usetfudmsnt matching does have
merit in some applications; however, the inhereggtrictions make this method

impractical in every day industrial applications.

Robust calibration models are designed to withsiamhges between instruments,

temperatures etc., and different approaches hasme dbeveloped. The first approach,
referred to as global models, seeks to includalifierent sources of variation in the
design to develop a universal model. Global modelstain the expected variation
for a wide range of experimental conditions andyefore, will have less sources of
variation that need to be strictly controlled irtuite data. To develop an accurate
global model, the analyst must be able to antieiaty new sources of variance and
also the full degree of the variability within thata. Ozdemiet al® discussed the
performance of genetic regression (GR) for optimnmavelength selection to correct
for instrumental drift. GR has been shown to conspéa for wavelength shifts of up
to 4 nm for multi-instrument calibration. The pretibns of the models improved
when the shifted data was incorporated in the mo@&bal models can be very
complicated; however, they have been shown to geowvieliable predictions.
Despagne and Massaindicated that the predictions from a global modete not
as accurate as from a local model if there weremodelled variations present in
the data. It is clear that if there is a possipilif any future variability in the
experimental conditiongt should be reduced where possible to ensure rbette

predictions.

A second approach discussed for the developmenthafst calibration models is
based upon the variables used for model buildirapuRt models can be built when
variables that are insensitive or have reduced itsgtys to the variations in
instrumental changes or experimental conditions iacerporated in the mod&I.
Therefore, when variations do occur in the spectracause of changes to

experimental conditions or a change in instrumémgn the variables will present
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little change in the regression coefficients. Thare a number of examples of this
approach in the literatuté® and some involve the use of orthogonal metHdds.

Ozdemiret all®

described a procedure for the calibration of rplétiinstruments
where the spectra from each were used during thetration of the calibration
models. Genetic algorithms enabled the discoverthefvariables that allowed the
calibration model to be used for two near-infrasgdtems. Robust models were built
which required minimal data collection from the @ed instrument, providing time
saving benefits for calibration transfer. No pmratment was required for
implementation; also the method did not require #aene resolution for both
instruments. The success of this approach is urtddlyb dependent on finding
suitable variables that are insensitive to vamgtibut sensitive to quantifying the

analyte.

Model updating accounts for new variations by ribog the model with the

addition of a small number of test samples to tkistiag calibration set. The

samples that are added must accurately describeatlability of the new instrument

in a way that the model is applicable to both tee rand the old instrument and is
valid for both. The addition of these new samplds wake the model more robust
to the new measurement conditions and so will lEadbetter predictions. Some
different approaches have been explored includimgnpde selection’ 3

weighting® ?° the blank augmentation prototblnd Tikhonov regularisatioif.?*

Greensillet al'’

completed an assessment of a number of chemontethaiques

for calibration transfer between spectrometers ugicly model updating. The
selected spectra, determined by the Kenard-Stonleoghewere used to successfully
transfer calibration models between the spectromgieoviding good predictions
and in some cases better RMSEP results. A problestsewith model updating in
that only a few new samples are added to the @ilginodel and so there may be a
large difference noted between the new and old Esmnpausing an increase in the
error of the model. Setarehdanal’® addressed this issue by developing a strategy,
based on PCA and PLS multivariate techniques, ko thecide which new samples
should be added to the calibration set. With the afshese multivariate techniques,

a new sample can be defined by how “similar” itoigshe samples that were currently
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used in the calibration dataset. This is compldtgdesidual analysis after PCA is
performed. If the sample under consideration hggeatrum “similar” to the spectra
of the calibration samples in the dataset, theasmumption is made that the current
model can predict the analyte concentration of faabple. However, if the sample
under consideration is defined as being “dissimilarindicates that this sample
contains new information that is not modelled by thurrent calibration dataset. This
sample is then added to the calibration data semfwove the model. Stork and
Kowalski'® investigated the theoretical weighting scheme updating regression
models. They discussed the issue around the dabibraet being dominated by
samples collected from the original model beforey athanges arose. By
implementing a weighting scheme and hence incrgasia contribution of the new
component to the model, the error can be redubésiwill result in a decrease in the
prediction error. Model updating has the advantag®ot requiring the measurement
of standardisation samples on both spectrometeltbodgh, it has the inherent
disadvantage that for complex systems a considerabimber of samples are
required to capture the new variance and so theemogddating method tends

towards full recalibration.

As well as the strategies mentioned above, de Noamdl Feudaleet al® also
discussed the different standardisation methodsatteaavailable for the transfer of
calibration models after they have been built. he tstandardisation methods
reviewed, the response function of a secondaryesyss modified to match the
response function of the primary system. In gendéhake are three ways to achieve
this: standardise the regression coefficiénts,the spectral respon$és® or the

predicted values using mathematical manipulation.

Standardisation of the regression coefficients

The standardisation of the regression coefficiémtshe model can be completed by
a method that was proposed by Wagtgal?® The transfer method involves the
transformation of the original model into a new rebthat will be suitable for the

new system. This method can be defined for bothsidal and inverse calibration
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models. The classical method is expressed withnbam assumptions being implied
throughout:

- the linear relationship of the response of therumsénts;

- the concentrations for all of the analytes thattigbute to the response

are known.

The inverse calibration models differ from claskicedel standardisation as only
the concentration of the analyte of interest ngedse known. Wangt al?> noted
that inverse model standardisation worked well wagplied to comparatively large
sample sets. Also, it was observed that classicadlein standardisation can be
restricted in its modelling ability, nevertheles$as the ability to work with fewer
samples than that of the full calibration set.

Standardisation of the spectral responses

Standardisation of the spectral responses models#trumental differences using
regression of the spectral responses of a setrmplsa measured on the primary
instrument against the same set of samples measuarélgde secondary instrument.
As a result, any changes in the response betweenvib instruments can be
corrected for, and then the initial model can bedu®r prediction on the secondary
instrument without the need to formulate new reges coefficients. In the

literature, there have been examples of both uiatearand multivariate methods
which have been proposed to standardise spectsplomees from a secondary

instrument.

Feudaleet al? discussed the univariate standardisation apprteathwas developed
by Shenk and Westerhatfswhich comprises a single correction factor at gver
wavelength channel to correct for the intensityffedlédnces between spectra. The
Shenk and Westerhaus algorithm has been ustiliseddiibration transfer across
NIR instruments in a number of exampfes®>*Bouveresset al** employed the
algorithm for calibration transfer across NIR instients where different
standardisation samples were used. Using thisidigotheywere able to determine
the best standardisation sample set that would ganbest predictions. They

discovered that the best results were achieved whkirg samples that covered the
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same range as the prediction samples, or at lesagiset of this range. The algorithm
provides poorer results if the standardisation sasmpmployed are of a different
nature to those samples being analysed. BouvermsseMassaft investigated

different alterations to the spectral intensity reotion step of the Shenk and
Westerhaus algorithm in an attempt to improve #mults when the nature of the
samples is different; applying locally weighted nesion in the spectral intensity
correction step produced better results in comparie simple linear regression. The
modified algorithm allows standardisation with saespof a different nature to those
being analysed and does not require analysis oftdredardisation samples on both

instruments.

As the majority of spectral data requires the ukenuoltivariate analysis there has
been some important developments made in this arem well-known and
commonly used standardisation methods that wereloeed by Wanget al® are
direct standardisation (DS) and piecewise direahddrdisation (PDS). Since their
introduction for calibration transfer, a considdealamount of effort has been
extended to improve their applicatibr” 2 3***The DS method corrects the spectra
acquired on the second instrument to match thetrspétat were collected on the
primary instrument, while the original calibrationodel remains unchanged. The
responses from the two instruments are related n® another by a transform
function. The spectra measured on the second mstrtiare then standardised to
match the spectra collected on the primary instntnaging the transform function.
The standardised spectra can then be used alonyg that original unchanged
calibration model to predict the unknown concemdret of the samples from the
secondary instrument. A problem with this approadld with PDS is around the
additive background. When this additive backgrouedn is unaccounted for,
incomplete transfer of calibration models betweasiruments can be seen. Waetg
al.*” addressed this issue and proposed additive baakgmorrection measures. The
correction consisted of mean-centring each setavfster samples to remove any
constant baseline differences present. Anothericdiffy is the number of
standardisation samples chosen for the transfousually smaller than the number

of variables. Therefore, if the selected subsestahdardisation samples does not
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cover the whole experimental space, not all ofgpectral information contained in
the spectrum of the test sample measured on thendawy instrument will be
transferred by DS. The spectral information thabrithogonal to the space spanned
by the spectra of the standardisation samples mesun the secondary instrument
will be lost during transformation leading to pomesults. A large number of
standardisation samples are needed to avoid tbislggn. Other solutions to this
issue include estimation of the transform functignmeans of PLS regression or a
reduction in the number of variables involved ire thegression; this lays the
foundation for PDS. PDS is similar to DS, howeveaims to recreate each spectral
point on the primary instrument from several measwents in small channel
windows on the secondary instrument. The calcutatibthe transform function in
PDS differs from DS in that it does not use theirenspectrum of the transfer
samples to correct each wavelength on the secomastryment. Instead PDS uses
variables in the local window around the channehtdrest; this is because when the
responses on one instrument are shifted to the,atifermation about the shift is
most likely to be found in restrictive local reg®m the second instrumefitThis
window size can be varied and should be optimis#drb use for calibration model
building. As PDS uses a moving window, edge effaes occur where there is
insufficient data to be able to form a completedow. In these cases, the ends of
the spectra are either removed or estimated bymoiation® *°> PDS is one of the
most widely used transfer methods due to its céipaht enabling the simultaneous
correction of intensity differences and wavelenghifts. Wanget al. described a
study where transfer results with PDS were bettamtthose of the full set
recalibratior®® Although PDS is commonly used for calibration &fem it is not
without problems. One of the main issues associatgd PDS has been the
observation of artefacts in the transferred spe@oaiveresset al®® described the
occurrence of artefacts when subsets of sampleshvadre not representative of the
entire experimental domain are used. If the subsetamples are selected using
algorithms such as the Kennard and Stone algorahieverage algorithm, which
aim to select samples which are representativdh@fentire experimental domain,
then a reduction in the artefacts present in duesferred spectra were observed.
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Newer standardisation procedures have now beeragedkand their performance

compared to that of other standardisation metidtisChenet al>®

implemented a
procedure that could correct for temperature-induspectral variations, named
loading space standardisation (LSS). The main featf LSS is a correction
procedure which standardises the loading spacéuild the LSS correction model,
two parameters must be known: the degree of thgnpoilials and the number of
factors that describe the information in the s@ectihe degree of the polynomials is
dependent on the non-linearity of the temperatffeets and it is this that allows this
standardisation method to correct for temperatoderied variations. The number of
factors should be no less than the number of ct@ma@mponents contained in the
samples. As well as the two parameters requirdaliid the LSS correction model,
another parameter must be optimised during theegsoto allow this procedure to
effectively model the temperature effects. This apagter is the number of
standardisation samples included in the procediinenet al. were able to show the
LSS standardisation method successfully correctesl éffects of temperature
variations in NIR spectra of ternary mixtures dfatol, water, and 2-propanol. If the
calibration model is built on the temperature cgtde that of the test samples then
more accurate predictions will result. Limitation§ LSS are the requirement to
measure the temperature for every spectrum andht@aame training samples must
be used to acquire the spectra at the differennitiga temperatures. Chen and
Morris®’ further developed the LSS procedure to incorpoaat®ptical path-length
estimation and correction method (OPLEC) to addifesgproblems of multiplicative
influential mode and composition-related influehtidode, which can jointly affect
spectral measurements. This new procedure, termeended loading space
standardisation (ELSS) proposed to linearize spsctipic data which had changes
in external variables. ELSS was able to monitorhbtite temperature-induced
spectral variations as well as the multiplicatifeees from the variations in the
measurement conditions. The ELSS procedure outpeefb both the original LSS
and global PLS procedures providing better predécperformance. ELSS has been
implemented in the on-line monitoring of batch @oglcrystallisation of organic
compounds using ATR-FTIR spectroscdfyproviding enhanced predictive ability

over the other models assessed.
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Papers by Cheet al”” and Duet al’ highlight the need for methods which are
easier to implement and at the same time can haodiplex situations and provide
better performance. Each set of authors has prdpmsew strategy for calibration

standardisation. Cheet al>®

offered the systematic prediction error correction
(SPEC) method; this includes a transformation whéch special case of LSS. The
concentration of the target analyte in the testasncan be predicted from its
standardisation spectrum by a multivariate linegibcation model built using the
spectra of the calibration samples measured atcHiibration conditions. The
standardisation includes the systematic predicemor of the multivariate linear
calibration model caused by spectral differencee do variations in the
measurement conditions or changes in instrumergn€hal. compared their SPEC
method to other calibration standardisation prooeslfor two different data sets and
found that SPEC improved the predictive results rwhkeanges in instrument and
experimental conditions occurred. A benefit of SPECthat implementation is
relatively uncomplicated, with only one model paeten requiring optimisation. The
number of chemical variation sources in the spedata must be known; this can be
set to the number of significant singular valuestlod spectral data. The simple
implementation of SPEC has advantages over proesdike PDS which require
multiple parameters to be optimised to gain theé pesdiction results. The proposed

method by Duet al®®

involves the spectral standardisation by spectdce
transformation (SST). SST follows on from previousthods whereby spectra that
are measured on a secondary instrument are catrectaatch the spectra acquired
by the primary instrument while the model remainshanged. The SST procedure
eliminates, where possible, any spectral differencaused by the change in
instrument or experimental conditions, by a trammsBttion between two spectral
spaces spanned by the related spectra of a sulbsstamdardisation samples
measured on both instruments. SST was tested wa#t af NIR and MIR data and
the results were compared with other standardisatiethods. In both the NIR and
MIR examples, SST produced better predictions #R26, univariate slope and bias
correction (SBC), and global PLS, providing evidertbat SST can be used to

correct for spectral variations caused by changemstrumental or experimental
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conditions maintaining the predictive ability oktlriginal model. SST does require
the analysis of the standardisation samples to tedysed with both sets of
conditions, as with PDS. However, SST is easieriniplement requiring the
optimisation of only one parameter, the number dhggpal components that
represent the spectral information in the datdefstandardisation samples. Eval.
have shown that in practice this can be set equat slightly larger than the number
of significant singular values of the combined d&&T can provide better predictive
results than the other standardisation methods wi¢h advantage of its simple

implementation.

Standardisation of the predicted variables

Standardisation of the predicted variables is comiynachieved by using univariate
slope and bias correction (SBE)In this method the spectra of a calibration sample
set measured on the primary instrument are pretistth the calibration model that
was developed using the secondary instrument, whildws a univariate linear
model to be developed to correct the predictedesffuSBC thereby assumes that
there is a linear relationship between the prealistimeasured on the secondary
instrument to those predictions that would havenbagained if the samples were
measured on the primary instrument. The test speutiasured on the primary
instrument were then predicted using the calibnatmoodel developed on the
secondary instrument and the predictions were tiwgrected using the univariate
linear slope and bias correction model developeitiénprevious step. Bouvereste
al.?® ® were able to demonstrate that for simple univariedrrections of the
predicted values, the SBC method was a success meetical instrumentation was
used. However, if unrelated instruments were used differences between the
instrumental responses are more complex and SBCbweilless likely to obtain
satisfactory corrections with non-standardised spe€urthermore, de Noordloes
not recommend this approach if the calibration nietleat are to be used are more
complex than univariate or simple multiple lineagression (MLR). Pereiret al>?
completed a study comparing seven transfer methaus$ two pre-treatment
procedures for calibration transfer between threl® Mpectrometers, for the

determination of compounds in a broad set of gasatamples. SBC was found to
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provide the worst results of the seven transfetous investigated when a transfer
was made between two instruments of the same farelift manufacturer and type.
This work supports the idea of SBC being diffidoluse successfully for the transfer
of models other than those that involve simple anate corrections. Bergmaet
al.*’” described a comparison of standardisation metHodsmodel transfers,
indicating for their models that SBC has the apilib be used for transfer of
calibration models between instruments of similgret e.g. from one dispersive
instrument to another and between instruments térdnt types, e.g. from a
dispersive instrument to a FT instrument. For ti&CSmethod, the individual
concentrations of active ingredient within the sdapused for the transfer had to
have a variance of at least 2.5% to achieve adokeptasults. To obtain the best
results, the samples used for the correction wepired to have individual
concentration variances between 5-8% in the achegerial content. This method
also required a larger number of samples to belwedon the correction to generate
good results. In this study by Bergmeinal,*’ although SBC was used successfully
in the transfer between different instrument typles,other methods investigated had

perceivable advantages over SBC for the calibrdtamsfer.

Other standardisation methods

The calibration transfer methods described thusdae been used successfully for a
variety of applications in industry, however in @aoh to these there has been some
literature on other methods for standardisation ealibration transfet?®’ For the
most part, standardisation methods are used to Intoeleelationship between the
spectra in the original measurement space. Howévese models can also be used
to model the differences between spectra that Heeen transformed to another
domain. It was Walczakt al® that proposed that standardisation be done in the
wavelet domain (WD) and compared the performanceéhab of the PDS and SBC
methods for two different data sets. This methodtes the wavelet transform
coefficients of a small subset of standard samplbsch have been acquired on two
instruments, with univariate linear models. Thessleats are then used to transfer the
wavelet coefficients of the new spectra, after Wwhiconversion back to the

wavelength domain is completéd.®? Standardisation can also be completed in
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principal component (PC) space, whereby the PCescdor the samples are
transferred from the secondary to the primary umgnt and then converted back to
the original variable space. For both methods, spectral variation is compressed
and, therefore, can lead to greater stability wtirentransfer is taking place. As a
consequence of this compression along the wavdieagis, any window-based
standardisation methods such as PDS cannot beasgsén@ local information is not
retained and, therefore, compression is diffidatir that reason the transfer in these
domains is limited only to univariate models ordicect standardisation metho®s.

% Further discussions by Liet al’® described the use of wavelet regression in
multivariate calibration and calibration transfeor fdata fusion detailing the
advantages and disadvantages.

There has been work in the area of artificial neumatworks (ANNs) for
standardisatiof® ®”* ""*The major caveats to ANNs for standardisationaacaind
the fact that ANNs generally experience over-fgtiproblems; this is because a
reasonably sized ANN will have far more parameterse estimated than there will
be transfer samples available. Also, ANN modelsogttmised on the ability of the
network to produce a spectrum instead of the gditminimise prediction errors.
Consequently, ANNs are still not commonly used tendardisation methods,
although work completed by Feit al®’ has shown some possibility that ANNs
combined with genetic algorithms can provide smatlieediction errors than PLS

models.

In addition to the ongoing work into ANNs standaation and wavelet hybrid
standardisation methods, there has been work pelisn the area of non
standardisation methods such as Gaussian procgssess®mn for multivariate
spectroscopic calibratioff.Gaussian process regression is a different metvotie
development of a calibration model derived from {herspective of Bayesian
regression analysis. It was shown that this methodld achieve reliable and
acceptable results for both linear and non-lineatadsets. Gaussian process
regression looks promising to the future work dflation transfer although there

are still some issues present: the multiple compbbpalibration requires separate
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models for each response variable and at the timpublication the solution
involved significant computational power. Furtheor developed possibilities in
the use of Gaussian process regression for cabhratansfer with multivariate
regressiod>’’ Another method, that has been about for a numlbeyears, is
orthogonal signal correction (OSC), which is a pdhare used in the pre-processing
stages of modelling® " Sjoblom et al’® evaluated the use of orthogonal signal
correction when applied to calibration transfersNdR spectra. It was shown that
OSC gave comparable results when compared with PRi2ghods. Canonical
correlation analysis (CCA) was discussed and coetpawith traditional PDS
methods by Faet al®® The results showed that the method based on COA ¢
used successfully to correct for the differenceedhdetween the spectra measured
on different instruments. When compared with PR®an be observed that when
there is a great deal of information known about thariability between the
instruments, then the CCA method can outperform .PBESwever, in some
instances, gaining enough knowledge about the leehwestrument variations is not
always possible, and in the cases where the inttwmas limited and the sample

subset is small, PDS is superior.

The majority of the methods discussed have beeoessfully applied to various

calibration transfer problems. No one method cansélected as being able to
provide the best results for calibration transfeca@mplex systems, however some
standardisation methods such as PDS are, by agel, dre accepted method. Some
positive results have also been shown in the asEANNs and non standardisation
methods. In spite of all of this, the choice ofilmation transfer methodology will

ultimately depend upon the application for whichsitrequired, as no method is

successful in all situations.
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5.1.3 Basis of this study

The above review has indicated that since the doirbon of direct standardisation
and piecewise direct standardisation by Wenal.?® procedures such as LSS, SPEC
and SST have been developed that provide advaniagesier implementation and
the ability to obtain equal or better predictivesukts than some of the commonly
used methods. The majority of applications havenhbdieected at NIR calibration
transfers owing to the routine use of this techaiga industry. However, with
advances in fibre and probe technology more apmica involving MIR

spectrometry can now be found.

In this study, the widely used standardisation m@$hDS and PDS have been
investigated for their use in calibration transf&éMIR calibration models where the

spectrometer, probe or both have been altered.n€er procedure SST has also
been investigated and compared to the predictstseof DS and PDS to assess the

claims of Duet al®®

that SST is easier to implement and has the aldicomplete
calibration transfers using a reduced number ofdstadisation samples. In process
analysis, it is often necessary to scale up systenes moving from development to
manufacturing. This can involve a change in the 9fin situ probes used for
spectral measurements. So, an additional parti®sthdy involved the building of a
calibration model using spectra acquired with alEenarobe (imitating a laboratory
set-up) with transfer to predict the concentratimisanalytes from the spectra
analysed with a larger probe (imitating scale-Upje performance of DS, PDS and
SST based on the root mean square error of predi¢RMSEP), was compared
when different numbers of standardisation sampleewsed in the standardisation

procedures.
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5.2 Experimental

5.2.1 Solvent mixture sample preparation

Previous work carried out by M. Hold&rselected mixtures of acetone, ethyl acetate
and ethanol as model systems to assess the MIR pk@bes and spectrometers. A
solvent mixture design was created to determinecthrecentrations of the three
components that should be present in each of tileatfon and test samples (Figure
5.1). This mixture design was used for comparisdth WwwCA scores plots to

determine the similarities and differences in th&adbbtained.

Acetone

2 # Calibration sample

M Test sample

3
Ethyl acetate

S 4

Ethanol

Figure 5.1: Schematic of the sample mixture desigior acetone, ethanol and ethyl acetate.
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Mixtures for this study had been prepared beforéhHan Megan Holden using the

method described in section 4.2.1. The weightsagheof the three components for
the 16 mixtures prepared are tabulated in Appebdix The concentrations of each
component in the mixtures were calculated as aleigrcentage; these values can

be viewed in Table 5.1.

Table 5.1: Concentrations of acetone, ethanol andrg/| acetate present in each mixture.

Concentrations as weight percentage (Yow/w)

Mixture number Acetone Ethanol Ethyl acetate
1 — calibration 1 0.0 100.0 0.0
2 — calibration 2 100.0 0.0 0.0
3 — calibration 3 0.0 0.0 100.0
4 — calibration 4 50.0 50.0 0.0
5 — calibration 5 50.0 0.0 50.0
6 — calibration 6 0.0 49.9 50.1
7 — calibration 7 33.3 334 33.3
8 — calibration 8 65.6 17.4 17.0
9 — calibration 9 17.1 66.0 17.0
10 — calibration 10 17.0 17.0 66.0
11 —test 1 6.0 85.0 9.0
12 —test 2 26.0 61.0 13.0
13 —test 3 42.0 33.0 25.0
14 —test 4 83.0 10.0 7.0
15 —test 5 47.0 7.0 46.0
16 —test 6 11.0 18.0 71.0

5.2.2 MIR spectrometry

MIR spectra were acquired with a resolution of f6'dn the 400 — 4000 cthrange
using three infrared spectrometer systems (ABB MEBBGTIR, ABB BOMEM
MB155 in MIR mode, and an ABB FTLA2000 series FTIRJhe MB3000
spectrometer system incorporated a 2 port highatityput double pivot Michelson
fully jacketed interferometer mechanism with a Zrg@amsplitter and a deuterium

triglycine sulphate (DTGS) detector and redesigaledtronics. The MB155 system
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incorporates a different interferometer design, elgma 4 port patented double
pendulum interferometer design with a KCl beamipliand a DTGS detector. The
FTLA 2000 series spectrometer was on loan to tlradeent for a short period of
time and therefore, the exact specifications areawailable. However, this series
incorporated a 4 port patented Michelson-type desigith 2 corner-cube
retroreflectors mounted on a wish-bone scan arrh ither KBr or ZnSe optics and
a DTGS detector. The data from the FTLA2000 sansgument was acquired by
Megan Holden prior to the start of this study. Eaplectrometer was coupled with
polycrystalline silver halide fibres to hastellopdied probes with diamond cone
crystals (Fibre Photonics Ltd, Livingston, UK) affdrent diameters (see Table 5.2
for details of the three probes investigated is #tudy).

Table 5.2: Details of three Fibre Photonics probesivestigated.

Outer diameter of ~ Silver halide fibore Diamond crystal

Probe

probe shaft (mm) length (m)* size (mm)
Probe 1 12 15 3
Probe 2 12 1.7 3
Probe 3 2.7 1.1 1.2

*This is the length of the fibre when measured frdieamond tip to sma connectors;
the actual length of polycrystalline fibre withinet probe will be double, see chapter
4,

Each spectrometer was fitted with a fibre optieiface to allow the attachment of
the ATR probes. Spectra were acquired using Horén" FTIR software version
2.1.9.0 (produced by ABB, analytical business urtanada) and GRAMS
(Graphical Relational Array Management System) Rdftware version 4.04
(produced by Galactic Industries Corporation, Saléh$A). The spectra were
exported as text files from Horizon software an@&RE files from GRAMS software

and imported into Matlab data analysis software.
5.2.3 Data analysis

Data were imported into Matlab versions 7.5.0.3482007b) and 7.11.0.584
(R2010b) (Mathworks Inc., Natick, MA, USA) with PL¥oolbox version 4.1
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(Eigenvector Research Inc., WA, USA). Spectra wplatted and analysed to
identify regions in the data that would provideommhation about the samples and
remove the regions that only contribute noise &rtteasurements.

Principal component analysis (PCA) was used to fivel combination of variables
that described any major trends in the data. Theeipal components obtained from
the spectra described the underlying structure afmved any trends between

samples, spectrometers or probes to be determined.

The spectra from the calibration solutions andrthencentration values were used
to produce multivariate partial least squares (Pt&jbration models. All models
were constructed using the spectral region 579 8#4tm’. As an aid in the
determination of the optimal PLS calibration modeBoEman analysis was
completed using the DoEman toolbox (DoEmanGUI, peed by University of
Strathclyde, UK, 2004) integrated within the Matlsbftware®* ® The predicted
concentrations from the models were compared wighetxpected concentrations of
the three analytes and the root mean square drpediction (RMSEP) values were
calculated within Excel 2007/2010 (Microsoft Corgibon) using the function given
in Equation 5.1 (replicate of Equation 2.11 in deap2, for convenience) to

determine numerically the level of error associatét each of the predictions.

n 5. — 17.)2
RMSEP = j =10 = y1) Equation 5.1
n

Where,
y;= predicted value
y; = known value

n = number of samples
5.2.4 Calibration transfer algorithms

In the direct standardisation (DS) mettfddhe spectra measured on the secondary
instrument are corrected to match the spectra atetleon the primary instrument

while the calibration model remains unchanged. fidgponse matrices of the two
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instruments are related to one another by a tramsfiton matrixF as described in

Equation 5.2.
S =SF Equation 5.2

Where S, andS; are the response matrices of the standardisasioples acquired
from the primary and secondary instruments, respgaygt Rearranging Equation 5.2

for F gives the following expression;
F=S,S, Equation 5.3

WhereS; is the pseudo-inverse 8f. The response of an unknown sample measured

on the secondary instrumeni, is standardised to the resporﬁgexpected from the

primary instrument, as shown in Equation 5.4.
Fi=r F Equation 5.4

The model constructed using, Salong with the concentrations on the primary
instrument, are used for the prediction of the wwkm concentrations on the
secondary instrument. It is assumed in direct stahsation that the relationship
between the responses is linear, although somdimeearity can be endured in the

multivariate regression.

Piecewise direct standardisation (PEJSY® recreates each spectral point on the
primary instrument from several measurements inliso@annel windows on the
secondary instrument. The calculation of the transfatrix,F, in PDS differs from
DS in that it does not use the entire spectrumllaiha transfer samples to correct
each wavelength on the secondary instrument. Id$RES uses variables in the local
window around the channel of interest; this is lnseawhen the responses on one
instrument are shifted to the other, informatiowhthe shift is most likely to be
found in restrictive local regions in the seconstinment* This window size can be
varied and should be optimised before use for cliin model building. In PDS, a
subset of calibration transfer samples are measomethe primary and secondary
instruments, producing two response matrices rklate each other by a
transformation matrixf, which is assembled from a set of calculated s=jo@

vectors. For a subset measurenmgptat a wavelength, i, on the primary instrument,
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subset measurements on the secondary instrumgnt.rpi.x at wavelengths
surrounding i from wavelengths i-j to i+k are choge put into a matrixX;. A

multivariate regression equation can be calculaged
ri=Xib Equation 5.5

This multivariate regression can be used to detegraireasonable approximation for
the non-linearity intensity change. The regressientor, b; can be calculatedia
various multivariate calibration methods such a$ Rihd then subsequently used to
transfer the unknown sample measured on the segoisirument,r], piece by

piece into the spectrum, as if it were analysethermprimary instrument.

SST follows on from DS and PDS whereby the specteasured on a secondary
instrument are corrected to match the spectra erptimary instrument while the
original calibration model remains unchanged. Tdwesr of the spectral matrice§
and X, correspond to the spectra of the subset of stdisddion samples measured
on both the primary and secondary instruments, hwhare used for the
standardisation procedure. The combined spectraixithen becomeXcomp=[X1,
Xz]. Completing singular value decompositionXaf,mp Will provide the expression

detailed in Equation 5.6,
Xeomt=[Us, Unl [ZOS ZO ] [V Vol '=TPI+E=T ([P, P}|+E Equation 5.6
n

where, Ts=UZ, Ps=Vg E=U,Z,V!. The superscript ‘T’ indicates the transpose
and the subscripts ‘s’ and ‘n’ correspond to thecsgal information and noise,
respectively. If the actual number of spectroscalpicactive chemical components
in the spectra is r, thernP; will have r columns. The sub-matrices of
P (Pi=[P1, Pz]) will have the same number of columns asXa and X,
respectively. Allowing for the Beer-Lambert law.,mp Can also be expressed as

follows:
_ _ T oT .
Xcomb= [X1, X2] = C[S1, S;|+E Equation 5.7

where C is the concentration angd &d $ are the pure spectral matrices. The

columns of $ and $ contain the pure spectra of the chemical companenthe
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standardisation samples on the primary and secgnidatruments, respectively.
When Equation 5.6 and Equation 5.7 are combinedfdhewing equations will

result:

CSI = TsPT, CS; = TSPE Equation 5.8

) - Equation 5.9
SI = (CTC) 1CTTSPT: RPT, S; - (CTC) 1CTTSF’£ - RP; quation

Where R:(CTC)&CTTS is a full rank square matrix and the superscrigf
represents the matrix inverse. If the spectrum te#fsh samplexs) is measured on
the secondary instrument, the concentration ve(@gy of the component in that
sample can be estimated byxtest(SE)Jr, where the superscript ‘+’ symbolises the
Moore-Penrose generalised inverse. The differerstevd®en X and its related

spectrum Xyang, as if it were measured on the primary instrumeah be expressed

ASXest~ Xrans= (S3-S1 ). Thereforexyanscan be calculated using Equation 5.10.

— T T _ T\ T T\t T ;
Xirans = Ctestsl + Xtest™ CtestSZ = Xiest (SZ) S1 + Xiest™ Xtest (SZ) SZ Equation 5.10

Through the substitution of Equation 5.9 into Equat5.10, Equation 5.11 will

form.
_ T\" T TN T i
Xirans™ Xtest(Pz) P1 + Xtest- Xtest(PZ) P, Equation 5.11
To complete the transfer, the multivariate calilratbuilt using the initial spectra

acquired on the primary instrument is used to ptetlie components in the test

spectra from the transform spectra created in 8iE [@ocedure.
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5.3 Results

Various combinations of the three Fibre PhotonicBRAprobes and three MIR
spectrometer systems were used to analyse the Il@atan samples and 6 test
samples. Detailed in Table 5.3 are the seven difftecombinations of spectrometer
and probe that were investigated.

Table 5.3: Combinations of spectrometer system anliTR probe used to analyse the calibration

and test samples of acetone, ethanol and ethyl aats.

Combination number Spectrometer Probe*
1 MB155 Probe 1
2 MB155 Probe 2
3 MB3000 Probe 2
4 MB3000 Probe 3
5 MB3000 Probe 1
6 FTLA2000 Probe 1
7 FTLA2000 Probe 2

* Probes 1 and 2: 12 mm outer diameter, Probe73mn outer diameter.

PCA and optimised PLS calibration models were pegpaising the spectral data
acquired with the different combinations of instemh arrangements. The
multivariate calibration models were transferredd ansed to predict the
concentrations for the test spectra acquired usithifferent instrumental
arrangements. The effect on the error of predictias assessed when transferring
these calibration models and implementing calibratransfer algorithms to aid the

transfer.
5.3.1 Analysis of solvent mixtures
5.3.1.1Determination of trends in data

Spectra were plotted and analysed to identify megyio the data that would provide
information about the samples and remove the ragibat only contribute noise to
the measurements. The region 579 to 1844 wmas identified as being most useful
for the analysis of the sample mixtures; Figure idicates the areas where only
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noise or non-transmitting regions of the spectrpeap. Also highlighted in Figure

5.2 is the area of specific interest for this whased on previous work by Hold&n.

2w
— e¢thanol —acetone —ethyl acetate

=
= O

o
© w

Absorbance

15 ] J
500 1000 1500 2000

Wavenumber (Cﬁ]I)

Figure 5.2: Overlaid MIR absorbance spectra of aceine, ethanol and ethyl acetate showing the

regions of specific interestt] as well as ‘noisdd nd non-transmitting [ areas of the

spectra.

Figure 5.3 shows the overlaid absorbance spectraecémh of the three pure
components for the selected region, 579 — 1844.cm
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Figure 5.3: ATR MIR absorbance spectra of acetonegthanol and ethyl acetate in the range
579 — 1844 cnt; obtained using instrument combination 5 (See Takl5.3).

Principal component analysis (PCA) was used to fimel combination of variables
that described any major trends in the data. Th& &res plot was used to assess if
the spectral data produced results similar to theure design (Figure 5.1). Initially
PCA was carried out on each spectral data set otetlefrom the different
combination of instrumental systems. Scores on W&® plotted against scores on
PC2 for each data set and compared to the mixtesegul, see Figure 5.4 for the
scores plot determined from the data collectedgutie MB3000 spectrometer and
probe 1 (combination 5). The overall structure agly similar with most of the
points arising in the same spectral space. Howethere are some differences,
namely points 8 and 12 - 16 that are shifted in mamson to their position in the
mixture design plot owing to experimental fluctoas in the spectra. A similar

evaluation can be made of the PCA scores for theratix data sets.
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Figure 5.4: Scores on PCYs. scores on PC2 for spectral data collected on MBB0 spectrometer
with the probe 1 (combination 5; see also Figure 3).

The spectral data for all seven data sets obtawvéd the various probe —
spectrometer systems were combined into one maitntk subjected to PCA to
determine if there were any trends between the sktta Plots of scores on PG4
scores on PC2 for the samples, probes and sped¢txamwere analysed for
similarities and differences (Figure 5.5, Figuré,5and Figure 5.7, respectively).
Figure 5.5 displays the changes in the scoreslifthesamples analysed, indicating
the variation seen for each sample when the profigeetrometer combinations are
changed. Some samples appear to have a largetioarinan others, for example
calibration sample 3 and 10 and test sample 6cfalled in red) in comparison to
calibration sample 1 and 2 and test sample 4 falled in blue). Only the samples
from the 12 mm probe — spectrometer combinationg heeen circled. Figure 5.6
displays the variation seen for the different psylie points for probe 3 appear
closest together in scores space, whereas, théspoinprobe 2 have the greatest
variation with the points more spread out. Figurg ifdicates the similarity of the
three spectrometers, where the major variationrgbdes the cluster of green points
for the MB3000 spectrometer; this is due to theaffrom the 2.7 mm probe rather

than a difference in the spectrometer system.
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On assessing the PCA scores plots for the sanpigises and spectrometers several
conclusions can be made:

- There is a greater variation between the two 12 pnabes shown for the
pure ethyl acetate sample in comparison with thareil and acetone samples
(calibration samples 1, 2 and 3 represent ethaoetone and ethyl acetate),
see Figure 5.5 and Figure 5.6. A similar conclusian be derived from the
spectra, however, it is more difficult to observe.

- All three probes convey similar structures in spaté the largest variation
seen for the 12 mm probe 2, see Figure 5.6.

- The data for three spectrometers all display simsteuctures in space with
little differences noted (see Figure 5.7).

- There is a greater variation shown between the ggdbhan between the
spectrometers, see Figure 5.6 and Figure 5.7.

In industry it can be common to require more thae probe for the analysis of a
process, e.g. multiplexing multiple probes to actjeeneter or scaling up a process
requiring a smaller probe for the small scale asialyand a larger probe as the
process is scaled up. The results here show tlzatgaing between probes or using
multiple probes will cause variations in the analys/hich can be problematic when
monitoring a process for which calibration modets/édn been established, but the
probe needs to be altered. For this reason resbascincreased in the area of robust
calibration model building and the use of calibbatimodel transfer to allow the

same model to be used even when probes or spettisnaee changed.
5.3.1.2Calibration model optimisation using DoEman softwae

In the analysis of spectral data, good calibratiomdels are essential in order to
achieve accurate predictive results. CPACT desigrxperiment software, DoEman,
was used to select the pre-processing conditionth& spectra that would give the
best predictive and robust calibration models. diffierent factors that can influence

the model that were reviewed are listed in Tabde 5.
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Table 5.4: Table of the factors assessed in DoEmdmat can influence the model for the MIR

data.
_ o . Principal
Factors| Regression method Derivatives Mean centring
components
PLS No derivatisation No mean 1-10
centring

Levels e '

PCR £ derivative Mean centring

2" derivative

Using the DoEman graphical user interface throughtldlb software, the spectral
data were loaded and the factors and their levelg wnput for analysis. Design of
experiment software analyses each independent f@ctp derivatives) as well as the

interaction of pairs of factors (derivativgs. mean centring) to produce root mean

square error of calibration (RMSEC) and root meguonase error of prediction

(RMSEP) plots for interpretation. The level thanmiises the RMSEC and RMSEP
values will contribute to the best predictive andust model. Shown in Figure 5.8

and Figure 5.9 are the RMSEC and RMSEP plots, otispéy, for the spectral data
collected with the MB3000 spectrometer and probé&dmbination 5), analysed

using the DoEman graphical user interface.
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Figure 5.8: The effects of the different factors orthe RMSEC values for the spectral data

acquired with the MB3000 spectrometer and 12 mm prioe 1. [The plots along the main diagonal

of the plot matrix show the main effect, and the dter plots show interaction effects between

pairs of factors. The levels indicated by the columlabels correspond to the different lines in the

plots (blue, green and red relate to levels 1, 2 drB, respectively), while the levels for the row

labels are found along the x-axis in the plots.]
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Figure 5.9: The effects of the different factors onthe RMSEP values for the spectral data
acquired on MB3000 spectrometer with 12 mm probe 1The plots along the main diagonal of
the plot matrix show the main effect, and the otheplots show interaction effects between pairs
of factors. The levels indicated by the column labg correspond to the different lines in the plots
(blue, green and red relate to levels 1, 2 and 3espectively), while the levels for the row labels
are found along the x-axis in the plots.]

In Figure 5.8 and Figure 5.9, the notation (qwhere g gives the row number and r
gives the column number, is used. The number ox tirds relates to each level of
the variable for the row; e.g. in plot (1, 1) ofgbiie 5.8 refers to the regression
methods, where point 1 relates to PLS and 2 retateCR. In addition, the different
coloured lines relate to the levels of the factrthe column; e.g.in plot (3, 2) of
Figure 5.9, points 1 and 2 on the x axis relateaonean centring and mean centring,
respectively, and the blue, green and red linestedb no derivation,*1derivative

and 29 derivative, respectively.

On interpretation of both the RMSEC and RMSEP pltite optimal conditions for
the spectral data collected with the MB3000 spectter and 12 mm probe 1 were:
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PLS regression, with mean centring and no deriwatib the spectra. The output
conditions from the DoEman analysis are transfewh the spectral data into PLS
Toolbox for PLS calibration to be completed. Frdra DoEman plot (4, 3) of Figure

5.9, the green line referring to the use of meantro® suggests that including two
principal components/latent variables will give thest predictive model, however,
this interpretation was only used as a guidelinee Principle behind DoEman

assumes that there is an independent test set,vhowhs is not always the case,
therefore, the actual number of latent variablegired was re-evaluated in the PLS
Toolbox from the model that produced the minimurtugeaof the root mean square

error of cross-validation (RMSECV) obtained usiagve-one-out cross validation.

RMSEC and RMSEP plots were produced for each sgpexftral data collected from
the MIR analysis, using the DoEman graphical usgerface to determine the
optimal conditions. The conditions were found totlhe same for each spectral data
set analysed by MIR spectroscopy: PLS regressiath mean centring and no
derivation of the spectra. To investigate how wiedd DoEman software can help to
determine the best conditions that led to the pesdictive and most robust models,
two non-optimal conditions were also tested whére levels for pre-processing

factors were altered (Table 5.5).

Table 5.5: Table of two non-optimum sets of conditins tested for the MIR spectral data.

Non-optimum 1 Non-optimum 2

Regression method PLS PLS
Derivative 1st derivative No derivative
Mean centring Mean centred No centring

The spectra and each set of pre-processing conslitieere transferred to PLS
Toolbox in Matlab and used to build multivariate S*Icalibration models. The

models were then used to predict the concentratidnsach separate component
present in the test samples. The accuracy of theerration predictions of each

component obtained with each set of conditions wieee compared to indicate any
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advantages of using design of experiments for wauiate calibration model

building in this example. The expected and prediatencentrations of the three

analytes were tabulated and the RMSEP values waleulated to determine

numerically the level of error associated with eatlthe predictions. This approach

was used to obtain concentration predictions fa& amples from the spectra

measured with all the spectrometer — probe combimat(Table 5.6 to Table 5.12)

and several conclusions can be made:

Whilst some predictions are good, in each data teete are poorer
predictions, even for the optimal pre-processingdiions.

Overall, there is no clear advantage of the optisealversus the other 2 sets
of pre-processing conditions which suggests that tfos example the
selection of the parameters is not critical.

The best RMSEP values are shown for ethyl acetadetl@e worst are for
ethanol. The main reason is due to the overlappirtbe component spectra;
the bands of ethanol overlap with most of the etitgtate and acetone bands.
Therefore, when low concentrations of ethanol amesgnt in high
concentrations of the other components, a lot efdthanol information is
obscured. Although the ethyl acetate bands alsdagvevith the other bands,
there are more ethyl acetate bands across the ddnlge spectrum and these
are well represented in the regression coeffidenthe ethyl acetate models
and so easier to model.

The FTLA2000 spectrometer results give the best RM8alues.

Probe 1 RMSEP values are better than probe 2 sesbkn used for analysis
with the MB3000 spectrometer and MB155 spectroméiewever, probe 2
provides better RMSEP values than probe 1 when fmgeahalysis with the
FTLA2000 spectrometer; reviewing the spectra amggession coefficients it
is unclear why this is the case.

Overall the best set of predictions resulted frdra tise of a FTLA2000

spectrometer with probe 2.
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Referring back to the RMSEP plot from the DoEmaidgt(Figure 5.9) it is not

surprising that there was not a big effect whenpileeprocessing conditions such as
derivatives and mean centring were changed, as Hrerno big differences shown in
the plots. Although the optimal model was not alsvaetermined as having the
lowest RMSEP value, this study has shown some snierithe use of DoEman as a
tool for future model building. Using the DoEmarfte@re can save time in model

building, as for more complex spectral data, thalyeat would be required to analyse
several options independently to determine the imesiel. DoEman software saves
this time by indicating to the analyst a good ckoidt pre-processing conditions to
use for the calibration model building. It mustcatse noted that using the DoEman
software does not give a conclusive result, it poas$ plots of RMSEC and RMSEP
that can then be interpreted by the analyst aratetbre, there is a margin for error

in the interpretation of the plots.
5.3.2 Comparison of calibration transfer algorithms

The optimisation of multivariate calibration modelks extremely important in

determining reliable quantitative results for aegivprocess. Equally important are
the maintenance and durability of the optimised ehodlultivariate models require a
lot of time and effort to instill the robustnessttis required of them and usually they
are intended for use over a long period of timeweler, small instrumental changes
can cause multivariate models to become invalidenofrequiring full model

recalibration. Different methods have been empldgedid the lifetime and validity

of these calibration models if instrumental changesur. Two well used spectral
response standardisation approaches (DS and PD®&glass a newer procedure
(SST) have been investigated for the transfer @fctlibration model for the solvents

analysis.
5.3.2.1Multiplexing of two probes — transfer of calibration model

The multiplexing of two probes to the same instrommeas been investigated as a
potential industrial example. This example was eho® show the impact of using
two similar probes to simultaneously analyse thmesaystem in different vessels

with the probes multiplexed to the same instrunvémen the calibration is based on
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only one of the probes. The use of calibration ddagisation algorithms can be of
great benefit in industry for this type of exampk only one full calibration would
be required and the algorithms can be used tofenatise reference calibration to
other set-ups. In this example, two 12 mm probesbe 1 and 2, were used to
acquire spectra of calibration and test samplesnwdmipled with the FTLA2000
spectrometer. The two probes used in this exangle kthe same outside diameter;
however the manufacturing process used to builth @acbe was subtly different.
Therefore, there is the possibility of slight difaces in the spectra, which as Figure

5.10 illustrates involved differences in the inignsf the peaks.

1,
—FTLA 2000 - Probe 1
—FTLA 2000 - Probe 2
0.8
[}
2 0.6
©
=
o
D
< 0.4
0.2 V\J
OA | | k

800 1000 1200 1400 1600 1800
Wavenumber (Cﬁ]l)

Figure 5.10: Overlaid calibration spectra (calibraion 3) acquired on the FTLA2000
spectrometer with two 12 mm probes.

This means it would be difficult to build a refecen calibration based on
FTLA2000 - 12 mm probe 2 and get adequate resuiesnwised to predict spectra
acquired with FTLA2000 - 12 mm probe 1. The speadti@a was transferred to
Matlab where the pre-processing conditions seledtedsection 5.3.1.2 were
completed and the calibration model built. Tabl@35shows the RMSEP values
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when the calibration model was transferred, wheeedecondary test spectra were
acquired with the probe 1 - FTLA2000 combination.
Table 5.13: Comparison of RMSEP values for acetonethanol and ethyl acetate when the test

spectra are acquired with a different probe than ttat used when the reference calibration was

built. (Spectrometer FTLA2000, Reference — probe and Secondary — probe 1)

Reference model: FTLA 2000 - 12 mm probe 2

Acetone Ethanol Ethyl acetate
Reference calibration/ 1.0 1.2 0.4
Reference test
Reference calibration/ 7.3 3.5 4.4

Secondary test

The effect of transferring the reference calibmatio use with test spectra collected
with an alternative probe is a marked increasé@RMSEP value; this is especially
the case for acetone and ethyl acetate. If starsddi@h algorithms such as DS, PDS
and SST are used where all of the calibration stalsd are involved in the

standardisation, improvements can be seen. Tabfeshows the RMSEP values for
this transfer when DS, PDS and SST have been eeqghléyor the PDS algorithm the
window size had to be optimised to determine thet BMSEP values. SST required
the optimisation of the number of singular valuéss is a simple and relatively

efficient process in comparison to the optimisatbthe window size of PDS.
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Table 5.14: Comparison of RMSEP values for acetonethanol and ethyl acetate when the test
spectra are acquired with a different probe than ttat used when the reference calibration was
built and DS, PDS and SST are applied. (Spectromeaté&TLA2000, Reference — probe 2 and
Secondary — probe 1)

Reference model: FTLA 2000 - 12 mm probe 2

Acetone Ethanol Ethyl acetate
Reference calibration/ 1.0 1.2 0.4
Reference test
Reference calibration/ 7.3 3.5 4.4
Secondary test
Reference calibration/ 1.4 0.9 0.7
Secondary test — DS used
Reference calibration/ 1.9 1.1 1.2
Secondary test — PDS used (9) (11) (9)
(window size....)
Reference calibration/ 1.6 1.0 1.0

Secondary test — SST used

All three algorithms have been used successfullyngrove the RMSEP when the
transfer of the reference model was completed. RMSEP values for all three
analytes have been significantly reduced when coapi a direct transfer with no
algorithms implemented, see Table 5.14. The testtepthat are to be quantified are
corrected and made to look like they had been aedwn the system used for the
original model building process. The transformatidrthe test spectra acquired with
probe 1 corrected to look like they have been aequon probe 2 can be seen in
Figure 5.11, Figure 5.12 and Figure 5.13, wherealgerithms DS, PDS and SST
have been used, respectively. The corrected speciginally acquired on probe 1,

should now look more like probe 2 than the origiprabe 1 spectra.
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Figure 5.11: Test spectra (test 6) acquired on thETLA2000 spectrometer with two 12 mm

probes 1 and 2 overlaid with transformed correctedest spectra determined using DS.
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Figure 5.12: Test spectra (test 6) acquired on thETLA2000 spectrometer with two 12 mm
probes 1 and 2 overlaid with transformed correctedest spectra determined using PDS (window

size 9).
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Figure 5.13: Test spectra (test 6) acquired on thETLA2000 spectrometer with two 12 mm
probes 1 and 2 overlaid with transformed correctedest spectra determined using SST.

The corrected spectra where DS and PDS were usathace relatively well with
those obtained with probe 2. The corrected spectnere SST was used still has
significant areas of the spectrum that resembléderb; however, there are some
areas that compare well with probe 2. The spedreected using the DS algorithm
provided a better spectral comparison to probeah thhe PDS and SST corrected
spectra and hence lower RMSEP values were foundhisr transformation, see
Table 5.14.

5.3.2.2Transfer of all multivariate calibration models with all calibration
samples

The multiplexing of two probes to one spectromet&n occur in industry and the
above example indicates the benefits of using waritite calibration transfer
algorithms as an aid to transferring one model betwtwo probes. However, there
are many reasons for implementing these transégrighms in practice. Therefore

the spectral data that was collected using thensegmbinations of MIR instrument
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and probe, (Table 5.15) have been used to assesprdiblems that arise when

transferring calibration models between thesedetsnditions.

Table 5.15: List of different combinations of speecbmeters and probes (replicate of Table 5.3,

for convenience).

Combination number Spectrometer Probe*
1 MB155 Probe 1
2 MB155 Probe 2
3 MB3000 Probe 2
4 MB3000 Probe 3
5 MB3000 Probe 1
6 FTLA2000 Probe 1
7 FTLA2000 Probe 2

* Probes 1 and 2: 12 mm outer diameter, Probe73mn outer diameter.

The spectral data were transferred to Matlab, poegssing was carried out and
models were built using the optimal conditions deieed from DoEman. Each
calibration model was transferred and used to ptede concentrations of the three
components acetone, ethanol and ethyl acetate nprasethe six test mixtures
analysed by a different instrumental set up; T&blé details the transfers that were
assessed. For example, a reference calibration Intlbalewas built using spectral
data obtained from analysing calibration samplethenMB3000 spectrometer fitted
with the 12 mm ATR probe 1 was transferred and dsqatedict the concentrations
of the components in the six test samples thatbesth analysed using a secondary
instrument — probe combination, e.g. FTLA2000 speceter fitted with 12 mm
ATR probe 2. Using a column and row notation (xyWere x are the columns and y
are the rows then the aforementioned example wbeld@5, 7) in Table 5.16. The
blue boxes represent predictions where no trankt taken place, i.e. the
calibration model was built with spectra collectedthe same instrument as the test

samples were analysed and predicted.
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Table 5.16: Matrix table representing the model trasfers.

Reference model
1 2 3 4 5 6 7

< 1 3,1 4,1 51 6,1 7.1
S 2 1,2 3,2 4,2 5,2 6,2 7,2
3 3 1,3 2,3 4,3

> 4 1,4 2,4 3,4

3 5 1,5 2,5 3,5

8 6 1.6 2,6 3.6

& 7 1,7 2,7 3,7

For each model transfer combination, RMSEP value®walculated and the results
were compared with the RMSEP values that had besnqusly obtained when no
model transfer had taken place (see Table 5.6 4eTafk2). The comparison was
used to determine if the RMSEP value increasedifasml by how much. Similarly,
to assess the calibration transfer algorithms,ctiiséandardisation (DS), piecewise
direct standardisation (PDS) and the newer proeedpectral space transformation
(SST) were carried out in Matlab. The results wempared to the RMSEP values
previously calculated to determine where DS, PD& 88T algorithms could aid

calibration model transfers.

PDS differs from DS methods in the use of the spettDS requires the use of the
entire spectrum, whereas PDS uses small channelows around the channel of
interest and therefore a window size is requirdds Window size can be optimised
and in the case of this research a set of starsddiwh transforms were calculated
using various window sizes for all of the specttata sets to determine a suitable
window size. The RMSEP values that were calculébeall the spectral data were
reviewed to determine the optimal window size tog PDS transfer. A stipulation
for the selection of the window size for PDS isttitacan only be an odd number.
Comparing the RMSEP values for the entire set ofdaw sizes (1, 3, 5...165) for
all of the transfers, there does not appear torlyes&able changes in the RMSEP
values as the window sizes were changed. As tlemoisizable change in the
RMSEP values when a large window size is chosenpaoed to a small window

size, the RMSEP values for the first ten windowvesitl, 3, 5... 19) were inspected
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further to determine which window size from thidesion was most suitable. The
mean of the RMSEP values was taken for the resiltsach of the secondary
instrument configurations and then plotted to shelat the optimal window size
was. This was completed for each of the three temlpnd can be viewed in
Appendix 5.2. The window sizes determined werel9afd 9 for acetone, ethanol
and ethyl acetate, respectively. Another parametdch requires optimisation in

PDS is also required by SST, namely the numberiatipal components (PCs). In
PDS the principal components are involved in th&uation of the transform

matrix; for this study this was not optimised mdhydowever, the default setting in
Matlab was used. In SST the principal componergeesent the spectral information

158 observed

which is retained after the singular value decontosstep. Duet a
that using a large number of principal componerasl@mo significant impact on the
predictive accuracy. It was suggested that thiarmpater could be set to a value equal
to or slightly larger than the number of significamgular values. Therefore, DS and
SST have advantages of easy implementation ovePD@® algorithm. After the
necessary optimisation and implementation of theeethalgorithms the model
transfers were completed and the RMSEP statistauleded. The numerical results
for the RMSEP calculation for the model transfexsth and without the aid of

calibration model transfer algorithms, can be vidwethe following tables.
Table 5.17, Table 5.18, Table 5.19 and Table 5r@0ige the results of acetone for

the model transfers without the use of algorithmd with the use of DS, PDS and
SST, respectively.
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Table 5.17: Acetone RMSEP values for all calibratio model transfers completed by MIR

analysis.
Reference model
Acetone 2 3 4 5 6 7
‘g 1 20.3 10.4 65.3 6.1 7.1 6.9
g 2 10.3 5.1 91.1 15.8 17.7 10.4
‘g 3 115 92.3
> 4 19.1 61.6
g 5 7.6 17.0
§ 6 7.8 18.3
n 7 7.9 8.1

Table 5.18: Acetone RMSEP values for all calibratio model transfers completed by MIR

analysis with DS algorithms applied.

Reference model
Acetone 2 3 4 5 6 7
= 1 4.1 2.4 4.4 4.8 4.3
= 2 5.3 9.7 8.5 7.4 6.7 6.8
| 3 64 | 49 32 | 48| 63| 55
> 4 4.1 2.9 4.4 35
S| s 49 | 31 | 22| 25
§ 6 8.4 3.2 9.4 10.1
0 7 9.9 5.6 2.3 5.3

Table 5.19: Acetone RMSEP values for all calibratio model transfers completed by MIR

analysis with PDS algorithms applied.

Reference model
Acetone 2 3 4 5 6 7
| 1 4.5 5.2 4.9 5.1 5.1
= 2 5.5 5.6 5.5 5.4 55 5.4
K 49 | 34 46 | 44 | 45| 45
> 4 4.7 5.2 45 3.6
§ 5 2.6 1.9 2.2 2.0
S 6 3.6 2.9 2.6 2.1
«n 7 2.9 2.9 2.6 1.3

147



Table 5.20: Acetone RMSEP values for all calibratio model transfers completed by MIR

analysis with SST algorithms applied.

Reference model
Acetone 2 3 4 5 6 7
= 1 4.4 7.1 4.9 5.1 5.2
£ 2 6.0 5.5 8.1 5.9 5.8 5.8
3| 3 65 | 36 165 | 54 | 50| 48
> 4 4.6 2.2 41 4.8
AE 25 | 19 | 17| 57
S 6 3.0 4.4 2.0 5.4
v 7 3.1 3.6 2.3 4.4

Table 5.21, Table 5.22, Table 5.23 and Table 5r24ige the results of ethanol for
the model transfers without the use of algoritharg] with the use of DS, PDS and
SST, respectively.

Table 5.21: Ethanol RMSEP values for all calibratim model transfers completed by MIR

analysis.
Reference model

Ethanol 2 3 4 5 6 7
% 1 8.5 10.2 93.4 6.6 8.1 7.2
g 2 8.1 4.3 117.7 12.9 12.9 9.3
*§ 3 5.8 10.4 11.8 8.3
> 4 20.9 21.8 23.8
‘g“ 5 6.6 9.9
§ 6 8.1 11.2
n 7 8.1 9.5
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Table 5.22: Ethanol RMSEP values for all calibratim model transfers completed by MIR

analysis with DS algorithms applied.

Reference model

Ethanol 2 3 4 5 6 7
= 1 5.9 3.1 3.1 4.8 5.7 5.4
£ 2 5.6 6.1 9.2 8.8 9.4 9.1
A 9.2 | 97 29 | 39 | 48| 47
> 4 5.2 5.1 3.0 3.1

AE 54 | 65 | 34| 20

S 6 103 | 11.3 2.1 6.7

n 7 12.4 13.1 3.0 3.9

Table 5.23: Ethanol RMSEP values for all calibratim model transfers completed by MIR

analysis with PDS algorithms applied.

Reference model

Ethanol 2 3 4 5 6 7
= 1 5.0 4.4 55 5.0 5.0 4.9
= 2 5.5 5.7 5.9 5.4 5.4 5.4
| 3 46 | 4.1 53 | 38| 40| 38
> 4 3.7 4.1 5.6 3.9

S| s 21 | 20 | 25| 19

S 6 25 2.3 2.4 2.1

n 7 1.9 1.7 2.6 1.6

Table 5.24: Ethanol RMSEP values for all calibratim model transfers completed by MIR

analysis with SST algorithms applied.

Reference model

Ethanol 2 3 4 5 6 7
| 1 5.1 4.3 5.8 5.1 5.0 5.1
£ 2 5.5 5.7 7.4 5.8 5.8 5.8
| 3 41 | 40 78 | 38| 38| 38
> 4 3.5 3.5 3.5 3.6

AE 20 | 20 [ 25| 25

S 6 1.6 1.4 2.5 2.5

«n 7 1.2 1.1 3.0 2.8
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Table 5.25, Table 5.26, Table 5.27 and Table 5r@8ige the results of ethyl acetate
for the model transfers without the use of algonish and with the use of DS, PDS
and SST, respectively.

Table 5.25: Ethyl acetate RMSEP values for all cdiration model transfers completed by MIR

analysis.
Reference model
Ethyl acetate 2 3 4 5 6 7

‘g 1 7.7 45.9 1.6 3.1 5.4
g 2 4.2 56.9 6.0 7.7 2.7
‘g 3 10.0 48.5 4.2 4.9 1.9
> 4 30.1 32.8 23.2

§ 5 1.6 8.5 7.0

§ 6 1.7 8.5 7.2

n 7 8.9 2.8 2.2

Table 5.26: Ethyl acetate RMSEP values for all cdiration model transfers completed by MIR
analysis with DS algorithms applied.

Reference model
Ethyl acetate 2 3 4 5 6 7

= 1 5.5 1.8 2.0 2.6 2.5
= 2 4.5 4.5 2.8 3.2 4.7 3.9
I 2.2 15 17 1.9 2.2 21
> 4 2.8 1.0 2.4 1.4

A E 25 | 09 | 35| o8

S 6 2.9 1.1 4.1 2.7

0 7 2.5 1.1 3.4 1.4
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Table 5.27: Ethyl acetate RMSEP values for all cdiration model transfers completed by MIR
analysis with PDS algorithm applied.

Reference model
Ethyl Acetate 2 3 4 5 6 7

= 1 2.1 1.9 1.6 2.0 1.9
£ 2 3.4 3.2 2.9 2.6 3.0 2.7
A 4.3 4.1 4.4 3.5 3.8 3.4
> 4 45 4.2 3.8 2.1

AE 12 | 14 | 09| 17

S 6 1.7 1.7 1.7 1.7

n 7 1.1 1.2 0.7 1.3

Table 5.28: Ethyl acetate RMSEP values for all cdiration model transfers completed by MIR
analysis with SST algorithm applied.

Reference model
Ethyl Acetate 2 3 4 5 6 7

= 1 2.3 6.4 1.2 1.9 1.7
= 2 3.6 3.1 6.2 2.5 3.3 2.7
| 3 42 | 39 00| 37| 40| 34
> 4 5.1 5.0 4.9 3.9

AE 12 | 13 | 12| 67

S 6 15 1.4 1.4 5.8

0 7 1.3 1.2 0.9 5.9

On assessing the results for the transfer of Glion models with and without the
use of calibration model transfer algorithms seMepaclusions can be made:

- Transfer of calibration models when the spectromgteobe or both are
changed causes an increase in the RMSEP values vamepared with the
original models.

- Changing the probe appears to have a greater effettie predictive ability
of a model than when the spectrometer is changedist not surprising when
the results of section 5.3.1.1 are considered.draggors were shown when
transferring models that were developed with aeddifit probe diameter to
that of the data acquired on the secondary instniyneeg. column 4 in Table
5.18, Table 5.22 and Table 5.26 where no algoritivese used to aid the
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transfer; the reference model was acquired wittyartn probe, however, the
secondary instruments included 12 mm probes.

The RMSEP values increased considerably when rarigdgh was used to
aid the transfer, especially in the case of ethase®# Table 5.21. The use of
DS, PDS or SST algorithms successfully decreasedRIMSEP values in
comparison with the transfer of calibration modefshout the use of the
algorithms. In the case of ethanol, there was gelaecrease in the RMSEP
value when DS, PDS or SST was used.

Some of the results when the algorithms were usethé transfer give better
RMSEP values than the results when no transfer thlasn place. It is
possible that the difference between the resulistign the variation of these
models if spectra collected at multiple time powesre used. For example, if
spectra were acquired on the reference instrunerdral times throughout
the day and the RMSEP calculated when no transteitdken place for each
time point, the variation between the errors maythee same as observed
here; it would be useful to test this theory outhie future.

Some DS transfers resulted in an increase in RM&HiRSs in comparison to
the transfer of calibration models without the o$algorithms, for example
the DS results in 1,6 and 1,7 in Table 5.18 havgelaerrors than the
equivalent 1,6 and 1,7 in Table 5.17 where no #lyos were used. This is
due to poor transform spectra being produced byyagpthe DS algorithm
for these examples, resulting in poorer predictiang larger RMSEP values,
The number of occurrences was reduced when PDSorvias applied, as
the transform spectra looked more like the spabtawere acquired with the
original system that the calibration model was thulon.

The use of SST algorithm resulted in similar restdt those obtained when
using DS and PDS; an exception occurred when tiggnat model was built
using the MB3000 and 2.7 mm probe (column 4 int#ides). For example
the SST results for ethyl acetate in Table 5.28sarglar to the DS and PDS
results for ethyl acetate given in Table 5.26 arabl@ 5.27, with the

exception of column 4.
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- The results produced with the MB155 spectrometer generally poorer,
suggesting that the spectrometer performance imé¢p@/major impact on the
quality of the results obtained. For example, comphe results in 5,1 with
5,5 and 5,6 in Table 5.21; the RMSEP for the oagmodel with no transfer
(5,5) is similar to the results from a transfer ttee FTLA2000 series
spectrometer (5,6), however the results for thensfex to the MB155
spectrometer (5,1) have larger errors.

5.3.3 Investigation using a subset of calibration samples

Previously in section 5.3.2.2, transfers betwedferdint spectrometers and probes
were investigated when all calibration samples wewelved in the transfer. The
results showed that SST provided comparable re¢altBS and PDS with the
exception of when the reference model was origgiaililt from data collected on
the MB3000 spectrometer with the smaller 2.7 mmberoThis issue was
investigated to determine if the SST algorithm dolé improved to provide better

results for this transfer.

The transfer of a reference model for a 2.7 mm erdb predict analyte
concentrations for spectra acquired with a 12 mwb@ris potentially quite an
important example for industry, as it may arise wisealing up a process. So, the
results obtained for this example were considerethér. In particular, different
numbers of calibration samples involved in the lpalion transfer process were

investigated and the RMSEP values compared fothttee algorithms discussed.
5.3.3.1Improvement to SST algorithm

The absorbance values collected by the 12 mm peawbefar larger than those
acquired by the 2.7 mm probe, see Figure 5.14. rEason for the absorbance
difference is due to changes in the manufacturiegigth; probe 1 is the standard
12 mm dual fibre probe design in comparison to er@bwhich is a mono fibre
design which incorporates a smaller diamond cohes& changes will influence the
pathlength and hence the absorbance of the prahdsare described in more detail

in chapter 4.
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Figure 5.14: Overlaid spectra acquired on the MB300 spectrometer with 12 mm probe 1 and a
2.7 mm probe.

The singular value decomposition of the combineztsp part of the SST algorithm
will tend to explain the variations of the minorctfars of the larger 12 mm probe
rather than describing the major factors in thelend.7 mm probe. This then leads
to inaccuracies when completing the transfer andheoRMSEP values are not
reduced as much as with DS or PDS for this padrcatansfer. For example,
consider the situation when calibration transfes wampleted when the reference is
probe 3 and the secondary set-up is probe 1 ((#h Bable 5.17 - Table 5.28); the
results have been extracted and are re-preseniablae 5.29.
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Table 5.29: Comparison of RMSEP values for acetonethanol and ethyl acetate when the test
spectra are acquired with a different probe than ttat used when the reference calibration was
built and DS, PDS and SST are applied. (SpectromateMB3000 Reference — probe 3 and
Secondary —probe 1)

Reference model : MB3000 probe 3

Acetone Ethanol Ethyl acetate
Reference calibration/ Secondary test 78.4 103.0 .5 45
Reference calibration/ Secondary test 2.5 2.0 0.8
— DS used
Reference calibration/ Secondary test 2.0 1.9 1.7
— PDS used (Window size...) (9) (11 (9)
Reference calibration/ Secondary test 4.2 2.2 3.5
— SST used

To overcome the issue with SST, an improvement wade whereby the spectral
data sets to be standardised were scaled. Thisngcaliminated the major
differences in absorbance observed between thdrapelstained with the 12 mm
probe and the 2.7 mm probe. The spectral dataatleato be standardised are scaled
by a factor of Var 1/ Var 2, where Var 1 and Vaar2 the standard variation of the
bigger diameter probe and the smaller diametergyradspectively. The calibration
transfer described in Table 5.29 was completed gudine SST algorithm
incorporating scaling and the results are compuiiéid the previous RMSEP values
obtained, see Table 5.30.
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Table 5.30: Comparison of RMSEP values for acetonethanol and ethyl acetate when the test
spectra are acquired with a different probe than tlat used when the reference calibration was
built and DS, PDS and SST are applied. (SpectrometéMB3000 Reference — probe 2.7 mm

probe and Secondary — 12 mm probe 1)

Reference model : MB3000 probe 3

Acetone Ethanol Ethyl acetate
Reference calibration/ Reference test 3.7 3.0 1.1
Reference calibration/ Secondary test 78.4 103.0 545
Reference calibration/ Secondary test 2.5 2.0 0.8
— DS used
Reference calibration/ Secondary test 2.0 1.9 1.7
— PDS used (Window size...) (9) (11) (9)
Reference calibration/ Secondary test 4.2 2.2 3.5
— SST used
Reference calibration/ Secondary test 1.6 15 0.9

—SST incorporating scaling

The improvement to the SST algorithm was shown @oshccessful, with the
RMSEP values reduced for all three analytes whenpemed with the original SST
algorithm. The improved SST algorithm is now conaide to or better than the DS
and PDS algorithms for this transfer. Employing $hene scaling method to the data
for the DS and PDS algorithm has no effect on thal transformed spectra and so
will not have an influence on the RMSEP values.sThli due to the way the
transform is created, as detailed in section 5P. use of the scaling method was
also investigated for the other transfers when ®&3 employed, as these spectra do
not vary greatly in intensity, scaling has littliéeet; therefore, no improvement can
be gained if scaling was to be used for transféherothan those where there is a

large difference in intensity.
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5.3.3.2Leverage — sample selection

The purpose of using calibration standardisatigorthms for transfer of models is
to limit the need for a full recalibration if theoael becomes invalid. The three
standardisation algorithms investigated in this kmaquire samples to be analysed
on both the reference and the secondary systens @dm still be quite time

consuming if there are a large number of calibratsamples in the reference
calibration and so ideally a smaller subset woudd used when applying these
standardisation algorithms. Using a smaller setesigbset of calibration samples
will reduce the time involved in the transfer. Tetermine the selection of samples
that were to be used in the standardisation, lgeeranalysis was completed.
Leverage is a measure of the influence of a givaanpte on the regression. The
samples were selected in order of furthest awam ftloe multivariate mean of the

calibration samples. The sample selection order3yas1, 4, 5, 8, 10, 6, 7 and 9.

With the sub-set of samples selected, calculatisisg DS, PDS and SST were
completed for the simulated process scale-up exaniie number of calibration

samples included in the sub-set was altered fram 6 10 and the RMSEP values
were reviewed. The PDS algorithm required the windize to be optimised each
time the sub-set of calibration samples was altaretithis was completed for each
analyte. RMSEP values for window sizes 1, 3, 5...&rewinvestigated and the
optimum window size for each analyte and transétrvgas selected. For the SST
algorithm, the number of singular values was setktd obtain the optimum result,

as suggested by Dat al>®

5.3.3.3Process scale-up — calibration transfer example

The DS, PDS and improved SST algorithms were inyatstd when the number of
calibration samples involved in the transfer wasratl from 6 — 10. The samples
were selected using the leverage method and themnieptl algorithms were
implemented. Plots of RMSE®s. Number of samples included in the transform
were analysed to determine the effect that chantiisghumber of samples has on
the final RMSEP value. Figure 5.15, Figure 5.16 Biglire 5.17 provide the results

for the transfers for acetone, ethanol and ethglade, respectively.
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Figure 5.15: Comparison of RMSEP values for DS, PD&nd improved SST when number of
samples involved in the transform are altered for eetone (sample order 3, 2, 1, 4, 5, 8, 10, 6, 7
and 9).
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Figure 5.16: Comparison of RMSEP values for DS, PD&nd improved SST when number of

samples involved in the transform are altered for thanol (sample order 3, 2, 1, 4, 5, 8, 10, 6, 7
and 9).
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Figure 5.17: Comparison of RMSEP values for DS, PD&nd improved SST when number of
samples involved in the transform are altered for thyl acetate (sample order 3, 2, 1, 4, 5, 8, 10,
6, 7 and 9).

The RMSEP results for the DS algorithm show anease when 9 samples are
involved in the transform for acetone and ethambk sample selection order was 3,
2,1,4,5, 8,10, 6, 7 and 9, indicating thatdlkdition of sample 7 in the transform
means the spectra are not transformed as wellth&DS algorithm; both PDS and
SST appear unaffected. The RMSEP values lower aaféém the addition of the
tenth sample, calibration sample 9, suggestingttiistsample contains information
that allows better transformed spectra and henceddSerform better. The overlaid
transformed spectra from DS, SST and PDS wheno8,1®9 samples are involved in
the transform are given in Figure 5.18, Figure @ah#l Figure 5.20. Reviewing the
spectra in Figure 5.19 there are regions, 600 —c80%) 1200 — 1300 cihand 1600

— 1800 crit, where there are differences in the DS transforrspectra when
compared to PDS and SST. Referring to the ovedar@ component spectra of the
three analytes in Figure 5.3, two of the regionemhDS performs poorly include
areas where there are no bands present for acg@@8e- 800 cni) or ethanol (1600
— 1800 crit). It could be that when sample 7, which is a 1rhiture of the three

components, is included in the transform it is mdificult to ascertain the bands
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from the acetone and ethanol in the regions disclaad so the final predictions for
acetone and ethanol are worse than for ethyl acethén 9 samples are included in
the transform. With the addition of the tenth sanfffigure 5.20), the transform

improves and hence the RMSEP results are better.
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Figure 5.18: Overlay of transformed test spectra @st 1) from DS, SST and PDS (window size

15) when eight calibration samples were included ithe transfer.
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Figure 5.19: Overlay of transformed test spectra @st 1) from DS, SST and PDS (window size

15) when nine calibration samples were included ithe transfer.
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Figure 5.20: Overlay of transformed test spectra @st 1) from DS, SST and PDS (window size

15) when ten calibration samples were included irhe transfer.
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If the final order of the ninth and tenth samplesrevreversed so that sample 7 was
added last (3, 2, 1, 4, 5, 8, 10, 6, 9 and 7),RMSEP results improve when 9
samples are included in the transform. Figure 5Fdure 5.22 and Figure 5.23
provide the results for the transfers for acet@tbanol and ethyl acetate when the

order of the last two samples is changed.
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Figure 5.21: Comparison of RMSEP values for DS, PD&nd improved SST when number of
samples involved in the transform are altered for eetone (sample order 3, 2, 1, 4, 5, 8, 10, 6, 9
and 7).
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Figure 5.22: Comparison of RMSEP values for DS, PD&nd improved SST when number of
samples involved in the transform are altered for thanol (sample order 3, 2, 1, 4, 5, 8, 10, 6, 9
and 7).

4.0 -

5
20 - -o-Ethyl Acetate SST
-@-Ethyl Acetate DS
Ethyl Acetate PDS

o
(52}
|

OO I I I 1
6 7 8 9 10
Number of samples in transform

Figure 5.23: Comparison of RMSEP values for DS, PD&nd improved SST when number of

samples involved in the transform are altered for #hyl acetate (sample order 3, 2, 1, 4, 5, 8, 10,
6,9 and 7).
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On assessing the results for the transfer of thieradon model when the number of

calibration samples involved in the transform iter@d, some conclusions can be

made:

DS shows the greatest sensitivity, with fluctuasion RMSEP values when
the number of calibration samples used in the teans altered, however this
difference is small.

Both PDS and improved SST provide similar and iast results when the
number of samples used for the transfer is altehesever SST has the
advantage of simpler implementation over PDS. SSQuires the
optimisation of one parameter in comparison withSPBhich requires the
optimisation of multiple parameters including thdow size which must be
optimised each time a change is made, which camgeconsuming.

As the number of samples included in the trandencreased the RMSEP
values are similar for all three transfers if tmdey of the last two samples is
changed.

If SST with no scaling incorporated is used, thee RMSEP values are
much greater and DS and PDS provide better reshien fewer samples are
included in the transfer. Again the results areilsinfor all three transfers
when larger numbers of samples are involved irtrdnesfer.
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5.4 Conclusions

The Fibre Photonics ATR probes were able to anatlisesolvent mixtures and
provide good quality spectra for use in calibratiodel building. It was observed in
this research that the use of good spectrometeexjisred to gain the best results
from these probes; for example, if a spectromedsranpoorer detector or a detector
that is not optimised specifically for the MIR ranthen the results will be worse
than those from a spectrometer that contains opgithicomponents. The straight
transfer of calibration models resulted in large ™ values being observed;
changing the probe had a greater effect on the efrprediction than changing the
spectrometer. When the algorithms DS, PDS and S&€ applied to the transfer of
the calibration models, the RMSEP values were seelecrease by at least a factor
of 2 in the majority of cases and in some instamges factor of greater than 10. SST
was shown to have issues in transferring a referemadel for a 2.7 mm probe to
predict concentrations for spectra acquired witiiza mm probe; although the
algorithm could be used to reduce the errors inpameon to the straight transfer,
the errors in some instances were double that mddaby DS and PDS for this
transfer example. By incorporating a scaling fadtdo the SST algorithm better
results were obtained for the transfer betweery artn and a 12 mm probe, with the
results being comparable to or better than thosmimdd from DS and PDS.
Implementing a scaling factor will only improve thesults for SST when there are
large intensity differences; scaling factors widltnnfluence the results if there are
only small intensity differences for SST or for e of DS and PDS.

Overall DS showed a greater sensitivity to chandeerwthe number of samples
involved in the transfer was altered; PDS and S&brporating scaling provided
similar and consistent results when the numbeabb@ation samples was altered for
the example discussed. An advantage of SST igttbaty requires the optimisation
of one parameter, making this algorithm easy tolément and achieve good results
with lower numbers of calibration samples includethe transfer. PDS has multiple
parameters which can be optimised, but only thedainsize was optimised in this
study; however, this is a very time consuming pssc&ST can get comparable or

better results more efficiently than PDS.
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6 Whisky analysis
6.1 Introduction

6.1.1 Scotch whisky

Whisky is the name given to the distilled producni the fermentation of cereals
that has been matured in oak casks. A whisky thatatured in Scotland is termed a
Scotch whisky. However, for a whisky to be consédieas a genuine Scotch whisky
it must adhere to the guidelines set out in thet®cdVhisky Regulations 2009
(SWR)! The legislation covers the ingredients used: tagmsource (which must be
in Scotland), the process of production, the digidn and the maturation processes.
Scotch whisky must be distilled at a distillery $totland from water and malted
barley (to which only whole grains of other cerealay be added). In this research,
samples referred to as malt indicate the use gof miallted barley in the production of
whisky, whereas, samples referred to as grain aeithe use of malted barley, and

other malted and un-malted cereals in the prodaafavhisky.

The classifications of Scotch whisky defined in lamd set out in the SWR are as
follows:
“Single Malt Scotch Whisky”: is a Scotch whisky tha distilled in batches

at a single distillery from water and malted barieypot stills. There cannot
be addition of any other cereals.

- “Single Grain Scotch Whisky”: is a Scotch whiskwths distilled at a single
distillery from water and malted barley. It can bathe addition of other
malted or un-malted cereals but does not complly thieé definition of Single
Malt Scotch Whisky or Blended Scotch Whisky.

- “Blended Malt Scotch Whisky”: is a blend of twomiore Single Malt Scotch
Whiskies, which have been distilled at more thaa distillery.

- “Blended Grain Scotch Whisky”: is a blend of two mwore Single Grain
Scotch Whiskies, which have been distilled at nibas one distillery.

- “Blended Scotch Whisky”: is a blend of one or m@mgle Malt Scotch

Whiskies with one or more Single Grain Scotch Wigisk

170



The only ingredient that can be added other thaeatigrain, yeast and water is a

specified grade of plain spirited caramel colorant.
6.1.2 Manufacturing of Scotch whisky

There are five main stages in the manufacture obtcBc whisky: malting

(germination), mashing (extraction), fermentatidistillation and maturation.

Malting
The malting stage converts the plain barley graio malted barley. The process

involves the immersion of the barley grain in wated leaving for two to three days,
a process called ‘steeping’. During this process whater will activate the growth

mechanism of the barley. The barley is laid ougéominate on malting floors for

seven to fourteen days and turned regularly tornaigen germination and prevent a
build-up of heat. The temperature of the germimatimust be controlled to avoid the
barley killing itself. More modern techniques invel drum maltings, where the
barley is slowly turned in large drums cooled by Biuring the malting process the

enzymes which are activated convert the starchtibarley grain into sugafs’

The malt is then transferred to kilns for dryinige temperature inside the kilns must
be increased gradually and must not exceéd #Davoid the destruction of the malt
enzymes. Traditionally in the Highlands and Islanasst drying was over peat fires,
however, over the years the majority of the peas waadually replaced by
alternatives, such as coal. Although, some smadiuants of peat were still added at
the start and end of the drying to create the misaple smoky flavours in the
whisky. Whiskies produced from malt dried in a ple&t have a smokier flavour to
whiskies produced from malt dried in coal kilns. time Lowlands where coal
production was common and peat was not availabla, ldlns were used; this gave
the whisky a lighter un-smoked flavour. After dryim the kiln, the malt is ready for

the next stage in the manufacture of whisRy.
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Mashing
In the mashing stage, the malt is ground into @#8wur, known as malt grist, and

mixed with hot water in different stages. The waterd malt grist mixture,

commonly known as mash, is transferred into a mashand stirred to allow the

enzymes in the malt to release the starches stitiming in the malt into sugars.
After the mashing process, the liquid, called theatvis released from the mash tun
into a vessel called the underback. The procespmated, adding hot water, stirring
and draining the liquid several times. The solicsimaf spent grain left at the end of
this process is called draff; this by-product i¢dson for cattle feed. The wort is

cooled and used in the fermentation stage.

Fermentation

The wort is transferred from the underback throughcooler, reducing the
temperature from around 63 -°68t0 around 22 - 2€. It is then transferred into the
fermenting vessels, termed wash backs, where yeast be added and the
fermentation started. The yeast converts the suga@sent in the wort to ethanol
(alcohol) and small quantities of other componefisese other components are
known as congeners and they include a range of congs including esters,
aldehydes, acids, phenols, hydrocarbons and otglkerdnder alcohols. Whiskies can
contain multiple congeners that are important ay #dd to their unique flavour and
character. Acetaldehyde is produced from the okidabf ethanol and makes up
90% of the total aldehyde content in whisky. Thaehldes can give a strong odour
and contribute to the distinctive taste of a whjskyen in small quantities. The
fermentation stage converts the sugars into anhalcwith approximately 8 —
10% v/v ethanol content. This low alcohol liquidtesmed the wash and is used in

the distillation stage of the manufacture of whiéi&’

Distillation

Traditionally in pot-still distilleries a double twh distillation process is used,
although there a couple of distilleries that pi@etiriple distillation to ensure a
lighter spirit with a higher natural strength. Tiniple distillation process is similar to

the distillation processes used in Ireland and énegally found in lowland
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distilleries, although it is less common than tloaildle batch distillation approach.
The wash from the fermentation is charged intdfitise pot still, termed wash still, to
separate the alcohol from the water and wasteenaash. This still is heated and
maintained just below the boiling point of watelpwing the alcohol and other
compounds which are more volatile to pass overstlleneck and condense in the
condenser known as the worm. The distillate froemvtlash still which is termed low
wines is collected in the low wines charger. Atiirthe alcohol vapours are distilled
through the wash stills the process is stoppedfamavaste and water are discharged.
The low wines are then transferred into the lowesimr spirit still where a further
distillation process is completed in a similar manto the wash still, however, at a
more controlled level. The most volatile componentsch are distilled first are
directed back to the low wines charger for furttistillation. At the point where the
distillate is at the desired strength and quahty distillate is collected, known as the
centre cut. This new spirit which is normally ardu0% v/v is directed to the spirit
vessel. When the process is near completion thaineémg volatile components are
directed back to the low wines charger for furttistillation with a new batch of low
wines. The copper pot stills vary in both size ahdpe from one distillery to another
and can have an impact on the characteristics eofathisky. The copper pot-still
double batch distillation approach can be expensharefore, continuous distillation
was developed by Stein and Coff@yHowever, it was realised with development of
continuous distillation that lower levels of flawowwongeners were produced
irrespective of the quality of malt that was usBderefore, it was unnecessary to use
expensive malt to produce the inevitable mildevdlar produced from continuously
distilled spirit, as a mash that has mostly un-ethltereal would provide an
acceptable product. So grain whiskies and blend@dkies are mostly derived from

continuous distillatior; 1%

Maturation

After the distillation process, the colourless Wigi€an be transferred to oak casks
for maturation. The oak cask is acknowledged asobmiee most important factors to

influence the final quality of the whisky. In thine the whisky spends inside the

cask, changes to the chemical composition occut,the powerful aromas of the
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distillate will convert into the mellow charactdits found in the whisky product.

The colour also changes in this process, from tileucless distillate to a golden
brown whisky. The casks used for maturation caheeitbe new or have been
previously used for Scotch whisky, Sherry or Bourlbmaturation. The cask can vary
in size, but cannot exceed 700 L in volume, in edaonce with the SWR. Also, the
maturation must proceed for a minimum of three ydar a whisky to be classified

as a Scotch whisld

Heat treatment of the casks can have an importdetfor maturing the distillate.
There are two methods of heating; first is toastmgwood, this is a milder form of
heat treatment and is a prolonged process; thendasaharring of the wood, this is
a faster process which involves heating the insidbe cask until it catches fire and
becomes carbonised, leaving a layer of carbon erirther surface. There are two
main goals from heat treatméeft;

- The degradation of the polymers in the wood to peedflavour compounds

which will be extracted into the product during oration.
- The destruction of the unpleasant aroma compouretept in the wood to

prevent these being transferred to the product.

During maturation, several reactions occur and ggiyeall into two classifications;
additive and subtractive. Additive reactions wiltroduce or produce new aroma
compounds in the product, whilst subtractive remdi will remove or modify
components of the spirit. An important example of additive action is the
extraction of congeners from the cask, for example thermal degradation of wood
polymers during the heat treatment process. Inferec between the wood and the
components of the distillate can form new aromamaunds. Congener addition can
occur through the reaction of ethanol with lignmthe wood to produce ethanol-
lignin which can subsequently produce lignin degtemh products. Lactones are
volatile components that are extracted from oakykmas oak or whisky lactone and
their concentration is thought to increase during maturation proce§s.'?*
Subtractive reactions usually include evaporatibow boiling compounds or the

degradation of components by the carbonised sudatte wood?
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As briefly mentioned above, maturation can take@lan casks which have been
previously used for maturation. The repeated useasks in this way will decrease
the quantity of wood compounds affecting the maiomaand hence will change the
mature character of the whisky. If a cask becomésausted, e.g. no real benefit will
come of maturing a whisky in the cask, and thesait be regenerated by removing
the old carbon layer and completing the heat treatrprocess again. This process
will not completely regenerate a cask but give biglevels of extractive compounds

compared to casks of other sourtes.

Other important variables that are involved in thmaturation stages include;
maturation time and fill strength. A longer matimattime can potentially allow a
greater change in chemical composition and prodoatire whisky products. The
spirit strength can have an effect on the extractamd formation of flavour
congeners in the cask. However, it is difficulktmow exactly which reactions occur,
when they occur, and for how long during the mdiana There are limitations for

modelling the reactions in the laboratory due ®ttmescales involved?

The whisky product is ready after the maturatioagst and can proceed to the
bottling stage if the product is a Single Malt StotVhisky or a Single Grain Scotch
Whisky; or a number of products can be blendedttegeand then bottled to produce
a Blended Malt Scotch Whisky, Blended Grain Scaddhisky or a Blended Scotch

Whisky. Due to some of the processes discussedrsavhisky batches can vary in
colour, therefore, to provide consistency in cojquain spirit caramel — E150a is
legally allowed to be added to whisky product dsose in the SWR.

6.1.3 Counterfeiting of Scotch whisky

Authentic Scotch whisky must follow the strict gelithes set out in the SWR. There
are, however, places around the world where predaret produced, bottled and sold
as Scotch whisky with a disregard for these gumdsli These illegal products are
termed counterfeits and can have detrimental efféztthe reputation of Scotch

whisky.
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The Scotch whisky industry has annual exports iesg of £3 billion and is one of
the UK’s leading exporterS. Therefore, authenticating and being able to detect
counterfeit whiskies is highly important for finaakcreasons and for the protection
of brand reputation. Counterfeit whiskies can havéramatic impact on the sales
and profits of the Scotch whisky industry. It igiesmted by the Scotch Whisky
Association (SWAY that over a two year period 150 million countdrfiedttles
claiming to be Scotch whisky were sold worldwidéeTestimated impact on sales
was £100 million per annum and the lost profit imshe range £10-30 millioff.
These figures are speculative as the exact impadumterfeiting is hard to estimate
as many cases will go undetected.

There are different forms of counterfeiting Scotdhisky including brand imitation,

where a cheaper product is sold as a higher qualitisky!’ Another form of

counterfeiting is generic imitation, where the wKkyisbeing sold as Scotch is
produced outside Scotland and does not confornihdold¢gal requirements in the
SWR. Generic imitation can also include the adatten of an authentic Scotch
whisky by adding ethanol so that a cheaper whisky tme sold as a higher value
product. In some instances, colorant is added ¢dhan alcoholic product which is

sold illegally as a genuine Scotch whisky.
6.1.4 Identification of counterfeit whisky

Different techniques have been used by the Scotukky industry since the early
1900s for authentication and detection of countedamples, ranging from bench
reagent chemistry to the use of advanced analytisaumentatiort! %’ In general, a

whisky can be characterised by three properties: d@thanol content (a Scotch
whisky must adhere to a minimum alcohol contet@% v/v); the congener profile
(the whisky contains a range of congeners formednguthe fermentation and
maturation processes); the colour consistency @yhisn only be altered with the

use of plain spirited caramel of a specified grdde)
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6.1.4.1Ethanol determination

Determination of ethanol content has the potetdigdrovide a fast and efficient way
to assess if a sample is within the specificatmmef particular product. A number of
techniques can be employed for the determinatioretbfinol including density
measurements, spectroscopic techniques and chrgraptoc techniques. Gas
chromatography (GC) can provide information on bttk ethanol content and
higher alcohol profiles in whisky, differentiate timeen different alcoholic

beverages, and distinguish between malt and grhiskves based on differences in
the congener profil&’ However, GC analysis times can be more than 1Qtesn

Density measurements are commonly used to deterthi@eethanol content of
whisky and produce accurate results although tingpEamust be distilled before
analysis #' Spectroscopic techniques can be used to detergtimanol content

through fast simple analysis methods. Procedursedban NIR spectrometry have
been reported for determination of ethanol in abtichbeverage$??’ ethanol

fuels?” % and fermentation process@s.®® Generally, multivariate calibration
algorithms are required with NIR spectrometry, whedds to the complexity of

method development. Liebmaehal*®

used a transflectance NIR probe to determine
the ethanol concentration in bioethanol productiofs obtain optimal and robust
calibration models, the use of genetic algorithmd krge data sets were required.

Mendeset al?’

reported an NIR spectrometric method for the detsation of
ethanol in fuel ethanol and beverage samples. kanalysis of beverage samples
the NIR results were better than those from GC.ligdani et al. described a
procedure for the determination of ethanol in afitmh beverages by NIR
spectrometry’ and MIR spectrometry:. Off-line analysis by NIR spectrometry was
successful in determining the ethanol content iarpwine, whisky, gin and rum
samples. In the MIR study, the ethanol contentesrpvodka, gin, rum and whisky
samples was determined using a micro flow transamssell. In both the NIR and
MIR studies, I derivative spectra were analysed to avoid thectsfef baseline
drift. Other MIR spectrometry applications have meeported for determination of
ethanol in bioprocess monitoritfgand in a range of alcoholic beverages®=®
Sivakesaveet al®? described methods for monitoring a bioprocessqusifiR and

Raman spectrometries. In this study, an ATR accgssas attached to a FTIR
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spectrometer to determine the concentration ofnethaithout the need for any
sample preparation. Raman spectrometry was uselserve the ethanol functional
groups as the reaction progressed, however thetitpiese results were not as

accurate as those of MIR spectrometry. Nordoal>’

compared non-invasive NIR
and Raman spectrometries for the determination tbar®l content in spirits,
highlighting the potential advantages and limitasi@f both techniques. All of these
procedures involve lab-based analysis, which isideal if a rapid indication of

authenticity of a sample is required.
6.1.4.2Congener determination

Some research has surrounded the maturation protegssky production; a range
of congeners are formed during the maturation m®ctrough leaching and
extraction from the oak casks. The range and cdrat@ns of the congeners can be
unique to a brand of whisky. The major congenersbmreadily determined by GC
using a polar stationary phase and are useful@ndifierentiation of categories of

spirits as well as between malt and grain whiskiesylott et al*’

produced a paper
reviewing different analytical strategies detailisigidies into capillary column GC
for determination of volatile trace congeners anthtile phenols, if the sample was

first chemically derivatised.

High performance liquid chromatography (HPLC) h#sogroved useful for the
analysis of non-volatile cask-extracted congeriefthese congeners are a result of
the degradation of oak lignin caused by toastingcloarring prior to use or the
hydrolysis by ethanol and water during maturation.

6.1.4.3Colorant analysis

Colour consistency of Scotch whisky is highly imjaot and therefore is monitored
throughout the production process. Most commonlasueements are taken at the
blending and bottling stage and involve analysivigible spectrometry. Mackenzie
and Aylott® described a hand held instrument based on UVieisipectrometry that
can be used to confirm the authenticity of Scotdhisky samples on location,

without the need to send specimens to a laborat®aynples were analysed by
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introducing the liquid into the flow cell of the mdheld spectrometer and collecting
the absorbance spectra. Reference data for geBaoteh whiskies were uploaded to
the device using its electronic interface; here ithternal software was used to
determine if the suspect sample was within the @ebée limits of the genuine

brand. Establishing an acceptable range for a tsmheof authentic brands was
difficult to achieve as these can vary from braadotand. Therefore, acceptance
limits have to be defined for each brand of whigkior to use. If a sample was
deemed as a suspect counterfeit it could be senfufther testing by GC for

confirmation. The method has analysis times of thas 1 minute and allowed the
rapid screening of suspect samples enabling ordgettsamples which failed the
acceptance criteria to be sent for confirmatortirigssaving time and analysis costs.
There is a growing need for methods like this tbam provide simple and fast

identification of counterfeit Scotch whisky samples

There is also potential for analytical methods eétedt counterfeits based on caramel
composition. According to the SWRnly the addition of plain spirited caramel,
E150a, is allowed. There are four grades of spird@ramel, E150a, E150b, E150c
and E150d, their production is regulated by theogean Union (E.U.) Directive
95/45>° The four grades of caramel are produced by “tterotled heat treatment of
carbohydrates (commercially available food gradeitive sweeteners which are the
monomers glucose and fructose and/or polymers dhemg. glucose syrups,
sucrose, and/or invert syrups, and dextro$&RIthough, additional reactants other
than glucose and fructose can be used in the ptioduaf the caramels, these differ
between each grade of caramel, see Table 6.1uiftedeit samples were to contain
other grades of caramel other than the legallywadtb E150a, then distinguishing
between different caramel colorants could providevay to detect counterfeit

samples.
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Table 6.1: Regulations for the preparation of diffeent types of caramel, information taken from
E.U. Directive 95/45%°

Caramel grade and description Regulations
E150a: Plain caramel Ammonium compounds and ssilfite
prohibited
E150b: Caustic sulfite caramel Caramel is preparede presence of

sulfite compounds but ammonium
compounds are prohibited.

E150c: Ammonia caramel Caramel is prepared in thegmce of
ammonium compounds but sulfite
compounds are prohibited.

E150d: Sulfite ammonia caramel Caramel is preperdide presence of

ammonium and sulfite compounds.

6.1.4.4Miscellaneous methods of counterfeit identification

Adam et al*°

tested if copper and other metals in whisky cooddused as an
indicator of authenticity. The principle of thisadysis was derived from the basis of
whisky production; by law malt whiskies are reqdite be produced in copper stills,
blended whiskies and other distilled spirits aré Aterefore, malt whisky samples
should have a higher copper content. This methasuacessful at differentiation of
malt whiskies from blended whiskies and other Wiesti spirits. However, it cannot

confirm if a whisky was produced authentically ico8and.

Harrison et al* described a method for the differentiation of peased in the
preparation of malt for Scotch whisky production. this study FTIR reflectance
spectra were acquired but differences betweengbetim collected were difficult to
see. However, with the use of cluster analysispits were classified according to

their geographical origin.
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6.1.5 Basis of this study

Analysing and being able to detect counterfeit damps very important to the
Scotch whisky industry. The above review indicatifferent techniques and
methods that have previously been used to deteantedeits. ATR MIR
spectrometry has been used in this study priméoilgtistinguish between authentic
whisky samples and counterfeit whisky products. $kfiis a very complex matrix
and therefore many different factors can be andlysaletermine information about
a given whisky sample. Therefore, a secondary tibgeds to investigate MIR
spectrometry as a tool to understand how the matwfag and maturation variables
can influence the colour of whisky.

Picqueet al®

detailed the analysis and discrimination of cograad other distilled
drinks using MIR spectrometry. Direct analysisiué samples was achieved using an
ATR cell with a zinc selenide crystal to determgtbanol content. Aliquots of the
samples were also dried onto membranes and analygettansmission MIR
spectrometry. These methods showed potential @digcrimination of cognacs and

other distilled drinks when used with multivariai&a analysis.

A similar approach has been adopted in this stutigre a combination of methods
based on MIR spectrometry has been used to casegatiisky samples as either
authentic or counterfeit products. The methodoldggcribed is an advance on the
work of Picqueet al.as it uses a combination of novel silver halideaap fibres and
diamond ATR probes to determine the ethanol conagoih in whisky samples and
investigate the colorant added. The usmaitu measurements by MIR spectrometry
allows development of simpler and faster methodaradlysis than the procedures
described by Picquet al. One of the primary aims of the study was to astess
feasibility of developing MIR spectrometric methatisit could potentially be used
outside the laboratory during field investigatioos whisky counterfeiting. The
methods used by Picqe al. relied on laboratory based equipment and procsdure

and so, are less useful for such investigations.

181



Whiskies can be matured in new oak casks or mamemamnly in casks which have
already been used for the maturation of Scotch kyhisherry or bourbon.
Depending on the type of cask used and the cas@ryisdifferences in whisky
colour arise. Knowledge of how manufacturing anduraion variables influence
whisky colour could provide a greater understandihthe maturation process. The
ability to identify colour or differences betweemtaral and artificial maturation
could also be used in counterfeit detection. Tleegfan additional part of this study
involved the initial investigation of a number olsk samples with differing

maturation variables, using ATR MIR spectrometry.
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6.2 Experimental

6.2.1 Samples
6.2.1.1Blend authenticity

Seventeen authentic and counterfeit samples ofboared of blended whisky were
analysed in a blind study using the methods owtlinelow. Multiple batches of four
grades of caramel (five batches of caramel A, atelbof caramel B, four batches of
caramel C and four batches of caramel D) were atgtysed to aid determination of

the colorant used in the whisky samples.

After conducting the blind trial, the company thatpplied the whisky samples
provided the ethanol content of each sample anddioation of the authenticity of

the samples. The method that was used by the commambtain the ethanol

concentrations was based on NIR analysis. Theum&nt used was a Foss NIR
spectrometer (model 5000) with a beverage moduhichwhad a 3 mm pathlength.
An average of 32 scans from 1100-2500 nm was ws@dbtain the spectrum from
which the alcohol strength was derived. A multiaggi PLS model was built using
the region between 1550 and 1700 nm. The typicatativaccuracy of the analysis
was reported to be +0.05% (v/v) (based on one atandeviation).

6.2.1.2Cask investigation

Thirty one cask samples with different maturati@miables were analysed using the
colorant determination method outlined below; acdpsion of the samples and the
changing factors are given in Table 6.2. Pure sampf different components that
can be found in whisky were also analysed to aitbrdenation of the spectra
obtained from the cask samples, details are in eT@&@8. When counterfeiting
whisky, attempts are sometimes made to extract oasmgs from wood to simulate
features of whisky that occur by natural maturatibnthis study, three solutions
were used to extract components from toasted Ammeneood prior to evaporating

the solvent and dissolving the residue in 40% etharhese samples are referred to
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as simulated maturation samples (Table 6.4). Tleetsp of dried residues of these

samples were compared to those of the cask saimpiesounterfeit whisky samples.

Table 6.2: List of cask whisky samples with detailsf the different factors.

Cask whisky sampl

Sample No. Distillery Number Malt/Grain/Blend Cask &p  Fill Years Peated
1 4 Grain Bourbon Refill 3 No
2 4 Grain Sherry Refill 8 No
3 4 Grain Bourbon Refill 12 No
4 4 Grain Bourbon Refill 7 No
5 4 Grain Sherry Refill 3 No
6 4 Grain Bourbon Refill 12 No
7 4 Grain Bourbon Refill 9 No
8 4 Grain Sherry Refill 11 No
9 6 Grain Bourbon First 8 No
10 1 Malt Bourbon First 12 Yes
11 1 Malt Sherry First 11  Yes
12 1 Malt Bourbon First 8 Yes
13 1 Malt Sherry First 7 Yes
14 2 Malt Sherry Refill 6 No
15 2 Malt Sherry First 7 No
16 2 Malt Sherry Refill 5 No
17 3 Malt Bourbon Refill 9 No
18 3 Malt Bourbon First 9 No
19 3 Malt Sherry Refill 7 No
20 3 Malt Sherry First 6 No
21 3 Malt Bourbon First 5 No
22 6 Grain Sherry Refill 11 No
23 6 Grain Bourbon First 11 No
24 6 Grain Bourbon First 4 No
25 4 Grain Unspecified Unspecified 3 No
26 1 Malt Bourbon Refill 4 Yes
27 1 Malt Sherry First 4 Yes
28 1 Malt Bourbon First 3 Yes
29 3 Malt Sherry First 3 No
30 NA* Blend - - - No
31 5 Malt Bourbon Unspecified 4 No

*Not available (NA)
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Table 6.3: List of eleven pure component samples wononly found in whisky and the

concentrations analysed in this study.

Pure component samp

Sample name Sample concentrationpg ml'l)
Coniferaldehyde 589.3
Ellagic acid 95.9
Gallic acid 606.6
Hydroxymethylfurfural (HMF) 609.7
Lactones 0.5
Scopoletin 599.5
Sinapaldehyde 600.7
Syringaldehyde 601.8
Syringic acid 599.2
Vanillic acid 601.6
Vanillin 601.8
*Supplied concentrations; amounts in whisky aremaily < 20

ugm™

Table 6.4: Description of three simulated maturatio samples.

Simulated maturation samples

Sample number Wood type Extraction solvent
1 Toasted American wood Solvent extract ethyl acetate
2 Toasted American wood Solvent extract ethanol
3 Toasted American wood Solvent extract water

6.2.2 Mid-infrared spectrometry

MIR spectra were acquired with a resolution of #6'dn the 400-4000 crhregion
using an ABB MB3000 FTIR spectrometer (Clairet &tfec, Northampton, UK)
coupled with polycrystalline silver halide fibres & hastelloy bodied ATR Fibre
Photonics probe with a diamond cone (Fibre Photohtd, Livingston, UK). Two
probes were used to complete the work, the diftexerare outlined in Table 6.5;
probe A was used for the blend authenticity wor probe B was used for the cask
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investigation study. Spectra were acquired usingizdna MB™ FTIR software
version 3.0.13.1 (ABB, Canada) and GRAMS (GraphielaRonal Array
Management System) /Al software version 7.00 (Gmldndustries Corporation,
Salem, USA). The spectra were exported as texd filem Horizon software and

SPC files from GRAMS software then imported intotl data analysis software.

Table 6.5: Details of Fibre Photonics ATR probes .

Outer diameter of Silver halide fiore  Diamond crystal

Probe .
probe shaft (mm) length (m)* size (mm)
Probe A 12 15 3
Probe B 12 0.7 2.4

*This is the length of the fibre when measured frdieamond tip to sma connectors;
the actual length of polycrystalline fibre withimet probe and connected cable will be

double, see chapter 4.
6.2.3 Methods of analysis
6.2.3.1Ethanol content determination

A specimen of each whisky sample was transferred gbass vial into which the
probe was inserted and sealed with sealing filnofdgefnalysis; when not in use, the
samples were sealed to prevent any evaporatiorhefvblatiie components in
whisky. The probe was washed and cleaned with vwaatdracetone and allowed to
dry prior to each analysis. The spectra of the kyhgamples or calibration solutions
were acquired with an air background. Calibratioluons in the range 35-45% v/v
ethanol were prepared by diluting an appropriatelwarhof ethanol (absolute puriss.
p.a., Sigma-Aldrici, UK) with distilled water. 15 scans were accumedafor each
measurement (about 15 s) with three and six repegtsurements made for each
calibration and sample solution, respectively. Wtienfirst derivative spectrum of a
typical whisky sample was measured six times with@moving the probe, the
repeatability (%RSD) for intensity measurementd @26 cn (ethanol peak) was
0.17%. When the probe was removed, cleaned and rthaserted six times, the

measurement precision (%oRSD) was only slightlyeased to 0.21%.
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6.2.3.2Colorant determination

The probe was inverted, an air background spectbtained and a small aliquot
(10 pL) of sample was injected onto the diamondtaly a heat lamp was used to
evaporate the droplet for 4 min and leave a thin @ver the crystal for analysis. The
probe was allowed to cool to ambient temperatucktha procedure was repeated a
further five times so that the dried residue frodnpd. of sample was analysed. The
cask samples analysed as part of this study ramgeslour intensity, therefore,
samples with a weaker colour required the additib@0 or 120 puL of sample. For
the analysis of the caramel samples, solutions wespared in 40% v/v ethanol to
give a colour similar to that of the whiskies. Thelutions were injected onto the
diamond crystal for analysis similar to the whiskgamples. 51 scans were
accumulated for each measurement (about 51 s). diged first derivative spectra
were produced for analysis. When three replicatectsp were recorded for the
deposit obtained from 60 pL of a solution of ba&lof caramel A, the average
%RSD of the intensity at the eight most intensekpéa the range 1150-1700 ¢m
was 1.0%. When spectra were obtained from threaraepdepositions of 60 pL of
this solution of caramel A, the %RSD was 4.5%. fidwilts presented for analysis of
dried deposits of the samples are based on thdrapalatained for three separate
depositions. The results presented as part of dsk imvestigation are based on the

spectra obtained for the six replicates of thrggasse depositions.
6.2.4 Data analysis

All data were imported into Matlab versions 7.5423(R2007b) and 7.11.0.584
(R2010b) (Mathworks Inc., Natick, MA, USA) and PLI®olbox version 4.1

(Eigenvector Research Inc., WA, USA). MIR data werecessed using a Savitsky-
Golay first derivative filter, which employed a widof 7 data points and a second
order polynomial. Spectra were analysed to idengfyions in the data that would
provide information about the samples and remoeerégions that only contribute

noise to the measurements.
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6.2.4.1Blend authenticity

The concentrations and spectra of the ethanol reéildm solutions were used to
produce univariate and multivariate PLS calibratiomodels. The MIR spectra
collected from the whisky samples were analysedguiese models to predict the
concentration of ethanol for comparison with valsepplied at the end of the study.
Univariate calibration models were produced from ¢thanol signal at 1026 &nin
the T' derivative spectra, using Microsoft Excel (Micrfis®JSA). PLS calibration
models were constructed using different spectrgiores; there was relatively little
difference in the errors associated with each mob®trefore, all models discussed
herein were constructed using the spectral regih 1582 crit. Data were mean
centred prior to analysis. The number of latentaldes required (4) was determined
from the model that produced the minimum valuehaf toot mean square error of

cross validation (RMSECV) obtained using leave-oneeross validation.

To investigate the colorant in whisky samples, @gal component analysis (PCA)
was carried out on 155 variables in the 625-1813 cegion of the triplicate first

derivative spectra of the dried residues obtairggditie seventeen whisky samples
and fourteen caramel samples (caramel A x 5 batclaeamel B x 1 batch, caramel
C x 4 batches and caramel D x 4 batches). Data merealised to the largest peak
(in the range 950-1050 ¢hhand mean centred before PCA was performed. T fi

two principal components described 74.7% of théatian in the data.
6.2.4.2Cask investigation

To investigate the similarities and differencesassn the cask whisky samples, the
colorant caramel A, simulated maturation sampled #re counterfeit samples,
principal component analysis was completed. Nunme®UA models were used to
explore different relationships. PCA was carried on 155 variables in the 625-
1813 cni' region of the first derivative spectra of the driesidues obtained for the
samples. Data were normalised to the largest pedkreean centred before PCA was

performed.
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As part of this study, design of experiment (DolBplgsis was completed using
Design-Expert (DX7) version 7.1.6 (Stat-Ease I, USA) to determine which
of the six variables (distillery number, malt/graanhisky, cask type, cask history,
maturation age and the use of peat) have an ingpeitte spectra of the dried residue
of the cask whisky samples. To complete this amal®E models were built to
assess the variables and their levels of variaAcgescription of the six variables
and their levels are given in Table 6.6. PCA scofabe MIR spectra of the twenty

eight selected cask samples were used as the sesfmreach sample.

Table 6.6: Details of the variables and associatdévels of variance for investigation in DoE

analysis.
Distillery Malt/grain  Cask Cask Maturation
Variables | numbe whisky type history age Peat
1 Grain Bourbon Firstfil 3-5years Yes
2 Malt Sherry  Reéfill 6-9years Nd
Levels 3 10 - 12 years
4
6
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6.3 Results

6.3.1 Blend authenticity
6.3.1.1Determination of ethanol concentration

A typical MIR absorbance spectrum of a whisky samfdample 13) is given in
Figure 6.1a. When the spectra of all the sampla® wempared small differences
were identified in the regions 1150-1400 tnand 1500-1850 cth Strong
absorption signals at 630 &nand 1640 ciarise from the O-H bending modes. The
stretching mode of C-O is evident at around 100001dni*. The region 1950-2250
cm* is obscured because of the diamond tip in the Afébe and no differences
between spectra could be seen in the region be988@ cni'. The first derivative

spectrum of whisky sample 13 is shown in Figuré6.1

A linear response curve was obtained over the r&tgé5% (v/v) ethanol when

using univariate calibration¥= 0.9966; y = 0.0009x — 0.0010, where vy is thst fir

derivative of absorbance at 1026 tmnd x is the ethanol concentration (% (v/v)).
When the univariate model was used to analyse thiskyw samples, the ethanol
concentrations given in Table 6.7 were obtainede ®thanol concentrations
obtained with the multivariate PLS calibration mioale also given in Table 6.7. The
regression coefficients for the multivariate cadiion model are given in Figure
6.1c.
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Figure 6.1: Typical MIR spectrum of a whisky sample(sample 13) in the region 600-1850 ch
(a) absorbance and (b) first derivative of absorbace, and (c) the regression coefficients for the

multivariate PLS calibration model.
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Table 6.7: Mean concentrations of ethanol determirceby in situ ATR MIR spectrometry using

univariate and multivariate PLS calibration modelscompared with supplied concentrations.

In situ MIR spectrometry

Whisky Supplied Univariate PLS
sample no.  concentratiorfs (% (VIV)F* (% (VIV)}*
1 37.3 37.8+0.22 37.8+0.11
2 31.6 32.1+0.11 31.8+0.03
3 34.0 34.8 +0.20 34.6 +0.09
4 42.4 42.2 +0.15 42.2 +0.09
5 31.0 31.6 +0.08 31.5+0.09
6 42.5 41.6 +0.07 42.5 +0.09
7 34.6 34.8 +0.09 34.8 +0.07
8 34.6 35.3+0.13 35.1+0.08
9 34.2 35.0 + 0.09 34.9 +0.08
10 40.0 40.5 +0.08 40.5 +0.08
11 42.1 40.8 +0.09 41.9 +0.05
12 40.9 40.8 +0.13 40.9 +0.08
13 42.7 42.7 £0.15 42.8 +0.06
14 42.7 42.8 +0.12 42.7 +0.03
15 40.0 40.0 £0.11 39.9+0.11
16 43.1 42.9 +0.17 43.2 +0.10
17 40.1 39.7 +0.22 39.8+0.17

#Mean * 99% confidence interval (n = 6).

®Provided after MIR analysis was completed; obtaimg®IR analysis.

It was shown using a paireetest’ that there was no statistical difference (at the
99% confidence limit) between the supplied and jgted (univariate or multivariate

PLS) ethanol concentrations. The relative errolindd as the difference between the
predicted and supplied ethanol concentration espresas a percentage of the
supplied concentration, was calculated for eaclhef seventeen samples. It was

possible to predict the concentration of ethanolthe whisky samples using
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univariate and multivariate calibration with an eage relative error of 1.2% and

0.8%, respectively.

The average relative errors obtained with eithdibiion method are lower than
those reported by Tipparat al? for the determination of ethanol in liquor by flow
injection NIR spectrometry (approx. 8%) and by Nmret al®’ for non-invasive
analysis of whisky, vodka and sugary alcoholic kkinin bottles by NIR
spectrometry (2.1%) and Raman spectrometry (2.9R@jther, the MIR method
described gives comparable average errors to thieoas of Gallignanéet al.?3 3% 3

but does not require sample dilution.

Analysis of whisky samples by MIR spectrometry gsian in situ ATR probe
appears to offer some advantages over alternaoleniques for rapid estimation of
the concentration of ethanol, with an accuracy thatld be suitable for initial
authenticity screening. Statistical analysis of gredicted concentrations usirtg
tests (assuming equal varianéésjuggested that the concentrations obtained using
univariate and multivariate PLS models are the sfmm&n of the seventeen samples
at the 99% confidence limit. Even though the reswlbtained for seven of the
samples are statistically different, when the agenalative error is used to compare
the two regression methods for the entire datdsetetis reasonable agreement
between the two methods. Consequently, univariatdbration, which avoids the
complexity and costs associated with multivariaddibcation, is adequate for the
purpose of initial authenticity screening.

6.3.1.2Analysis of dried residues

As previously mentioned, only plain (spirit) cardman legally be added to Scotch
whisky; this colorant is covered by the E.U. Direet95/45 and, therefore, it must
adhere to purity criteri& It is likely that the spectra of the dried resislwé whisky

will be dominated by the colorant, which arisegrirthe cask and/or the addition of
plain (spirit) caramel. The MIR absorbance specfrdried residues for three of the
whisky samples are given in Figure 6.2, which iaths differences between the

samples.
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Figure 6.2: ATR MIR absorbance spectra of the driedesidues of three whisky samples detailed

in Table 6.7.

Dried residues of solutions of different caramahpkes were also analysed to aid
interpretation of the spectra obtained from theskieis. The MIR spectra of four
different types of caramel are given in Figure &8 some similarities are apparent

with the spectra shown in Figure 6.2.

Caramel A
Caramel B
Caramel C
Caramel D

Absorbance

800 800 1000 1200 1400 1600 1800
Wavenumber (cfrji)

Figure 6.3: ATR MIR absorbance spectra of the driedesidues of four caramel colorants.
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PCA was carried out on the 625-1813tragion of the first derivative spectra of the
dried residues obtained for the seventeen whiskypkss and fourteen caramel
samples (caramel A x 5 batches, caramel B x 1 patmiamel C x 4 batches and
caramel D x 4 batches). The scores plot for pradcgomponent 1 (PC1) and
principal component 2 (PC2) in Figure 6.4 indicathat the within-batch and

between-batch variability was much less than thectspl differences between the
caramels.
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Figure 6.4: PClvs. PC2 scores plot from PCA of triplicate MIR spectraof seventeen whisky
samples and fourteen caramel colorants.

Figure 6.4 indicates that there is a clear diffeation between the four types of
caramel along the PC1 axis. Also, there is a djsishing split in the whisky
samples along the PC2 axis. A cluster of pointsdplicate measurements of some
whisky samples occupy the same space as thosegarhebA; there are also points
for a number of whisky samples that are located awhy from all the caramels in

the scores plot, suggesting that other coloranty heve been added to these
samples.
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6.3.1.3ldentification of counterfeit whisky

The derived ethanol concentrations were comparda thve legal minimum ethanol
content of whisky of 40% (v/v). Through use of aecsidedt-tesf’ at the 99%

confidence limit, it was shown that seven sampbes éthanol concentrations below
the legal minimum of 40% (v/v) and so were potdlytieounterfeit (samples 1-3, 5,
7-9 and 18). Samples 4, 6 and 10-16 had ethanalecdrations above the legal
minimum and so could be authentic whisky. Sampl@u&¥failed the-test, but if the

average relative error (1.2%) of the univariate NiiBthod is taken into account, this
sample could have an ethanol concentration aboxdetial minimum and so was
tentatively assigned as authentic. Further analg$ishis sample is required to
confirm the accuracy of this assignment. However,saown below, the ethanol

concentration alone is not a sufficient indicatbaothenticity.

Caramel A is the plain (spirit) caramel that isdkyg allowed to be used in the
production of Scotch whisky. With respect to Fig6rd, the following procedur®,
completed by Dr. Alison Nordon, was used to assgssh whisky samples were in
the PClvs. PC2 scores space for caramel A. The first twogpal components of
the PCA model in Figure 6.4 were retained. The stdtacomprising the PC1 and
PC2 scores for the caramel and whisky samples, e split into calibration
(caramel A) and test (whisky) sets; the data foarreels B, C and D were discarded.
A second PCA model was then built on the PC1 and &0res values (after mean
centring) for caramel A and two PCs were retairfed classify the whisky samples
on the basis of their caramel content, the PC1RM@# score values for the whisky
samples (calculated in the first PCA model) weggmted into the subspace defined
by the caramel A model. The 99% confidence limitsthe caramel A model were
calculated and any whisky samples that were out thiése limits were assigned as
counterfeit (see Figure 6.5).
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Figure 6.5: Projection of the PC1 and PC2 scores s, from Figure 6.4, for the whisky
samples into the PClvs. PC2 subspace defined by the caramel A model. Theoael was
constructed from PCA of the PC1 and PC2 scores, fro Figure 6.4, for caramel A and the
ellipse indicates the 99% confidence limits for thearamel A model.

On the basis of this assessment, samples 7 and defle considered authentic
while samples 1-6 and 8-10 are likely to be codeterlt can be seen from Figure
6.5 that the PC1 and/or PC2 score can be usedassifgl whisky samples as

authentic or counterfeit based on caramel A content

Although each MIR method indicates potential cotfete samples, examining the
combined set of results can elucidate more reliaifgmation. A plot of the PC1
scores from Figure 6.8s. the predicted ethanol concentration from the umnat@
model is given in Figure 6.6 and shows clearly ¢hgamples which have been
identified as authentic based on both their ethasmicentration and caramel
colorant.
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Figure 6.6: PC1 scores, from Figure 6.5ys. predicted ethanol concentration (%(v/v)) using the
univariate model for samples 1-17. Error bars reprsent the mean value +99% confidence
interval (n = 6 for predicted ethanol concentrationand n = 3 for PC1 scores) for each variable.
The solid horizontal line indicates the minimum albwed concentration of ethanol in Scotch
whisky; the dashed horizontal line indicates the lest predicted ethanol concentration that
could still be acceptable given the average relagverror (1.2%) of the univariate method. The
solid vertical lines are the 99% confidence limitsof the PC1 score values for the caramel A
model shown in Figure 6.5.

Samples in the upper right quadrant of Figure &6 be identified as authentic
(samples 11-16). The upper left quadrant indicateaples that have an allowable
ethanol concentration but not the legally permittegamel colorant (samples 4, 6
and 10); if only the ethanol concentration was meteed these samples would be
mistakenly identified as authentic. The lower rigpiadrant indicates samples that
have the permitted colorant, but not an allowaltkam®ol concentration (sample 7),
which would be consistent with a counterfeit prosthdy diluting an authentic
product. Sample 17 is also located in this quaditarttas discussed earlier, given the
average relative error (1.2%) of the univariate Miiethod this sample may have an
ethanol concentration above the legal minimum amavas tentatively assigned as

authentic. The lower left quadrant indicates sasplat have neither an allowed
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ethanol concentration nor permitted colorant. So,the blind study using the
combined methods, samples 1 — 10 were identifieccamterfeit whisky and

samples 11 — 17 as authentic whisky. These cowcisisivere confirmed by the
whisky company that supplied the samples. In thealysis, using a combination of
spectroscopic and chromatographic techniques,stestablished that the counterfeit
samples were either locally produced spirit, geauproduct with either added
ethanol or water, or a mixture of a whisky typedarct and ethanol.

6.3.2 Cask analysis investigation

The work carried out for the blend authenticatibovs that the dried residues of the
whisky samples are dominated by the colorant ptesdre whisky samples were
shown to have spectra similar to that produced foamamel A colorant. However,
caramel A is not always added, therefore, it i® amportant to understand the
features in the cask samples where no additiveraaichas been used. The MIR
absorbance spectra of dried residues for four lwudask samples and three sherry-
cask samples are given in Figure 6.7 and Figureréspectively, which indicates the

differences between the cask samples.
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Figure 6.7: The average (n=18) ATR MIR absorbancepectra of the dried residues of four

bourbon-cask whisky samples.
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Figure 6.8: The average (n=18) ATR MIR absorbancepgctra of the dried residues of three
sherry-cask whisky samples.

As congeners are formed during the fermentatiogeste# whisky production, it is
possible some of these compounds may be seen iIATRe MIR spectra. Dried
residues of solutions of eleven pure component @oeig that are commonly found
in authentic whisky were also analysed to aid thierpretation of the spectra
obtained from the cask whisky samples. Due to thke boncentration of nine of the
samples (around 600 pgty only 10 pL of each sample was analysed, the
remaining two samples had low concentrations (P onl* for ellagic acid and
0.5 pg mt* for lactones) and so 120 pL of each sample watyseth The MIR
spectra of the eleven samples are given in Figi@eFRgure 6.10 and Figure 6.11,

respectively.
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Figure 6.9: The average (n=18) ATR MIR absorbancepgctra of the dried residues of four pure

component samples.
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Figure 6.10: The average (n=18) ATR MIR absorbancepectra of the dried residues of five pure

component samples.
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Figure 6.11: The average (n=18) ATR MIR absorbancspectra of the dried residues of two pure
component samples.

Figure 6.9 and Figure 6.10 show only small variagion the spectra between the
nine concentrated pure components. The greatdsteatite can be observed between
ellagic acid and the lactones sample (Figure 6.4dyyever obtaining reproducible
results for these two samples proved difficult tméhe low concentrations. Each of
the individual components analysed here will vagpehding on the cask used, the
heat treatment carried out and how many times #sk thias been used before.
Typically the concentrations will range from 0-1§ mI* for most of the
components; however, some components such ascebagli and syringaldehyde
may occur in higher amounts, e.g. up to 20 ug.r@liven the relative difficulty in
analysing and detecting a 95.5 pg'mbmple of ellagic acid, it is only reasonable to
assume that these components are going to be ifécyltto analyse by ATR MIR
spectrometry. Therefore, it is believed in the gsial of the cask whisky samples the
spectra will be dominated by the colorant whichsesi from the cask during
manufacture and information regarding the compaaniable 6.3 will have no or

little effect on the spectra.
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As part of this initial study, discussions with tBeottish Whisky Research Institute
were held to determine what the desired outcomesidvbe. A list of questions
regarding how ATR MIR spectrometry could aid inrgag a greater understanding
of cask whisky samples was posed. This sectionl@ok into the feasibility of ATR
MIR spectrometry for cask analysis and if it can used to answer any of the

following questions:

Q1 Can ATR MIR spectrometry determine differenceswhisky manufacture
variables? such as:

- cask type, e.g. bourbon and sherry

- cask history, e.qg. first fill casks and refilledska

- maturation age

- malt and grain whisky

- the use of peat
Q2 Is ATR MIR spectrometry able to differentiatevibeen authentic maturation
spectra and simulated maturation spectra?
Q3  Analysing some of the known counterfeits frora bhend authenticity study,
do their spectra relate to either of the authemtaturation or simulated maturation
spectra?
Q4 Is there a difference between the spectra ofddresidues of natural
maturation samples and caramel colorant A?
Q5 If colorant was added to a cask sample, doesagk all of the spectral
information of the spectra of the dried residuaatural maturation?

1. Determination of whisky manufacture variables

To establish if ATR MIR spectrometry can be usedligiinguish between different
manufacturing variables, PCA was carried out on@8-1813 crit region of the
first derivative spectra of the dried residues wigtd for the cask whisky samples. As
three of the thirty one cask samples have missifgrmation regarding the
manufacturing variables, they have been discoufrted this part of the study and
only twenty eight of the cask whisky samples hawerb assessed. The MIR

absorbance spectra for the three depositions ¢f eask sample were analysed in a
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random order on different days to minimise any o@mce of systematic errors.
Figure 6.12 displays the PCA scores plot of RE€IPC2 that describes 64% of the
variance; the cask samples have been classifientding to their cask type, bourbon
or sherry. With the exception of two sherry-caskgkes (hnumbers 5 and 22) and a
single deposition of a bourbon-cask sample 17 gelhss an outlier as the points for
the other two depositions of sample 17 appear & dame space as the other
bourbon-cask samples) there appears to be a daladg the PC1 axis between the
bourbon-cask and sherry-cask samples (depicted thghovals in Figure 6.12),
which suggests that there is the potential to difigate whisky samples by their
cask type. To try and ascertain why the sherry-cashples 5 and 22 were located in
the same scores space as the bourbon-cask whisltliesf the factors of these
samples were compared with samples located inaimpace in the scores plot to
determine if there were any similarities. Sherrgkcgample 5 lay close in scores
space to bourbon-cask sample 1, when compareteafattors were the same with
the exception of the cask type. The spectra of gmafpad more similarity to sample
1 than other grain sherry-cask samples. Sherry-caskple 22 was harder to
compare as it lay close to many of the bourbon-caskples in the PCA scores
space; as there seems to be a divide in the thepesdions of this sample, those
samples that lay closest to the two depositionsvileae most similar were compared
to determine if any similarities could be found. dWwourbon-cask samples that lay
close in scores space to sherry-cask samples 22arbon-cask whisky samples 6
and 23, they are all grain whisky samples that reor-peated and have similar
maturation ages as cask whisky sample 22; caskwkample 23 also has the same
distillery in common. The loadings plot for PC1 (rehown), indicates that this
principal component describes variation in the eeng000 — 1300 chand 1600 —
1800 cni, where differences could be observed between bourand sherry-cask
samples in Figure 6.7 and Figure 6.8, respectivdbwever, the PCA scores plot
suggests that the divide in the cask samples in BCbt solely attributable to a
difference in cask type. Further investigations andarger sample set including
multiple batches of the same type of samples wbeldequired to determine the

variance described by PC1.
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As there was a defined divide between the bourlask-@and sherry-cask samples
when PCA was completed (with the exception of the samples mentioned) new
PCA models were built including the sherry-cask gles (thirteen samples) in one
model and the bourbon-cask samples (fifteen sampiethe other model before
further classification was carried out. This wasliow the major variation that was
found in the first PCA model to be removed, allogvirfurther potential
determinations to be made.

The MIR absorbance spectra of the dried residuesvim bourbon-cask whiskies are
given in Figure 6.13 (same distillery, age, etcthwanly difference in first fill or
refill). It is apparent from the spectra of thesfifill and refill whisky samples
presented in Figure 6.13 that there are no diffe¥enn the spectra. Figure 6.14
displays the PCA scores plots of P@. PC2 that describe the variance in all the
bourbon-cask samples (differences in distillerye agc. are present between the
bourbon-cask samples). The samples have beenfiddssith respect to their cask
history; if the cask was used for whisky manufaettor the first time, it has been
classed as first fill, however, if it has been uded manufacture of whisky
previously, it is termed refill. With the exceptioh sample 1 and one deposition of
sample 17, the points representing the cask sartiesre first fill appear in similar
scores space as those points representing resl €amples, emphasising that there
is little difference in the spectra between a fitBtcask whisky and a refill cask
whisky. The PCA scores plot in Figure 6.14 has deposition of sample 17 in a
separate scores space to the other depositioniaistmthe PCA scores for all of the
cask samples, suggesting that this deposition @udlirer and that this sample should
be repeated again in any future studies to betbatehe spectra for this sample are
representative. In addition, sample 1 has again bmmated in a scores space away
from the other bourbon-cask samples as in the pusvPCA scores plot (Figure
6.12), suggesting there is something different alibis sample. Reviewing the
information given about the manufacturing factdneré is nothing to suggest a

reason for this sample being located in differeotras space.
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Figure 6.13: The average (n=18) ATR MIR absorbancspectra of the dried residues of a refill

bourbon-cask whisky sample (number 17) and a firstill bourbon-cask whisky sample (number

18).
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Figure 6.14: PClvs. PC2 scores plot from PCA of MIR spectra of fifteerbourbon-cask whisky

samples, classified by cask history (first fill orefill).

The MIR absorbance spectra of the dried residue$wio sherry-cask whiskies of

similar origin are given in Figure 6.15. The spegtrof the first fill sherry-cask
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whisky is similar to that of the refill sherry-caskisky, with the exception of the

region 1000 — 1150 cirwhere some small differences can be observed.
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Figure 6.15: The average (n=18) ATR MIR absorbancspectra of the dried residues of a refill

sherry-cask whisky sample (number 19) and a firstilf sherry-cask whisky sample (number 20).
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Figure 6.16: PC1lvs. PC2 scores plot from PCA of MIR spectra of thirtea sherry-cask whisky

samples.
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Figure 6.16 displays the PCA scores plots of R&PC2 that describe the variance
in the thirteen sherry-cask whisky samples. Th& sasples have been classified as
first fill or refill. Some of the points for ther8t fill and refill whiskies overlap, but
others are in different scores space: the uppdrdeédrant in Figure 6.16 is

populated by refill points and the upper right e by first fill points.

From the results it appears that there are minidiiérences in the spectra of
bourbon-cask samples if they have been maturedrsh fill or refilled casks,
however, there is the possibility that there anmedalifferences between the spectra
of sherry-cask samples. Although, the differendeseoved in the PCA scores plot

(Figure 6.16) are likely to be a result of morentls@e maturation variable.

Another variable that was investigated to deterniiniecould impact on the spectra
of dried residues of cask samples was the use kifangrain in the manufacture of
the whisky. The spectra of two similarly manufaetlicask whisky samples, where
there is a difference in the use of malt or graime, given in Figure 6.17; the spectra
are almost identical. Figure 6.18 displays the BCéres plots of PCils.PC2 of the
bourbon-cask samples; here the samples have bassifiedld based on the use of
malt or grain. The PCA results reinforce the obagowns in Figure 6.17 as there is
little distinction between grain and malt cask wdyissamples. Equivalent
information for sherry-cask samples are given guFe 6.19 and Figure 6.20. In this
case, there is greater separation of the malt aad goints in the PCA scores plot,
although the points for grain samples 2 and 8 apetthe space occupied by the malt
samples. Comparing the information known aboutsi@ples no similarities could
be found that link grain samples 2 and 8 with the@treamples which they are close

to in scores space.
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Figure 6.17: The average (n=18) ATR MIR absorbancspectra of the dried residues of a grain

bourbon-cask

whisky sample (number 7) and a malt harbon-cask whisky sample (number 17).

1-
;\5 B Grain whisky
™ Malt whisky
0o ® Sample 7
g/ 05, Sample 17 i
(Q\/
O ol
o s
5 0 .
2w L T . f.. '
5 g o
O [} r
D -0.5 . :
L ]
-2 -1.5 -1 -0.5 0 0.5 1

Scores on PC 1 (37.73%)

Figure 6.18: PClvs. PC2 scores plot from PCA of MIR spectra of fifteerbourbon-cask whisky

samples, classified by malt or grain whisky.
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Figure 6.19: The average (n=18) ATR MIR absorbancspectra of the dried residues of a grain

sherry-cask whisky sample (number 2) and a malt shey-cask whisky sample (number 19).

1- - 3 -
—_
o\° = -
o L |
@ 0.5
o0}
—
-
(Q\/ 0,
@) 8
T % 2
=
© -0.5
(%]
2
o B Grain whisky
8 -1 Malt whisky
¥ Sample 2 1¢
A Sample 8
Sample 19
-1 5 L \ \ \ |
-3 -2 -1 0 1 2

Scores on PC 1 (56.01%)

Figure 6.20: PC1lvs. PC2 scores plot from PCA of MIR spectra of thirtea sherry-cask whisky
samples, classified by malt or grain whisky.
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To investigate if peat has an influence on the tspeaf the dried residues of cask
whisky samples, the spectra of peated and non-geamples have been compared
for both bourbon-cask and sherry-cask samples;Feg@re 6.21 and Figure 6.23
respectively. The corresponding PCA scores plottlier bourbon-cask and sherry-
cask samples are given in Figure 6.22 and Figut4, Bespectively. The spectra of
the peated and non-peated samples seem to be @abigéor both the bourbon-
casks and the sherry-casks. Figure 6.22 showshbet is greater variation in the
distribution of the non-peated than peated bourdmsk samples, but they essentially
occupy the same scores space. If sample 1 and utlerofor sample 17 are
discounted here, the distribution of the non-peatedples does not appear so large,
indicating that there is little difference betwee@at and non-peated bourbon-cask
samples. A similar observation can be made forstimry-cask samples, although
nearly all the peated samples are in the uppet gghdrant. It is unclear why the
non-peated samples are more widely distributed pested samples, although some
of the spread in the sherry-cask samples can blaiegd. The samples that occupy
the scores space in the upper left quadrant areystesk whisky samples 5 and 22,
these samples occupied the same scores space dmrboask whisky samples
rather than with the other sherry-cask whisky sasmh Figure 6.12. This suggests
that perhaps the reason for the distribution iruf@gs.24 for these samples is due to

factors other than just being non-peated.
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Figure 6.21: The average (n=18) ATR MIR absorbancepectra of the dried residues of a peated
bourbon-cask whisky sample (number 12) and a non-p¢ed bourbon-cask whisky sample
(number 18).
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Figure 6.22: PC1vs. PC2 scores plot from PCA of MIR spectra of fifteerbourbon-cask whisky

samples, classified by the use of peat in manuface&u
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Figure 6.23: The average ATR MIR absorbance spectraf the dried residues of a peated sherry-

cask whisky sample (number 27) and a non-peated sihg-cask whisky sample (number 29).
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Figure 6.24: PC1lvs. PC2 scores plot from PCA of MIR spectra of thirtea sherry-cask whisky
samples, classified by the use of peat in manufactu
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One maturation variable that would be useful tessss the maturation age of a cask
whisky. It is illegal to sell a whisky as Scotchighy if it has been matured for less
than 3 years and also it is illegal if a whiskysild at the wrong maturation age.
Spectra of bourbon-cask and sherry-cask whisky kmpf different maturation
ages have been compared and PCA has been compleadetermine if differences
can be observed. MIR absorbance spectra of thredbio-cask whisky samples that
span the three age ranges considered in this stedgiven in Figure 6.25; there is
no significant observable difference in the speofrthe three whiskies. These results
suggest that there are no spectral differenceodated due to the different
maturation ages; this is supported by the clasdibo of the age groups in the PCA
scores plot of PC¥s.PC2, Figure 6.26. The points representing thesthge groups
lie in the same scores space, the points that dorac space away from the others
are most likely a result of the influence of anoth&riable or the combined influence

of multiple variables.

The equivalent spectra and PCA plot for the sheagk samples are given in Figure
6.27 and Figure 6.28, respectively. The spectrasiandar, with the main difference
occurring in the region 1000 — 1250 ¢nwhere the relative intensities of the three
major peaks differ between the three samples. & &cores plot in Figure 6.28
shows that there is more of a separation of thatpdor the different ages for the
sherry-cask samples than for the bourbon-cask smnplowever, there is not a
unique space for any of the age ranges, suggesiatghe differences observed are
due to the combined influences of multiple matwratrariables.
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Figure 6.25: The average (n=18) ATR MIR absorbancespectra of the dried residues of
bourbon-cask whisky samples of different maturationages; ages 3 — 5 years (number 28), ages 6
— 9 years (number 12) and ages 10 — 12 years (numié).
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Figure 6.26: PClvs. PC2 scores plot from PCA of MIR spectra of fifteerbourbon-cask whisky
samples, classified by their maturation ages.
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Figure 6.27: The average (n=18) ATR MIR absorbancepectra of the dried residues of sherry-
cask whisky samples of different maturation ages;ges 3 — 5 years (number 27), ages 6 — 9 years
(number 13) and ages 10 — 12 years (number 11).

1:
< *W v
S
o
® 0.5 - o
aj ] »* %
— il
~ L
(Q\V

O |
O )
o < 7.
c [/
S -0.5 Mo
$ *  3-5vyears ~ @
5 ® 6-9years
O -1- Y 10-12years
0p) *  Sample 11 ..

U Sample 13
X Sample 27
_1.5 \ ! ! ! |
-3 -2 -1 0 1 2

Scores on PC 1 (56.01%)

Figure 6.28: PC1lvs. PC2 scores plot from PCA of MIR spectra of thirtea sherry-cask whisky
samples, classified by their maturation ages.
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Evaluating the results of the PCA and spectralyaimlof a range of samples where
there are different manufacturing variables, a nemab conclusions can be made:
- ATR MIR spectrometry could potentially be used iffedlentiate between
bourbon-cask and sherry-cask samples.
- Differences are apparent in the PCA scores platddoh the bourbon-cask
and the sherry-cask models; however, it appeartthsy may result from

the effects of a number of manufacturing variables.

The samples analysed as part of this study had mangbles and as a result the
analysis is relatively difficult. To determine whiwariables have an impact on the
spectra of the dried residue of the cask whiskyas) design of experiment (DoE)
analysis was completed using DX7 software. DifferPoE models were built to
include the manufacturing variables that changevéen the cask samples and used
to determine which variables impact on the PC scared of those, which have the
greatest influence. Five models were assessedgdtals are given in Table 6.8,
indicating the number of factors that were includedach model. Multiple levels
were used in the models and the levels associatttdeach factor were described

previously in Table 6.6.

Table 6.8: Details of five DOE models assessed g study.

Number of
factors
Model numbel included Name of Factol
1 6 Distillery number, Malt / Grain, Cask type, Caskthry,
Maturation age and Peat
’ 5 Distillery number, Malt / Grain, Cask type, Caskthry,
Maturation age
3 4 Malt / Grain, Cask type, Cask history, Maturatme
4 4 Distillery number, Cask type, Cask history, Matioat
age
5 3 Cask type, Cask history, Maturation age

When models 1 — 4 were built in DX7, problems arasther the model's results
could not be assessed due to the number of temhsvdre aliased with one another,
or terms had to be added into the model to alldw e hierarchical; the results were
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either misleading or the software could not provatg results. The main reason for
this problem was the limited data set: many contimna of factors were not present
and, therefore, could not be modelled. As a resuity model 5 could produce a
hierarchical DoE model with no aliasing present angd only this model will be
discussed further. A limitation of model 5 is thwatly information regarding three
manufacturing variables can be evaluated; cask tgek history and the maturation
age. The multi-level factorial design is illustrdie Figure 6.29 for model 5.

Cask
history

Maturation
age

S
>

Cask type

Figure 6.29: Schematic of multi-level factorial deign for model 5 assessed in DX7.

PCA was completed for the twenty eight cask whislamples that contained
information about cask history, cask type and nadiom age. The principal
component scores were input as the response indd¥the effect of the factors and
levels were assessed. Reviewing the results wheh $2Gres were used as the
response in the DoE analysis, all the model ternesewdeemed significant,
suggesting that all three variables and their atigons have a significant impact on
the resultant PC1 scores response. Main effectsnagcction plots are produced in
DX7 and these can be analysed to determine theteftm the PC1 response; as the
main effects were all involved in interactions, #féect on the response could be
best interpreted from the interaction plots, fas tteason only the interaction plots
have been discussed further. Details on the iniera&B (between cask type and
cask history (fill)) for the three age groups, 3,6 — 9, and 10 — 12 years are given
in Figure 6.30, Figure 6.31 and Figure 6.32. Fbthmke age groups it appears there
is a greater difference between a first fill anéllirsherry-cask than for bourbon-
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casks, especially for the 3 — 5 year age group,gtpports the findings found in the
spectral analysis and PCA, where some changes éetive spectra of whisky from
first fill and refill sherry-casks could be obsedve he differences observed for the
sherry-cask are less for the 6 — 9 year age gnowornparison to the other two age
groups which have greater differences between filksind refill. This is also true
for the bourbon-cask samples, although the difieeemoticed here are minimal in

comparison to those observed for the sherry-casks.
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Figure 6.30: Interaction between cask type and cadkistory for the age group 3 — 5 years for the

response PC1 scores.
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Figure 6.31: Interaction between cask type and cadkistory for the age group 6 — 9 years for the

response PC1 scores.
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Figure 6.32: Interaction between cask type and cadhistory for the age group 10 — 12 years for
the response PC1 scores.

The interaction AC represents the interaction betwihe cask type and age, and the
interaction AC for first and refill casks is given Figure 6.33 and Figure 6.34,
respectively. The ‘I beam’ bars represent the 9%fidence limits of the least

significant difference calculations carried outhirit DX7; if the plotted points come
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outside the ‘I beam’ bars, the differences arekatyito be caused by error alone and
so, the differences can be attributed to factoeat$t If the ‘I beams’ overlap then
there is not a significant difference between thosiats. Therefore, there appears to
be no interaction between the cask type and matarage for first fill cask samples.
However, there is an interaction between cask typ& maturation age for refill
sherry-casks where there is a change in respongbd@-5 year age range and the

upper two age ranges producing higher and sim{Hr §cores.
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Figure 6.33: Interaction between cask type and matation age for first fill casks for the

response PCL1 scores.
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Figure 6.34: Interaction between cask type and matation age for refill casks for the response
PC1 scores.

The interaction BC, between cask history and m#amaage for the bourbon-cask
and sherry-casks are given in Figure 6.35 and Eigu86, respectively. The results
from this interaction support those from the fitgo interactions, with a greater
difference occurring for sherry-casks than for lbaurcasks and there is a lower
PC1 score for the 3-5 year age range for the mdféiry-casks (Figure 6.36). Overall,
the cask type appears to affect the PC1 scoresnssphowever little to no effect
was observed from first fill casks for all matucstiages. Whereas, for refill sherry-
casks there appears to be an interaction with m@bar age which affects the PC1

scores response, but only for the 3 — 5 year aggpgr
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Figure 6.35: Interaction between cask history and weuration age for bourbon-casks for the

response PC1 scores.
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Figure 6.36: Interaction between cask type and matation age for sherry-casks for the response
PC1 scores.

Reviewing the results for the PC2 scores respamsbe DoE analysis, the model
terms A, B and AC were deemed significant, thesstedo cask type, cask history

and the interaction between cask type and maturaie. Similar to the DX7 results
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for PC1 response, the main effects were involveidteractions and, therefore, only
the interaction plots have been discussed furifiee. interaction plots of AC for the
first fill and refill samples are given in Figure3@ and Figure 6.38, respectively. The
overlap of the ‘| beams’ for the bourbon-cask typaggests that differences in the
response for PC2 scores for first fill and refidusbon-casks is not significant for
different age groups. There does appear to be fantdbr sherry-casks in the age
group 6 — 9 years for both the first and refillkcaamples, with a higher PC2 score
being observed for this age range. For the fitstfierry-casks, the age range 6 — 9
years differs from the other two providing a high®€2 score, however from the
DoE analysis this age range will produce a lowefd BCore in comparison to the
other age groups. The refill sherry-cask resultiscate that the age ranges 3 — 5 year
and 10 — 12 year will produce similar PC2 scoresydver they will be lower than

the 6-9 year age range.
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Figure 6.37: Interaction between cask type and matation age for first fill casks for the

response PC2 scores.
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Figure 6.38: Interaction between cask type and matation age for refill casks for the response
PC2 scores.

Overall, the DoE analysis has shown that theresshaller variation to the PC1 and
PC2 scores for bourbon-cask samples than for sleasly samples, this is consistent
with the results of the spectral study and PCA, rehittle changes could be
determined; the majority of samples appeared inolunger in the PC scores plot. A
greater variation was observed for the sherry-caskples for both PC1 and PC2
scores. The DoE analysis indicated that there wasga difference between first fill
and refill sherry-casks, especially for the agegeen3 — 5 years for PC1 and 6 — 9
years for PC2. The differences between first fildaefill sherry-casks could be
observed when comparing spectra or completing PCWeae differences due to age.
However, the DoE analysis could be used to deterrthie interaction between the
cask history and maturation age, a task that wiisudi using spectral analysis or
even PCA.

2. Authentic maturations.simulated maturation

To determine if ATR MIR spectrometry can differeté between authentic and
simulated maturation spectra, three samples weduped by SWRI using a method
to simulate the features of whisky that occur byure maturation. To make the

samples, three solvents (ethyl acetate, ethanolheter) were used individually to
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extract components from the shavings of toasted risane oak. In each case the
extraction involved use of the solvent close tdtding point for a large proportion

of the eight hour extraction time. The coloureduiohs were then evaporated to
dryness to remove the extraction solvent, and thatissolved in 40% v/v ethanol /

60% v/v water before analysis. The three solvesttifor the procedure, produced
different results in terms of colour. The ethyl tate extraction produced a very
weakly straw coloured solution; ethanol extractwaduced a stronger more golden
colour, and water extraction produced a dark ordorgein colour. The three

samples were analysed using the dried residue @isahethod and the spectra were
compared to those of authentically matured caskpksmnThe spectra of the three
simulated maturation samples are compared withetlmdghe two cask samples in
Figure 6.39 and the differences between the spedtthe authentic samples and

simulated maturation samples can be observed.

0.8
—— Cask whisky 13 (sherry-cask)
—— Simulated maturation 3
— Cask whisky 28 (bourbon-cask)
O_ 67 — Simulated maturation 2

— Simulated maturation 1

o

Absorbance
o
=

—
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- ‘ ‘ | ‘ \
800 800 1000 1200 1400 1600 1800
Wavenumber (cr'ﬁ)

Figure 6.39: The average ATR MIR absorbance spectraf the dried residues of three cask

whisky samples and three simulated maturation sampk.

PCA was carried out on the 625-1813tragion of the first derivative spectra of the
dried residues obtained for the thirty one caskswhisamples and the three

simulated maturation samples to demonstrate tHereifces between the samples.
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Data were normalised to the largest peak and memtretl before PCA was
performed. The scores plot of PG@&. PC2 (describing a total of 59% of the
variance) is given in Figure 6.40.
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B Simulated maturation 2 He
3 ~  Simulated maturation 3
-2 -1 0 1 2

Scores on PC 1 (43.73%)

Figure 6.40: PClvs. PC2 scores plot from PCA of MIR spectra of thirty one cask whisky
samples and three simulated maturation samples.

The difference between the authentically maturesk smmples and the simulated
maturation samples can be clearly seen. Lookinthetabsorbance spectra of the
samples and the PCA scores plot it is possible ifterentiate between the
authentically matured cask samples and the sintulataturation samples. In the
future, if samples suspected of not being authalyicmatured were to be
investigated, comparison of ATR MIR spectra of driesidues should give an
indication as to authenticity. However, to accomateda range of authentic cask
samples, a more robust process is required. ThetedoPCA model was built using
only the authentic cask samples; the simulated matdm samples were then
analysed using this PCA model to determine if tiiflei@nces between the samples
could be ascertained. The scores plot of RE€PC2 describing 62% of the variance
for the cask samples, with the analysis of the Eited maturation samples, is given
in Figure 6.41.
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Figure 6.41: PClvs. PC2 scores plot from PCA of MIR spectra of thirty one cask whisky
samples with the analysis of three simulated matutéon samples.

Reviewing the results of the PCA given in Figurd16.the simulated maturation
samples appear in the same space as some of thearaples. This is not surprising;
although some differences could be found in thectspein Figure 6.39, all the
samples shared the majority of the same peaksgstiwthe relative intensities of the
peaks that varied. The loading for PC1 describesvdriation in the ranges 1000 —
1300 cn and 1600 — 1800 cmwhere a lot of the variation is minimised duette
normalisation processing step. The loading for EB€&ribes similar regions to PC1
but also includes the 925 — 1000tmange and the region around 1400cm
Although PC1 and PC2 can be used to differenttadecask samples, no differences
could be found to distinguish the simulated matarasamples from some of the
cask samples, suggesting that the spectra are gjuiiéar. The loading for PC3
mainly describes variation in the range 1600 — 18@0; reviewing the spectra in
Figure 6.39 there is very little differences obgeln this range and so the results of
PC1vs.PC3 in Figure 6.42 are not unexpected. The loaftin?C4 describes some
variation across the range of the spectra, butappe describe the variation in the
range 625 — 900 cthmore than the other PCs. Therefore, differencéwdsn the
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cask samples and the simulated maturation samplesstill be determined if the

scores of PCYs.PC4 are considered (Figure 6.43).
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Figure 6.42: PClvs. PC3 scores plot from PCA of MIR spectra of thirty one cask whisky

samples with the analysis of three simulated matuteon samples.
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Figure 6.43: PClvs. PC4 scores plot from PCA of MIR spectra of thirty one cask whisky
samples with the analysis of three simulated matutéon samples.

MIR spectrometry has the ability to differentiatetlween the authentic cask whisky
and simulated maturation samples analysed as pati study. Analysing the
simulated maturation samples with a PCA model presty built on only authentic
cask whisky samples, it was still possible to dghlihe differences between the
sample sets, indicating the potential for futuréedmination of counterfeit samples
based on differences in the maturation of the suisg@nples.

3. Counterfeit sample spectva maturation spectra

Five samples that were categorised as countertait the blend authenticity work
were selected and analysed to determine if thesctsp were similar to either the
authentic maturation cask whisky samples or theulsited maturation samples.
Comparing the spectra of the counterfeit samplatdcspectra of the cask samples
and the simulated maturation sample, differencas apparent. PCA was completed
on the 625-1813 cihregion of the normalised first derivative speatfathe dried

residues obtained for the thirty one cask whiskyn@as, the three simulated
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maturation samples and the five counterfeit whiségnples. The scores plot of PC1

vs.PC2 describing 62% of the variance is given irufegs.44.
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Figure 6.44: PClvs. PC2 scores plot from PCA of MIR spectra of thirty one cask whisky
samples, three simulated maturation samples and fé&vcounterfeit whisky samples.

Reviewing the results of the scores plot of RG1IPC2, the counterfeit samples all
appear in scores space away from either the casgles or the simulated maturation
samples, suggesting that differences can be seen edmparing the spectra of these
samples. In the case of the five counterfeit samatalysed as part of this study, the
spectra do not appear to relate to either the atithmaturation of the cask samples
or the simulated maturation samples, suggestingtiieamethods used to produce
these counterfeit samples did not successfully mithe features of whisky that

normally occur by natural maturation.

4. Caramel colorant spectva maturation spectra

The MIR absorbance spectra obtained from the dresidues for one batch of
caramel A colorant and four cask whisky sampleggaren in Figure 6.45, where the
differences can be observed. The cask whisky sampdéee chosen to compare the
spectral features of different cask whisky samptesietermine if the caramel A

colorant had similarities to any of those cask Wjisamples. Cask whisky samples
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1 and 8 are examples of grain bourbon-cask andysbask whiskies, respectively,
and the cask whisky samples 13 and 28 represemtshey-cask and bourbon-cask

whiskies, respectively.

0.8/
—— Cask whisky 13
—— Cask whisky 8
— Cask whisky 28
L Caramel A
QO 0.6 — Cask whisky 1
&)
c
3
| - L
S 0.4
n
@)
<
0.2
= A

200 800 1000 1200 1400 1600 1800
Wavenumber (Cﬁ]I)

Figure 6.45: The average ATR MIR absorbance spectraf the dried residues of caramel
colorant A and cask whisky samples 1, 8, 13 and 2Cask whisky samples 1 and 8 are examples
of grain bourbon-cask and sherry-cask whiskies, rgmctively, and the cask whisky samples 13
and 28 represent malt sherry-cask and bourbon-caskhiskies, respectively.

PCA was performed on the dried residues of thenzalrd sample and the thirty one
cask whisky samples to determine any similaritiedifferences between the natural
maturation spectra of the cask samples and thdrapafcthe caramel colorant. The
scores plot of PC¥s. PC2 describing 60% of the data is given in Figh6. The
loadings plots for PCs 1 and 2 are given in Figude and Figure 6.48, respectively.
The loadings plot for PC1 (Figure 6.47) appearsdéscribe the region 1000 —
1300 cnt well, in addition it describes some of the vadatiup to 700 cfm and
after 1650 crit. The loadings for PC2 (Figure 6.48) seems to descthe variation
over a wider range with the 900-1100 ‘trrange having a larger weighting. The
points in the scores plot representing caramel peapin a single cluster, though

they appear close to some of the cask samples.fdbssible that the spectra have
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some similarities in the regions of the spectracdiesd by the loadings in Figure
6.47 and Figure 6.48.
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Figure 6.46: PClvs. PC2 scores plot from PCA of MIR spectra of thirty one cask whisky
samples, and one batch of caramel A colorant.
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Figure 6.47: Loadings plot for PC1 from PCA of MIR spectra of thirty one cask samples and
caramel colorant A.
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Figure 6.48: Loadings plot for PC2 from PCA of MIR spectra of thirty one cask samples and
caramel colorant A.

The scores plot of PQis. PC3 was also generated to compare the samplsglthi
describes 52% of the data, Figure 6.49. The poepsesenting caramel A in Figure
6.49 occur in a single cluster, separated away fbrof the points representing the
cask samples, indicating differences between th&waat and the cask samples. The
points representing caramel A are split along ti@8 Rxis suggesting that this
principal component describes the variance betwihen cask samples and the
colorant well. The loadings plot for PC 3 is given Figure 6.50; the variation
described is over a wide range, however the rad@® + 1800 cil has a larger
weighting in the loadings plot of PC3 than for P&id PC2, suggesting that this
region contains differences between the spectrad ¢ha separate the samples.
Examining the spectra in Figure 6.45, the cask kibsshave many spectral features;
around 1550 cihthe cask samples have a peak that the caramehplsaloes not
exhibit.
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Figure 6.49: PClvs. PC3 scores plot from PCA of MIR spectra of thirty one cask whisky

samples, and one batch of caramel A colorant.
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Figure 6.50: Loadings plot for PC3 from PCA of MIR spectra of thirty one cask samples and

caramel colorant A.
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The results shown indicate that there is a diffegeim the spectra between caramel
colorant A and cask whisky samples of natural nziom. Some differences can be
observed in the absorbance spectra; though therelifftes can also be determined by
PCA. The caramel A points do appear in their owrster when PC¥s.PC2 scores
plot is analysed, however, a clearer separatiahefpoints representing caramel A
can be determined in the scores plot of R€IPC3, as this reflects better spectral
differences in the region around 1550tm

5. Effect of addition of caramel colorant to a caskpke

Previously, it has been discussed that the speatfutime dried residue of a whisky
sample will be dominated by the colorant componehtke sample, e.g. the addition
of caramel colorant or from natural colour from thaturation stages. However, it is
unknown if through the addition of caramel to a penthe spectral features found
from the maturation are obscured due to the domicemamel spectra. To investigate
the addition of caramel colorant, a sub-sample chsk whisky sample (number 7)
had a small amount of caramel A colorant addedigbtsy darken the colour of the
whisky. The dried residue of this prepared sampées \analysed by ATR MIR
spectrometry and the spectra acquired were compartbeé ATR MIR spectra of the
individual samples of caramel A and original casknple 7. The overlaid MIR

absorbance spectra of the three samples are givegure 6.51.
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Figure 6.51: The average ATR MIR absorbance spectraf the dried residues of caramel
colorant A, cask sample 7 and cask sample 7 with izanel A colorant added.

The spectrum of the sample of whisky and caramielraot is similar to the caramel
A spectrum in the regions 600-1150trand 1550-1825 cth The region 1150-
1550 cnt displays a greater resemblance to the spectruanigihal cask sample 7
than that of the caramel colorant. As a result adig colorant to a sample of
authentically matured whisky it is still possible see some spectral features that
relate to the components present in the whisky froaturation. In this case PCA
was not used to analyse the data; to determineddfgrences by PCA, a greater
number of samples would need to be analysed towallee analysis to be

representative.
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6.4 Conclusions

MIR spectrometry with a diamond ATR immersion prabel polycrystalline silver
halide fibres has been used for the direct and Isirdptermination of the ethanol
concentration in whisky and the identification @uaterfeit samples. The predicted
concentrations of ethanol were comparable to theplsd concentrations,
confirming the accuracy of the method. Univariated anultivariate calibration
models were compared with no significant differendemonstrated from the results
of both procedures. By analysing dried residuewlutky and caramel samples on
the ATR probe it was possible, using PCA, to datish between different caramel

colorants and different whisky samples.

A combination of the results of both MIR methoddowk rapid and simple
assessment of suspect samples and provides adeartagr alternative techniques
for identification of counterfeit whisky, especiallfor the rapid and simple
assessment of suspect samples through randomrsgmiscout of the laboratory. For

example, Aylottet all’

described procedures based on direct-injection &aG@
chemical derivatisation GC-MS that could be useddafirm the authenticity of
Scotch whisky. These procedures require lab bassttumentation which is
expensive and involve longer analysis times thaMiR methods described here.
However, GC and GC-MS can provide more detailedrinition about a sample,
such as higher alcohol profile and trace congepegsent. NIR method$ " have
comparable analysis times to MIR spectrometry, Gitén the analysis is more
complex requiring the use of multivariate caliboati procedures for ethanol
determination. The MIR methods described here dfferple analysis procedures
and also provide more spectral information than gamable NIR methods. Density
measurements®! are used to determine the alcohol strength of kyhind can
produce accurate results, although, the ethanol migemoved from the sample
before a measurement can be taken. Even thoughetthaique can be applied on-
line in distilleries it provides limited informatio about the sample, e.g. no
information on colorant used is provided for autiaty testing.
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The methodology has the potential to be developexa portable instrument similar
to the device for UV-visible spectrometry descrideg Mackenzie and Aylotf

Although the MIR methods require a longer total lgsia time, they have the
advantage of providing more comprehensive speatfarmation than UV-visible

spectrometry. Development of the MIR methodologto ia portable instrument
would permit screening of suspect samples in thle fiwith any samples identified
as potentially counterfeit being brought back te thboratory for more extensive

investigation based on, e.g., congener analysis.

An initial investigation of a number of cask sangpleith different maturation
variables was completed to assess the feasibifitATR MIR spectrometry to

answer a number of questions:

Q1 Can ATR MIR spectrometry determine differenceswvhisky manufacture
variables?

It is possible to determine differences in the AMRR spectra of cask whisky
samples that have originated from different caglesy e.g. bourbon or sherry. There
are smaller variations in the PCA for bourbon-casksky samples than for sherry-
cask whisky samples; therefore, being able to whffeate between bourbon-cask
whisky samples is difficult. Greater variations @eeen for the sherry-cask whisky
samples where differences in cask history, theafigealt or grain, maturation age
and use of peat occurred. However, it has beemrdeted that colour of the whisky
samples and hence the scores in PCA are influelogeadultiple factors. The work
completed in this research suggests that the metouifag variables, cask type, cask
history and maturation age all affect the scorest Rnalysis supported the findings
from the spectral analysis and PCA, where mininaalations could be determined
for bourbon-cask samples. Spectral analysis and R@re successfully used to
determine variations in sherry-cask samples; howd&eE analysis could be used to
aid in determination of the interaction between afacturing variables. It is unlikely

that discrimination of bourbon-cask samples wowd@bssible using this method.

240



Q2 Is ATR MIR spectrometry able to differentiateévieeen authentic maturation
spectra and simulated maturation spectra?

This research has demonstrated the ability of ATIR Bpectrometry to differentiate
between the authentic cask whisky samples anditidated maturation samples. It
was possible to build a robust PCA model on théentic cask whisky samples and
use this model to analyse and establish the diftere between the simulated
maturation samples and the authentic maturatiorplesmThese results indicate the
potential for future determination of counterfesingples based on differences in the

maturation of the suspect samples.

Q3 Analysing some of the known counterfeits frora bhend authenticity study,

do their spectra relate to either of the authemtaturation or simulated maturation
spectra?

The spectra of the counterfeit samples analysgrhdf this study do not appear to
relate to either the authentic maturation of thekoahisky samples or the simulated
maturation samples, indicating that the featurab@icounterfeit samples differ from
the features in whisky that occur by natural mdtanaor the features in the

simulated maturation samples.

Q4 Is there a difference between the spectra ofddresidues of natural
maturation samples and caramel colorant A?

ATR MIR spectrometry was successfully used to aswlyhe spectra of dried
residues of cask samples and caramel colorant A.r&sults indicate that there is a
difference in the spectra between caramel colofaand cask whisky samples of

natural maturation which can be observed in therasce spectra or by PCA.

Q5 If colorant was added to a cask sample, doesagk all of the spectral
information of the spectra of the dried residuaatural maturation?

The addition of colorant caramel A to a cask samdes mask the spectral
information in regions of the spectra; however, oagion retained the spectral
features from the original cask whisky sample. Bhesults indicate that not all the
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features of the spectra of the dried residue airahtmaturation will be masked after

the addition of caramel colorant A.

This investigation has shown that it may be possibldistinguish between sherry-
cask whisky samples based on their manufacturingaias; however, a more
advanced study would be required to fully undedtdre effect that the different
variables will have on the PC scores. The methapottescribed could be used to
distinguish between authentic whiskies containing caramel and counterfeit
samples by comparison of spectra of dried residafesuspect samples with a

spectral library of authentic products.

This research has demonstrated the great potéotidlTR MIR spectrometry to be

used for the identification of counterfeit Scotchiskies based on the determination
of ethanol concentration and the spectra of theddresidues of the samples. The
latter measurement has also been shown to havee @ procedure to gain a
greater understanding of the impact of manufactuviariables on the generation of

the colour of whisky.
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7 MIR and NIR spectrometry for fermentation analysis

7.1 Introduction

7.1.1 Monitoring fermentation processes

Fermentation processes are generally recognizétieasse of a submerged liquid
culture of selected strains of microorganisms, tplan animal cells, for the
manufacture of product(s) or to gain a better imsimto the physiology of the
different cell types. In the modern fermentatiordustry, aerobic cultivations
dominate and are used to produce a range of higie yeoducts. With the continued
drive for fermentation processes to produce higaliyy high value products, it is
important that the processes can be better undersand controlled. The
implementation of monitoring and control proceduresn result in increased
efficiency, productivity and reproducibility, rededt costs and improved quality
control. The active compound in a fermentation psscis very sensitive to changes
in its environmental conditions; therefore, a smadtontrolled change can cause a
major variation in the process efficiency and piddity and in some instances can
result in a failed produétTo be able to achieve adequate control it is reecgsto
make accurate and reliable measurements of theegsoat timely intervals.
Commonly, off-line measurements are performed ompsas that are taken from the
bulk medium in the process and then analysed aétideof the process. Although
this approach does allow for accurate measuremigrgtsnain drawback is the delay
between when the sample is taken and when thetsdsom the measurement are
determined. It is clear that this form of analysis cannot bsedi for process
monitoring and control as in the majority of caslke process would have been
completed before the results are known. Anotheitdition to off-line measurements
surrounds the sampling; fermentation processeshigidy dependent on sterility,
therefore, it is critical when taking the sample floe off-line measurement there is
sufficient prevention of contaminatidn.However, even with the limitations
discussed, off-line measurements are still prevalemhe fermentation industry. In
contrast, in-line techniques can be used to meakteetly the process in the reactor
providing real-time information; the requirementtbfs type of measurement is the
ability to sterilize in advance with the reactorhi§ approach allows for early
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detection of possible problems and allows immediatigon to resolve the problem.
In-line monitoring has the advantage of allowinggqass monitoring and control in
real time. In practice the most common in-line cohmeasurements that are used in
fermentation processes are pH and dissolved oxygem, to the successful

implementation of insertion probes which can beilited with the reactot

Roychoudhury et al® discussed the characteristics required for theedfid
monitoring technology for bioprocesses includingrfentation processes; some of
these characteristics include: rapid, non-destractimulti-analyte monitoring,
operable in (near) real time, capable of automaton robust. There are few
technologies which can meet all of these charatiesi however, vibrational
spectroscopy is observed as approaching the iBe#th. NIR and MIR spectrometry
can offer multi-analyte information in a few minster less; therefore, a vast amount
of research into the use of NIR and MIR spectroyntdr analysis of fermentation
samples has taken place. Research in NIR and MKitgmetry applied to
fermentation processes has evolved from analyzimgnaonitoring less challenging
systems to more complex ones. Likewise, there hss laeen the tendency to
implement off/at-line orex situ systems first and then move towards the more
challengingin situ measurementsSome examples of each approach are described

below.

NIR spectrometry examples

Arnold et al.’ Scarffet al” and Cerverat al’ reviewed the use of NIR spectrometry
for monitoring and control of fermentation processhighlighting some of the
challenges. One main challenge with NIR spectroystirrounds the chemical
complexity of the fermentation process, as it iffidilt to relate the spectral
variations observed to changes in concentratioaldeof the individual constituents.
In addition, challenges arise for situ NIR spectrometry, where the probe is subject
to the conditions present in the bioreactor, inclgdzigorous agitation and aeration.
Also, these probes must be able to withstand thelization procedures and cope
with large variations in the biomass concentratimd hence, scattering conditions.

Off-line NIR measurements of shake flasks were usgdViacaloneyet al® to
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indicate the feasibility of NIR spectrometry foretlguantitative determination of
biomass and glycerol ifE. coli fermentation processes. Even with the relative
difficulty of relating spectral variations to spfciconstituents, this study showed the
possibility for the quantification of individual osetituents through the use of
multivariate calibration. Yanet al® described the use of off-line NIR spectrometry
to quantitatively predict the concentrations ofiundual constituents in rice vinegar
fermentation Off-line studies implementing NIR spectrometry earompleted by

Arnold et al° |1

and Crowleyet al.~ in more complex fermentation processes, where
large changes in the matrix or viscosity were olesgr Examples of at-line NIR
spectrometry for analysis of fermentation processesalso apparert. ** Although
at-line measurements can provide quicker resultisaaa, therefore, more suited to
process monitoring and control than off-line meaments, they still have the
limitation of requiring sampling from the reactortout the disruption to the
process or causing contamination. Gonzalez-\&ral* implemented the use of
NIR spectrometry with full automation for the preseoptimization of L-(+)-lactic
acid. In this study, an external circulation loomswvsuccessfully used allowing
continuous feed back into the reactor after mitiration and lactate extraction. The
use of external circulation loops require carefti including the use oh situ
sterilization to prevent contamination; even withist in place the risk of
compromising the sterility of the system is quiighh Many examples of in-line
analysis usingn situ NIR transmissiolt '° or transflectancé?° probes or non-

invasive NIR reflectané&?® probes have been reported. Arnetdal *°

compared the
use of at-line andh situ NIR measurements to monitor the biomass of ansini
fed-batchE. coli process. The NIR transmission probes were abléetcssteam
sterilized and successfully used to monitor the mlem aerated fed-batch process.
However, the at-line and in-line modes were usedifferent success and, therefore,
the suitability of each mode must be considered nwbleoosing between them.
Differences were observed in the available wavdlerrggions between the two
modes, the in-line NIR transmission probe was neuiged to the region 400 —
2000 nm, due to the adverse signal to noise imag@n 2000 — 2500 nm. The probe
also suffers from gas phase effects and vibratieffatts caused by the agitation and

aeration, respectively; in addition, the probe banaffected by fouling. However,
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even with these possible effecits,situ models for the monitoring of biomass were
still achievable. The issues of situ NIR probes are less evident for mammalian cell
culture processes, as these involve lower agitatites, gas phases create less of an
impact, and they are generally clean homogenousvisaous broths. Therefore, the
problems discussed above are less of a hindramde &itu analysis of mammalian
cell culture processes. Roychoudhetyal?® usedin situ NIR transflectance probes
for single probe analysis and multiple probes inltiple reactors to monitor an
industrial mammalian cell culture process. The peobsed in the study were custom
designed for their application and, therefore, wadske to undergo sterilization with
the reactor. Calibration models were developed redipt the concentration of
glucose and lactate using the single probe andiptaulbrobes; both sets of models
produced low standard error of predictions. Theafseflectance probes attached to
the side of the reactor vessel can monitor thegg®aon-invasively; as the probe is
placed outside of the process environment it capuien place after sterilization.
Nordonet al?® discussed the use of non-invasive NIR spectrontetmyonitor the
seed stage of a fermentation process. Althoughmgdsaobserved for the biomass
signal could be attributed to growth and fragmeatatwhich indicated changes in
the metabolic activity, variations in the spectrasponse were observed when
changes in stir rate, biomass concentration anghaobogy occurred. These results
indicated that quantitative models for the predittof biomass concentration will be
less reliable unless information on stir rate aadations in light scattering, etc. can

be incorporated into the model.

MIR spectrometry examples

As with NIR spectrometry, there is great interesthie use of MIR spectrometry for
monitoring and control of fermentation processasydRoudhuryet al’ reviewed the
literature and discussed the advantages and liontabf MIR spectrometry for real-
time measurements of bioprocess monitoring. Oneéhef major challenges with
implementing MIR spectrometry for monitoring and ntol of fermentation
processes is that it is often used as the secondannique, therefore, the accuracy
can only be as good as that of the selected referemethod. Yet, advantages in

terms of ease of use, fast measurement times,pdgsof multi-analyte analysis
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and non-destructive measurements have seen thimiqee implemented for
fermentation analysis. Similarly 1o situ NIR spectrometryin situ MIR probes are
required to undergo sterilization with the reactdany examples of off-lirfé>!, at-

line** * on-liné**® and in sit*’** MIR spectrometry exist for the analysis of

124 discussed the use of off-line MIR

various fermentation processes. Crowétya
analysis with an ATR accessory to monitdPiahia pastorisfed-batch process after
the process was complete. PLS models were built vaference assays for two
substrates, glycerol and methanol, as well as tleelyst; these models were
validated using spectral data from further fermeoes. Predictions with low root
mean square errors were possible and minimal t@raeprocessing was required
depending if it was the substrates or product nsoddbwever, all samples used in
this study were filtered, hence the reason for detimy off-line analysis. Fayollet
al.® used an off-line transmission flow-through cell foe analysis of samples from
a fermentation process producing lactic acid; hie samples did not require
filtration before analysis. The models producedensuccessfully used to determine
the concentrations of substrate, major metaboditest lactic acid. Roychoudhust
al.®> * described the use of at-line MIR spectrometry fizonitoring antibiotic
fermentation processes; at-line had clear advastager off-line MIR measurements
as information about the process could be detewhuioeing the process. In addition,
the use of at-line for this process was advantag@sut allowed the samples to be
filtered before analysis; a process that cannatdmepletedn situ Examples of on-
line MIR analysis to monitor and control fermeratiprocesses have been reported

by Schenket al3* 3°

using flow-through cells connected to the reaciod a
computer system which allowed automated controthef feeding rate. With the
advances in ATR probe design and optical fibresuf® in MIR spectrometry, a vast
amount of research usimg situ ATR MIR spectrometry has been reported for many
applications. However, one of the main challendeis situ probes for fermentation
analysis has been the ability to sterilise the pralbng with the reactor; with the
development of ATR probes such as those descripdioak and Phillip§? where
the tip and shaft could be steam sterilimeditu, many more instances wharesitu
ATR MIR spectrometry has been used for the momgpand control of fermentation

process have been observed. Doak and PHfllipdicated in their research that their
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in situ MIR probe set-up was unaffected by agitation oatken rates, which has a

16
I

clear advantage over tiresituNIR probes described by Arnoéd al.> Kornmannet

al.*"*° evaluated the use af situ ATR probes for fermentation processes:situ
ATR MIR spectrometry was successfully implementedntonitor and control a
highly viscous Gluconacetobacter xylinuged-batch culture process and offered
many advantages over on-line methods, such as aagilysis, ease of operation and

no requirement for sample removall.
7.1.2 Use of combined data

As previously mentioned, there are a great numbereports into the use of
spectroscopy fom situ monitoring of processes with many perceived acges.
This increased use of in-line analysis has ledpodty increasing quantities of data.
To capture the different sources of variation, iplét calibrations must be
performed, which mean a significant amount of wawkfind the best calibration
from each individual technique for the specific ggss. Occasionally NIR and MIR
spectrometry can be used to provide different métion about a process: as Karoui

|#° reported, MIR and NIR methods were used to deterrdifferent parameters

eta
in emmental cheese; NIR spectrometry was usefuthferdetermination of the fat
content and the total nitrogen content, and MIRcBpenetry was useful for the
quantitative determination of sodium chloride. Imist instance, combining the
spectral data did not provide any improvement owsing the two techniques
separately. However, there are instances wheredimbination of the spectral data
from separate techniques may provide calibrationdet® with better overall
performance or allow the determination of certairoperties in the system.
Therefore, research has progressed into the usdataf combination for these

16 described a simple process of scaling and fusieg t

purposes. Dearingt a
spectra from different techniques into one contigusystem. The data from Raman
and MIR spectrometry as well as nuclear magnesonance spectrometry were
fused together to produce a resultant calibrati@adehthat provided a reduction in
the RMSEP in comparison to models built using tepasate spectra. A similar
procedure was completed by Ifién al?’ for the combination of MIR and NIR

spectral data to produce a -calibration model thaproved the predictive
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performance compared with that of separate modhewever, it was commented

that the improvements were not significant. Cuadetdal *®

investigated the use of
combined MIR and NIR spectral data for the deteatom of wine parameters.
Reviewing the results of each technique separatitlg, NIR region produced
statistically better models than those from the MiBgion. However, the
combination of the two data sets improved the datation for glycerol and total
sulfur dioxide. The improvement for the determiaatiof these parameters proved
significant in this research, as it provided a ditative method rather than just a
screening method that was available when the speeigions were used separately.
Cozzolinoet al®® successfully used the concatenation of MIR and 8fiBctral data
with PLS discriminant analysis models to corredtlgntify the geographical origin
of 93% of Australian wines in comparison to 73% &6&6 by NIR or MIR analysis,
respectively. Another example where the use of ¢oetbNIR and MIR spectral
data has been beneficial was in the analysis ofpéeature dependent protein
structural transitions. Naveat al>® incorporated combined MIR and NIR spectral
data with multivariate curve resolution to aid tederstanding of the temperature
dependent evolution d¢f-lactoglobulin. Only the combined analysis of thBRNand
MIR data allowed the detection and modeling of theee protein conformations
involved in the process. These three proteins wiisercould not have been resolved
if MIR or NIR spectrometry were used separately tlué¢he similarity in the pure
spectral shapes. With this success, the interned@atformation, which cannot be
isolated experimentally, was able to be fully cleteased from a mechanistic and

structural point of view.
7.1.3 Basis of this study

The above review has shown the extensive use of &R MIR spectrometry for
monitoring and control of fermentation processesadldition, the benefits of the
combination of NIR and MIR spectral data have bedmown in different
applications. The use of a combined probe whiclorparates NIR and MIR
capability could provide potential benefits. Moshgly, a combined probe would
allow the simultaneous analysis of both NIR and Mctra through a single point
in the process. This would save space in termeeohtimber of probes needed to be
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inserted into the process as well as allowing Niid IR spectral measurements to
taken from the same point in the process. This @vallbw some constituents to be
analysed by one technique and others by the seechdique. Other benefits from
the use of a combined probe would most likely cdroen the combination of the

data itself, such as the examples discussed above.

In this research, a feasibility study has been detag to investigate the use of NIR
and MIR spectrometry for the prediction of thre@perties of aPichia pastoris
fermentation process. The NIR and MIR measuremehtthe batch phase and
continuous steady state phase of the fermentatene wompleted off-line after the
reaction was complete. Separate PLS calibrationetsoduilt using the NIR and
MIR spectral data from the batch phase were usegtermine the predictive ability
of each spectral technique for the analysis of gjlgi; ammonium ions and optical
density (OD). Samples from the continuous steadiesphase were used to spike
known concentrations of glycerol and ammonium self@ aid with the analysis.
The results were compared to determine any possitd@antages of producing a

combined NIR-MIR probe foin situ analysis of fermentation processes.
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7.2 Experimental

7.2.1 Samples

Fermentation broth samples were provided by Marieaaenda, a post-doctoral
research assistant in the Strathclyde InstitutéPlohrmaceutical and Biomedical
Sciences, who carried out the fermentation andectd the samples. The
fermentation broth samples were removed from thedater and a small quantity of
each sample was separated out into a containefr@zeh for analysis at the end of
the process. To determine the concentration inbtikéh samples, reference assays
were completed by Mariana and the data passedrarséoin this investigation. The
glycerol and ammonium ion concentrations were olethiusing enzymatic reference
assay kits and the optical density was measuredguai spectrophotometer at
600 nm. Samples were removed from the reactioreVessl diluted before analysis.
The absorbance determined for the diluted samples then multiplied by the
dilution factor to determine the optical densityueafor the original sample. The
results from the reference measurements for thredetation samples of the batch
phase are given in Table 7.1 (samples 1 — 7). Tevedmples were selected from the
continuous steady state phase, where the condengaemained fairly constant, and
used to spike in known concentrations of glyceral ammonium sulfate, for use in
the PLS model building process. The concentratibrthe added analytes were
calculated and added to the reference measuremamtemtration; the total
concentrations for ammonium ions and glycerol dse given in Table 7.1 (samples
8 — 19).
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Table 7.1: Reference and calculated values of opéik density, glycerol and ammonium ion

concentrations.

Sample Description Optical Glycerol Ammonium

number density (OD) (g/L) ion(g/L)
1 Fermentation sample 0.1 50.2 4.4
2 Fermentation sample 1.2 50.8 4.7
3 Fermentation sample 14.7 38.4 4.6
4 Fermentation sample 15.8 27.7 4.7
5 Fermentation sample 16.7 4.4 5.1
6 Fermentation sample 17.8 3.8 5.4
7 Fermentation sample 18.3 0.0 5.8
8 Spiked sample n/a 26.0 6.0
9 Spiked sample n/a 20.4 6.7
10 Spiked sample n/a 51.2 7.8
11 Spiked sample n/a 38.7 9.2
12 Spiked sample n/a 38.0 7.8
13 Spiked sample n/a 3.2 5.7
14 Spiked sample n/a 26.3 8.6
15 Spiked sample n/a 52.7 4.6
16 Spiked sample n/a 14.3 5.6
17 Spiked sample n/a 22.4 7.3
18 Spiked sample n/a 13.6 4.4
19 Spiked sample n/a 1.6 6.7

n/ a = not applicable
7.2.2 NIR spectrometry

NIR spectra were acquired with a resolution of 2 innthe 1100 — 2500 nm range
using a Model 6500 NIR spectrometer (Foss-NIR 3wysteSilver Spring, MD, USA)

in transmission mode with a 0.5 mm pathlength devesing the sample transport
module. 32 co-added scans of the samples were sathlyith an air background.
Samples were equilibrated to room temperature aadred in triplicate; the spectra
were exported as Excel files and imported into Batlwhere the spectra were

averaged (n = 3) before data analysis.
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7.2.3 MIR spectrometry

MIR spectra were acquired with a resolution of #6'dn the 400-4000 cthregion
using an ABB MB3000 FTIR spectrometer (Clairet &tfec, Northampton, UK)
coupled with a 1 m polycrystalline silver halidérg to a 30 cm long, 12 mm o.d.
hastelloy bodied ATR probe with a diamond cone r@iBhotonics Ltd, Livingston,
UK). 51 co-added scans of the samples were analysdd an air or water
background. Samples were equilibrated to room teatpes before analysis; the
probe was immersed into the sample and six repeaisanements were acquired.
The probe was removed, cleaned and reinserted ratysis using the same
procedure to complete two further measurementsct&pavere acquired using
Horizon MB"™ FTIR software version 3.0.13.1 (ABB, Canada); #pectra were
exported as text files and then imported into Matata analysis software, where the

spectra were averaged (n = 18) before data analysis
7.2.4 Data analysis

All spectral data were imported into Matlab versiaghl11.0.584 (R2010b)
(Mathworks Inc., Natick, MA, USA) and PLS_Toolboxrgion 4.1 (Eigenvector
Research Inc., WA, USA). MIR and NIR data were pssed using a Savitsky-
Golay first or second derivative filter, which erapéd a width of 15 data points and
a second order polynomial. Spectra were plottedaaradysed to identify regions in
the data that would provide information about thengles and remove the regions

that only contribute noise to the measurements.

The optical density and concentrations of glycemadi ammonium ions determined
from the reference assays were used along witlatkeage spectral data from the
fermentation samples for each of the techniquesgprtmduce multivariate PLS
calibration models. The PLS calibration models weoastructed using different
spectral regions discussed in section 7.3. Dat® wezan centred prior to analysis
and the number of latent variables were determioedach model that produced the
minimum value of the root mean square error of crealidation (RMSECV)
obtained using leave-one-out cross validationnilmaber of latent variables selected
for each model are also detailed in section 7.3.
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7.3 Results

The seven samples collected from the batch phagbeofermentation show an
increase in the optical density and a decreasénengtycerol concentration, see
Figure 7.1. The ammonium ion concentration was laptstant and as such the
concentration differences are much smaller betwd#en samples. During the
continuous steady state phase of the fermentationgentrations of glycerol and

ammonium ion were kept around the same level towalthe fermentation to

proceed.
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Figure 7.1: Profile of supplied reference assay ra#ts for the fermentation reaction.

PLS models were built to predict the optical dgnsilycerol and ammonium ions
present in the batch phase of the fermentationticacising the NIR and MIR
spectral data (discussed further in sections 773312 and 7.3.3). As there were only
seven samples and one reaction completed for tiniky,sa leave one out approach
was selected as the most appropriate method tanothe predictions for the
samples, whereby a model was built with all but sample and used to predict the
concentration of the sample left out. Therefore, sample being predicted was not
contained within the model building process, buttagher samples were, with the

exception that the samples with the lowest anddsgleoncentrations were always
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contained within the model and, therefore, thesmpéas were not predicted.
Reviewing the reference results of OD and glycerolable 7.1 for samples 1 — 7,
there is a large change in the values between san@phnd 3 for OD and 4 and 5 for
glycerol. To generate samples with intermediatecentrations, samples were spiked
with known amounts of the analyte to provide estmples for model building that
extend over the full range of concentrations. Tas not possible for optical density
and, therefore, only the seven fermentation brathpdes were used for the model
building process. As the concentrations of the damfsom the continuous steady
state phase were fairly similar, this allowed a&s&bn of twelve samples to be used
to spike with known concentrations of glycerol tol #LS model building and
prediction. For the glycerol predictions, the twelpiked samples and seven batch

samples were used in the model building process.

The concentrations of ammonium ion for the bateméntation samples covered a
small concentration range; this can also providigcdlties when building calibration
models for prediction. To overcome this potentssuie, the same samples selected
for the spiking of glycerol, were also spiked wikkmown concentrations of
ammonium sulfate; this increased the total numlbesamples used for building the
model to include the batch and spiked samples #dretefore, also widened the
concentration range to improve the predictive gbdif the model. Absorbance, first
derivative and second derivative spectral data weesl in the modelling for each

analyte and compared to determine the best results.
7.3.1 Optical density prediction

The overlaid NIR absorbance spectra for samples/lare given in Figure 7.2. An
increase in absorbance can be observed from sdmthleugh to 7, with the largest
observed increase between samples 2 and 3, consigth the increase in optical
density.
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Figure 7.2: Overlaid NIR absorbance spectra in therange 1100 — 2500 nm for samples 1 -7
taken from fermentation reaction.

As the change in absorbance was observed acrossntiie spectral region, PLS
models were built to predict optical density usihg largest spectral region possible.
When building the PLS model, ideally the spectraba where absorbance values are
below 1.0 should be used; therefore, regions ofsihectra were selected on this
principle and used to build a PLS model for thedmton of optical density. The
overlaid MIR absorbance spectra for samples 1 re §ien in Figure 7.3 and only
small changes can be observed between the sp€ottauild calibration models for
the prediction of optical density, the same prifecifhat was used for the NIR data
was adopted for the MIR data. So, the data forwhele spectral range under an
absorbance of 1.0 was included in the model, nan@dly — 1836 ci as shown in

Figure 7.3.
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Figure 7.3: Overlaid MIR absorbance spectra in theange 617 — 1836 cihfor samples 1 — 7.

Absorbance, first derivative and second derivate¢éa were used to build models
and predict the optical density of the batch sampled the results from the NIR and
MIR analysis are given in Table 7.2. Using the &eane out approach, the samples
with the lowest (sample 1) and highest (sampleaf)es remained in the model and,
therefore, were not predicted, so for optical dgnsinly samples 2 — 6 were

analysed.
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The results for the prediction of optical densitgrev good when NIR data was used,
with RMSEP values of 0.2 or less and \Rlues of 0.99 or greater. The predictions
from the models built with the"2derivative data produced the best results; however
the differences between the results for each mademinimal. An example of the

measuredvss. predicted plot using"® derivative data is given in Figure 7.4 (other

plots are not shown but provide similar results).
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Figure 7.4: Measured vs. predicted optical density determined using PLS moel with 2™
derivative NIR data.

The results for the prediction of optical densithem MIR data was used in the
model building were not as good as those obtaindd tive NIR data. Considering
the R values for the MIR results in Table 7.2, absorieaand i' derivative data
provide better results for the prediction of optidansity than using" derivative
data. The predictions for sample 2 appear to be foo@ll three models for the MIR
results. There are large differences in opticakdgrbetween samples 2 and 3 and it
is possible that the variation in the data is neli wWescribed in the model due to the
small number of samples. If more samples were ardlyacross the range of the
optical density, better results may be observedveéver, unfortunately it was not
possible to collect any further samples and testttieory for this data set.
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7.3.2 Glycerol concentration prediction

For the predictions of glycerol concentration fridtR data, specific regions of the
spectra were selected where changes in glycerolbmdgund and they are listed in
Table 7.3.

Table 7.3: Assignment of regions where bands assatg@d with glycerol may appear in NIR.

Region number Functional group Approximate Comments

wavelength region

(nm)
CH 1175 - 1225 " overtone band
2 CH 1425 — 1475 *lovertone of
combination band
3 CH 1680 — 1775 $Jovertone band
4 CH 2275 — 2445 Combination band
5 CH, 1145 — 1220 " overtone band
6 CH; 1390 — 1440 1 overtone of
combination band
CH, 1675 — 1750 % overtone band
8 CH, 2250 — 2415 Combination band
OH 1410 — 1475 *overtone band
10 OH 2060 — 2090 Combination band

Region numbers 2, 6, 9 and 10 will all be maskedtbyng water bands, therefore,
the ranges selected to build models for the predicif glycerol included the region
numbers 1, 3-5 and 7-8. Some changes in the regelested were observed as
indicated in Figure 7.5 and Figure 7.6 for firstdasecond derivative data,
respectively; noticeable changes were also notélgeimange 2198 — 2398 nm for the

second derivative data (not shown).
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Figure 7.5: Overlaid NIR 1% derivative of absorbance spectra in the range 21982398 nm for

samples 1 — 7 taken from fermentation reaction, usefor prediction of glycerol concentration.
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Figure 7.6: Overlaid NIR 2" derivative of absorbance spectra in the range 16491760 nm for

samples 1 — 7 taken from fermentation reaction, uskfor prediction of glycerol concentration.
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To determine where glycerol bands occur in the Mégion, the spectra of pure

glycerol was acquired, see Figure 7.7.

Absorbance

800 1000 1200 1400 1600 1800
Wavenumber (cr'r]r)

Figure 7.7: ATR MIR absorbance spectra of pure glyerol in the range 617 — 1836 cth

Overlaying a spectrum of pure glycerol and sampleeke Figure 7.8, only small
regions can be associated with glycerol in thehosatmples. The main reason for
this is that the intensity of the glycerol bandduee significantly when dissolved in
water, also many of the bands of glycerol are madkethe broad band of sulfate
from the ammonium sulfate present in the samplegy One free glycerol band in
the range 1304 — 1512 &ndue to the CH deformations of the £Hould be
observed and was used to build the calibration in@eée Figure 7.8).

264



—— Glycerol
Sample 1

Absorbance
o
N

Glycerol band

800 1000 1200 1400 1600 1800
Wavenumber (Cﬁ]I)

Figure 7.8: Overlaid ATR MIR absorbance spectra inthe range 617 — 1836 cthof glycerol and
fermentation broth sample 1.

A similar scenario existed for the glycerol concatibn as that for the optical
density: there are a few samples at lower condgmtisaand then a large gap where
higher concentrations are observed. To compensateght lack of a range of
concentrations and aid the development of the nsodet prediction, twelve
continuous steady state samples spiked with knaymtentrations of glycerol were
analysed by NIR and MIR spectrometry and used e rttodel building process.
Using the leave one out approach, one sample vilasde and the other eighteen
samples (batch and spiked samples) included imtbéel building. The samples
with the lowest and highest concentration for theerol models were respectively,
sample 7 from the batch phase and sample 15, alesamifh spiked glycerol
concentration. These two samples always remaindéaeimodel and so this allowed
the prediction of the rest of the samples. Absocbarirst derivative and second
derivative data were used to build models and ptdtie glycerol concentration of
the batch samples (samples 1 — 6) and the resoitsthe NIR and MIR analysis are
given in Table 7.4. Predictions for the remainipgked samples (samples 8-14 and
16-19) were also predicted during the analysis; phedicted results for these

samples are not shown, however, for NIR analygsRNSEP values were less than
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3.5 g/L and the Rvalues of the trendlines for the measuwsdpredicted plots were
0.95 or greater; for MIR analysis the RMSEP valwese less than 4.8 g/L and the
R? values of the trendlines for the measwedpredicted plots were 0.91 or greater.
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Overall the results for the prediction of glyceaob reasonable. For NIR analysi& 2
derivative data gave the best results, whereasmstf' derivative data that produced
the best results for MIR analysis. When reviewing predictions for each individual
batch sample it is apparent that the predictiorstonple 5 is very poor for both the
NIR and MIR regions. The NIR and MIR spectra foistsample do not appear
different to the other samples and so at this sitaigeunclear why this prediction is
poorer than the rest.

If sample 5 is removed from the data set entirelgt the leave one out approach
completed again to build calibration models andljatethe concentration of glycerol
then the RMSEP values are reduced and thedRies move closer to unity, see
Table 7.5. This indicates that PLS models builtrmnselected spectral regions show
promise for future predictions of glycerol concatibns in fermentation samples.
The predictions from the models built with absodmnf' derivative and !
derivative data provided comparable results wheR tta were used, however, for

the MIR spectra better results were obtained'ifldrivative data were used.
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7.3.3 Ammonium ion concentration prediction

For the predictions of the ammonium ion concerdgrgtispecific parts of the NIR
spectra were selected based on regions that ceudddnciated with the ammonium
ions, as indicated in Table 7.6.

Table 7.6: Assignment of regions where bands assat@d with the ammonium ions may appear
in NIR.

Region number Functional group Approximate Comments

wavelength region

(nm)
NH 1480 — 1520 Sl overtone band
2 NH 2120 — 2210 Combination band

When considering the spectra, it is likely that #ieovertone N-H band will be

masked by water, therefore, PLS models were builtegion 2 only; where small

changes could be observed (see Figure 7.9).
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Figure 7.9: Overlaid NIR 2" derivative of absorbance spectra in the range 21692240 nm for
samples 1-7 taken from fermentation reaction, use for prediction of ammonium ion

concentration.
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Unfortunately in the MIR region, the N-H bands fibre ammonium ions were
masked by the water peaks and as such the ammaaiuconcentration could not
be determined when an air background was used,assemployed for all other
predictions. However, reviewing the spectra of anga spiked with a known
concentration of ammonium sulfate when a water gpamknd was used, the N-H

bend could be observed, see Figure 7.10.

0.2

0.15

0.1

Absorbance

0.05

800 1000 1200 1400 1600 1800
Wavenumber (cr'r]r)

Figure 7.10: ATR MIR absorbance spectra in the rang 617 — 1836 cihof spiked sample 8 when

a water background was used.

Looking at the spectra of the seven batch sampiethis selected region, small
changes can be observed; see Figure 7.11 for #egebk in the second derivative

data of the batch samples.
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Figure 7.11: Overlaid MIR 2" derivative of absorbance spectra in the range 15431798 crit

for samples 1 -7 taken from fermentation reactionused for prediction of ammonium ion
concentration.

As the concentration of ammonium ions changed avemall range (between 4.4
and 5.8 g/L) the twelve spiked samples used for gfiycerol concentration
predictions were also spiked with known amountarmafnonium sulfate to widen the
concentration range (between 4.4 and 9.2 g/L). &erl, a leave one out approach
was used and the samples with the lowest and Higlesentration of ammonium
ions always remained in the model (spiked samp&&srid 11, respectively). The
concentrations of ammonium ions in batch samplésahd spiked samples 8-10, 12-
17 and 19 were predicted using absorbance, fisvatere and second derivative

NIR or MIR data and the results are given in Tablefor the batch samples.
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The results for the prediction of ammonium ionsnsexceptable for the fed batch
samples. For both the NIR and the MIR data, the ERlSalues were low for all
models. Predictions from models built witA® 2lerivative data produced bettef R
values for the trendline of the measured conceatsitvs. the predicted
concentrations of the batch samples. When the gezticoncentrations of the batch
and spiked samples were considered the RMSEP andlRes for NIR analysis
improved, see Table 7.8. However, for the MIR dadamprovement was obtained,
and little correlation between measured and prediatoncentrations could be
determined.

Table 7.8: Comparison of RMSEP and Rvalues for prediction of ammonium ion concentratio

for selected samples using NIR data.

Batch samples (1-7) Batch and spiked samples (1-10
12-17 and 19)
Absorbance 1 2" Absorbance 1 2"
derivative derivative derivative derivative
data data data data
RMSEP 0.2 0.1 0.1 0.1 0.1 0.1

R® value 0.8751 0.9229 0.9399 0.9902 0.9943 0.9932

These results suggest that the selected regidmedfIR spectra may be suitable for
the prediction of ammonium ion concentration. Fertivork is required with larger
data sets to determine if the selected region @MIR spectra can provide accurate

predictions of ammonium ion concentrations.
Overall, PLS calibration models were used to swafadlg predict the optical density

and concentrations of glycerol and ammonium ioosfiNIR data and predict the
concentration of glycerol using MIR data.
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7.3.4 Combination of MIR and NIR data for the prediction of glycerol

Examples of data fusion to improve the predictiohanalytes have been discussed
in section 7.1.2. The results obtained so fartie $tudy have shown that calibration
models built from MIR or NIR data can be used fbe tprediction of glycerol
concentrations. However, it may be possible to nlgssome improvements of the
predictions of glycerol concentrations if the MIRdaNIR data are fused together.
The predictions of glycerol concentrations usinghei@chnique separately suggested
using first derivative MIR data provided better uks, whereas, absorbance, first
derivative and second derivative NIR data providechparable results. Therefore, as
an initial investigation into the use of fused d&ba the prediction of glycerol
concentrations, the first derivative data of MIRIdIR regions were concatenated
into one data matrix. As the scales were similaorte another, the data could be
fused directly with no other pre-treatment. The aaianated data matrix was then
used with the glycerol reference data for the batold spiked samples using the
leave one out approach to predict the concentmtdrglycerol in the samples. The
lowest (sample 7) and the highest (sample 15) cdratéons always remained in the
model, allowing the prediction of the glycerol centrations in the batch and spiked
samples (samples 1-4, 6, 8-14 and 16-19). For msasiiscussed previously in
section 7.3.2, sample 5 was left out of this prec@e results from the combined
data are given in Table 7.9 alongside the resattshie predictions of glycerol when

MIR and NIR data were used individually.
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Table 7.9: Results for the prediction of glycerol ér samples 1-4, 6, 8-14 and 16-19 using fused
MIR (1304 — 1512 crit) and NIR (1178-1226, 1640-1760 and 2198-2398 nra}al

MIR 1° NIR 1 derivative Fused MIR and
derivative data data NIR 1% derivative
data
Sample  Measured Predicted Predicted Predicted
number concentration concentration concentration concentration
(9/L) (o/L) [7]* (9/L) [7]* (g/L) [6]*
1 50.2 50.8 51.1 51.4
2 50.8 52.7 49.8 49.5
3 38.4 37.4 38.0 38.5
4 27.7 25.2 28.6 27.1
5 4.4 - - -
6 3.8 6.3 4.2 5.1
7 0.0 - - -
8 26.0 24.0 26.9 26.6
9 20.4 254 19.7 20.1
10 51.2 48.6 51.0 51.3
11 38.7 38.2 37.6 37.4
12 38.0 39.1 39.4 39.9
13 3.2 4.0 4.0 3.4
14 26.3 28.2 26.5 26.5
15 52.7 - - -
16 14.3 12.8 14.4 13.2
17 22.4 19.0 21.0 21.3
18 13.6 14.4 12.1 14.3
19 1.6 1.8 2.5 1.9
RMSEP 2.1 0.9 0.9
R?of trendline for
measureds. predicted 0.9826 0.9975 0.997

plot

*INumber of principal components selected for mgdel
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Reviewing the prediction of the glycerol concentnas given in Table 7.9 the
overall RMSEP and Rresults for the fused data are comparable to tbbsained
with the NIR data individually; the MIR data gaveqgper results. This suggests the
possibility that the model may be weighted moretiy NIR data and hence the
reason for the similar results. However, when thedigtions for each sample are
studied, some of the predictions are improved wt@mpared to the NIR results,
suggesting that the fused data does influencerégigions. To ascertain if the PLS
model is dominated by the NIR data, the regressaificients were plotted against

the variable number, see Figure 7.12.
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Figure 7.12: Regression coefficients for the PLS ndel built with the fused MIR and NIR data.

Reviewing the regression coefficients for the PL8del using the fused data, the
MIR and NIR regions are both clearly used in thedei@and will contribute to the
overall predictions. The regression coefficients ttee combined PLS model were
compared with the regression coefficients of thdividual MIR and NIR PLS

models, see Figure 7.13 and Figure 7.14, respégctive
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Figure 7.13: Regression coefficients for the PLS ndel built with only the MIR data; subplot

displays overlaid regression coefficient and®iderivative of absorbance data for sample 1.
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Figure 7.14: Regression coefficients for the PLS ndel built with only the NIR data.



The regression coefficients for the PLS model bwith only NIR data are similar to
the regression coefficients for the NIR regiontfee PLS model built with the fused
data, suggesting that both calibration models arglas for the NIR region. The

regression coefficients for the PLS model builthminly MIR data, however, are
different from the regression coefficients for éR region of the PLS model built
with the fused data. If the regression coefficidndsn the PLS models for the MIR
regions are compared with a spectrum of a fermentaample (Figure 7.15), then
the regression coefficients for the PLS model bwith only MIR data (Figure 7.13)

appear to describe noise, whereas, the regressafficients for the PLS model from
the fused data (subplot of Figure 7.15) are morsilai to a spectrum of a
fermentation sample, demonstrating an anti-cordlatelationship, although it is
slightly shifted.
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Figure 7.15: First derivative of absorbance spectmn of a batch fermentation sample (sample 1),
subplot displays overlaid regression coefficient oMIR region of fused data from Figure 7.12

and 1% derivative of absorbance data for sample 1.
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These results suggest that by fusing the datahiegeind building a PLS model on
the combined MIR and NIR data, the NIR region hakpdéd to improve the MIR
calibration in the fused data model. The MIR dathich provided slightly poorer
results, did not degrade the NIR calibration. OlNgetiae results from the fused data
were comparable with the NIR results and improvedre MIR results indicating
the potential for data fusion to aid in model bunggd Future investigation of the
benefits of fusing spectral data may best concentva examples where MIR and

NIR data provide alternative complementary inforigragibout a process.
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7.4 Conclusions

Both NIR and MIR spectrometry have been used tgingrdegrees of success to
analyse and predict the optical density and theceatnations of glycerol and
ammonium ions in batch fermentation samples. Agetiaas only a small number of
samples from the batch phase, samples from thénconis steady state phase were
spiked with known amounts of glycerol and ammonautfate to aid the predictions

of the concentrations of these substrates.

For the predictions of optical density, the reswere better when NIR data were
used in comparison to MIR data, however, it maypbssible to improve the MIR
predictions if more samples were available. Basedthe results at this stage,
indications are that NIR spectrometry may be marntaBle for the prediction of
optical density. There were only small differendetween the predictions when
absorbance, first derivative or second derivatiegadwere used in the model,
indicating the use of absorbance data in modeldimgl may provide acceptable

results.

For the glycerol concentration predictions, santpleas poorly predicted by either
NIR or MIR spectrometry. When sample 5 was remofreth the calibration, the
overall predictions were improved. For the MIR meyi I derivative data provided
the best results, whereas, for the NIR regidfl,d2rivative data produced the best
results; however, the differences between each Imedee minimal. This can be
explained by the baseline offset of the spectrarethwas a greater offset in the NIR
data than the MIR data. Therefore, taking tHelérivative of the MIR spectral data
removed the majority of any baseline offset; howeWR data required the"2
derivative to further remove the effect of slopibgseline offsets. The predicted
glycerol concentrations are comparable for MIR axbR data; indicating the

possibility of either or both techniques being ukedhe determination of glycerol.
The prediction of ammonium ion concentration wagsardifficult than for glycerol

and optical density, as the water in the fermemasiample masks most of the bands

associated with the ammonium ions. For NIR speetsanall region was determined
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where the N-H combination band may be found, howewaly small changes were
observed, even when reviewing the spectra of timepkss spiked with a higher
ammonium ion concentration. In spite of this, itswatill possible to obtain
reasonable predictions for the concentration of amiom ions using NIR spectra,
with the best results produced when second devivatata were used. In contrast, in
the MIR region the N-H band is masked substantiayvater, therefore, predictions
cannot be obtained when using an air background.od@&rcome this, a water
background was used, revealing the N-H band. A& WMIR spectrometry, only
small changes could be observed between the seurthe results produced using
MIR data were very poor if all samples (batch apittexd) were assessed; if only the
batch samples are considered then the predictippsaa better. Comparing the
results obtained from the NIR and MIR regions, & data may provide better

models for the predictions of ammonium ion concaran.

Based on the results from this study, there masdoee potential for the combination
of the two techniques in one probe for the predictf the concentration of the three
properties discussed. Simplistically, the comboratf transmission NIR and ATR
MIR spectrometry into one probe would allow the ctpe in each region to be
acquired simultaneously at the same point in tlaetoe. The NIR absorbance and
derivative data could be used to monitor the optiensity and ammonium ion
concentration, respectively, of the fermentatiootiras the reaction progressed and
derivative data of either NIR or MIR could be uded the prediction of glycerol
concentrations. As NIR spectrometry can be useelys@r the determination of the
three properties it is plausible to suggest thatguenly anin situ NIR probe would
provide satisfactory information. However, thessuits are based purely on off-line
samples and the effects of agitation and aeratiorthe ability of NIR models to
provide reasonable results have been discussedhan literature. ATR MIR
spectrometry is not affected by agitation and &mmato the same extent as
transmission NIR spectrometry; therefore, the comtion of the two techniques
could overcome any potential issues that may drtse in situ analysis. To be able
to predict the concentrations of ammonium ions BR Npectrometryin situ, the

probe must contain silica fibres that allow anaysi the range between 2000 —
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2500 nm. In addition, any probe used ifositu analysis of fermentation samples is
required to be sterilised with the reactor, therefthe combined probe design would
have to incorporate this requirement. Polycrystalkilver halide fibres are produced
through an extrusion process at around 180°C dratefore, once the fibres are
extruded they cannot be exposed to these tempesaturthe fibres will degrade.
Consequently, the fibres must be protected fromlopged exposure to high
temperatures to permit sterilisation. If a combipedbe were developed far situ
fermentation analysis benefits may be realisedsémne substrates through fusion of

the two spectral data sets, especially if the doutions to the quantification by each

technique were complementary.
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8 Conclusions and suggestions for future work

8.1 Conclusions

The aims set out at the start of this investigatwere to:

» Research the design, development and applicatidvilf probes forin situ
process analysis.

» Study the use of calibration models for analytedmteon and specifically the
use of calibration transfer algorithms for MIR arss within situ probes.

* Apply MIR spectrometry for the analysis of Scotchisky including the
determination of authenticity.

e Complete initial studies into the combined use ofRMand NIR in situ

measurements for synergistic benefit in procesk/sisa

Many application areas are apparent for the paknse of in-line MIR or NIR
spectrometry. Where some areas have already s@dbesmplemented in-line
analysis, other areas could see benefits fromrtigementation of in-line analysis.
The literature survey indicated the potential ainbaned probes for in-line analysis:
the combination of ATR MIR and transmission NIR cpemetry would be useful
for the analysis of liquids, whereas, for solidsl @owder analysis a combination of
MIR and NIR reflectance measurements may be beakfispplication areas were
found where currently manufactured probes, like A®R MIR probes discussed in
this thesis, could be used forsitu analysis to aid process monitoring and control. In
addition, the potential scope for future developteef single or combined probes
has been identified and could extend the produngedor Fibre Photonics.

The main focus of the research discussed in tisisthvas on the development and
application of the ATR MIR probe for process analytherefore, an assessment of
the performance of six ATR MIR probes was completdetre design features had
been altered between probes. The assessment higlligdifferences in the

absorbance of the spectra, the errors of predi@mhthe pathlength of the probes.
Altering the size and geometry of the diamond @lysvas established as a
significant design feature, where the probe thadrporated changes in the geometry
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and size of the diamond crystal (probe 3) had imgroperformance over the probe
with original design features. Probe 3, which alsoorporated the new fibre

alignment and cone sealing, provided the best teesuten compared to the other
probes tested. Another important design featureratlbn was the use of modular
components for the manufacture of the probes; duhe study it was concluded that
this change had maintained the performance of trebep but in terms of

manufacturing will provide a simpler manufacturipgocedure that should provide
more robust probes. The results obtained for thgleifibre 2.7 mm o.d. ATR probe
indicated the potential of this probe for the aseyof small sample volumes. The
ATR MIR probes assessed, all produced good quapigctra and improvements
were evident when comparing the results of morenttg manufactured probes to
those of the original design. Information regardiige development and

improvement in ATR MIR probe manufacture can beduséongside potential

application areas for in-line spectrometry to ferthdevelop and enhance the

specifications of these probes.

Many examples of NIR calibration transfer existtive literature; however, fewer
examples of calibration transfer in MIR spectrome#sire found. The research
investigated the use of two well-known transferoaltpms and a newer procedure
for the transfer of calibration models in MIR speatetry. Transfers were completed
where the spectrometer, probe or both had beengedaand if no algorithm was
used, significant errors were observed when thestes was made. However, when
implementing either of the established algorithms tbhe newer procedure,
improvements were noticeable. Also highlightedhis tstudy, was the potential to
use calibration transfer algorithms when imitatmgltiplexing (between two similar
probes) or imitating scale-up (between a smalleameiter probe and a larger
diameter probe). In both examples all three trarsligorithms were able to transfer
the calibration models successfully and reduce déhm®rs of prediction when
compared to the transfer when no algorithm was .ubedhe case of the newer
procedure, SST, a scaling factor should be intredugvhen there are large
differences between the spectra that are involwethe transfer. If the number of

samples involved in the transfer were altered, HEIS and SST were shown to
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produce good results; more variable results weesemied for DS. SST provided an
advantage over PDS in terms of simplicity of usee Successful use of the transfer
algorithms in MIR spectrometry can aid its use fopcess analysis in many
application areas and has indicated the benefitsioig smaller diameter probes for

use in scale-up.

One application area that was assessed with ATR pibes was the analysis of
whisky; the research indicated the potential of AMRR spectrometry for the
identification of counterfeit Scotch whiskies basmdthe determination of ethanol
content and the spectra of dried residues of thmpks. A study using the
measurement of the spectra of the dried residuess samples has shown some
scope as a procedure to gain a greater undersgpaotithe impact of manufacturing
variables on the generation of the colour of whisKye second application area that
was assessed was in the area of fermentation.if€h&tlire survey had indicated the
potential use of a MIR-NIR combined probe; an alistudy was completed to assess
the use of NIR and MIR spectrometry for the analysgithe fermentation samples of
a Pichia pastorisfermentation reaction. When specific regions weetected, the
calibration models were able to predict the conegioin of optical density, glycerol
and ammonium. NIR spectrometry provided better ltedor the prediction of the
optical density and ammonium, whereas, both NIR Mifd spectrometry produced
comparable results for the prediction of glyceRitential benefits could arise from
the combination of NIR and MIR spectrometry in thality to analyse the three
propertiesin situ, where MIR spectrometry is less susceptible to dfiects from
agitation than NIR spectrometry. For NIR spectragmméd monitor the ammonium
concentration effectively, the situ probe would be required to analyse in the region
2000 — 2500 nm. Fusing the NIR and MIR data togefloe the prediction of
glycerol concentrations provided evidence thatNI region helped to improve the
MIR calibration in the fused model, while the MIBgion did not degrade the NIR
calibration. Examples where NIR and MIR spectrosneaain provide alternative but
complementary information about a process couldigeofurther benefits when the

two sets of data are fused together.
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8.2 Suggestions for future work

The results of this research have indicated thentiei of ATR MIR probes for a
range of application areas and the potential benefia combined MIR-NIR probe.
Further development and improvement of the ATR MiRbes to enhance the
robustness and repeatability would be worthwhilee @ay to achieve this would be
to complete design of experiments on a wide rarfgine design features for the
probe manufacture. This way, more design featurasbe investigated and a greater
understanding of how each feature influences thtopeance of the probe can be
ascertained. The results of a design of experirapptoach to development should
provide better and higher performance probes. A teagetermine the repeatability
of manufacture would be to manufacture multiplentd®l ATR MIR probes and
compare the results. Further studies to test thastness of Fibre Photonics probes
are required if they are to be used in a rangepplfi@tion areas, as some areas
require specific conditions. For example, fiorsitu fermentation analysis, the probe
will have to undergo sterilisation which requirdse tprobe to withstand specific
temperatures and pressures. In terms of a comBBANIR probe, development
would be required to produce a single probe thath@ve both MIR and NIR optical
fibres in place. From the research, fior situ liquid analysis ATR MIR and
transmission NIR spectrometry appeared to be aldaitchoice and, therefore, the
probe would need to be able to incorporate an AMRtal and transmission gap as
well as two sets of optical fibres. This would requwork in terms of the optical
design to achieve the desired combination; if tkispossible then performance

testing would also be required of the developedb@ro

In terms of applications, initial work has suggeddtieat the measurement of the dried
residue of cask whisky samples may be useful ferdétermination of the effect of
manufacturing variables on the colour of the whiskye effects determined thus far,
appear to be very subtle and it is difficult totmhiguish exactly how all the different
factors are influencing the final colour; part bétreason was the limited sample set.
Increasing the sample set to include samples widrerof the factors would allow a
more comprehensive design of experiments studyetodsried out. In addition the
determination of counterfeit samples was only edrout on blended samples that
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would normally contain caramel; it would be usdtutarry out an investigation with
samples that do not ordinarily contain caramel @etgrmine authenticity based on a
spectral library. An on-going part of the countérfdentification would also be to
investigate a range of caramel samples from diftereanufacturers and establish

any differences with the caramels used in thisystud

MIR and NIR spectrometry have been shown in thiseaech to predict the

concentration of optical density, glycerol and amim for a fermentation reaction
using off-line samples. The possible advantagassofg a combination of MIR and

NIR spectroscopy in a single probe have been distljshowever, further benefits
may be realised through the combination of the ,dasaindicated with the initial

study into the prediction of glycerol with fused RMand NIR data. Further work is
required to ascertain the accuracy of predictidnanomonium concentration using
MIR data, as well as potentially investigating tiee of fused MIR and NIR data for
predictions of ammonium concentration. If this igsessful, the next step would be
to complete more fermentation reactions usmgitu NIR and MIR probes, where

models could then be built on multiple fermentasicemd used to predict other
fermentation reactions that were not involved ia tiriginal model building. The

learning from this work could be used to aid theed@oment of a combined MIR-

NIR probe.
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Appendices

Appendix 4.1: Weights of acetone, ethanol and ethgicetate present in each mixture.

Mixture number Weight of Weight of Weight of ethyl Total
acetone (g) ethanol (g) acetate (Q) weight (g)

1 — calibration 1 0.00 19.72 0.00 19.72
2 — calibration 2 19.98 0.00 0.00 19.98
3 — calibration 3 0.00 0.00 19.23 19.23
4 — calibration 4 10.07 9.58 0.00 19.65
5 — calibration 5 9.54 0.00 9.61 19.15
6 — calibration 6 0.00 9.87 9.90 19.77
7 — calibration 7 6.46 6.41 6.05 18.92
8 — calibration 8 12.13 3.19 3.20 18.52
9 — calibration 9 3.20 11.70 2.90 17.80
10 — calibration 10 3.17 3.31 11.92 18.40
11 —test1 1.00 13.93 1.53 16.46
12 —test 2 4.36 8.93 2.07 15.36
13 —test 3 8.64 6.56 5.15 20.35
14 —test 4 24.24 3.11 2.01 29.36
15 —test 5 13.68 2.00 13.20 28.88
16 —test 6 1.97 3.32 12.90 18.19

Example calculation of difference by weight appioased:

E.g. For mixture 1: Weight of ethanol = 19.72g
Weight of full vial + lid =105.27¢g
Weight of empty vial + lid = 85.55¢g
— Weight of ethanol =_19.729
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Appendix 4.2: Determination of trendlines to calcuhite the molar absorptivity coefficient of

acetone at eight selected wavenumbers
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Figure 4.22: Absorbance values for a peak at 787 ¢hacquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindéé molar absorptivity coefficient.
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Figure 4.23: Absorbance values for a peak at 903 ¢hacquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindéé molar absorptivity coefficient.
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Figure 4.24: Absorbance values for a peak at 1196n¢* acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindée& molar absorptivity coefficient.
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Figure 4.25: Absorbance values for a peak at 1242n¢* acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindé molar absorptivity coefficient.
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Figure 4.26: Absorbance values for a peak at 132" acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determinde& molar absorptivity coefficient.
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Figure 4.27: Absorbance values for a peak at 1474nc* acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindéé molar absorptivity coefficient.
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Figure 4.28: Absorbance values for a peak at 1674n* acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindée& molar absorptivity coefficient.
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Figure 4.29: Absorbance values for a peak at 176" acquired using the variable pathlength
cell vs. the calculated pathlength of the cell. The trendiie indicates the linear relationship and

the equation of the line can be used to determindé molar absorptivity coefficient.
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Appendix 5.1: Weights of acetone, ethanol and ethgicetate present in each mixture.

_ Weight of Weight of Weight of ethyl Total
Mixture number
acetone (g) ethanol (g) acetate (g) weight (g)
1 — calibration 1 0.00 20.93 0.00 20.93
2 — calibration 2 19.24 0.00 0.00 19.24
3 — calibration 3 0.00 0.00 21.12 21.12
4 — calibration 4 8.07 8.07 0.00 16.14
5 — calibration 5 10.01 0.00 10.00 20.01
6 — calibration 6 0.00 10.00 10.06 20.06
7 — calibration 7 5.77 5.79 5.77 17.33
8 — calibration 8 11.64 3.09 3.01 17.74
9 — calibration 9 3.01 11.64 2.98 17.63
10 — calibration 10 3.00 3.01 11.64 17.65
11 —test 1 1.00 14.17 1.50 16.67
12 —test 2 4.00 9.38 2.00 15.38
13 —test 3 8.41 6.61 5.00 20.02
14 —test 4 23.71 2.87 1.99 28.57
15 —test 5 13.43 2.00 13.14 28.57
16 —test 6 2.00 3.28 12.90 18.18
Example calculation of difference by weight appioased:
E.g. For mixture 1: Weight of ethanol = 20.93¢g
Weight of full vial + lid = 106.37¢g
Weight of empty vial + lid = 85.449
— Weight of ethanol =_20.93¢g
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Appendix 5.2: PDS window size determinations of atene, ethanol and ethyl acetate for use in

calibration transfers
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Figure 5.24: Plot of the mean RMSEP values for winow sizes 1, 3, 5...19 for all models

transferred to secondary instrument configurationsfor acetone.
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Figure 5.25: Plot of the mean RMSEP values for winow sizes 1, 3, 5...19 for all models

transferred to secondary instrument configurationsfor ethanol.
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Figure 5.26: Plot of the mean RMSEP values for winow sizes 1, 3, 5...19 for all models

transferred to secondary instrument configurationsfor ethyl acetate.
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