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Abstract 

Wind energy has an increasingly essential role in meeting electrical power demand and 

achieving environmental sustainability. The excellent offshore wind resource and the 

need to reduce carbon emissions from electricity generation are driving policy to 

increase offshore wind generation capacity in UK waters. Access and maintenance 

offshore can be difficult and will be more costly than onshore and availability 

correspondingly lower and as a result there is a growing interest in wind turbine 

condition monitoring allowing condition based, rather than responsive or scheduled, 

maintenance. 

Existing wind turbine condition monitoring methods, such as vibration analysis and oil 

debris detection, require expensive sensors. The additional costs can be substantial 

considering the number of turbines typically deployed in offshore wind farms and in 

addition, costly expertise is generally required to interpret the results. In contrast, the 

potential to extend the Supervisory Control and Data Acquisition (SCADA) data based 

analysis approach is considerable and could add real value to the condition monitoring 

with little or no cost to the wind farm operator. 

This thesis focuses on wind turbine condition monitoring that utilises exclusively data 

from SCADA systems. The aim is to detect incipient wind turbine operational faults or 

failures before they evolve to catastrophic failures, so that preventative maintenance or 

corrective action can be scheduled in time, hence reducing downtime and potentially 

preventing wider damage. Useful component condition indicators are derived by 

comparing incoming operational SCADA data with the results for relevant variables, 

like component temperature that reflect component condition, derived from relevant 

models trained on SCADA data from a healthy wind turbine. Incipient failures are 

identified through anomalous behaviour in the variables of interest manifest in the 

SCADA data.  This approach is first applied to individual wind turbines, but then 

extended to include other wind turbines operating under similar conditions to derive 



 

 

 

component condition indicators through inter-machine comparison. This is demonstrated 

to facilitate significant savings in computational effort and model complexity compared 

to the repetitive development of individual turbine models. In addition, a real time wind 

turbine power curve is implemented based on SCADA data, and compared with a 

reference power curve to identify anomalous behaviour, through minor changes in the 

power curve, in a timely manner. 
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1. Introduction 

Wind energy has developed rapidly as a significant green power source in recent 

decades, facilitated by innovative and cost effective technology. As is illustrated by 

Figure 1-1, global wind power installed capacity has been increasing over the last few 

decades and by the end of 2012 the cumulative capacity reached 282GW, a 18.7% 

increase on the installed capacity at the end of 2011 [1]. At time same time the turbine 

size has exhibited a steady increase with commercial wind turbines having power ratings 

of up to 7.5MW for offshore applications [2]. Some innovative offshore turbine models 

under development are expected to generate more than 15MW in the coming years [3]. 

 
Figure 1-1: Global wind power cumulative capacity [1] 

The motivation for renewable energy development will be briefly outlined in this 

chapter, followed by the discussions of the important role played by wind energy in 

terms of government policies and industrial deployment in the UK. Particular attention 

will then be paid to research justification. The basics for wind turbine operation will then 

be briefly introduced, followed by a presentation of failure rates for turbine sub-

assemblies and associated downtime as these motivate condition monitoring, which is 
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the subject of this thesis. The thesis structure will then be outlined in the following 

section and my research related publications will be listed at the end of this chapter. 

1.1. Renewable energy drivers 

The major scale-up of the renewable energy market in recent years is fuelled by the 

depletion of fossil fuel reserves as well as the global agreement to reduce the carbon 

emission in order to tackle climate change. The main target set by the Copenhagen 

Accord, [4] of 2009 was to limit the global temperature increase to below 2  . 

Following this, the EU enacted the climate and energy package policy, which is also 

known as the ‟20-20-20‟ directive, [5], aiming at a 20% reduction in EU greenhouse gas 

emissions from 1990 levels, a 20% share of EU energy consumption generated from 

renewable resources and a 20% improvement in the EU's energy efficiency by 2020. As 

part of the EU plan, the UK government has also made clear its commitment to 

increasing the deployment of renewable energy by endorsing the Renewable Energy 

Directive and the UK‟s objective, [6], agreed in 2009, to deliver 15% of energy 

consumption from renewable sources by 2020. 

Another main driver for the deployment of renewable energy is energy security which 

refers to the uninterrupted availability of energy sources at an affordable price [7]. The 

growing penetration of renewable power will help to reduce the dependence on the 

conventional energy and protect domestic consumers from fossil fuel price fluctuations, 

contributing to a more stable and reliable national energy supply market. 

1.2. The role of wind energy 

In order to provide national energy security and meet the agreed decarbonisation targets, 

Ofgem (the UK regulator) introduced the Renewables Obligation, [8], as a main support 

mechanism to promote the growth of large-scale renewable deployment. This obligation 

came into effect in 2002. It places an obligation on eligible UK electricity suppliers via 

Renewable Obligation Certificates (ROCs) to generate a rising share of electricity from 

renewable resources. According to reference [8], wind farms in the UK, including both 

onshore and offshore, were issued with more ROCs than generating stations based on 
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other renewable technologies; wind based generation also contributed to a greater 

proportion of new generating capacity that is accredited by Ofgem than other 

technologies. 

Department of Energy and Climate Change (DECC) statistics for the UK electricity 

generation growth from renewable resources is illustrated in Figure 1-2, which clearly 

shows the rapid expansion of wind energy over the past decade and also confirms its 

increasingly important role in contributing to the total renewable power generation and 

realising the national energy security goal. It can also be observed from this figure that 

the offshore contribution has made an impact during recent years. Details of the UK 

offshore wind energy deployment plan will be presented in the following section. 

 

Figure 1-2: Growth in electricity generation (TWh) from renewable sources in the UK [9] 

1.3. Motivation for the research 

UK offshore deployment will be briefly introduced in the next section and this then 

leads on to discussion of the motivation for wind turbine condition monitoring and in 

particular the utilisation of the Supervisory Control and Data Acquisition (SCADA) data 

to determine the state of health of wind turbines. 
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1.3.1. Offshore wind deployment in the UK 

With an excellent offshore wind resource, the UK has now become the largest offshore 

wind energy market in the world with a total installed capacity of 4.6GW across 24 wind 

farms installed by May 2013 [10]. Offshore deployment in the UK has been structured 

into a series of rounds, 1 to 3. [11]. Figure 1-3 presents the locations of planned offshore 

wind activities with the various rounds coloured differently and the associated 

development plan is summarised in Table 1-1.  

 

Figure 1-3: Offshore wind activity in the UK [12] 

Installations involved in Round 1 are now completed with site locations typically close 

to shore. Round 2 two sites are generally larger and further from shore and some are still 
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under construction [11]. Round 3 sites are far more ambitious and challenging than 

Rounds 1 and 2 with considerably larger deployment zones, most of which are in deeper 

water and further offshore [11], as is shown in Figure 1-3. On completion of the 

construction of all three rounds, together with their extensions, the UK offshore capacity 

will total 49GW as summarised in Table 1-1. 

Round Year announced Original capacity (GW) 

(from public announcements) 

Round 1 2000 1.5 

Round 2 2003 7.2 

Round 3 2008 32.2 

Scottish territorial waters 2008 6.4 

Round 1 and Round 2 extensions 2009 1.7 

Total   49 

Table 1-1: The Crown Estate‟s offshore wind leasing rounds [13] 

1.3.2. Justification for wind turbine condition monitoring 
The apparent benefit of moving offshore is the better wind profiles above sea. A larger 

capacity factor is expected offshore due to higher wind speeds. Offshore wind turbines 

tend to be larger than those used onshore due to the way foundation and installation 

costs scale. Also, the absence of obstacles above sea water leads to less turbulence 

offshore than at the onshore sites. In addition, the noise and visual intrusion from 

offshore turbines are much less significant and this leads to greater public acceptance 

compared to onshore turbines.  

However, there is a price to pay and the largest downside of offshore wind is the 

remarkably high costs for installing and accessing the offshore turbines during turbine 

installation and maintenance. The total costs involved in hiring the maintenance vessel 

and associated personnel will be considerable, and a crane vessel is generally required 

for installation in the worst case scenario where component replacement is necessary. 
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The analysis in reference [14] indicates a trend of increasing failure rate as turbine 

capacity rises, which would also be a potential concern for the offshore turbines since 

high-rating machines are preferable for the reason mentioned above. 

A number of aspects, including turbine reliability, maintenance strategy and accessibility 

of the site, contribute to the turbine availability, which is defined as the percentage of 

time that the system is operating properly when there is available wind [15]. Apart from 

the environmental wind condition, the generated revenue is directly related to turbine 

availability. The availability for onshore turbines can reach as high as 98% since the 

service organisation and the regular maintenance actions (around 4 times in a year) can 

be performed promptly due to the ease of access [15], as can unplanned repairs 

following faults or component failures. In contrast, offshore availability is much lower 

since the regular maintenance actions are less affordable due to the high costs involved 

and there can be substantial delays to unplanned repairs due to lack of access resulting 

from adverse weather conditions. Moreover, severe sea states can hamper repairs due to 

the higher average winds and lead to more revenue lost than for onshore turbines during 

the downtime when faulty turbines are inaccessible for repair. 

 
Figure 1-4: Evolution of component condition with deterioration [16] 

The increasing trend for offshore deployment plus the poor offshore availability and 

accessibility suggest the need for an effective and reliable condition based maintenance 

scheme for wind turbines rather than the traditional combination of responsive repair 

and scheduled maintenance strategy. Reference [16] utilises a so called P–F curve, as 



 

7 

 

shown in Figure 1-4, to present the evolution of component deterioration. Point „P‟ with 

a specific level of deterioration as given by the curve refers to the first time at which this 

deterioration can be detected, ahead of complete failure at time „F‟. The time interval 

between P and F is crucial for the effective deployment of condition based maintenance, 

since it allows for improved maintenance scheduling. From an economic perspective, the 

earlier the potential anomaly can be detected, the lower will be the downtime associated 

with failure, and also the subsequent damage to other parts of the turbine. For example, 

lack of attention to a worn bearing can result in a catastrophic failure of an entire 

gearbox involving considerable cost and downtime. 

Approaches that are able to identify faults at an early stage and thus leave sufficient time 

for the turbine operator to make decisions regarding maintenance scheduling before the 

incipient anomalies evolve into catastrophic failures, would therefore be beneficial for 

reducing turbine downtime and improving the availability.  

This thesis presents two effective condition monitoring methods including a historical 

states based prediction approach for turbine key drive train components and an 

operational power curve based scheme to provide an overview of the turbine 

performance. Both approaches are supported by 10-minute SCADA data analysis. 

1.3.3. Why SCADA data? 
Most modern wind farms are built with a Supervisory Control and Data Acquisition 

(SCADA) system, which logs general turbine operational and meteorological data 

usually in a 10-minute averaged form for each individual wind turbine and any 

meteorological masts within the wind farm, and then sends these measurements in real-

time to a remote central computer via a communication system [17]. SCADA data has 

been used by the power generation industries for more than 35 years, and for wind 

turbine applications its role is to supervise basic turbine operation such as the turbine 

cut-in, cut-out and emergency stop [18]. A remarkable advantage of SCADA data is that 

it provides an overview of the turbine from the rotor, such as the rotational speed and 

pitch angle, to the drive train such as the gearbox oil and bearing temperatures and 
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power output from the generator. Environmental factors such as the wind speed and 

ambient temperature are also recorded in the SCADA system. This extensive data 

provides a valuable source of information on the operational health of the turbines that 

can be used as part of a holistic turbine condition monitoring system. 

The survey of commercially available wind turbine condition monitoring systems (CMS) 

available in reference [19] shows a clear trend towards vibration signals based 

techniques. The vibration monitoring mainly covers the turbine drive train where 

rotating machinery is involved. Other techniques such as oil debris analyses for gearbox 

and fibre optic based strain measurement for blades also play important roles in 

monitoring key components. These techniques will be introduced in the next chapter. 

An advantage of the SCADA based condition monitoring over traditional CMS is the 

significantly lower cost due to the lack of need of expensive sensors that are required 

such as the accelerometers to acquire the vibration signals and metal particle sensors for 

oil analysis. The SCADA data is already there so no additional costs are involved. 

Moreover, there is a significantly greater volume of data to be analysed with a traditional 

CMS than the SCADA system and also a greater requirement of data storage due to the 

difference in their sampling rates. According to reference [19], the sampling frequency 

for a vibration monitoring system exceeds 10kHz while the normal SCADA system 

samples at a rate of less than 0.002Hz. The SCADA data used in this thesis is the 10-

minute averaged value. 

However, accurate diagnosis is not always achievable using the SCADA data due to its 

low sampling rate. This weakness in analysis depth could be compensated by the width 

of information that is provided by the SCADA data across the key components [18]. 

With effective and reliable approaches, SCADA data should add confidence to the 

indicated results from the existing CMS, and add considerable value to wind turbine 

condition monitoring with little or no cost. 
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1.4. Wind turbine and its reliability 

Wind turbines can be categorized into 4 types according to their operating and control 

strategy: stall regulated fixed speed turbines; stall regulated variable speed turbines; 

pitching regulated fixed speed turbines; and the pitch regulated variable speed turbines. 

Of these the pitch regulated variable speed operation is the most popular option for 

commercial turbine application. The basics for wind turbine operation will be briefly 

introduced in this section, followed by a review of failure rates for turbine sub-

assemblies and associated downtime. 

1.4.1. Wind turbine basics 
The majority of modern wind turbines adopt the 3-blade upwind horizontal axis concept 

with pitch regulated variable speed operation. The rotor with an upwind configuration is 

preferred mainly due to noise and fatigue considerations. The key components within a 

gearbox driven turbine are illustrated in Figure 1-5. The kinetic energy in the incident 

wind is converted to mechanical energy by the rotor as the wind passes through it, and 

this mechanical energy is then transmitted to the turbine drive train, where the rotational 

speed is stepped up by the gearbox to an appropriate level to drive the generator which 

converts the energy into its final electrical form.  

The operating strategy for a typical pitch regulated variable speed wind turbine is 

illustrated by the blue solid line in Figure 1-6, where the bunch of curved dash lines 

represent the torque – rotor speed characteristics under various constant wind speeds and 

the group of point lines depicts the performance for different constant turbine 

efficiencies, with the 100% efficiency corresponding to the maximal Cp. For the low 

wind speed region just above the cut-in speed, the rotor speed is constant while the 

torque builds up. The rotational speed is then varied to track the maximal Cp (i.e. the 

100% efficiency line) for the various wind speeds below rated level, ensuring maximum 

energy capture from the wind. The rotational speed is maintained constant once it 

reaches its maximum value, and the torque keeps growing to increase the generated 

power until rated power is reached, beyond which blade pitching commences to prevent 

the torque value from further increase, limiting the turbine output to its rated power. 
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Figure 1-5: Simplified schematic for a 3-blade upwind turbine with gear drive [20] 

 
Figure 1-6: Wind turbine operating strategy [21] 
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The red straight line in Figure 1-6 shows the operating strategy for a stall regulated 

constant speed turbine. Unlike the variable speed turbines which operate optimally over 

a wide wind speed range, turbines with constant speed stay mainly sub-optimal along its 

operating line, indicating a lower overall efficiency. The power generation for stall 

regulated turbines at high wind speeds is limited by aerodynamic stall. As is shown in 

this figure, the turbine becomes insensitive to wind speed changes once it enters the stall 

region. During stall the blade will experience extremely high loading (mainly thrust), 

requiring more stiffness and of course more mass and thus higher cost, which will 

become a serious issue as the turbine size gets larger. For this reason, pitch regulation is 

more favourable than stall based power limitation. 

The discussion above explains why variable speed operation provides the turbine with 

more flexibility under different wind conditions than the fixed speed operation and 

allows maximal turbine power generation with minimised loading [22]. The double-fed 

induction generator (DFIG) has become a popular choice to realise the variable speed 

operation since the late 1990s. The variable slip in DFIG allows the variations in 

rotational speed while the generated power is maintained at synchronous frequency by 

feeding the generator rotor winding an AC signal with frequency equal to the difference 

between the synchronous and rotational frequency. This extra power loop is achieved 

using power electronics and accounts for up to 30% of the rated power of the turbine, 

[23], giving a 30% speed range for the turbine. 

Synchronous generators followed by fully-rated power converters offer another variable 

speed solution. By completely decoupling the generators from the grid, the fully rated 

converters allow more flexibility in terms of speed variation and fault isolation. 

1.4.2. Turbine components failure rates and downtime 
Most of the work on the quantitative analysis of wind turbine reliability published so far, 

such as references [24] and [25], are based on statistics from onshore turbines. The 

reliability analysis carried out by Crabtree et al. in reference [24] covers data from 2 

large surveys of European onshore wind turbines over 13 years including over 13800 
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turbine years. The failure rate for different turbine components and the corresponding 

downtime per failure are illustrated in Figure 1-7. It can be seen from this figure that the 

gearbox plays the most problematic role in both surveys in terms of downtime which can 

be up to 2 weeks, followed by generator and turbine blade, even though its failure rate is 

not as high as the electrical system and electronic control.  

The direct-drive wind turbines were proposed in recent years in order to eliminate the 

gearbox related troubles. Such a type of turbine requires a large-dimension generator 

with multi-poles to cope with the low rotor rotational speed. However, the configuration 

of the low-speed, high-torque generator together with the fully rated converters is rather 

expensive [23], and it is also claimed by reference [26] that the aggregate failure rate of 

electrical related subassemblies for the direct-drive turbines is much higher than that for 

the conventional gearbox driven turbines. 

 

Figure 1-7: Wind turbine components failure rates and the corresponding downtime per 

failure for two surveys of European onshore wind turbines [24] 

Similar results to reference [24] are obtained in reference [25], where the failure 

statistics are further divided into minor failure which occurs frequently with downtime 
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shorter than 1 day, and major failure which occurs less frequently with downtime longer 

than 1 day for all turbine sub-assemblies. This study finds that the minor and major 

failures account for 75% and 25% of the onshore wind turbine failure rates respectively, 

leading to a respective downtime percentage of 5% and 95%.  

The downtime for both failure types will increase for offshore wind turbines since timely 

maintenance will not be achieved due to the difficulties and higher costs for offshore 

access. The corresponding availability is also expected to decline. According to 

reference [27], the averaged technical availability for Barrow offshore wind farm in its 

first year of operation was as poor as 67.4%. Effective condition monitoring approaches 

can therefore play an important role in improving offshore availability and reducing 

downtime by allowing maintenance work to be scheduled ahead of anticipated failure. 

Maintenance strategies such as those proposed in references [28] and [29] can be 

employed to ensure the maximal turbine availability and optimal management of the 

available equipment taking account of the weather and the sea state. 

1.5. Thesis overview 

This thesis is organised to present the progress made and results obtained throughout the 

PhD study. There are 6 chapters in total, each of which will be briefly covered as 

follows. 

This chapter briefly introduces readers to background information including the current 

status of the wind energy development and the wind turbine reliability. And importantly 

the research emphasis on condition monitoring is justified. 

Chapter 2 reviews in some detail the various techniques that are commonly used for 

wind turbine condition monitoring. Here particular attention is paid to techniques that 

are applicable to SCADA data based analyses. 

Chapter 3 proposes a real-time condition monitoring approach based on the wind turbine 

operational power curve. This includes the reference power curve construction and a 

real-time comparison with a running operational power curve that is updated every ten 
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minutes with the latest power curve measurement pair (wind speed and power). The 

proposed method has also been applied to pitch system condition monitoring. 

Chapter 4 applies a nonlinear state estimation technique (NSET) to the condition 

monitoring of individual turbine components. Case studies for two key components in 

the drive train including the gearbox and generator are presented. The performance of 

the technique under different conditions are compared and discussed. 

Chapter 5 extends the method described in Chapter 4 to multi-machine application and 

uses it for wind farm condition monitoring. The effect of model size on the performance 

is investigated. A modified model is identified that delivers more reliable results. 

Finally, Chapter 6 draws conclusions on the presented research including both the 

effectiveness of the proposed methods and their potential for improvement.  

In addition, a number of appendices are attached at the end of this thesis that include 

NSET model results that are omitted in the main chapters for the individual turbine and 

multi-machine applications. 

1.6. Research publications 

Much of the research undertaken for this thesis was supported by the Energy 

Technologies Institute (ETI) FLOW project to develop a holistic wind turbine condition 

monitoring system.  The project was led by Moog-Insensys and also included EDF, 

E.ON, Romax and Seebyte. ETI encouraged dissemination and publication of the 

research results and throughout the period of research a fair amount of effort has been 

dedicated to this. A number of journal publications and conference papers (including 

peer reviewed) resulted. They are listed below with the most recent publications 

presented first. 

Journals 

Wang, Y., Infield, D. G., Stephen, B., Galloway, S. J., Copula-based model for wind 

turbine power curve outlier rejection, Wind Energy, doi: 10.1002/we.1661, 2013. 
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Wang, Y., Infield, D., Supervisory control and data acquisition data-based non-linear 

state estimation technique for wind turbine gearbox condition monitoring, Renewable 

Power Generation, IET, vol.7, no.4, pp.350-358, July 2013. 

Conference proceedings 

Wang, Y., Infield, D., Multi-machine Based Wind Turbine Gearbox Condition 

Monitoring Using Nonlinear State Estimation Technique, EWEA Barcelona 2014. 

Wang, Y., Infield, D. G., Stephen, B., and Galloway, S. J., Power Curve Based Online 

Condition Monitoring for Wind Turbines, COMADEM Helsinki 2013. 

Stephen, B., Gill, S., Galloway, S., Wang, Y., McMillan, D., Infield, D., Wind turbine 

operation anomaly detection using copula statistics, EWEA Vienna 2013. 

Wang, Y., Infield, D., Neural Network Modelling with Autoregressive Inputs for Wind 

Turbine Condition Monitoring, SuperGen 2nd international Conference, Hangzhou 

2012. 

Wang, Y., Infield, D., SCADA data based nonlinear state estimation technique for wind 

turbine gearbox condition monitoring, EWEA Copenhagen 2012.   
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2. Wind turbine condition monitoring techniques 

Significant effort has been made in the field of wind turbine condition monitoring 

because of its potential to improve turbine availability and reduce downtime. A common 

feature of robust condition monitoring techniques is their capability of effectively 

detecting deviations from expected system performance. This chapter provides an 

overview of the techniques that are commonly used for wind turbine condition 

monitoring including the approaches based on turbine physics and data based modelling 

that can be implemented using SCADA data.  

Physical models require substantial and detailed knowledge of the engineering science 

of the relevant system, or a sub-assembly, to generate an accurate engineering model 

that can be used for condition monitoring. Exact anomaly signatures required for the 

purpose of diagnosis can be extracted from such physics of failure models, [30]. In 

contrast, data based modelling makes use of system operational measurements, and does 

not rely on precise physical knowledge of the system, although a general engineering 

knowledge may well guide the choice of data parameters and their acceptable range. 

Most wind turbines record extensive SCADA data, most commonly every ten minutes, 

so that useful data are available in principle at no cost. With an appropriate selection of 

variables, data based modelling is capable of learning the complex inter-relationships 

among the variables including any nonlinearities and embedding the main system 

features in the model architecture, sometimes with the aid of artificial intelligence or 

machine learning techniques.  

Both of these distinct approaches will be reviewed in the context of application to wind 

turbine condition monitoring. They will be introduced and discussed in the following 

sections, with particular attention to SCADA data based modelling. 

2.1. System physics based techniques 

Conventional physics-based, sometimes called physics of failure, models are usually 

constructed based on equations expressing the relevant physics, such as in reference 
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[31], which presents a physics-based model of a gearbox and applies this to wind turbine 

gearbox fault detection. The physics that can represent the evolution of damage for a 

specific component needs to be thoroughly understood in order to construct a physically 

accurate damage model that relates the applied loads to the expected fatigue damage, 

and thus remaining fatigue life, of the component, [31]. This knowledge, however, can 

be difficult to obtain in some circumstances, [30]. 

The concept of the physics-based modelling is extended here to include techniques 

based on physical system information and measurements that are obtained using 

additional sensors and equipment. According to the survey carried out and reported in 

reference [19], vibration signal analysis, oil debris analysis, blade strain measurement 

and acoustic emission could all play important roles in the condition monitoring of 

commercial wind turbines. The realisation of these techniques relies on both the sensors 

that collect relevant measurements and an accurate specification of the system, such as 

the component design and fatigue life. The following sections will introduce and discuss 

each of the approaches in turn. 

2.1.1. Vibration signal analysis 
Vibration analysis is the most commonly used technique for the condition monitoring of 

rotating equipment, and this is true of wind turbines in particular. In the context of wind 

turbine application, vibration monitoring covers the overall turbine drive train where 

rotating machinery is involved and the vibration signals are acquired from 

accelerometers that are installed on or near key components such as high and low speed 

bearings. Figure 2-1 illustrates a typical accelerometer layout for vibration monitoring 

purposes in the drive train of a wind turbine with a 3-stage gearbox. 

The collected vibration measurements usually undergo frequency based analysis and the 

spectrum obtained provides an explicit indication of the component condition that 

facilitates the fault diagnosis for specific components. In case of degrading quality 

within the component, large harmonics could appear in the spectrum or the energy 

contained in the sideband of the spectrum will increase. Very detailed knowledge about 
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the parameters of drive train, including the dimensions for each sub-assembly within the 

gearbox and the number of gear teeth for all stages of the gearbox, is required in order to 

gain better understanding of which part of the spectral signal corresponds to the normal 

operation and which part is caused by the deterioration of the component [32].  

 
Figure 2-1: Typical accelerometer layout in the drive train of wind turbine with a 3-stage 

gearbox [33] 

Reference [34] presents a comprehensive evaluation of vibration techniques for wind 

turbine drive train condition monitoring including the Fast Fourier Transform, Cepstrum 

processing (that involves the inverse Fourier Transform), bearing envelope analysis, and 

wavelet transforms, which are capable of tracking specific frequency components under 

varying rotor speed due to their inherent ability to provide better frequency resolution at 

low frequencies and better time resolution at high frequencies [35].  

Apart from frequency domain based techniques, anomaly detection can also be 

undertaken using time series analyses of the vibration signals, such as those presented in 

reference [36], where the development of an impending gearbox bearing failure is 

indicated by an increasing trend of the time series representing the enveloped high speed 

shaft axial vibration amplitude signal.  

2.1.2. Oil debris analysis 
Oil debris analysis is also a potentially useful method for monitoring gearbox condition. 

It is sometimes integrated together with vibration analysis to provide a complete gearbox 
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condition monitoring system that can achieve a better and more accurate detection of 

gearbox faults [36]. Debris found in the gearbox lubricant oil can be considered an 

indication for wear or damage of gearbox components, where particles of different size 

and material imply different types and position of damage. A commonly used device, the 

induction sensor, is employed to check the size and amount of the ferrous and non-

ferrous debris in the lubricating oil [37]. Following particle counting, the oil is usually 

pumped to the filtration system to remove the debris, before being returned to the 

gearbox.  

 
Figure 2-2: Evolution of gearbox damage in terms of wear particle size [38] 

The evolution of gearbox damage in terms of wear particle size is illustrated in Figure 

2-2, from which it can be seen that the detection of large ferrous wear particles (with 

size more than 100 microns) can provide an early indication of potential gearbox sub-

assembly wear. For medium and small particle size ranges, however, the increment rate 

of the oil counting particles will be more informative than the absolute value of 

cumulant. Reference [24] presents an example of gearbox intermediate shaft failure, 

where the increase in the particle (ferrous 50-100 microns) count increment rate prior to 

the final failure indicates the deterioration of the intermediate shaft.  
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2.1.3. Blade strain measurement  

Strain measurement provides a simple and effective way to investigate blade loads and 

to thus predict their remaining fatigue life. Relevant sensors can be placed on the tension 

side, the compression side, the blade edge or most commonly around the blade root to 

measure the blade bending moment in response to either the blade weight or the incident 

wind (in plane and out of plane respectively).  

A common and traditional technique for blade strain measurement is to use conventional 

strain gauges. These output an electrical signal corresponding to local strain and 

determined by the shape of the sensor. For a typical foil strain gauge, the conducting 

element in vertical direction is designed to be much longer than in the horizontal 

direction, which results in more sensitivity to conductor geometry change in the vertical 

direction than the horizontal direction. The ambient temperature also acts as a very 

significant error source for the strain gauge measurement since the resistance within the 

strain gauge is prone to temperature changes. For isotropic materials with uniform 

temperature distributions, the temperature effect can in principle be eliminated through 

proper selection of half- or full-bridge strain gauge configurations. These are not 

however applicable to composite blades [39]. It is also claimed in reference [32] that 

strain gauges are not robust in the long term.  In contrast, the fibre optic based sensor 

technology offers a longer life time and more accurate measurements. However, their 

high present cost limits the current application of such strain gauges [32]. Prices are 

expected to drop as the technology further matures, and optical fibre sensors are likely to 

be of considerable importance for condition monitoring of wind turbine blades, 

particular in independent blade pitch control. 

2.1.4. Acoustic emission 
Acoustic emission is sound emitted by an object that undergoes fatigue or stress. 

Acoustic monitoring consists of two types: passive, where the excitation is produced by 

the component itself; and a second type where the excitation is externally applied [32]. 

Condition monitoring for wind turbine blades would most likely be of the passive type, 

and the acoustic sensors are attached to the turbine components under investigation 
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using a material that acts as excellent acoustic coupler, such as flexible glue with low 

sound attenuation. 

Acoustic emission monitoring is strongly related to vibration monitoring [32], and some 

recent systems combine the two techniques to obtain a more accurate condition indicator. 

For example, reference [40] uses the combination of these two techniques for condition 

monitoring of wind turbine gearbox and generator shaft. Acoustic emission signals are 

also used to identify possible blade fatigue in critical areas such as the blade root, [41].   

2.2. SCADA data based modelling 

Compared to vibration analysis, oil debris analysis, strain gauge measurement and 

acoustic emission that all require detailed engineering knowledge and knowledge of the 

operating characteristics of the monitored component, SCADA data based modelling is 

relatively easy to construct and generalize. As already mentioned, SCADA data based 

techniques require no new sensors and thus are cheap to implement. The increasing 

application of machine learning techniques in recent years and the diverse choices of 

artificial intelligence approaches have facilitated SCADA data based modelling for the 

condition monitoring of wind turbines, [42]. 

The inter-relationships between key operational parameters represented by the SCADA 

data have to be identified (or learned) in order to produce effective models and anomaly 

detection. For parametric models, such as Artificial Neural Networks (ANNs), the 

interrelationship among key variables are represented by the weight and bias parameters 

of each neuron, and these are determined by training on historical data. For non-

parametric models, such as the Nonlinear State Estimation Technique (NSET), the 

model output is computed by calculating the similarity between each new input and the 

stored historical exemplars taken from a healthy unit, in this context the wind turbine. 

Numerous techniques have been successfully applied to the area of SCADA based wind 

turbine condition monitoring, some of which will be introduced in the following sections 

including the ANN, Support Vector Machine (SVM), Bayesian network (BN) and the 
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NSET. All of these techniques were originally developed for other applications but are 

readily applicable to wind turbine SCADA data. Relevant research results and potential 

issues will also be discussed in more detail for each technique below. Finally, there are 

condition monitoring approaches based on operational power curves.  Actually these are 

a special form of SCADA data analysis. They cannot always directly identify the faulty 

component but they can flag up a range of issues that impact on power generation 

performance. Such approaches provide a simple and effective means to monitor the 

overall turbine status in general and will be presented at the end of this chapter. 

2.2.1. Artificial neural networks 
Artificial Neural Network or Neural Network (NN) models, being biologically inspired 

by the mechanism of human brains, are parametric models designed to capture data 

interrelationships between input parameters and outputs using weight and bias 

parameters for individual neurons. NN models can be used for both data classification 

where the output variables take values of class labels and data regression where the 

outputs take continuous values. In either case, the neuron parameters are established 

through a training process, often using the back propagation algorithm. 

Figure 2-3 shows an example of multilayer feed-forward neural network consisting of 

input layer, hidden layer and output layer, each of which comprises a group of neurons 

[43]. Sometimes the hidden layer could consist of more than one layer. Figure 2-4 

illustrates the inner structure of an elementary neuron where R represents the number of 

elements in input vector; W and b are weight vector and bias of the neuron, respectively. 

The weighted sum is then input into a transfer function, f, to generate neuron output a, 

which is fed as input to the neurons in next layer until reaching the output layer [44]. 

The most commonly used three transfer functions for multilayer neural network model 

are log-sigmoid transfer function, the tan-sigmoid transfer function and linear transfer 

function, the algebraic algorithms and corresponding graphs of which are tabulated in 

Table 2-1. 
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Figure 2-3: Feed-forward neural network model architecture example [43] 

 
Figure 2-4: Inner structure of a general neuron with R inputs [44] 

Unlike the feed-forward neural network where all concurrent information flow transmits 

uni-directionally from inputs nodes to outputs, the recurrent neural network enables 

dynamic temporal processing by utilizing an internal state with memory to take into 

account the historical inputs through feedback loops [45]. And the NN models have 

achieved a significant breakthrough in model accuracy by employing back propagation 

techniques, which iteratively adjust the weights and biases in each neuron in order to 

minimise the output error [46]. A list of either gradient or Jacobin based back 

propagation algorithms with their detailed descriptions for NN model training is 

presented in [44]. Among all the training functions provided, the Levenberg-Marquardt 
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algorithm is claimed to be the fastest algorithm for small networks, but not so 

appropriate for large networks due to its requirement of more memory and computation 

time. 

 Transfer function algorithm Transfer function illustration 

 

Log-sigmoid 

 

            
 

     
 

 

 

Tan-sigmoid 

 

            
 

      
   

 

 

Linear 

 

               

 

Table 2-1: Three commonly used transfer functions in the neurons of NN models [47] 

As is shown in Figure 2-3, the number of neurons in the input and output layers is 

determined by the number of input and output variables that are relevant for a given 

problem, hence these are treated as fixed in model construction. As for how many 

neurons should be chosen for the hidden layer, the general rule is that the neuron number 

should not be too large as this can lead to over-fitting of the model and cause failure to 

model generalization, and also not too small as this will result in model under-fitting. 

Reference [48] suggests the hidden layer size should to be between one-half and three 

times the inputs size, and reference [49] proposes an optimal hidden neuron of 75% of 

the input variables number, neither of which is commonly accepted due to insufficient 

theoretical foundation. In practice, the choice of the number of hidden layer neurons 

involves experience and experiment [50]. 
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NN models have been widely employed in wind turbine condition monitoring research 

due to their ability to model nonlinear dynamic process and efficiently resolve pattern 

recognition issues [51, 52]. References [53] and [54] both present successful wind 

turbine gearbox fault diagnosis examples using NN models with a three-layer structure. 

The former identifies gearbox anomalies through model learning and comparison with 

turbine performance data based on gearbox cooling oil temperature taken from SCADA 

data, and the latter employs 9 vibration signals from a gearbox, in vertical, horizontal 

and axial directions, as model inputs.  

Despite of its robustness in nonlinear statistical identification and relationship learning, 

care is required during model construction and training. Issues such as local minima in 

gradient descent algorithm and extrapolation limitations in model estimation have 

already gained awareness for different neural network model applications. Reference [55] 

investigates the local minima issue of neural networks in using the back propagation 

algorithm and proposes some sufficient conditions for robust solutions. Reference [56] 

provides an insight into the neural network model structure and gives an explanation of 

its limited extrapolation capability. 

Apart from the common issues mentioned above, neural network models may also suffer 

from performance limitation with specific reference to models including autoregressive 

inputs. The main purpose for introducing autoregressive lag terms of a variable in a time 

series is to feed information to current or future value estimation from recently past 

values [57]. The success of Markov modelling underpins this approach. Successful 

identifications of incipient turbine anomalies are demonstrated in both [58] and [59], 

both of which employ autoregressive inputs. The effect of including autoregressive 

inputs on model performance is investigated in reference [60], based on the identical NN 

model presented in reference [58]. A potential but not conclusive issue of unreliability 

has been pointed out in reference [60] for such models due to the heavily weighted 

autoregressive terms, requiring a more cautious approach to model construction and 

training. 



 

29 

 

2.2.2. Support vector machine 

The support vector machine (SVM) is a relatively new machine learning technique 

proposed by Vapnik in 1995. It is capable of data pattern recognition, such as 

classification, and regression for nonlinear and high dimensional data, similar to the NN 

model. However, unlike the NN model whose architecture and various associated 

parameters need to be found, the SVM requires few parameters and is not prone to 

identification of false (local) minima due to optimization using a convex function during 

training, [61]. The basic idea of the SVM is to map the input vectors that are not fully 

linearly separable into a feature space with a higher dimension where optimal separation 

of the mapped data can be achieved using hyperplanes, [62].  

 
Figure 2-5: A simple example of 2-dimensional linearly separable data separated by a 

line [63] 

An example of 2-dimensional linearly separable data is illustrated in Figure 2-5, where 

the empty and filled circles represent two different data classes. There are infinite 

choices of lines that could be used to separate the two classes and SVM uses the 

maximum-margin line, as shown in Figure 2-5, which allows for noise and has greatest 

tolerance to errors in the data on either side. The data points closest to the separating line 
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are the support vectors, as shown by the boldly circled points, which define the upper 

and lower decision boundaries for each data class. The generalized separating 

hyperplane and associated regions for different classes in higher dimensions are 

expressed by Equations (2-1), (2-2) and (2-3). 

         

         

            

(2-1) 

(2-2) 

(2-3) 

where W and b are the parameters that define the hyperplane, and vector w is normal to 

the plane. For each input xi, there is a corresponding output yi that belongs to one of the 

two classes, i.e. yi = 1 for Equations (2-2) or  1 for Equations (2-3). Therefore 

Equations (2-2) and (2-3) can be combined into Equation (2-4) below. 

               (2-4) 

The margin is defined to be the distance between the upper and lower boundaries, which 

is 
 

   
 according to vector geometry.     need to be minimised in order to achieve the 

maximal margin, which is equivalent to minimising 
 

 
    , [64]. This use of this term 

provides a quadratic optimisation with unambiguous global minimum and no local 

minima, due to its convex form. The parameters are conventionally solved using a 

Lagrange algorithm based on the training data, and can then be used to classify further 

testing data. 
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(a) Non-linear data in original space  (b) Linearly separable data in feature space 

Figure 2-6: Data separation by transferring into feature space with higher dimension [63] 

In reality most of the training data are usually not completely linearly separable, such as 

the case shown in Figure 2-6(a), where the red hollow points and the blue solid points 

represent two different classes. In this case no straight lines can be used in the two 

dimensional space to perfectly separate these two groups. However, the data would 

become linearly separable by being transferred into a higher dimensionality space, 

which is known as the feature space, using a proper nonlinear kernel function       , 

and a separating hyperplane can be found to achieve the separation task as illustrated in 

Figure 2-6(b). Some common choices for kernel functions include the Gaussian radial 

basis kernel, the polynomial kernel and the sigmoid kernel [64]. 

In the cases where misclassifications exist for a very small population randomly 

distributed in the training data, the kernel approach to exact separation of data would 

probably lead to over-fitting and hence lack of general applicability, and a soft margin is 

employed in such situations by introducing a positive slack variable,  , to relax the 

constraints of the decision boundaries as shown in Equations (2-5) and (2-6). The 

associated objective function is also modified to Equations (2-7), where the second term 

is a regularization term which constrains the model complexity and hence prevent over-

fitting and parameter C indicates the compromise between the slack variable penalty and 

the margin size [64].  
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           for yi = 1 

            for yi =  1 

min 
 

 
          s.t.                      

(2-5) 

(2-6) 

(2-7) 

For SVM to perform regression, a real-valued and continuous output is obtained using 

Equation (2-8) based on the training data. Two slack variable penalties,    and   , are 

used to indicate the position of the observations, i.e. whether above or below the 

hyperplane respectively, and the corresponding objective is expressed by Equation (2-9) 

[64]: 

          

min  
 

 
          

    
      s.t.   

   ,   
    

(2-8) 

(2-9) 

SVMs have been extensively applied to many domains ranging from image and text 

detection and categorization [65] to astronomy [66]. The use of SVM for fault detection 

started in 1999 and the associated detection accuracy was found to be improved, [67]. 

Widodo et al. present a review of the SVM applications to the diagnosis for roller 

bearings, induction machines, turbo pump and a number of other mechanical machinery 

in reference [68].  

A successful SVM based fault diagnosis for a direct-drive wind turbine is presented in 

reference [69], in which the time-domain vibration signals from turbine main shaft under 

five different failure modes are used as model inputs. The SVM model is trained by 

establishing a mapping relation between the characteristic input vectors and the 

corresponding failure types. Reference [70] presents a study of gear fault detection to 

compare the model performance of ANN and SVM based on the time-domain vibration 

signals. The comparisons are implemented under different load conditions and model 

configurations, and the results for most of the cases demonstrate a better classification 
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accuracy using SVM. It is also claimed that for all the cases considered the training time 

for SVM is much reduced compared to ANN models. 

Until now not much research has been done using SVM analysis of SCADA data for 

condition monitoring. Considering the excellent performance reviewed above and its 

capability of data feature extraction without too much background knowledge due to its 

artificial intelligence nature, SVMs should be readily applicable to wind turbine 

condition monitoring using SCADA data. Of course there are other techniques such as 

k-nearest neighbour and random forest modelling that have found successful 

applications to wind turbine condition monitoring as presented in references [71, 72]. 

2.2.3. Bayesian networks 
Bayesian networks (BNs) can be used to construct probabilistic graphical models that 

represent the causal relationships among a set of random variables (RVs). A directed 

acyclic diagram is utilised, where each variable is represented by a node [73]. In 

diagnostic models the nodes can be categorized into root causes or faults, evidences or 

tests, [74], and directed arrows are used to indicate the cause and effect relationship 

between these nodes, pointing from the root cause (parent node) to its effect (child node) 

[75]. For diagnosis purpose a conditional probability table (or conditional probability 

function in the case of continuous RVs), obtained by either learning from the existing 

data or from expert knowledge, is required for each node, where all the possibilities for 

all of its parent nodes (if they exist) should be included. Based on these statistics the 

probability of a root cause, denoted C, conditional upon test results/evidence observed, E, 

is       , which is also known as the posterior. It can be inferred from the prior,     , 

and the likelihood ratio,            , using Bayes‟ rule, which is expressed in 

Equation (2-10), 

       
           

    
 (2-10) 

A simple example of a discrete BN with binary valued RVs is presented in Figure 2-7, in 

which the causalities relating four variables, including cloudy, sprinkler, rain and wet 
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grass, are illustrated together with the associated (conditional) probability tables. The 

event „being cloudy‟ has an effect on the status of sprinkler and rain, both of which 

directly determine whether the grass would be wet or not. As mentioned above, all the 

possible outcomes from the parent nodes should be considered in the conditional 

probability tables for their children nodes, which results in 2
1
 = 2 conditions for the 

nodes „sprinkler‟ and „rain‟, and 2
2
 = 4 conditions for node „wet grass‟. Applications of 

Bayes‟ rule to calculate the probability of specific events, such as „being cloudy given 

the grass is wet‟, based on observed evidence, are presented in detail in reference [76]. 

 

Figure 2-7: A discrete Bayesian network example [75] 

The Bayesian network model is capable of dealing with missing data, thus allowing it to 

be widely applied [75]. A successful application of the BN model to detect and locate an 

anomaly of the electrical pitching system of wind turbine blade is presented in reference 

[77], where a combination of 10-minute SCADA data and 1-second alarm signals are 

used in the BN model reasoning and the dependencies among different variables are 

established using the binary valued conditional probability table as shown in Figure 2-7. 

Additionally, the BN model has been extended to wind resource estimation. Carta et al. 

propose a BN based probabilistic model in reference [78] for prediction of long-term 
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wind speed histogram and the associated power generation, which is an essential pre-

requisite to wind farm site assessment. The wind speed histogram is estimated based on 

the wind speed and wind direction measurements from three reference sites nearby. 

Unlike the Bayesian network which presents the causality of random variables under the 

concurrent state, a dynamic Bayesian network (DBN) also takes account of the effect 

from historical states of a variable on its concurrent state as in the Markov modelling 

with memory. By including dynamic nodes in the extended state space, the DBN is able 

to integrate the degradation mechanisms of a specific system to its probabilistic model, 

thus enabling prognosis of system anomalies [79]. The dependencies on the historical 

states in a DBN can be obtained by either learning from the existing data or expert 

knowledge as in a Bayesian network. 

Reference [80] presents the application of both BN and DBN to condition monitoring of 

wind turbine gearbox, with supporting evidence from both the ice sensing and oil debris 

information. The Bayesian network is implemented in Labview for online diagnosis by 

importing the real-time signals from the ice sensor and particle sensor that are installed 

on the physical test rig. The DBN is used for further prognosis of gearbox anomalies by 

including historical states for different variables and the associated dependencies in the 

directed acyclic graph. 

The construction of the conditional probability table (or function) for the child node is 

based on the combination of each single state from all of its parent nodes, which results 

in an exponential scaling up of the model complexity with the associated number of 

parent variables. Another problem is that the observations required for fault reasoning 

are sometimes indirect or costly [74]. The exponential scaling pattern and difficulties in 

implementing the diagnostic tests limit the application of the BN and DBN as diagnostic 

and prognostic tools to complex problems, therefore the BN and DBN variables based 

on which the diagnostic tests are performed must be selected efficiently and effectively.  
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2.2.4. Nonlinear state estimation technique 

The Nonlinear State Estimation Technique (NSET) was originally proposed and has 

been successfully applied for nuclear power plant condition monitoring [81]. It provides 

a state based vector recognition technique in which the state vectors consist of historical 

sensor readings at a specific time stamp for variables that are closely related to the 

model.  

Unlike parametric models, such as the ANN and SVM, whose model parameters need to 

be fitted through the training process, NSET is a non-parametric model that learns data 

relationships by directly computing the similarity between the input signals and the 

historical state vectors that model the behaviour of the relevant system. A so called 

training data are used to select the representative state vectors which are then stored in a 

memory matrix, usually a subset of the training set, for further use and model estimation. 

For both the parametric and non-parametric models, the available data are divided into 

three parts, namely: the training data; validating data; and testing data. The former two 

are both chosen from operational data where the wind turbine is known to be healthy, 

whilst the latter contains potential turbine anomalies/incipient faults that the condition 

monitoring system is seeking to identify.  

Despite of the fact that parametric models require relatively less computational effort for 

output estimation than non-parametric models since the model architecture has been 

defined up-front, a big advantage of the non-parametric models over the parametric ones 

is the ease of modification of the embedded functional relationship in case of changes in 

operating region. Retraining is required if parametric models are to take into account any 

changes in the functional relationship between variables corresponding to a new 

operating state.  For example a NN model may require extensive computational effort to 

be retrained and may produce inconsistent results due to random initialization and the 

issue of inherent local minima, [82]. In contrast, non-parametric models, such as the 

NSET, can easily adapt continuously to changes in operating region by the simple 

addition of associated state vectors into the memory matrix, [82].  
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The ease of use and the enormous potential of NSET for wind turbine condition 

monitoring, based on the successful application to health monitoring of the nuclear 

plants, [81], and rotational machinery, [83], are reflected in its selection to monitor the 

key turbine components in the research presented in later chapters. 

The NSET is used for SCADA data based anomaly detection of a wind turbine generator 

in reference [84], using the generator winding temperature as the condition indicator. 

The memory matrix in this work was constructed using a proposed state vector selection 

algorithm and although the selected candidate vectors are limited to a small proportion 

of the available training set, they cover most effectively the complete operating region of 

the turbine. A variety of nonlinear functions can be used as the nonlinear operator for the 

model output estimation, but the Euclidean distance is most commonly used, as it is in 

reference [84], due to its excellent performance as presented in reference [85]. Hines et 

al. take the nonlinear operator in reference [86] in the form of a Gaussian kernel function 

which requires an extra bandwidth parameter to be optimized during model output 

estimation. It is also claimed by reference [86] that the impact of operator choice on the 

algorithm performance is insignificant. For this reason the Euclidean distance is most 

often retained as the nonlinear operator due to its simplicity, see for example reference 

[87], which presents a successful NSET application to turbine gearbox anomaly 

identification using the SCADA data. The threshold for anomaly detection in reference 

[84] is set to an arbitrary multiple of the maximal validating residual, whereas reference 

[87] uses the more rigorous Welch‟s hypothesis test to identify any significant 

performance deviations based on the NSET model estimation. Reference [40] utilizes a 

Gaussian error function to measure the probability of detecting an actual anomaly in the 

context of false alarms. 

It should be noted that NSET has been proposed and presented in the form of an auto-

associative model in all the relevant works mentioned above. It can be seen from the 

schematic diagram for an auto-associative model in Figure 2-8 that the outputs are 

designed to emulate its inputs over an appropriate dynamic range, [82]. State vectors that 

represent the dynamic system in normal operation are selected during the memory 
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matrix construction. Based on the learned relationship, the model is capable of denoising 

the inputs/observations which may contain noise or reflect a system anomaly and 

producing the true values of parameters that correspond to system operation under 

normal conditions. These fault-free model outputs can then be used to detect anomalous 

behaviour through their deviation from operational data (observations) with incipient 

faults. 

 
Figure 2-8: Schematic diagram for an auto-associative model 

The research carried out in this thesis takes reference [79] as its starting point. Early 

thesis work was reported in reference [87], and this will be presented in Chapter 4, 

where NSET based condition monitoring methodologies and associated algorithms will 

be detailed. Model performance under different situations, and also the impact of 

additional state vectors and reduced input variables, will also be discussed in the context 

of applications to anomaly detection for a wind turbine gearbox and generator, using the 

10-miniute SCADA data. The individual turbine condition monitoring method based on 

NSET will then be extended to a multi-machine application in Chpater 5 using the same 

case studies. 

2.2.5. Operational power curve based techniques 
The relationship between wind turbine power output and the corresponding wind speed 

experienced by the turbine rotor defines a wind turbine power curve, and this provides a 

fundamental but important metric with which to identify the operational health of a wind 

turbine. A key attraction for condition monitoring purposes is that power curves can be 

calculated with an acceptable degree of accuracy using the already available wind farm 

SCADA data. SCADA data is normally collected at 10 minute intervals and thus is 
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compatible in this important regard with IEC Standards, [88], for power curve 

calculation.  

To date, power curves have mainly been used by developers (the purchasers of the 

turbines) to ensure that the turbines supplied by the original equipment manufacturers 

(OEMs) conform to their specification, of which the manufacturer‟s power curve is an 

essential part. With the aid of proper techniques, regularly updated power curves can 

also provide a convenient means by which to identify whether operational wind turbines 

continue to function well.  

The nonparametric k-nearest neighbour (kNN) algorithm is utilized in reference [71] to 

construct the reference power curve for further anomaly identification based on 

exemplar training data from individual turbine. The same algorithm has been extended 

in reference [89] to construct a wind farm level reference in order to monitor the general 

operational status for the complete site. In this extended use, principal component 

analysis, [90], was used in combination with the kNN algorithm to reduce the dimension 

of the input data by selecting only the most informative wind speed components. The 

drawback of the kNN approach is not only the computational burden involved, which 

becomes significant for large training data sets, as implied in [89], but also the fact that 

the original data is transformed by the k-averaging process, which replaces the original 

data with the averaged value from the k nearest points. 

Reference [91] treats the relationship between wind speed and power output across the 

wind farm as stochastic and develops a probability distribution of wind farm power 

generation in terms of wind speed and wind direction, based on conditional kernel 

density estimation. The resulting distribution could be used by power system operators 

to model expected power production. 

Identification of blade and yaw system faults based on the monitoring of power curves 

are documented in reference [92], where a Copula model based method is employed for 

reference power curve construction due to its excellent performance in characterising 

nonlinear relationships such as that between wind speed and the power output as 
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represented by the power curve, and a sequential probability ratio test is used for 

anomaly identification.  

A similar approach is followed in reference [93], where the „method of bins‟ as specified 

by the IEC standard is used to form the power curve, and a Copula based model is used 

to clean the power curve measurements by automatically removing outliers in order to 

achieve a more precise reference curve. A bin by bin statistical comparison through 

hypothesis testing is undertaken to facilitate the identification of anomalies and these are 

interpreted using a proposed power curve fault logic. Unlike reference [92], which 

transfers the power curve measurement data into the Copula domain, this work analyses 

the power curve performance data in the original measurement domain, thus providing a 

more meaningful and straightforward interpretation. This research has been further 

extended and will be presented in Chapter 3. 

Schlechtingen et al. present a comparative study of four techniques for turbine power 

curve based monitoring in reference [94], including cluster centre fuzzy logic, an ANN 

model, a kNN model and an adaptive neuro-fuzzy interference system. This highlights 

the adaptive neuro-fuzzy interference system to be the most effective of the four 

techniques. The model based on the selected technique is then improved by introducing 

two additional parameters: ambient temperature; and wind direction.  

One of the potential issues of power curve based analyses is that the wind speed 

measurements available in the SCADA data sets will not in general comply with the IEC 

standard for power curve determination. For instance, the standard specifies a preferred 

meteorological mast position at a distance of 2.5 rotor diameters upwind of the wind 

turbine, whereas the SCADA wind speed data is recorded using a nacelle mounted 

anemometer which is located immediately behind the rotor and suffers from wind speed 

loss, and added turbulence, due to the turbine wake. The correction of such wind speed 

measurements, and corresponding data pre-processing, will be discussed in the next 

chapter. The authors in reference [94] have pointed out the significance of ambient 

temperature on model performance due to its impact on power output through air density. 
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It is preferable to follow the IEC performance standard and incorporate the effect of 

ambient temperature by making an air density correction. This will also be presented in 

the next chapter. 

2.3. Chapter summary 

This chapter has provided an overview of the commonly used physics based techniques 

and also machine learning/artificial intelligence based data mining methods. In order to 

be effective, wind turbine condition monitoring must be based on robust techniques 

capable of producing accurate and reliable results, thus facilitating timely detection of 

anomalies that can be interpreted as incipient fault. Different techniques are available 

and the correct choice for condition monitoring purposes will depend on the nature of 

the available data and expert domain knowledge. 

It should be noted though, that although much research has been published on SCADA 

based condition monitoring, there are few commercial applications. Wind farm operators 

remain rather sceptical about the benefits of SCADA based condition monitoring and 

worry about a propensity of such systems to flag up numerous false alarms. The 

following chapters will demonstrate the effectiveness of SCADA based techniques and 

hence show the potential for SCADA based condition monitoring.  

The NSET technique has been identified as promising early on in this research and will 

be further explored in Chapters 4 and 5. It requires less domain knowledge than the 

physics based techniques during application due to its data mining nature, and it requires 

much less effort for modifications to reflect time dependent changes in the functional 

relationship between key variables, associated for example with changes in operating 

regime, compared to the effort to retrain parametric models. Power curve based 

condition monitoring for wind turbines has been introduced, and will be taken up in 

more detail in Chapter 3.  
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3. Power curve based wind turbine condition monitoring 

Power curve measurements from the SCADA system provide a conventional and 

effective means of assessing the performance of a wind turbine, both commercially and 

technically. Increasingly high wind penetration in power systems and offshore 

accessibility issues make it even more important to monitor the condition and 

performance of wind turbines based on timely and accurate wind speed and power 

measurements.  

 
Figure 3-1: Typical manufacturer‟s power curve 

An example of manufacturer‟s power curve for a pitch regulated commercial wind 

turbine with rated power of 2.3MW is shown in Figure 3-1, where the cut-in and cut-out 

wind speeds of this specific wind turbine are 3m/s and 25m/s respectively, and the 

relationship between wind speed and output power shows the usual nonlinear features. 

No power production from the turbine is available for wind speed below the cut-in and 

above the cut-out values. For wind speed in the range between the cut-in and rated wind 

speed level, the central controller maintains the turbine operation at an optimal power 

coefficient by controlling the generator torque, and the turbine output power is limited to 

rated power above the rated wind speed by adjusting the blade pitch angle [95]. 
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This chapter will first introduce the power curve basics and the associated data 

correction and uncertainty presentation. A Copula-based joint probability model, which 

is capable of capturing the complex nonlinear relationship between the power output and 

wind speed, will then be employed to exclude the outliers in the reference data. This will 

lead to more reliable subsequent fault detection, which involves a bin-by-bin based real-

time power curve comparison method. A general fault logic will be outlined for 

interpreting aspects of power curve deviations, followed by a case study of successful 

detection of yaw misalignment to demonstrate the effectiveness of the proposed method. 

Finally the application of the proposed method to pitch performance condition 

monitoring will also be briefly discussed. 

3.1. Data pre-processing and power curve presentation  

Measurements retrieved from the SCADA system consist of 10-minute averaged values 

of nacelle anemometer wind speed, turbine power output, ambient temperature and 

atmospheric pressure. The latter two measurements determine the air density, ρ, to 

which the power in the wind is proportional, and to which the turbine power output, P, 

can be assumed to be proportional for below-rated operation: 

  
 

 
         (3-1) 

where R represents the radius of turbine rotor; v is the free wind speed experienced by 

the rotor which is different from the nacelle anemometer measurement and Cp indicates 

the power coefficient.  

The wind speed measurement from the nacelle anemometer needs to be corrected to the 

free-stream rotor wind speed in order to reflect the actual relationship with the turbine 

output power as expressed in Equation (3-1). In order to make fair comparisons between 

operational power curves, the acquired power curve measurements are also required to 

be corrected to standard air density conditions (15  and 101.325kPa). The details for 

both of these corrections will be shown in following sub-sections. And the bin-averaged 
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power curve based on the corrected data will be presented in Section 3.1.3 with the error 

bars indicating the uncertainty associated with the data.  

3.1.1. Nacelle anemometer wind speed correction 

The accurate measurement of wind speed is essential for the reliability of both the 

annual energy production estimation and power curve performance tests. The IEC 

standard [88] specifies that the meteorological mast position should be between 2 and 4 

rotor diameters upwind of the testing turbine, with a preferable distance of 2.5 rotor 

diameters and at approximately the hub height. However, these specifications are mainly 

used for initial contractual obligation verification of the power performance performed 

by turbine manufacturers [89], and are rarely met for individual turbine measuring 

purpose in reality due to the complex terrain in certain cases and the expensive cost 

involved in purchasing and installing the meteorological mast [96].  

Therefore the wind farm operators tend to use the turbine nacelle anemometer reading as 

an alternative for wind speed measurement collection. The nacelle anemometer reading, 

however, cannot accurately represent the free-stream wind speed experienced by the 

turbine rotor since the incident wind is disturbed by the rotor disc itself. So a wind speed 

conversion from the anemometer measurement to the free-stream value is established 

based on the relationship between the anemometer and meteorological mast readings [96, 

97, 98]. Reference [97] fits a 5
th

 order polynomial curve between these two variables and 

states that the established relationship could only be transferred to other turbines of the 

same make and type if the rotor settings and the nacelle anemometer mounting remain 

unchanged plus the terrain is flat. But the authors in references [96, 98] claims that linear 

regression is adequate for the mast-nacelle anemometer relation. 

The nacelle anemometer measurement can theoretically be approximately a third lower 

than the meteorological mast reading due to the fact that wind turbines are designed to 

operate at optimal    for below rated region, and the value of    is related to the axial 

flow induction factor, which indicates the proportion of wind speed that is slowed down 

at the rotor, by Equation (3-2), where the maximum    occurs when       [99]. 
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             (3-2) 

 
Figure 3-2: Relationship between Met mast and Nacelle anemometer wind speed for 

Turbine 1 

 
Figure 3-3: Comparison of power curves based on Met mast and Nacelle anemometer 

wind speed measurements for Turbine 1 

An example of relationship between the meteorological mast reading and nacelle 

anemometer measurement (from the SCADA record) of wind speed from a healthy 

operational turbine (hereafter referred to as „Turbine 1‟) is shown in Figure 3-2 in which 
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a linear regression fits the data remarkably well. It can be seen from this figure that the 

values for these two wind speed measurement are quite similar, which differs from the 

expectation of 1/3 difference as explained in the analysis above, implying that the 

nacelle anemometer measurement in the SCADA record may have already been 

corrected. This is also confirmed by the excellent matching between the nacelle 

anemometer based power curve with air density corrected (which will be introduced in 

the following section) and the manufacturer‟s curve as shown in Figure 3-3, which 

would otherwise show significant deviations from the reference curve. So, in the 

absence of any confirmation from the turbine operator, it is assumed that the nacelle 

anemometer measurement in the SCADA system has already been corrected to the free-

stream value. And the same assumptions are made for the following analyses in this 

chapter, unless some systematic and significant deviations occur throughout the entire 

power curve even for healthy turbine operation. 

Much less scatter can be observed in the power curve generated from the nacelle 

anemometer readings than from the met mast based power curve, as shown in Figure 

3-3. This is because of the increased proximity of the nacelle anemometer to the rotor. 

The increased precision in the results indicates that the power curve based on the 

corrected nacelle anemometer wind speed could provide more accuracy. 

3.1.2. Air density correction 
Air density correction has to be applied to the power curve measurements before any 

power curve based analyses can be undertaken since the power captured by the turbine 

rotor is proportional to the density of air passing through it as mentioned earlier. 

According to IEC standard 61400-12-1 [88], the air density correction for actively 

controlled wind turbine is conducted with regards to wind speed only using Equation 

(3-3) 

      
 

     
 
   

  (3-3) 
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where VM and VC are the measured and corrected wind speed, respectively. And the 

ambient air density, ρ, can be calculated by Equation (3-4) 

        
      

 
  

 

      
   (3-4) 

where T represents the ambient temperature in degrees absolute and B is the barometric 

pressure in mbar, both of which are 10-minute averaged values from the SCADA data. 

Usually the value of B is assumed to be the standard value of 1013.3 mbar, leaving T to 

be the only relevant parameter for air density calculation. 

The corrected measurements are under standard air density conditions and could 

therefore be used for comparison purpose. It should be noted that the air density 

corrected wind speed is distinct from the corrected anemometer wind speed as 

introduced in previous section, and the anemometer wind speed correction, if needed, 

should be undertaken before the air density correction. 

3.1.3. Sources of uncertainty 
IEC standard [88] specifies the use of the „method of bins‟ to form the power curve. 

SCADA data are grouped and averaged in 0.5 m/s wind speed bins, with uncertainties 

being illustrated by error bars for each bin. According to reference [100] the 

uncertainties associated with the power curve measurement can be classified as Category 

A, which takes account of the standard deviation of the scatter in each bin, and Category 

B, which is based on the knowledge of instrument. For the analyses in this chapter, only 

uncertainties associated with Category A are considered since the accuracy of power 

curve related sensors is unavailable in most SCADA systems. The uncertainties 

associated with Category B will be included in the power curve measurements and 

presented by the illustration. The main uncertainties, Sj, in Category A are for power 

variation and the appropriate expression is shown in Equation (3-5) for each wind speed 

bin j. 
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  (3-5) 

where    represents the standard deviation of the power measurement in the j
th

 bin and 

Kj is the number of points in this bin. The term 
 

   
 results from the Central Limit 

Theorem‟s measure of uncertainty, which gives an indication of the confidence in the 

expected value of the power curve at that wind speed point based on the number of 

observations in the bin [100].  

Figure 3-4 shows power curve measurements for a two-month period (depicting 7257 

pairs of data) of fault free operation from a pitch regulated variable speed wind turbine 

(hereafter referred to as „Turbine 2‟) with a nominal rating of 2MW. The corresponding 

power curve, produced by binning as outlined above, is shown in Figure 3-5, where the 

error bars represent the uncertainties. The relatively large error bars at the high wind 

speed (values over 20 m/s) bins are not important here because it is known that the 

maximum power generated is well controlled and determined by the turbine control 

system, [101], as shown in Figure 3-4. These are due to the insufficient numbers of 

points in these particular bins reflecting the occasional nature of the very high wind 

speeds. 

 
Figure 3-4: Scatter plot of power curve measurements for Turbine 2 
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Figure 3-5: Power curve with error bars showing data uncertainty for Turbine 2 

 
Figure 3-6: Power curve with error bars showing data dispersion for Turbine 2 

The power curve has been re-plotted in Figure 3-6 with errors bars showing the value of 

the unmodified  . In this case the size of error bars indicates the spread of data. It can be 

seen that the largest values of   occur around and just below the rated wind speed of 

13.5 m/s for reasons that will be discussed in Section 3.2.3. 
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3.2. Reference power curve construction using Copulas based 

model 

To be capable of early fault detection, small changes in power curve need to be 

detectable and an accurate power curve reference is required to guarantee the reliability 

of the subsequent fault detection. The reference power curve in this chapter is 

constructed based on the turbine operational data rather than using the manufacturer‟s 

data due to the consideration of both the environmental factors (such as wind shear, 

wind veer and turbulence) and the effect of bias errors associated with instruments as 

mentioned in the previous section.  

Examination of most SCADA data reveals ten minute averaged power-wind speed pairs 

(as binned to create power curves) that lie well away from the bulk of points, and thus 

can be regarded as outliers. There are many reasons for such “erroneous” data. A 

common example is when a turbine changes status part way through the ten minute 

period, for example due to turbine cut out. The mean output will thus be much reduced, 

but the measured wind speed will be unaltered, such as those significant and isolated 

deviations illustrated in Figure 3-3 for Turbine 1. Not all SCADA data systems flag up 

such changes in status. This means that other approaches must be used to exclude such 

data, prior to final power curve determination. Here we make use of Copulas, which are 

capable of characterising multivariate nonlinear relationships in the form of multivariate 

probability distributions based on the individual univariate probability distributions 

[102].  

The mathematical background of Copulas will be introduced first in this section, with 

particular attention being paid to the Frank Copula model and the Gaussian Mixture 

Copula Model (GMCM). The GMCM will be used to capture the two-dimensional 

power curve distribution using the operational data as illustrated in Figure 3-4 for 

Turbine 2 and the model‟s goodness of fit will be compared with that for the Frank 

Copula model and the Gaussian Mixture Model (GMM) using the Bayesian Information 

Criterion (BIC). The obtained bivariate probability distribution will then be used for 



 

58 

 

reference power curve construction by rejecting any statistically significant outliers 

present in the power curve measurements. An example of power curve cleaning using 

the Copulas for Turbine 1 will be presented at the end of this section. 

3.2.1. Expressing Dependency through Copula Statistics 
The term Copula was first employed by Sklar to mean bringing together the complex 

nonlinear dependency structure of a multivariate data set with its one-dimensional 

marginal distributions [103]. Sklar‟s theorem [102] forms the foundation for the 

development of Copula model development; according to this theorem, if a joint 

cumulative distribution function (CDF), F, exists for the random variables 

               , then there must exist a Copula function   such that: 

                                          (3-6) 

where        is the i
th

 marginal CDF for the i
th

 random variable. The Copula function C 

is uniquely determined if the        are continuous, otherwise   is only unique within 

the value range of the marginal distribution [104]. Since the univariate marginal 

distributions lie within interval      , the Copula function is defined on the unit 

hypercube, (i.e.             ), [105]. If the joint CDF, F, the marginal CDF, Fi, and 

the Copula function, C, are all differentiable, then the joint probability density function 

(PDF) can be derived by differentiating both sides of Equation (3-6). The joint PDF, f, 

so obtained is given by: 

                                                    (3-7) 

where fi denotes the i
th

 marginal PDF and the original marginal CDF, Fi, is represented 

by ui for simplicity. And c represents the Copula density function that unifies them. 

3.2.1.1. The Frank Copula 

The choice of Copula is governed by the tail dependence implied by the data. In the 

bivariate case, tail dependence is expressed in terms of the relationship between the 

extreme values of the two marginal distributions. If one variable has exceeded a 
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particular threshold and the other has also exceeded this threshold with proportional 

likelihood, then the distribution is tail dependent [106]. Tail dependence can be 

visualised as a tightening of the scatter of observations around the extremes of the 

distribution, while low tail dependence will be exhibited as a greater degree of scatter. 

Reference [107] presents the multivariate joint distribution based on a variety of 

Archimedean Copulas which are introduced in depth in reference [108]. It shows that the 

Clayton Copula exhibits greater dependency in the lower tail; the Gumbel Copula has 

higher upper tail dependence; while the Frank Copula is symmetric in both tails. The 

distribution pattern and the characteristics of the tail dependency of the Frank Copula 

Model are consistent with those of the power curve variables as has been shown in 

reference [92], for which reason this particular Copula is selected here. The Frank 

Copula density function,                , is given by, 

                
            

                       
 (3-8) 

where         [108]. As shown in Figure 3-7, the larger the value of  , the stronger 

the dependence is between the variables related by the Frank Copula [108] throughout 

their bivariate distribution. The parameter   can be obtained by optimizing the model‟s 

fit for a given bivariate dataset based on some criteria such as maximum likelihood. 
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Figure 3-7: The impact of   value on variable dependency 

3.2.1.2. The Gaussian Mixture Copula Model (GMCM) 

Accommodating the complex shape of the power curve joint probability density is 

beyond the abilities of classical multivariate distributions and would necessitate a 

mixture model with a large number of parameters, running the risk of over-fitting and 

losing generalisation capabilities; where the Copula mixture adds benefit is in 

identifying the modes without requiring a large number of components to represent their 

dependency structure.  

The GMM probability density function  , comprises a weighted sum of M Gaussian 

density components, is given by 

                    
 

   
                (3-9) 
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where    are the weights for different components and all the elements of    sum to 

unity. Parameter M indicates the modality number and will be determined in Section 

3.2.2.1. Parameter           , with    representing the mean vector and    being the 

covariance matrix for the k
th

 component [109]. And the parameter set,  , combines the 

weight assignment and the statistics in    for each Gaussian component. Multivariate 

Gaussian distributions can only express linear dependency, and while the mixture model 

framework may afford a piecewise approximation of non-linearity, it is therefore clear 

that mixture components with a more complex dependency structure would allow a 

superior fit.  

A Gaussian Mixture Copula Model (GMCM), [105], derived from a GMM with no 

implied covariance is capable of characterising multidimensional nonlinear statistics for 

multimodal data. The GMCM density function, derived from the GMM expression of 

Equation (3-9), is defined as: 

                    
    

         
           

         

      
       

 
   

 (3-10) 

where    and   
   denote the marginal density of GMM and the corresponding inverse 

distribution along each dimension. The parameter set   is optimised by maximising the 

log-likelihood function of the GMCM Copula function as shown in Equation (3-10).  

Equation (3-7) is used to calculate the joint probability distribution based on the fitted 

Copula density function: Equation (3-8) for the Frank Copula model; and Equation 

(3-10) for GMCM, with the marginal PDF for each variable in Equation (3-7) is 

achieved through kernel density estimation. 

3.2.2. Power curve density modelling with Copulas 
In the specific application to wind turbine power curve analysis, the Copula model links 

the marginal distribution of wind speed and turbine power output to their two-

dimensional joint probability density function.  
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The basic steps for Copula based outlier removal are as follows: 

1) Pre-processing of power curve measurements 

This includes the removal of null entries followed by air density correction of the 

raw data. 

2) Model order determination 

The modality number is derived using the self-organising map in Section 3.2.2.1 

to facilitate the fitting of the GMCM. 

3) GMCM fitting 

In [105] a GMCM parameter optimisation process is proposed that is based on 

Expectation Maximization (EM) [110] followed by application of a gradient 

descent optimisation. The reason for this is the non-convex form of the log-

likelihood function for the GMCM density function. The solution obtained from 

the Maximisation step of EM is not guaranteed to find the global optimum, thus 

necessitating the use of the Gradient Descent algorithm with initial conditions 

assigned by the EM solution within an iterative loop for global optimum 

investigation. This methodology for GMCM parameter estimation is retained in 

this work.  

4) Outlier rejection 

The outliers of power curve measurements are filtered using a probability 

contour based on the achieved density distribution.  

The robustness of GMCM is shown by comparing goodness of fit between GMCM, the 

Frank Copula, and GMM, using the Bayesian Information Criterion (BIC).  

3.2.2.1. Model order selection 

The optimal data modality is required when using mixture models such as GMCM. The 

self-organising map (SOM), originally conceived by Teuvo Kohonen, [111], is 
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employed here because of its ability to cluster the data in an unsupervised-learning 

manner. The main function of SOM is to construct a nonlinear projection of high-

dimensional data onto a low-dimensional (usually 2D) space, in which the clustering of 

data and its topology are clearly shown and easily interpreted [111]. 

 
Figure 3-8: SOM neighbour weight distances for Turbine 2 

The data set for Turbine 2 as shown in Figure 3-4 is used to determine the number of 

modes present in the data which will in turn inform the choice of modality for the 

optimal model. Three distinct data regions can be observed in this figure: near cut-in, 

below which the turbine does not operate (3.5     in this example); above rated (13.5 

   ); and the region in between.  

A 10 8 two-dimensional SOM is used to visualise the data clustering. The learning 

result is presented in the form of neighbour weight distances as illustrated in Figure 3-8, 

where the blue hexagons represent the neurons and neighbouring neurons are connected 

by red lines. The background colour indicates the distances between the neurons, with 

darker colours representing larger distances and lighter colours representing smaller 

distances. Three segments can be observed based on the colour coding scheme 

introduced: two distinct triangles at bottom left and top right; and a relatively weak 
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segment located approximately along the diagonal. They are separated from each other 

by dark colour bands.  

The model order for this power curve data is three, corresponding to the number of 

distinct regions into which the space is divided, which matches the original assumption 

of three parts to the power curve, although of course the plot of weight distances does 

not directly reproduce the original data. This step of model order determination could be 

omitted in the future since almost all the commercial power curves share common 

characteristics, indicating a distinct model mode of three. 

3.2.2.2. Fitness analysis 

GMCM is capable of clustering data automatically once the data modality has been 

identified, as described in the previous section. The same SCADA data as used for 

Turbine 2 in Section 3.1.3 are used here to assess the model‟s fitness. The Bayesian 

Information Criterion (BIC), [112], is used here for model selection, with lower values 

of BIC indicating better models. It is based on the log-likelihood function, 

               , which sums the log of the probabilities of all data points and 

provides a convenient and easily calculated metric for goodness of fit, [113]. Over-

fitting is avoided by introducing a penalty term,        , which takes account of the 

model complexity. BIC is defined as:  

                              (3-11) 

where the log-likelihood function,  

                                             
 

   
 (3-12) 

and N represents the sample size in both Equations (3-11) and (3-12), and has the value 

of 7257 in this case. And   is the number of parameters. For the Frank Copula     

whilst for the GMM and GMCM, it can be calculated using Equation (3-13), [114]. 
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  (3-13) 

where   denotes the modality number, which is 3, as determined in the previous section 

and   indicates the data dimension, which is taken as 2 in this work. This results in a   

value of 18.  

 Bayesian Information Criterion value 

GMCM 110597 

Frank 112415 

GMM 114993 

Table 3-1: Goodness of fit for three models using BIC values 

The different models (GMCM and Frank Copula) can be compared by calculating BIC 

for identical input data samples. Figure 3-9(a), Figure 3-9(b) and Figure 3-9(c) illustrate 

the probability density fitting for the GMCM models, Frank Copula and the GMM 

model respectively. The GMM is included here due to its capability of dealing with 

multimodal data, as introduced in Section 3.2.1.2. The BIC values of these three models 

are listed in Table 3-1, from which it can be seen that the GMCM model minimises BIC. 

The GMCM also has the advantage of dealing with multivariate distributions, which 

would readily accommodate more variables for further applications such as the inclusion 

of the environmental factors, whereas the Frank (or Archimedean) Copula could only be 

used for bivariate data characterisation. In conclusion, the Gaussian Mixture Copula 

Model is thus chosen for outlier rejection. 
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Figure 3-9: Fitness comparison of three presented models for Turbine 2 

3.2.3. Power curve outlier rejection example using the GMCM 
The previous section has demonstrated the goodness of fit of the GMCM for the power 

curve measurements. The obtained bivariate probability distribution can then be used for 
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reference power curve construction by rejecting any statistically significant outliers 

present in the power curve measurements. An outlier rejection example of the power 

curve illustrated in Figure 3-3 for Turbine 1 is presented in this section to verify the 

effectiveness of the proposed method. 

For a modern pitch regulated variable speed wind turbine, good power control is 

available above the rated wind speed. It is shown in Figure 3-6 that the greatest scatter, 

as indicated by the error bars of size  , occurs at around rated power where the turbine is 

continually changing between below rated operation where speed is varied to maximise 

aerodynamic efficiency, and above rated power where electronic control limits current 

and power from the generator [115]. The lower variance at the extremes means that the 

tail dependency is not likely to be a major source of error. A probability contour level at 

three standard deviations for data in the 0.5     wind speed bin closest to rated wind 

speed is therefore judged to be appropriate. Points lying outside this contour are 

regarded as outliers and are eliminated accordingly.  

 
Figure 3-10: GMCM fitting to the power curve example from Turbine 1 
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Figure 3-11: Data exclusion for Turbine 1 using GMCM based density contour 

Figure 3-10 illustrates the GMCM fitting of power curve measurement for Turbine 1. 

Figure 3-11 shows the same power curves after outliers have been identified using the 

fitted Copulas and the density contour (defined as 3 ) illustrated by the red line, with 

green points indicating power curve measurements that are to be excluded. It can be seen 

from Figure 3-12 that the precision of the cleaned power curve has been significantly 

improved, which demonstrates the effectiveness of the proposed Copulas based outlier 

rejection method and the reliability of the subsequent anomaly detection is expected to 

be increased as well. 

 
Figure 3-12: Power curve for Turbine 1 after cleaning 
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3.3. Bin-by-bin based online power curve condition monitoring 

Based on the reference power curve as constructed above, a power curve 

comparison/tracking method has been developed in this section to identify any 

statistically significant deviation from the reference power curve on a bin by bin basis. A 

crude filtration is first undertaken for each incoming 10-min SCADA data to remove the 

power curve pairs that contain invalid measurement such as negative or null values. The 

valid measurements with air density correction are then input to the proposed power 

curve comparison method which will be introduced in the following section. And the 

Welch‟s hypothesis test is employed here for the anomaly detection in each wind speed 

bin. 

3.3.1. Rolling power curve realization 
A rolling power curve idea has been developed for the online monitoring purpose 

motivated by consideration of both accuracy and efficiency. It is basically a real-time 

updating and detecting of turbine power output deviation on a bin-by-bin basis. Here the 

same wind speed bin interval of 0.5 m/s is utilized and the choice of 5 fixed points per 

bin is used as this provides the best compromise between accuracy and efficiency. A 

three-dimensional storage cell is employed to save the value of wind speed, power 

output and date&time information for each different wind speed bin. The data in the 

storage cell are continuously updated using the first-in-last-out rule for each incoming 

10-min power curve data pair with air density corrected. Any significant deviations 

detected from the reference curve will be recorded with both the anomalous power curve 

values for the specific bins and the corresponding date&time information. 

In this case, the detected results are recorded in the alarm log when two adjacent wind 

speed bins trigger the alarm simultaneously. The use of two adjacent detections is to 

reduce false alarms caused by isolated noise but clearly there is a trade-off here against 

the speed of detection. The Welch‟s hypothesis test, as will be introduced next, is 

employed here to determine whether the reference and rolling power values for any 

particular bin are inconsistent at a level of statistical significance. 
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3.3.2. Anomaly detection: the Welch’s hypothesis test 

According to [116], Welch‟s t test is an extension of Student‟s t test used when the 

variances of two testing samples are likely to be unequal. As such, it is used here to 

identify statistically significant deviations in each wind speed bin. 

  
    
            

      

 
    

 

    
 

     
 

     

 

(3-14) 

where            are the power average and standard deviation, and the sample size of 

the bin, with the subscripts ref and test indicating reference data and testing data, 

respectively. The probability of the test average falling below reference average is 

considered to be of significance when         , where       follows the student‟s t 

distribution with significance level,  , and the number of degrees of freedom,  , 

  

 
    

 

    
 

     
 

     
  

    
 

    
         

 
     

 

     
          

 (3-15) 

Note that the method could be easily extended to cover over-performance which is 

common and indicative of sensor error or poor calibration as will be discussed in the 

power curve fault logic in the next section. The corresponding modification is to add the 

criterion for the over-performance detection expressed as:          . 

The level of significance chosen will affect the balance between timely fault detection 

and reliability in terms of not producing false positives. It cannot thus be defined a 

priori; rather it should be selected based on operational experience and some sort of trial 

and error. Other requirements for anomaly detection can be added to help avoid false 

positives, for example putting minimum limits on the number of individual anomalous 

bin values. 
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3.4. General power curve fault logic 

Statistically significant power curve deviations can be produced by technical problems 

in either the wind turbine itself or due to faults with the sensors, and they can also be the 

result of unusual environmental conditions such as extreme wind shear or veer and 

turbulence. 

A trivial but instructive example is a power curve that exceeds the Betz limit below rated 

wind speed, but operates at rated power above rated wind speed. Since the power is as 

expected above rated, the power control and power measurement system would appear 

to be operating correctly and accurately. And there is no reason to believe this is not the 

case below rated, so the only obvious explanation is an under reading wind turbine 

anemometer (not uncommon with cup type anemometers). 

A very provisional but general fault logic is presented below to indicate how analysis 

based on comparisons between a cleaned reference power curve and an updated, ideally 

real time, power curve for the same turbine might be interpreted for condition 

monitoring purposes. It is known that the environmental conditions have been taken into 

account to some extent by utilizing the operational data based reference, but these 

considerations are included in the fault logic below just in case of extreme cases. 

1) Deviations above reference power curve could indicate: 

a) Below rated wind speed: anemometer error, power transducer calibration 

error. 

b) Above rated wind speed: controller setting error, power transducer 

calibration error. 

Further confirmation can be achieved by investigation of the value of Cp. A 

Cp value exceeding the Betz limit (16/27) is a clear indication of 

measurement sensor (anemometer or power transducer) error. 

2) Consistent deviations below the reference/manufacturer‟s power curve for below 

rated region could indicate: possible damage to the blade; inappropriate blade 
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pitch setting or control; yaw system issues; or possibly very large wind shear or 

wind veer [117]. 

3) Significant deviations above the reference power curve in the low wind speed 

region with the deviations falling to below the reference curve above rated power 

can be the result of high turbulence [117]. 

3.5. Yaw misalignment case study 

A case study of wind turbine exhibiting rotor yaw misalignment is presented in this 

section to verify the proposed method. The reference power curve is constructed using 

measurements for a three-month period of fault free operation from a pitch regulated 

variable speed wind turbine (referred to as „Turbine 3‟) with a nominal rating of 2.5MW. 

All the power curve measurements used here have been air density corrected and it is 

assumed that the SCADA wind speed has been corrected to the free-stream value. 

Figure 3-13 illustrates the identification of outliers for the selected data using the Copula 

method, with outliers to be excluded coloured green, in contrast to acceptable data 

coloured blue; the red line is the probability contour corresponding to 3  for outlier 

identification as explained in Section 3.2.3. The power performance data cleaned in this 

manner become more precise and they are then binned in the usual 0.5m/s wide wind 

speed intervals. The corresponding bin averages that make up the reference power curve 

together with the manufacturer‟s curve are shown in Figure 3-14 with error bars 

indicating the Category A associated uncertainties for each bin. The constructed 

reference shows excellent agreement with the manufacturer‟s curve, indicating the 

suitable selection of data, although some slight deviation can be observed. This 

disagreement is known to be due to the environmental conditions and potential bias 

errors associated with instruments as mentioned earlier, and it is the consideration of the 

effects from these factors that necessitates the usage of the operational data based 

reference. These results will be used for the power curve comparison later on in this 

section. 
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Figure 3-13: Filtration of raw reference power curve data for Turbine 3 

 
Figure 3-14: Constructed reference power curve vs. manufacturer‟s curve for Turbine 3 

As indicated in the power curve fault logic in last section, yaw misalignment will result 

in deficit in power output. The magnitude of this power deficit is given remarkably well 

by the highly simplified cos cubed theory, [118], which states that the power output is 

scaled by the cube of cosine of yaw error (differences between wind direction 

experienced by the rotor and the nacelle direction). It should be noted that this parameter 
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regarded as a control variable and thus not recorded. The SCADA data available for 

Turbine 3 in this study did include yaw error, and also nacelle position, on a ten minute 

averaged basis.  

According to the cos cubed law a yaw error of 20 degree, which is highly unlikely under 

acceptable turbine yaw control, will lead to a significant power deficit of 17%. Since 

such a power deficit is unlikely to be acceptable to a wind farm operator, a yaw error 

threshold of 20 degree has been chosen. A time series of the absolute yaw error from an 

operational wind turbine is illustrated in Figure 3-15. It can be observed that the yaw 

error exceeds 20 degrees consistently for timestamps 200 to 240. This anomalous 

performance was confirmed to be yaw drive or yaw drive control issue. Figure 3-16 

shows unambiguously that the nacelle position was stuck in a fixed position 

(approximately 200 degrees) for an extended time period, with no yaw activity, whereas 

the wind direction varied in a normal manner during this period. 

A comparison between the real-time power curves for this period and the reference 

power curve constructed above is undertaken using the hypothesis test set at a 99.5% 

confidence level, i.e. a significance level of 0.005. This is a provisional figure selected 

on an intuitive basis and assuming that the calculated likelihood and statistical modelling 

are not unreasonable. Its provisional nature reflects the lack of field trial data. However, 

the final value would not be expected to be very different. The aggregate number of 

anomalous bin values across the entire power curve at each time point, determined 

according to this 99.5% criterion, are plotted as a time series, as shown by the red points 

in Figure 3-15, together with the corresponding value of the absolute yaw error. Using 

this approach an alarm would have been raised at 03:00 on 15/04/2009, 6 hours after the 

first anomalous yaw observation at 21:00 on 14/04/2009. Robust identification of a 

significant performance problem based on power curve tracking has thus been 

demonstrated. 



 

75 

 

 
Figure 3-15: Absolute yaw error along with aggregate number of anomalous bins 

detected for Turbine 3 

 
Figure 3-16: Time series of wind direction and nacelle position for Turbine 3 

In this case the issue was faulty yaw control, and with the right SCADA data this could 

have been detected directly. However, as mentioned already, yaw error is often not 

included in SCADA data. It might be argued that 6 hours is too long. This could 

certainly be reduced by using less robust detection for example by reducing the 

confidence limits set for hypothesis test, but the result would inevitable be more false 
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alarms. Given that SCADA based condition monitoring is at an early stage of 

development and operators are highly concerned about excessive numbers of alarms, see 

for example reference [32], it seems better to err on side of robust with slightly less 

responsive algorithm design. 

3.6. Application of the proposed method to pitching performance 

condition monitoring 

Based on the successful identification of a significant power curve deviation as 

demonstrated in the previous section, the proposed online power curve condition 

monitoring method is applied to monitor the pitching performance, which can be 

characterised by the pitch angle – wind speed operating curve. The main purpose is to 

check if the pitching system is controlled and operating accurately. Any performance 

deviation in each wind speed bin will result in a statistically significant number in the 

Welch‟s t test and hence trigger the alarm.  

The deviations from the reference pitch angle – wind speed curve could result from 

anemometer errors, pitching related issue such as controller error (e.g. setting error) or 

hydraulic system error (e.g. hydraulic oil leak). All these categories could be confirmed 

by double checking the power curve performance with the reference. For example, if the 

pitch deviation is caused by the anemometer error then the corresponding power curve 

plot should present a shifted version of the reference data. And other reasons will lead to 

power deficit which would be presented in the power curve plot.  
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Figure 3-17: Pitch angle – wind speed reference with error bars for Turbine 3 

A pitch performance monitoring example for Turbine 3 is used in this section to validate 

the proposed method. Since the pitching operation depends on the generated power 

which is proportional to the associated air density, the wind speed measurement should 

undergo the air density correction as depicted in Section 3.1.2 before any analyses. A 

pitch angle – wind speed reference constructed from three months healthy data with 

outliers excluded by the GMCM is shown in Figure 3-17.  

 

Figure 3-18: Power curve scatter for testing data from Turbine 3 
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Figure 3-19: Scatter of pitch angle vs. wind speed for testing data from Turbine 3 

In this case the only available one-month testing data included periods of curtailment, 

which will result in early pitching. The power curve scatter of these data and the 

corresponding pitch angle – wind speed are illustrated in Figure 3-18 and Figure 3-19, 

respectively, which clearly show the power curtailment and the associated pitching 

performance. It should be noted that as part of the active network management, the 

power generation from wind turbines is sometimes instructed to be curtailed due to 

capacity constraints on the local transmission network, particularly during periods of 

high wind production and low local demand, [119]. A number of Scottish wind farms 

were curtailed during the high winds of early January of 2012, [120]. This data is used to 

validate the effectiveness of the developed method, but surely does not indicate pitch 

system anomaly.  

The associated detection result of the testing data for Turbine 3 is shown in Figure 3-20, 

where the curtailment flag (with high level indicating non-curtailment and vice versa) 

time series is plotted with the aggregate alarm number detected. It can be seen that the 

curtailment, which result from early pitching, is picked up efficiently as the derating 

flags move to low levels. This demonstrates the effectiveness of the developed technique. 
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Figure 3-20: Pitching performance detection results for testing data with derated 

operation for Turbine 3 

The early pitching is very difficult to distinguish from real pitch anomalies without a 

curtailment flag in the SCADA. Power curves can be used to detect curtailment but this 

takes time and is not straightforward. The clear message is that a curtailment flag is 

required for confident processing of pitch angle data and associated power 

characteristics. 

3.7. Chapter summary 

The Gaussian Mixture Copula Model outperforms the Frank Copula and the Gaussian 

Mixture Model in fitting the nonlinear relationship between the two power curve 

variables. The outlier rejection using the probability contour effectively removes the 

statistically significant deviations in the potential power curve reference measurements, 

thus improving the precision of the selected reference and increasing the reliability of 

the subsequent anomaly detection. 

Based on the constructed reference using the Copula model, the proposed power curve 
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approach to interpretation which can be encapsulated by the so called power curve fault 

logic. With a properly constructed reference power curve, the real-time power curve 

comparison based method can provide a simple and effective tool for wind turbine 

condition monitoring using the Welch‟s hypothesis test. The accurate and efficient 

detection of wind turbine yaw misalignment based on power performance data has 

proved the effectiveness of the approach outlined in this chapter. A similar approach 

applied to pitching performance monitoring has shown promising results although the 

presented example with power curtailment does not indicate an actual pitch system 

anomaly. However, it is accepted that far more examples of successful detection are 

required before the method can be regarded as ready for real world application. And it 

should be recalled that tuning of key parameters, such as the significance level in the 

Welch‟s t test, based on extensive operational data from field trials is still required.   
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4. NSET model applications to fault detection of 

subassemblies for individual turbine  

The Nonlinear State Estimation Technique (NSET) provides a state based vector 

recognition technique that can be applied to wind turbine condition monitoring. The 

algorithm of the NSET model and the associated memory matrix construction for 

models will be specified in this chapter first, followed by the introduction of anomaly 

detection based on the NSET estimation. The effectiveness of the proposed method will 

then be demonstrated in detail with applications to anomaly detection of wind turbine 

gearbox malfunction and generator failure. 

4.1. Anomaly detection based on NSET model: Methodologies 

For a specific model to be implemented, the main analysis procedures undertaken are: 

1) Identify all the variables that are closely related to the model output parameter of 

interest based on a combination of domain knowledge [121] and correlation analysis. 

2) Construct a state memory matrix from the training data following the framework 

provided in Section 4.1.2. 

3) Validate the constructed model by using a validating data set according to Equations 

(4-2) and (4-7) below, and then set thresholds for the fault detection algorithm based 

on the results. 

4) Assess designated testing data according to Equations (4-2) and (4-7), and then 

record any alarms that are reported by the fault detection algorithm described in 

Section 4.1.3. 

Each step is explained in more detail below and illustrated by case studies in later 

sections of this chapter, both to make these procedures clearer and to demonstrate the 

potential of the technique for wind turbine fault detection. 
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4.1.1. NSET algorithm 

A state memory matrix D, expressed by Equation (4-1), is utilized to store state vectors 

for selected data records [84]. Each column (vector) represents a system operational 

state measured at a particular time and each row records the readings from a specific 

sensor. It is important to note that the sensor readings for model output are also included 

in the matrix for computing the similarity between current input and historical states, as 

is the convention. 

                     

                   

          
          

      
      

  
          

  
      

  

 

(4-1) 

There are m observation vectors for the n sensor variables in the memory matrix. After 

construction, the matrix can be utilized to model a turbine component performance, and 

the NSET is capable of producing reliable estimation as long as the matrix consists of 

valid and proper data that encompasses the range of normal operation of the item being 

modelled, in our case, a wind turbine [81]. More details regarding matrix construction 

will be discussed in the next section. For each new input vector     , the output      is 

obtained from the product of the memory matrix D and a weighting vector   

              as shown in Equation (4-2). All the vectors here are by default column 

vectors and the superscript „
T
‟ denotes the transposition of matrices. 

                               (4-2) 

The weighting vector captures the degree of similarity between the input and each of the 

states within the matrix. The residual, which is the difference between the observed 

output and the model estimate     , is presented in Equation (4-3). 

              
                     (4-3) 
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And by minimizing the sum of square of the residuals, which is shown in Equation (4-4), 

the estimation of the weighting vector,  , can be obtained using a conventional least 

squares approach. 

   
  

 

   
                            

                    
           

                              

(4-4) 

To minimise the value of    
  

    (i.e. to ensure maximal model accuracy), its first order 

derivative is set to zero as shown in Equation (4-5), the associated derivation can be 

found in reference [122]. 

    
  

    

  
                     (4-5) 

which results in: 

                     (4-6) 

Equation (4-6) gives the general least squares solution for the weight vector. However, a 

problem arises in the difficulty of inverting the so-called recognition matrix        

that results from a potential linear interrelationship between state vectors in the memory 

matrix [85]. This issue can be resolved by replacing the dot product within the bracket in 

Equation (4-6) with a nonlinear operator. The NSET weight vector   so modified is 

expressed as: 

                     (4-7) 

where the nonlinear operator   calculates the Euclidean distance of the operands, as 

shown in Equation (4-8), since the Euclidean distance outperforms the other nonlinear 

operators in reference [85] in terms of prediction accuracy. The same distance metric is 

also applied in reference [84]. 
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 (4-8) 

The mathematics described above can be viewed as process to calculate the nearest 

possible vector to the observation vector that can be formed from a linear combination 

of the vectors in the memory matrix. Distances in this n-dimensional space are 

calculated using the Euclidean norm. It is difficult to see how such a linear combination 

of memory matrix vectors can extrapolate to a region of the space outside the domain of 

the memory matrix.  

4.1.2. State memory matrix construction 
Selection of the model variables and construction of the memory matrix are both 

critically important since these will directly affect the accuracy and efficiency of the 

NSET model. Domain knowledge together with correlation analysis is employed to 

select relevant variables for a specific model.  

Once the relevant variables to be included in the model have been chosen, the state 

memory matrix must be built up through selection of measured state vectors from the 

available operational data. This process is analogous to training in other models like 

neural nets. Three factors need to be taken into account. First, in order to achieve a good 

model representation and hence performance, the selected data should encompass 

enough states to cover the complete range of normal operation, including expected 

behaviour under extreme conditions. Second, the potentially large number of states 

involved can make the matrix operations used in the algorithm numerically time 

consuming, and moreover, the increase in state numbers beyond a certain limit is known 

not to contribute to increased model accuracy. Consequently, a data selection algorithm 

should be used, such as that presented in [84], to choose state vectors evenly and 

economically from the training data set. With this approach the number of states can be 

reduced dramatically, making the model much more effective yet still representative. 

Similar to the idea of cluster number decision in reference [94], the matrix size is 
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determined based on a plot of validation accuracy against matrix size in this study. This 

provides a straightforward means of avoiding unnecessarily large memory matrices. An 

example memory matrix sizing will be shown in Section 4.3.1. Last but not least, no 

repeated states are allowed in the memory matrix since this will result in a singularity 

associated with the matrix inversion used to solve for the weighting matrix (Equation 

(4-7)). 

 

Figure 4-1:  Data selection flow chart for memory matrix construction 

The flow diagram in Figure 4-1 outlines a matrix construction algorithm in which the 

data are selected evenly for each normalised variable varying from 0 to 1 [84]. 

Parameter δ is a predefined small positive value close to zero, and Xk represent a row 

vector that records M readings for each of the n different sensors, where parameters M 

represents the number of state vectors in the training data and n have the same meaning 
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as in equation (4-1). In this work the increment is set to 0.01, which implies that the 

value range of each variable of interest is divided evenly into 100 pieces, and those 

values closer than δ to the dividing line are selected. The corresponding historical state 

vector containing the records for all variables is then imported into the memory matrix. 

Preliminary matrix construction is undertaken by applying the algorithm outlined above 

to each of the relevant training variables in turn. The memory matrix is then refined to 

remove any repeated state vectors.  This completes the memory matrix construction. 

4.1.3. Fault detection algorithm 
The constructed model is then applied to the validation data set, which must not have 

been used for the training process, and the residuals obtained are then passed through an 

infinite impulse response (IIR) low pass filter to remove noise in the form of spikes in 

the residuals stemming from transitions in the turbine‟s operational state rather than 

from turbine faults.  

 
Figure 4-2: Pole and zero illustration of the selected low pass filtered in Z-plane 

The pole-zero diagram for this low pass filter is illustrated in Figure 4-2 where the pole, 

indicated by a small circle, and zero, indicated by a cross, are located at (0.95, 0) and (-

0.95, 0) within the unit circle. The pole on the positive side of horizontal axis will allow 

low frequency signals to pass and the zero on the negative side of horizontal axis will 
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cut the high frequency signals off, which makes the low pass filter work. The equivalent 

Z-domain expression given the pole and zero of this filter is shown in Equation (4-9). 

     
    

    
   

      

      
 (4-9) 

where parameter C decides the magnitude of the frequency response of this filter, and 

      which in effect goes along the unit circle in the complex Z-plane, as shown in 

Figure 4-2, as the signal frequency,  , varies from    to  . The parameter C is 

calculated by assuming unit response to DC signals, in which case        and     

since    , and this results in       . 

So we have, 

    

    
 

 

  
 

      

      
 

 

  
 

         

         
 (4-10) 

Rearranging Equation (4-10) will lead to, 

                 
 

  
     

    

  
        (4-11) 

According to the inverse Z transform provided in reference [123], the time domain 

expression for this low pass filter is achieved based on Equation (4-11) and expressed in 

Equation (4-12). And the corresponding frequency response for the designed filter is 

shown in Figure 4-3. 

                
 

  
     

    

  
       (4-12) 
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Figure 4-3: Magnitude of frequency response for the low pass filter within one period 

Although NSET can be used to represent many components and parameters a common 

application is to component temperatures, where elevated temperatures that can result in 

overheating are indicative of a problem [36]. In such cases, only the positive residuals 

are of importance. The maximum of the filtered residual and the corresponding standard 

deviation are analysed using Welch‟s t test to identify statistically significant anomalies.  

As has been introduced in the last chapter, Welch‟s t test is an extension of Student‟s t 

test that can be used when the variances of two testing samples are likely to be unequal. 

For the turbine gearbox model, a one-sided hypothesis test is used as only overheating of 

the gearbox is of concern, i.e. unexpected low gearbox temperatures are ignored. If the 

residual average rises above the reference average, the rise is considered significant if 

the statistic         , where       follows the Student‟s t distribution as introduced in 

the previous chapter and the t statistic is given by: 
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where            are the residual average, residual standard deviation and the window 

length, with the subscript „ref‟ and „test‟ indicating validation data and testing data, 

respectively. 

4.1.4. Discussion of the modified NSET algorithm 
In addition to the NSET algorithm as introduced in Section 4.1.1, which will be referred 

to as the standard NSET model hereafter in the thesis, a modified version of NSET is 

also proposed in reference [81], and this will be referred to as the modified NSET model. 

The algorithm of the modified model is presented below and its differences from the 

standard one will be pointed out. 

Since the variable that is used as the condition indicator for the system under 

investigation is expected to take on anomalous values following system degradation, it 

has been suggested that this indicative variable should be removed from the state 

memory matrix that is used for the weighting vector calculation. The modified weighting 

vector,   , is now: 

                          (4-14) 

where    denotes the modified memory matrix as shown in Equation (4-15), in which 

                      is the vector for the indicative variable and has been taken out. 

The same action is applied to the observation vector, leading to its modified version, 

     . 

                         

  

          
          

      
      

  
          

  
      

  

 

(4-15) 

The model estimation,     , in this case is the product of the standard memory matrix as 

shown in Equation (4-1) and the modified weighting vector, as expressed in Equation 

(4-16). 
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          (4-16) 

The modified NSET model is believed to produce more reliable results than the standard 

model since the indicative variable, which is directly affected by the physical state of the 

monitored component, is masked out in the estimation process and the results are based 

on the measurements from valid sensors only, [81].  

Different possibilities for NSET model implementation will be explored throughout the 

following sections: a comparison between the standard NSET model and the modified 

model will be presented; the NSET results will also be compared with those from the 

Neural Network model; the necessity of additional null and maximal state vector will be 

justified; the impact of reduced parameter and time lagged variable on model 

performance, the contributions of manipulative factors, such as memory matrix 

normalisation and parameter weighting, to the model improvement will also be 

investigated. 

4.2. Background information of wind farm SCADA data for NSET 

applications 

The turbine gearbox and generator are analysed in this chapter based on NSET models 

and the associated anomaly detection that has been specified in the previous section. 

These two key components are investigated here since they have been identified earlier 

to be responsible for much of the turbine downtime and because their temperatures are 

commonly included in SCADA data. The SCADA data used here come from a wind 

farm in the UK with 26 identical fixed-speed stall regulated wind turbines rated at 

600kW. Figure 4-4 illustrates the layout of this wind farm with the 26 turbines marked 

by blue points and two meteorological masts indicated by red crosses.  



 

94 

 

 
Figure 4-4: Wind farm layout 

 

Turbine No. Anomalous component Failure time 

T8 Generator  Nov. 2006 

T16 Gearbox Jan. 2006 

T17 Gearbox Apr. 2005 

Table 4-1: List of events for analysis 

Table 4-1 lists the gearbox and generator events that are used for the analyses. An 

intuitive input selection for both the gearbox and generator model is made based on 

domain knowledge. The wind turbine rotor captures partial kinetic energy out of the 

incident wind and converts it into mechanical energy which is then transmitted to the 

turbine drive train, where the rotational speed is stepped up by the gearbox to an 

appropriate level to drive the generator which converts the energy in its final electrical 

form. It can be seen from this process that the mechanical load of gearbox, indicated by 

its temperature, is closely related to the turbine power output. A similar situation applies 
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to the generator where the electrical load is indicated by the voltage and current (or 

equivalently power output), hence will also be relate to its temperature. The temperature 

from either the gearbox or generator is affected by its immediate ambient environment 

so the nacelle temperature is also considered in both cases. Table 4-2 lists the available 

10-min SCADA data where the relevant parameters are ticked for both models.  

SCADA tag Gearbox model Generator model 

Wind speed (m/s)   

Active power (kW)   

Reactive power (kVar)   

Gearbox bearing temperature ( )   

Gearbox cooling oil temperature ( )   

Generator winding temperature ( )   

Nacelle temperature ( )   

Table 4-2: List of available SCADA data in 10-min format and intuitive input selection 

for the gearbox and generator model 

4.3. NSET application to wind turbine gearbox case study 

Operational data from five healthy turbines within the wind farm, namely T3, T4, T5, T7 

and T10, are averaged to provide a representative model training dataset that defines a 

healthy turbine across its complete operational range. Both references [58] and [124] 

utilize three month‟s worth of training data. Similarly a period of 3 months, from the 

beginning of April to the end of June of 2005, is chosen for this training process, 

including 11246 valid states. One month of operational data from the problem free 

turbine T1 is employed for validation purpose, from which the statistics can be obtained 

for further fault detection using the Welch‟s hypotheses test. The testing data come from 

two turbines with confirmed gearbox failures, i.e. T16 and T17 as listed in Table 4-1. 

Operational data up to half a year prior to the final failure of T16 is used in testing case 
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II whereas only one month of testing data from T17 is available for analysis in testing 

case I. 

                    Output parameters 

Input parameters 

Gearbox cooling oil temperature 

Gearbox cooling oil temperature ( ) 1 

Gearbox bearing temperature ( ) 0.9491 

Power output (  ) 0.8282 

Nacelle temperature ( ) 0.6891 

Table 4-3: Pearson‟s correlation coefficients between gearbox model input and output 

parameters 

Any wear and damage developed in the gearbox will tend to result in extra heat being 

generated which will then be conducted to the cooling oil. It should thus be able to 

monitor the wind turbine gearbox with the gearbox cooling oil temperature being the 

condition indicator, and therefore the model output. The selected inputs of model should 

be closely related to the model output in order to construct an accurate representation for 

the turbine component. Table 4-3 adds confidence to the variable selection of model 

inputs by exhibiting high correlation coefficients between the proposed input parameters 

and the model output, with the exception of nacelle temperature which shows slightly 

worse correlation. This parameter is not so strongly linked with the gearbox oil 

temperature but represents the effect of ambient temperature on the model output as 

mentioned, so it has been retained.  

As mentioned before, errors in the SCADA system or measurement sensors can result in 

null and invalid readings in SCADA records. A crude filtration depicted in Table 4-4 is 

applied here to remove these entries and make the analysis meaningful. The percentage 

of values being removed in this process for the training, validation and testing data is 

listed in this table. The range of values of the four proposed variables after the filtration 

is also provided.  
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It should be noted that low values (below 0 ) of nacelle temperature could exist during 

winter season since it is affected by ambient temperature, and the crude filtration to 

remove such data is inappropriate. In this presented case study, however, the minimum 

nacelle temperature reading is 1 , i.e. above the threshold setting, and hence no 

negative temperatures have been removed. 

The significant amount of data being removed in this filtrating process indicates poor 

data quality, the potential effect of which on the model performance will be discussed in 

Section 4.3.10. However, since the comparison of different model options always makes 

use of the same filtered data sets, there should be no adverse impact. It also can be seen 

in Table 4-4 that the maximal gearbox cooling oil temperature in both of the testing 

cases exhibits higher levels than those in the training/validation set. Since the 

extrapolation capability of the model is uncertain, including a maximal vector that 

covers wider data range could be expected to improve the model‟s capability to 

extrapolate to higher temperatures. In this case, the maximal vector, 

                        (the variable values are presented in the same order as in 

Table 4-4), has been selected from data for a single healthy turbine outwith the 3-months 

of training data. An additional null vector,           , has also been added into the 

matrix to enhance the model performance when the oil temperature drops gradually 

during periods of non-generation that are caused by either low wind speed or turbine 

shut down. The effects of these additional vectors within the memory matrix will be 

investigated in Section 4.3.5. 
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Data usage 

 

Variables 

 

Filtration 

criteria 

Value range after 

filtration 

Percentage of 

values being 

removed (%) min max 

Training set (T3, T4, 

T5, T7 and T10; 

April – June 2005) 

Active power (kW) > 25 25.01 596.30  

33 
Gearbox bearing temperature ( ) > 0 38.80 61.80 

Gearbox cooling oil temperature ( ) > 0 32.98 54.43 

Nacelle temperature ( ) > 0 3.95 28.40 

Validation set (T1; 

January 2006) 

Active power (kW) > 25 25.00 633.50  

35 
Gearbox bearing temperature ( ) > 0 26.00 60.00 

Gearbox cooling oil temperature ( ) > 0 22.08 55.00 

Nacelle temperature ( ) > 0 3.40 21.00 

Testing set in case I 

(T17; April 2005) 

Active power (kW) > 25 25.65 586.25  

42 
Gearbox bearing temperature ( ) > 0 41.00 66.00 

Gearbox cooling oil temperature ( ) > 0 32.17 61.00 

Nacelle temperature ( ) > 0 4.91 19.51 

Testing set in case II 

(T16; August 2005 – 

January 2006) 

Active power (kW) > 25 25.02 659.47  

36 
Gearbox bearing temperature ( ) > 0 11.00 69.00 

Gearbox cooling oil temperature ( ) > 0 10.48 67.00 

Nacelle temperature ( ) > 0 1.00 29.17 

Table 4-4: Filtration criteria of the selected variables for gearbox case study and the corresponding results  
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4.3.1. Memory matrix size decision 

Since the NSET works in effect as a state based vector recognition technique, the 

corresponding model accuracy should depend on the matrix size in a proportional way. 

According to the state memory matrix construction algorithm outlined in Section 4.1.2, 

the total number of states in the matrix increases as the vicinity criterion, δ, increases. 

The Root Mean Square (RMS) value of the validation residuals is employed here as an 

accuracy metric for model estimation and it is plotted against the corresponding matrix 

size in Figure 4-5 by varying the parameter δ. 

It can be seen from this figure that increasing the matrix size beyond 1000 state vectors 

makes little additional contribution to model accuracy, making this size a reasonable 

choice; in fact the matrix in this study has 989 states, giving a matrix D of size 4×989. 

 
Figure 4-5: Memory matrix size decision 

4.3.2. Model validation 
The standard NSET model is validated using one month of data for the normal, fault free 

operation of turbine T1, as presented in Figure 4-6. The excellent agreement between 

model estimations, illustrated by the blue line, and the observations, indicated by the red 

curve, in Figure 4-6(a) shows the accuracy of NSET model. The corresponding residuals 

are plotted by the blue curve in Figure 4-6(b), where the majority of the residuals vary 
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within an acceptable range except for some isolated large spikes. The associated 

deviations in model estimation are caused by wind turbine operational transitions, such 

as those from the end of a non-production period during which the oil temperature drops 

gradually to ambient temperature. Most of the non-production associated data can be 

removed by the crude filtration expect when the turbine starts to operate, in which case 

the 10 minute averaged power output could easily exceed the filtration threshold 

whereas the oil temperature takes time to recover to the normal range due to the thermal 

mass.  

Since these isolated residual spikes do not indicate actual system faults, a suitably 

designed IIR low pass filter as introduced in Section 4.1.3, taking the form expressed by 

Equation (4-12), is employed to remove this unwanted noise. And the filtered validation 

residual is shown by the green curve in Figure 4-6(b) along with the raw value. The 

maximum of the filtered residual together with its corresponding standard deviation will 

be used for fault detection. 

 
Figure 4-6: Validation results of T1 for standard NSET 
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4.3.3. Model testing and anomaly detection 

Testing cases I and II with confirmed gearbox failures in T17 and T16 are utilized in this 

section to demonstrate the detection capability of the standard NSET model. Figure 

4-7(a) shows the testing results for T17 with one month worth of data covering the 

whole April prior to the final failure at the end of this month. This figure shows a 

gearbox cooling oil temperature peak of 61.0 , which lies below the upper limit of 

62.0 , set by the maximal vector in the state memory matrix. As has been stated in 

Section 4.3, and will be demonstrated in Section 4.3.5, the model accuracy and overall 

performance is improved by the presence of this maximal vector. Significant deviations 

between model estimations and the observations can be seen in this figure, and these 

also correspond to the large and prolonged residual as shown in Figure 4-7(b). This 

provides an initial indication of the gearbox overheating caused by the impending 

gearbox failure, and the Welch‟s hypothesis test as introduced in Section 4.1.3 is 

employed for rigorous fault detection. 

 
Figure 4-7: Testing results and anomaly detection of T17 for standard NSET 
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Recall the low pass filter shown in Equation (4-12), where the recursive term in this 

filter reflects contributions from previous outputs, which effectively applies a time-

weighted averaging process to the data. 90 time steps, which is equivalent to 15 hours, 

are required to achieve the attenuation of contribution from previous outputs to less than 

1%, leading to an effective window length of 90.  

This low pass filter is applied to both the validation and test residuals to achieve much 

smoother residual time series as shown by the green curve in Figure 4-6(b) and Figure 

4-7(b) respectively. The filtered results of the test residuals (      ) and the 

corresponding standard deviation (     ) are then tested against the maximum of the 

filtered validation residuals (    ) and the corresponding standard deviation (    ) using 

the Welch‟s t test. The effective window length of 90 is used for the test, and a 

significance level of 0.005 is chosen in this case to achieve robust detection and to 

minimise false alarms. A binary recorder is used to log the results, where the high level 

implies anomalous turbine gearbox behaviour and the low level indicates normal or 

acceptable operation. These records would be made available to wind turbine operators 

and anomalies would be flagged up if alarms appeared either for too long or too 

frequently.  

In Figure 4-7(b), the red line shows a series of alarms from the beginning of the 

assessment period, revealing anomalous behaviour, and demonstrating consistency 

between the algorithm developed here and the observations of residuals. It can also be 

seen in the same figure that the alarms are reported immediately following each steep 

increment in the testing residuals. This shows the capability of the NSET model 

accurately to detect incipient anomalies within a wind turbine gearbox before they 

develop into catastrophic faults.  

Ideally the detection method should have been compared with simple threshold based 

fault detection. However, there were very few occasions when high temperatures arose 

when turbines were operating normally and these data points had to be used as part of 

the training set and could not, therefore be used for testing. These data points did include 
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temperatures of 62°C which, realistically, would be above any simple threshold. It is 

thus clear that with such a threshold, false alarms would have arisen. It is also clear that 

setting thresholds any higher, to avoid these false alarms, would have resulted in a 

failure to detect real faults.  

Testing case II makes use of data from turbine T16. Operational data of half a year prior 

to the failure of this turbine, from August of 2005 to January of 2006, are used to 

confirm the anomaly detection capability of the model. The gearbox failure occurred 

immediately after the end of this testing period. 

 
Figure 4-8: Testing results and anomaly detection of T16 for standard NSET 

Anomaly detection in this case follows exactly the same procedures as for turbine T17, 

and the same validation result from turbine T1 is used as the reference for the hypothesis 

testing. Successful anomaly detection results are illustrated in Figure 4-8(a) and Figure 

4-8(b), which leaves up to half a year for the turbine operator to make decisions 

regarding shut down and maintenance scheduling and demonstrates the robustness of 
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model. It can also be seen in Figure 4-8(b) that the test residuals exhibit an increasing 

trend throughout this six-month period, which is indicative of the progressive 

degradation of the turbine gearbox. 

As can be seen in both Table 4-4 and Figure 4-8(a), the maximum oil temperature 

measurement is 67.0  which is above the upper limit of 62.0  as introduced by the 

maximal vector. The maximum modelled temperature corresponding to this peak is 

62.6   demonstrating that the NSET can extrapolate beyond the memory matrix 

maximum values, albeit to a very limited degree, and with uncertain accuracy. 

Nevertheless, the model accuracy and overall performance is definitely improved by the 

addition of the maximal vector, as will be shown in Section 4.3.5.   

4.3.4. Comparison with a Neural Network model 
In order to prove the effectiveness of the NSET model, a performance comparison is 

carried out in this section with a Neural Network (NN) model similar to that successfully 

applied to wind turbine gearbox condition monitoring in references [58, 59]. Unlike the 

NSET model which calculates the weights based on the similarity between the state 

vectors including the entire set of input parameters, NN models are designed to capture 

data interrelationships between input parameters and outputs using weight and bias 

parameters for individual neurons. These weights are established through a training 

process, often using the back propagation algorithm [125]. The Levenberg-Marquardt 

algorithm is employed here since it is claimed to be the fastest algorithm for training 

small and medium-sized networks [126]. 

The NSET model utilized in the case study, being an auto-associative model as 

introduced in Chapter 2, effectively has 4 inputs and 4 outputs, so a 4-input 4-output NN 

model is used for fair comparison with identical validation data from turbine T1 and 

testing data from T16 and T17. The „tansig‟ transfer function as shown in Table 2-1 is 

selected for the neurons in both of the hidden layer and output layer. And a hidden layer 

consisting of 3 neurons as used in reference [46] is employed here due to its best 

performance in model accuracy compared with other layouts such as that with 2 hidden 
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neurons. The state vectors that construct the memory matrix, with size of 989 in this case, 

are normalised before being used for NN model training and the same procedures for 

fault detection as introduced in Section 4.1.3 are adopted based on NN model estimation.  

Validation and testing results are shown in Figure 4-9, Figure 4-10 and Figure 4-11. It 

can be seen by comparing these figures with those from the NSET model (Figure 4-6 for 

validation results; Figure 4-7 and Figure 4-8 for testing results and the associated fault 

detection) that the NSET model is more accurate than the NN model by producing 

smaller validation residuals, and also more capable of timely fault detection for the 

testing cases, particularly in case I for turbine T17 as shown in Figure 4-10 which fails 

to pick up any signatures for the anomaly. This demonstration of NSET model 

performance over the NN model confirms its robustness.   

 
Figure 4-9: Validation results of T1 for NN model 
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Figure 4-10: Testing results and anomaly detection of T17 for NN model 

 
Figure 4-11: Testing results and anomaly detection of T16 for NN model 
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4.3.5. Justification for use of the augmented state memory matrix 

The improvements to model performance achieved by inclusion of the null and maximal 

vectors are investigated in this section by using the validating data and testing data in 

both testing cases.  

The main reason for adding the null vector is to improve the model accuracy especially 

in the context of missing/null data values. It also helps to improve modelling of the 

gearbox oil temperature following a turbine shutdown that will result in a gradual decay 

in temperature. It should be noted however that the missing/invalid data and the entries 

associated with the periods of shut down have been removed by the crude filtration, 

make the null vector slightly redundant. 

The observation state vector with the maximal oil temperature to be included in the 

augmented memory matrix is                       . This vector is selected as it 

includes the highest oil temperature reached by any healthy turbine from the wind farm 

during the period in which data was available. This vector is added to the memory 

matrix to improve model accuracy in the case of high temperatures. Of course, if the 

temperature exceeds this value, as in testing case II for T16, some deterioration in model 

performance can be expected. One concern that remains is that improving model 

performance might make anomaly detection more difficult since the detection is based 

on the magnitude of residuals. However, the case studies in the previous section 

demonstrate successful fault identification. It is believed that improved models will 

result in fewer false alarms. 

Table 4-5 demonstrates the impact of additional vectors on the model validation and 

testing performance, including four possibilities of memory matrix format: no 

augmentation, with only null vector, with only maximal vector and with both vectors. 

The average and RMS values of the validation and testing residuals for gearbox cooling 

oil temperature are used to measure model performance in each case, with smaller RMS 

values for validation residuals indicating better model accuracy. And a Residual Ratio 

(RR) that calculates the RMS ratio of testing residuals over the validation residuals is 
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used to indicate the degree of deviation for the testing data and also to some extent the 

potential for fault detection. A concept of Detection Ratio (DR) is also employed here 

for the testing data to present the proportion of testing instances being detected out of the 

complete testing set. For example, 8164 alarms are raised out of 16559 testing instances 

for turbine T16 in the augmented NSET model, leading to a DR value of 

8164/16559=49.3% as shown in Table 4-5. According to this, larger values of DR for 

anomalous data indicate higher sensitivity of anomaly detection. 

 Validation: 

T1 

Testing I: T17 Testing II: T16 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

No 

augmentation 

0.199 0.418 0.922 1.246 2.98 37.3 1.313 1.877 4.49 50.7 

With null 

vector only 

0.216 0.327 0.906 1.226 3.75 35.0 1.316 1.882 5.76 46.0 

With maximal 

vector only 

0.195 0.419 0.880 1.161 2.77 50.2 1.181 1.604 3.83 62.0 

With both 

vectors 

0.212 0.321 0.862 1.139 3.55 49.3 1.181 1.591 4.96 61.2 

Table 4-5: Model effectiveness comparison to justify the additional null and maximal 

vectors 
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Figure 4-12: Testing results and anomaly detection of T17 for standard NSET with non-

augmented state memory matrix 
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maximal vector. More clear illustrations are shown in Figure 4-12 and Figure 4-13 for 

the testing results of T17 and T16 respectively with non-augmented model, which could 

be compared with Figure 4-7 and Figure 4-8 that result from fully augmented model. 

 
Figure 4-13: Testing results and anomaly detection of T16 for standard NSET with non-

augmented state memory matrix 
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The gearbox cooling oil temperature is excluded from the memory matrix for weight 

vector calculation in the modified NSET model, leaving the involved variables to be the 

gearbox bearing temperature, nacelle temperature and the turbine power output. The size 

of memory matrix for the standard model was chosen to be 4×989. The same number of 

state vectors including those two additional vectors is retained in the modified model for 

a fair comparison. And all the validation and testing data here are also kept exactly the 

same as used in the standard model. 

 
Figure 4-14: Validation results of T1 for modified NSET 
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model, in particular for the testing case of T17 as shown in Figure 4-15(b), where only 

few isolated and inconsistent alarms are recorded. The value of both the residual ratio 

and the detection ratio in Table 4-6 also imply a reduced effectiveness of the modified 

model. 

The poor model performance in terms of accuracy and detection sensitivity is very likely 

due to the lack of model input variables. Unlike the reference [81], in which the 

successful implementation of modified NSET model is based on more than 20 highly 

model-relevant parameters, only 3 variables are available in this case. Further inclusion 

of gearbox oil related variables is expected to improve the modified version of model. 

For example, the rotor/generator rotational speed (but in this case it is a fixed speed stall 

regulated turbine) is directly associated with the gearbox loading and hence being 

believed to improve the model accuracy. This variable is included in the input sets in the 

gearbox related model developed in reference [121], but it is not available in the 

SCADA data for the presented case studies. 

For the reasons mentioned above, the modified NSET model will not be used in the 

following analyses in this chapter and instead the standard NSET model is chosen.  

 Validation: T1 Testing I: T17 Testing II: T16 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Standard 

NSET  

0.212 0.321 0.862 1.139 3.55 49.3 1.181 1.591 4.96 61.2 

Modified 

NSET  

2.968 3.644 4.577 5.145 1.41 0.12 5.172 5.747 1.58 20.7 

Table 4-6: Model effectiveness comparison between standard model and modified 

model 
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Figure 4-15: Testing results and anomaly detection of T17 for modified NSET 

 
Figure 4-16: Testing results and anomaly detection of T16 for modified NSET 
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4.3.7. Impact of memory matrix normalisation on model performance 

The standard NSET model keeps the original value of variables in the state memory 

matrix in order to calculate the weight vector applied to the different states when 

calculating the estimate of the variable of interest. In Section 4.1.1 it was explained that 

a Euclidean distance operator was used for the weight vector estimation. However, it is 

clear that a Euclidean distance calculated from the raw values of the various variables 

would be dominated by the variable with the largest range of values. In this case the 

value of turbine power output is of the order of 10
2
 kW and the rest of the temperature 

related variables in the standard model are of the order of 10
1
  , so the power output 

obviously make the most contribution, which may not be desirable. In order to eliminate 

this bias, it is preferable to normalise all the variables individually with respect to their 

respective ranges, as implemented in reference [84]. The effect of normalising variables 

on the model performance is explored as follows. 

 
Figure 4-17: Validation results of T1 for normalised NSET 
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The same validation and testing data are retained for the analyses here and the 

corresponding results are presented in Figure 4-17, Figure 4-18 and Figure 4-19 with 

their residual statistics summarised in Table 4-7.  

It can be found that the general model accuracy in all the validation and testing cases has 

been significantly enhanced by normalising the variables. However, the downside of the 

normalised NSET model is the reduction of the detection sensitivity, which is expressed 

by both the DR value in Table 4-7 and the anomaly detection results in Figure 4-18(b) 

and Figure 4-17(b) for testing cases I and II. In particular, Figure 4-18(b) shows a slower 

and much less frequent detection for T17 compared to the results in Figure 4-7(b). 

An additional period of testing data is chosen with one month of healthy operational data 

from July of 2006 for turbine T16 after its gearbox was replaced following the known 

failure. This extra case, referred to as testing case III, is employed to investigate the 

model‟s resistance to false alarms and the corresponding results are presented in both 

Figure 4-20 and Figure 4-21 and Table 4-7. Ideally the model‟s resistance to false alarms 

should be explored based on data from healthy turbines operating with high gearbox oil 

temperatures, but these occasions are very rare and the only available data points had to 

be used as part of the training set and could not, therefore be used for testing. 

Figure 4-20 and Figure 4-21 illustrate the results of the standard and normalised NSET 

model for testing case III. The figures show relatively low level of cooling oil 

temperature even though it was in July, confirming a healthy gearbox as mentioned 

earlier, in which case the detection ratio should be zero as shown in Figure 4-21. 

However, false alarms could be observed in Figure 4-20, making the standard NSET 

model less effective than the normalised model. 

The normalised NSET model generally performs better than the standard one in terms of 

model accuracy and resistance to false alarms although it shows less detection sensitivity.  

As might be expected greater detection sensitivity results in more false alarms. Choosing 

the best model must reflect this trade-off. The next section will further investigate the 

impact of weighted variables on the performance of normalised model.  
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Figure 4-18: Testing results and anomaly detection of T17 for normalised NSET 

 
Figure 4-19: Testing results and anomaly detection of T16 for normalised NSET 
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Figure 4-20: Testing results of healthy T16 in testing case III for standard NSET 

 
Figure 4-21: Testing results of healthy T16 in testing case III for normalised NSET 
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 Validation: T1 Testing I: T17 Testing II: T16 Testing III: T16 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Standard NSET  0.212 0.321 0.862 1.139 3.55 49.3 1.181 1.591 4.96 61.2 0.189 0.366 1.14 2.55 

Normalised NSET  0.086 0.125 0.229 0.367 2.94 16.5 0.526 0.720 5.76 48.5 0.049 0.146 1.17 0 

Normalised NSET with 

weighted variables 

0.059 0.091 0.142 0.254 2.79 12.1 0.396 0.547 6.01 47.2 0.031 0.100 1.10 0 

Reduced parameter 

NSET 

0.002 0.025 0.110 0.176 7.04 39.9 0.153 0.220 8.80 56.5 -0.055 0.155 6.2 0 

Time lagged NSET 0.003 0.027 0.127 0.196 7.26 40.1 0.166 0.240 8.89 54.1 -0.096 0.227 8.41 0 

Table 4-7: Further model effectiveness comparison under different situations for gearbox case study
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4.3.8. Impact of weighted variables in the distance norm on model 

performance 
The contribution of different variables to the calculation of the Euclidean distance has 

been discussed in the last section and this leads to the idea of refining the distance 

calculation using weighted variables. In this case, the nonlinear operator   used for 

weighting vector calculation as shown in Equation (4-7) is updated with Equation (4-17) 

where the weighting parameter,   ,are assigned with the associated correlation 

coefficients for the variables with the cooling oil temperature as shown in Table 4-3. 

                

 

   

 (4-17) 

This is believed to enhance the model accuracy since the more relevant, i.e. more highly 

correlated, variables such as the gearbox bearing temperature, can then make a greater 

contribution through weighting of the distance metric than the less relevant variables, 

such as the nacelle temperature. 

The statistics of the corresponding residuals for the validation and testing cases are listed 

in Table 4-7 to form a contrast with the results from the normalised NSET model which 

is at this point the preferred model. It can be seen through the RMS values for validation 

residuals that the model accuracy is improved by assigning weighting to different 

variables in the distance norm calculation. The resistance to false alarms is also retained 

in this case and the detection sensitivity is very slightly worse. Although the ability to 

detect anomalies is slightly reduced, the overall model performance is excellent. The 

impact of reduced parameter on the model performance is explored in the next section 

based on the normalised NSET model with weighted variables. 

4.3.9. Discussions of the model performance by removing the 

parameter of Gearbox bearing temperature 
It can be seen from Table 4-4 that both the maximal gearbox cooling oil temperature and 

the bearing temperature in the testing cases exhibit higher levels than those in the 
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training/validation set. More clear relationships are illustrated in Figure 4-22 and Figure 

4-23 where the cooling oil and bearing temperatures are plotted against the turbine 

power output for T16 in testing case I and T17 in testing case II, respectively. The 

pattern formed between the cooling oil temperature of anomalous turbines and their 

power output in both figures shows significant deviations from that of the healthy 

turbines. This demonstrates the sensitivity of the gearbox cooling oil temperature to the 

impending failure and hence demonstrating the importance of this variable as an 

effective condition indicator. The relationship between anomalous gearbox bearing 

temperature and the corresponding power production also exhibits differences 

(increasing trend similar to the cooling oil temperature case) from the normal conditions 

in these two figures, though with less degree of discrepancy than the cooling oil 

temperature case. This is understandable since the bearing temperature is affected by the 

progressive degradation within the gearbox and the associated increase in temperature 

through heat conduction between the two. It should also be noted that it has been 

confirmed that neither test case involved a main bearing failure. However the inclusion 

of such variable could potentially degrade the model‟s effectiveness in fault 

identification since the elevated bearing temperature would lead to higher model 

estimations of oil temperature than with the bearing temperature absent from the model, 

and hence resulting in smaller testing residuals and potential failure in anomaly 

detection.  

 

Figure 4-22: Gearbox temperature vs. power output for T16 in testing case I 
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Figure 4-23: Gearbox temperature vs. power output for T17 in testing case II 

The effect of removing the gearbox bearing temperature on the model performance is 

explored in this section based on the normalised NSET model with weighted variables 

since this model has been proved to be more effective than the standard model and the 

basic normalised model, particularly in terms of model accuracy. The explored model 

here is referred to as the reduced parameter model. The same validation and testing data 

as used in the previous section are retained and the results are presented in Figure 4-24, 

Figure 4-25, Figure 4-26, Figure 4-27 and Table 4-7, which could be compared with 

results under other conditions in Table 4-7 and figures as shown in previous sections to 

observe the differences induced by the reduced parameter model.  

It is noticed that the RR value is consistent with the DR value for most of the analyses 

with some exceptions such as testing case III in Table 4-7, where the relatively large RR 

value for the reduced parameter model does not contribute to the alarm detection. This is 

due to the large negative residuals, as shown in Figure 4-27, which increase the 

associated residual RMS and RR value but are not relevant to anomaly detection. 

Moreover, it can be seen that both the model accuracy and detection sensitivity are 

further improved by employing the reduced parameter NSET model. The residuals for 

both testing cases I and II are smaller in the reduced parameter model than in the 

normalised model with weighted parameters, which is contrary to expectation. Also the 

resistance to false alarms is retained here. 
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Figure 4-24: Validation results of T1 for normalised NSET with reduced parameter and 

weighted variables 

 
Figure 4-25: Testing results and anomaly detection of T17 for normalised NSET with 

reduced parameter and weighted variables 
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Figure 4-26: Testing results and anomaly detection of T16 for normalised NSET with 

reduced parameter and weighted variables 

 
Figure 4-27: Testing results of healthy T16 in testing case III for normalised NSET with 

reduced parameter and weighted variables 
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4.3.10. Discussions of the effect of time-lagged variable on model 

performance 
Heat generation within the gearbox that is associated with power production will result 

in a rise in gearbox cooling oil temperature but there will be some time delay due to the 

inherent thermal mass of the gearbox. Consequently time-lagged power is anticipated to 

be more highly correlated with the gearbox oil temperature than concurrent values. It is 

therefore interesting to explore whether using suitably time-lagged power values in the 

memory matrix can improve the NSET models and make fault detection more effective.  

This idea is supported by earlier work reported in references [58] and [59], in which the 

generated power in the cooling oil temperature model is delayed by 3 and 2 time steps 

respectively, with each step being 10 minutes, as in this case. In this section the 

influence of time delay in power output on the model performance is examined based on 

the best performing model so far, i.e. the normalised model with weighted distance norm 

and with reduced parameters, as presented in the previous section.  

 
Figure 4-28: Correlation coefficients between cooling oil temperature and turbine power 

output with different time delays 

The correlation coefficients between the cooling oil temperature and the power 
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i.e. a 40 minutes lag, and the coefficient without delay is slightly less at 0.8282 as shown 

in Table 4-3 (and Figure 4-28). So the reduced variable model with 3 inputs as shown in 

last section is updated by replacing the concurrent power output with its value at (t-4), 

which is referred to as the time lagged model. The corresponding results are summarised 

in Table 4-7. 

Contrary to expectation, the time lagged model shows slightly worse model accuracy 

than the reduced parameter model and the detection sensitivity also shows no sign of 

improvement. One reason for this could be the quality of the data and subsequent data 

filtering to remove invalid measurements resulting in an incomplete time series. So the 

time lagged power output could at times actually be further back in time, leading to 

deteriorated model effectiveness. In this case, the percentage of values that are removed 

by the filtration is 36% and 42% for the testing cases from turbines T16 and T17 

respectively as shown in Table 4-4, indicating relatively poor data quality and thus 

confirming the proposed interpretation. It is possible that with high quality data, the use 

of lagged power values could be advantageous, but it is left to further research to 

establish this. The time lagged model is not further considered here and the reduced 

parameter NSET model is retained for its best performance. 

4.3.11. Discussions of other model performance metrics 
The model accuracy and detection ratio have been employed to indicate the ability of a 

model to correctly estimate the variable value and effectively detect the performance 

deviation that is caused by the approaching system failure, respectively. Based on these 

criteria the reduced parameter model shows the best performance so far. Two other 

metrics, auto-sensitivity and cross-sensitivity, are introduced in this section and used to 

further assess the performance of the preferred NSET model as an auto-associative 

model as has been introduced in Chapter 2. 

Auto-sensitivity measures the ability of an auto-associative model to make correct 

estimations of the variables when they are distorted due to either a faulty sensor or 

degradations in the monitored system. The auto-sensitivity,     , is defined as the change 
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in the estimation of a particular variable caused by the drift in its corresponding sensor 

measurement [127], which is expressed by Equation (4-18) below.  

     
 

 
  

    
     

     

   
     

    

 
 

   
 (4-18) 

where the denominator shows the drifted values of a specific variable and the numerator 

is the corresponding change in the variable estimation; and N is the number of samples 

used in the prediction. A robust auto-associative model would produce small or ideally 

no changes in the variable prediction for small drifts in the fault-free variable values. An 

ideal auto-sensitivity value is 0, which indicates that the model is capable of producing 

reliable predictions in spite of drifted sensor measurements. An extreme case with auto-

sensitivity value of 1 implies the inability of a model to detect anomaly since the model 

prediction would follow the input drift and result in residuals of zero in this case. In the 

common cases the model‟s auto-sensitivity value is between 0 and 1, which means that 

the resultant residuals will underestimate the drifts in sensor reading, i.e. the signature of 

the fault [82]. 

Cross-sensitivity for each individual variable in the model,     , is defined by Equation 

(4-19) below. 

     
 

 
  

    
     

     

   
     

    

 
 

   
 (4-19) 

where the numerator and denominator retain the same meaning as in the auto-sensitivity 

expression with the exception of    , indicating the consideration of the effect from a 

problematic sensor on the prediction of other variables [127]. 

The auto- and cross-sensitivity are calculated for the best performing model so far, i.e. 

the reduced parameter model, using the validation data with artificial modification of the 

time series data for the parameters of interest. The performance metrics are calculated 
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using Equation (4-18) and Equation (4-19) with regards to the gearbox oil temperature 

since it is the condition indicator used for the gearbox case study. 

 

Figure 4-29: Illustration of auto-sensitivity performance using the validation data 

Figure 4-29 shows the auto-sensitivity results where a consistent drift of +5  is added 

to the original oil temperature observation of the validation data, which is illustrated by 

the green line. The modified observation and the corresponding prediction are illustrated 

in the same figure by the red and blue curve respectively. It can be seen that the model 

prediction is affected by the faulty inputs and the associated auto-sensitivity value is 

0.82. The corresponding residual would also underestimate the actual sensor drift, which 

would theoretically reduce the model‟s detectability to some extent. This inherent nature 

of the auto-associative NSET model is reflected by the conflict between NSET model 

accuracy and detection sensitivity. However the successful anomaly detection in the 

previous section has demonstrated the robustness of model and suggests that even a high 

value of the auto-sensitivity need not be a problem. Similarly the cross-sensitivity values 

due to artificial drift in power output and nacelle temperature are 0.02 and 0.07, 

respectively. This results in an average cross-sensitivity value of approximately 0.05, 
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which is reasonably low and indicates that the model prediction of oil temperature is 

impervious to faulty inputs from other variables. 

4.4. NSET application to wind turbine generator case study 

Successful NSET application to gearbox condition monitoring has been presented in 

previous sections. The effectiveness of the NSET model is further demonstrated here 

using a generator case study. Three available variables including turbine power output, 

generator winding temperature and nacelle temperature are chosen for the condition 

monitoring purpose for generator based on the domain knowledge in Section 4.2, with 

the generator winding temperature being the condition indicator for the generator.  

                    Output parameters 

Input parameters 

Generator winding temperature 

Generator winding temperature ( ) 1 

Power output (  ) 0.9066 

Nacelle temperature ( ) 0.3008 

Table 4-8: Pearson‟s correlation coefficients between generator model input and output 

parameters 

The correlation between the generator winding temperature and the other variables is 

listed in Table 4-8. The power output is required due to the high correlation to the 

winding temperature and the nacelle temperature is also needed for the same reason as 

mentioned in the gearbox analysis. 

The generator failure for turbine T8 occurred on November of 2006 as introduced earlier. 

Two months of data prior to the final failure are used as the testing data. The gearbox 

case study employed a generic model that takes the training data from the averaged 

values from a group of healthy turbines and then the model could also be validated and 

tested on different turbines. The analysis of generator here uses a specific model, the 

training, validation and testing data of which come from the same turbine, T8 in this 

case. The reason is that the upper limit of generator winding temperature from other 



 

129 

 

healthy turbines does not approach that of turbine T8 during the testing period, and the 

data from T8 itself exhibits a much wider winding temperature range throughout the 

available period.  

Data from turbine T8 are used as training data in order to get rid of the concern of 

model‟s inability to extrapolate and the very beginning three months (April to June of 

2005) out of the available period are chosen to avoid involving deteriorating 

performance in the training set and hence eliminating false negatives in the detection 

results. The operational data of the following month (July of 2005) are used for 

validation purpose. An additional testing data from August of 2005, which are assumed 

to represent a healthy generator, are employed to investigate the model‟s resistance to 

false alarms. Table 4-9 lists the value ranges for different data sets and the crude data 

filtration that was applied in the same manner as for the gearbox case study. It can be 

noticed in this table that the maximal training generator winding temperature is 154 , 

which is the highest available even though it is still 2  less than the testing maximum.  

A memory matrix size of 3×818 is chosen based on the same method as used in Section 

4.3.1 for the gearbox analyses. Three different NSET models, including the standard 

model, the normalised model and the normalised one with weighted parameters, are then 

validated and tested, and the results are summarised in Table 4-10. The results are not 

presented here due to the consideration of space occupation and also because they are 

similar in nature to those already presented. They can be found instead in Appendix I.  

All these three models show successful detections to actual fault and a lack of false 

positives. It can be seen from Table 4-10 that the model accuracy is improved 

significantly by normalising the memory matrix and the addition of the weighting the 

parameters. However, the detection sensitivity exhibits opposite trend with the model 

accuracy, which shows consistency with the results of the gearbox application in Table 

4-7 for the three models mentioned. The NSET model performance was further 

improved by removing a redundant variable in the gearbox case study, but all variables 

here are considered highly relevant for the generator analyses. So it can be concluded 
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that no simple rules can be applied regarding the model selection and compromises 

between model accuracy and detection sensitivity are required.  
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Data usage Variables Filtration 

criteria 

Value range after 

filtration 

Percentage of 

values being 

removed (%) 
min max 

Training set (April – June 

2005) 

Active power (kW) > 25 30.09 634.59  

70 
Generator winding temperature ( ) > 0 13.00 154.00 

Nacelle temperature ( ) > 0 5.00 28.62 

Validation set (July 2005) 

Active power (kW) > 25 50.29 611.04  

28 
Generator winding temperature ( ) > 0 23.00 131.00 

Nacelle temperature ( ) > 0 9.00 29.09 

Testing set I (anomalous; 

October – November 2006) 

Active power (kW) > 25 30.02 626.10  

49 
Generator winding temperature ( ) > 0 11.00 156.00 

Nacelle temperature ( ) > 0 5.82 22.92 

Testing set II (healthy; 

August 2005) 

Active power (kW) > 25 30.10 586.22  

46 
Generator winding temperature ( ) > 0 23.00 116.00 

Nacelle temperature ( ) > 0 10.00 25.29 

Table 4-9: Filtration criteria of the selected variables for generator case study and the corresponding results 
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 Validation Testing I (anomalous) Testing II (healthy) 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Standard NSET  -0.011 0.757 3.530 5.928 7.83 66.3 -0.012 0.263 0.35 0 

Normalised NSET  0.052 0.460 1.653 2.844 6.18 38.6 0.026 0.167 0.36 0 

Normalised NSET with 

weighted variables 

0.035 0.390 1.350 2.375 6.09 31.8 0.024 0.149 0.38 0 

Table 4-10: Model effectiveness comparison under different situations for generator case study 
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4.5. Chapter summary 

Turbine gearbox and generator anomalies in all testing cases (i.e. turbines T16 and T17 

for gearbox applications and T8 for generator application) are successfully detected 

based on the NSET estimation and leave sufficient time for the turbine operator to make 

decisions for maintenance schedules before the final gearbox failure. In the gearbox case 

study the normalised 3-inputs model with weighted parameters outperforms the rest of 

models in terms of model effectiveness and resistance to false alarms. Nevertheless, no 

definite model could be chosen in the generator analyses and compromises between 

model accuracy and detection sensitivity are needed. 

Another key feature revealed by the two gearbox examples is that the NSET model as 

fitted here, based on operational data from five turbines collected over three months of 

spring 2005, works well when dealing with other turbines of the same type and for 

operation at different times of year when metrological conditions are different. Thus 

NSET models constructed in the manner proposed here are applicable to turbines 

regardless of seasons and location within the wind farm. This simplifies the development 

and application of such models for condition monitoring as generic models so developed 

can be widely applied.  

However, the generic model becomes unfeasible sometimes, such as in the generator 

example where the value range of variables in the training data poses a problem for the 

generic multi-turbine model and a specific model has to be used instead. The next 

chapter will explore the NSET model in spatial applications where the estimation of the 

indicative variable from the turbine of interest is based on the simultaneous 

measurements from the turbines nearby. This is believed to overcome the issues of 

training data insufficiency that are confronted by the generic model such as in the 

generator example since the training data would be extracted from a turbine subgroup 

and the spatial model would regard the value range difference in the training set as a 

embedded relationship in the model.  
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5. Spatial application of NSET model for wind turbine 

gearbox fault detection 

Individual turbine based anomaly detection across the wind farm will involve lots of 

data analyses and therefore cannot be done by hand. The development of spatial data-

mining techniques that can analyse the SCADA data from part of or complete wind 

farms with large numbers of identical make of turbines would significantly reduce the 

efforts of repeated model construction for each individual turbine.  

Following the successful application to individual turbine gearbox condition monitoring 

in Section 4.3, the NSET method is applied to multiple turbines in a spatial context using 

the same gearbox examples from turbines T16 and T17; it is used to capture 

relationships among wind turbines across the wind farm. In this case the state vectors in 

memory matrix include records of the gearbox oil temperature and other associated 

variables from a group of turbines that are closely located within the wind farm, and thus 

experience similar wind conditions and operational status. The model outputs are 

estimations of the indicative variables for all the turbine members within the group, 

which saves considerable effort compared to the development of individual turbine 

models. Apart from the difference in the state vector composition of the memory matrix, 

all the algorithms, including weighting vector calculation, memory matrix construction 

and hypothesis test based fault detection, are implemented in the same manner as 

introduced in Section 4.1 from last chapter. The selection of the turbine group for model 

construction here relies on the correlation coefficients of wind speed between the turbine 

of interest and its surrounding turbines.  

The implementation will be specified in detail in the following sections. The input 

parameter combination that results in the best model performance will be explored and 

the impact of normalising the memory matrix and weighting the parameters on model 

performance will also be examined. The effectiveness of the modified model, which 

showed unsatisfactory results in the case of the individual turbine model, will be 
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explored in this chapter. The model‟s capability of extension and generalisation will be 

investigated and the limitations of the spatial application of NSET model will be 

discussed as well. A brief comparison between the spatial and individual NSET model 

will also be made at the end of this chapter. 

5.1. Data usage for model training, validation and testing 

The data selection for training, validation and testing purposes of the spatial NSET 

model requires overall consideration of data availability across the entire wind farm or 

the selected group rather than simply the turbine of interest as in the individual turbine 

analyses. The operational status of the sub-group members should be guaranteed to be 

normal for the training and validation sets, and the testing data from turbines T16 and 

T17 are used to demonstrate the model‟s effectiveness.  

The wind farm layout and the gearbox failure information for T16 and T17 have been 

introduced in Section 4.2 from last chapter. It can be seen from Figure 4-2 that T16 and 

T17 are located next to each other, indicating a high correlation between these two 

turbines. Therefore, these two turbines would very likely to be included together in a 

sub-group used for spatial NSET modelling. Since the confirmed failure for turbine T17 

was on April of 2005, which is within the training period (April to June of the same 

year) for the individual turbine gearbox example, the training data will need to be 

reselected.  

The fact that the available data only starts from April of 2005 removes the possibility of 

selecting the training set at an earlier time. Taking training data from between the 

failures of T17 and T16 would also be unsuitable since the downtime of T17 ended on 

August of 2005 by which signs of degradation for T16 have already appeared as shown 

in the testing results from last chapter. Turbine T16 was taken offline for gearbox 

replacement immediately after the reported failure at the end of January of 2006 and was 

back to production at end of March of 2006. Due to all the considerations above, the 

training period is chosen to be from April to June of 2006 where both T16 and T17 were 

normally operating and there were no reported issues for the remainder of turbines being 
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considered for inclusion in the sub-group. The following month is used to validate the 

model and the testing period for these two turbines remains the same as for the 

individual turbine analyses, i.e. April 2005 for testing case I for T17 and from August 

2005 to January 2006 for testing case II for T16. In this case, the model‟s resistance to 

false alarms is investigated based on the healthy turbines in the selected sub-group 

during the validation period. 

 
Figure 5-1: Proportion of invalid data entries in different data usage for each turbine 

Unlike in the individual NSET model where the data is filtered only based on the turbine 

of interest, the data filtration in this case needs to take the complete wind farm or sub-

group into consideration, i.e. the simultaneous measurements for the group of turbines 

would become disqualified in case any one of them shows an invalid entry. Figure 5-1 

illustrates the proportion of invalid data entries in each turbine for different data usage, 

including the training period, validation period, and the testing periods for turbines T16 

and T17. The filtration here is based on three variables, namely the gearbox cooling oil 

temperature, the power output and nacelle temperature. The gearbox bearing 

temperature is excluded from the filtration basis since it is known from the previous 
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chapter to be better avoided due to concern about false negatives. The validation data in 

this figure generally shows a large percentage of invalid entries being removed, with its 

peak of nearly 90% for turbine T12 followed by T1 and T8. The over filtration in such 

cases will not only lead to much less valid data, it is also possible that the anomalous 

data from the testing sets are partially or completely removed due to the invalid data 

from other turbines during the same period. For this reason turbines with an excessive 

elimination rate such as T1, T8 and T12 are removed for the sake of validation data. 

Similarly T2, T4, T6, T7, T9 and T22 are also eliminated from the group for the 

following analyses due to the consideration of training and testing cases.  

 
Figure 5-2: New wind farm layout with disqualified turbines removed 

This eliminates 9 turbines from the original group and leaves 17 available turbines for 

analysis in this chapter. The new layout of wind farm that contains only the valid 

turbines is illustrated in Figure 5-2. Operational data of this selected group is filtered 

with regards to each candidate using the same criteria as for the individual model and the 

results are listed in Table 5-1. The percentage of values being removed in this case is 

generally much higher than that for the individual turbine analyses since each turbine 
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within the sub-group contributes to the filtration. The generally high elimination rate in 

this table indicate the relatively poor data quality but fortunately the extreme values of 

gearbox cooling oil temperature are retained for the training and testing sets. The 

maximum cooling oil temperature of 57.36  in the validation set comes from turbine 

T14 and the associated data are used for the false alarm investigation, referred to as 

testing case III. The potential issues due to the over filtration across the turbine group 

will be presented in Section 5.5. 
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Data usage 

 

Variables 

 

Filtration 

criteria 

Value range after 

filtration 

Percentage of 

values being 

removed (%) 
min max 

Training set (April – 

June 2006) 

Active power (kW) > 25 25.01 657.66  

67 
Gearbox cooling oil temperature ( ) > 0 6.61 62.00 

Nacelle temperature ( ) > 0 2.24 28.43 

Validation set/false 

alarm testing (July 

2006) 

Active power (kW) > 25 25.02 596.16  

80 
Gearbox cooling oil temperature ( ) > 0 15.03 57.36 

Nacelle temperature ( ) > 0 11.00 31.62 

Testing set in case I 

(April 2005) 

Active power (kW) > 25 25.28 640.71  

61 
Gearbox cooling oil temperature ( ) > 0 13.49 61.00 

Nacelle temperature ( ) > 0 2.65 21.28 

Testing set in case II 

(August 2005 – 

January 2006) 

Active power (kW) > 25 25.03 658.61  

78 
Gearbox cooling oil temperature ( ) > 0 6.62 67.00 

Nacelle temperature ( ) > 0 0.58 28.05 

Table 5-1: Wind farm based data filtration (for 17 qualified turbines) and the corresponding results
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5.2. Model implementation within a sub-group 

The anomalous turbine T16 is used as the sub-group selection basis for the following 

analyses in this chapter so that the two turbines of interest, T16 and T17, will always be 

included in the sub-group due to their high correlation with each other. The spatial 

model that involves sub-groups with different sizes or even the complete wind farm will 

be presented in Section 5.3. As a start here, the model candidates are selected based on 

the correlation of wind speed. Turbines T10, T11, T13, T14 and T17 all have nacelle 

anemometer correlation with T16 in excess of 0.96, so they are selected to be in the sub-

group, leading to a sub-group size of 6. It can be seen from Figure 5-2 that the selected 

turbines are geographically close to each other since the correlation of wind speed, used 

as the selection basis, is in general inversely related to the distance between 

measurement locations. 

It has been shown in the last chapter that the 3-inputs model including oil temperature, 

power output and nacelle temperature gave the best performance. Considering also the 

fact that trade-offs between model accuracy and detection sensitivity are always required 

among the standard, normalised and weighted-variable NSET models, the spatial NSET 

model with three mentioned inputs is investigated first in this section based on the 

standard model within the selected sub-group, followed by the discussions of the 

necessity of nacelle temperature and the role played by gearbox bearing temperature.  

For spatial application of the NSET model the state vectors in memory matrix, 

symbolised by      in Equation (4-1) from last chapter, represent records of the 

gearbox cooling oil temperature and other associated variables from the sub-group of 

turbines. For example, for the three inputs model with the determined sub-group here, 

each state vector comprises 18 variables comprising oil temperature, generated power 

and nacelle temperature for each of the 6 sub-group members.  

The differences in memory matrix composition for the various models to be explored 

will lead to a different optimal matrix size where the model with more variables requires 

more historical state vectors to cover the complete operational range. The matrix size 
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decision with all three variables present is illustrated in Figure 5-3. It can be seen from 

this figure that a good state number is around 1000 based on the compromise between 

model accuracy and computational complexity as discussed in Section 4.3.1, resulting in 

a matrix D of size 18×1000. A memory matrix size with 1017 state vectors is used for all 

the following analyses within the selected sub-group in order to make fair comparisons 

whist retaining the model accuracy. 

 

Figure 5-3: Memory matrix size decision 

The implementation of the algorithms for the spatial NSET model and the associated 

hypothesis test based fault detection is identical with that for the individual turbine 

model in last chapter. The matrix is constructed with 1017 historical states and the 

model is then validated on turbine T16 with the results being illustrated in Figure 5-4 

which shows acceptable model accuracy. The maximum of the smoothed validating 

residual is used as reference for further fault detection. The anomalies of turbine T17 

and T16 are successfully detected from the beginning of the testing period, as shown in 

Figure 5-5 and Figure 5-6, demonstrating the model‟s effectiveness of anomaly 

detection. Figure 5-7 further shows the model‟s resistance to false alarms using the 

healthy operational data from turbine T14 which contribute to the maximum of gearbox 

cooling oil temperature during the selected period as mentioned before. This illustrates 

that high temperatures can be reached by a perfectly healthy turbine. 
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Figure 5-4: Validation results of T16 for standard spatial NSET 

 
Figure 5-5: Testing results and anomaly detection of T17 for standard spatial NSET 
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Figure 5-6: Testing results and anomaly detection of T16 for standard spatial NSET 

 
Figure 5-7: Testing results of healthy T14 for false alarm testing with standard spatial 

NSET 
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5.2.1. Discussions of the necessity of nacelle temperature  

The turbine nacelle temperature is physically affected by both the ambient temperature 

and the gearbox temperature. Because the selected turbine can be assumed to share a 

common ambient temperature with the other turbines, this might reduce the importance 

of nacelle temperature in the modelling. The effectiveness of an NSET model without 

nacelle temperature, i.e. only containing power output and cooling oil temperature, is 

investigated here using identical data as introduced earlier. 

 
Figure 5-8: Time series of the validation data for all of the sub-group candidates 

The validation time series of oil temperature, power output and nacelle temperature for 

the six selected turbines within the sub-group is shown in Figure 5-8, from which it can 

be seen that the oil temperature peaks at time instance of around 600 corresponding to 

the peaks in the nacelle temperature. These are known to be primarily due to the high 

ambient temperature, and in this instance the associated power production is rather low. 
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It is therefore clear that in this case the oil temperature peaks are driven mainly by the 

high ambient temperature, indicating the importance of the ambient temperature (not 

available in this SCADA data set) and hence nacelle temperature on the model output.  

The validation results for the 2-inputs NSET model are illustrated in Figure 5-9, where 

the exact oil temperature measurement peak of 53  for the validated turbine T16 can be 

observed at time instance of 602. The associated estimations from the 2-inputs and the 3-

inputs model, as shown in Figure 5-4, are 49.81  and 51.07  respectively, showing a 

higher degree of accuracy of the 3-inputs model and hence further confirming the 

necessity of the inclusion of nacelle temperature in the spatial NSET model. 

 
Figure 5-9: Validation results of T16 for 2-inputs standard spatial NSET 

Table 5-2 (on Page 153) further summarises the validation and testing statistics for the 

2-inputs model and also compares these with those for the 3-inputs model as presented 

in the previous section. It can be seen from the table that the 3-inputs model performs 
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better than the 2-inputs model by showing higher validation accuracy and a larger 

detection ratio for the testing data. 

5.2.2. Impact of gearbox bearing temperature on model performance 

The gearbox bearing temperature, which is known from last chapter to be better avoided 

in order to increase the detectability, is separately examined in this section to 

demonstrate again the potential degradation in performance that can result. An extreme 

case is employed where the model only involves the cooling oil temperature and the 

bearing temperature and the data filtration here is only conducted with regards to these 

two involved variables, which differs from what have been applied previously. In this 

case the filtration picks up entries with positive oil temperature and bearing temperature 

and the refinement is based on the turbines operational data from the sub-group rather 

than the complete wind farm. 

Figure 5-10 illustrates the validation results which demonstrate excellent model 

accuracy. However, the testing results for turbine T17 in Figure 5-11(a) also show good 

agreement between model estimations and observations even when the temperature 

peaks with apparent fault signatures, which lead to the failure in anomaly detection as 

shown in Figure 5-11(b). As has been mentioned in the previous chapter, this is because 

the gearbox bearing temperature shares a common causal relationship with the oil 

temperature with regards to gearbox failure and would accordingly carry some similar 

fault information, which will result in the ineffectiveness in anomaly detection. It can be 

therefore concluded that the gearbox bearing temperature should be excluded from the 

model inputs. 
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Figure 5-10: Validation results of T16 for standard spatial NSET with bearing 

temperature 

 
Figure 5-11: Testing results and anomaly detection of T17 for standard spatial NSET 

0 200 400 600 800 1000 1200 1400 1600 1800
35

40

45

50

55
(a) Model estimations and observations

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

model estimation

observations

0 200 400 600 800 1000 1200 1400 1600 1800
-2

-1.5

-1

-0.5

0

0.5

1
(b) Raw residuals and filtered residuals

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

raw residual

filtered residual

0 200 400 600 800 1000 1200 1400 1600 1800 2000
30

40

50

60

70
(a) Model estimations and observations

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

model estimation

observations

0 200 400 600 800 1000 1200 1400 1600 1800 2000
-10

-8

-6

-4

-2

0

2
(b) Raw residuals, filtered residuals and detected alarms

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

raw residual

filtered residual

detection result



 

149 

 

5.2.3. Impact of normalised memory matrix and weighted parameters 

on model performance 
The performance for model with memory matrix normalised and variable weighted is 

investigated in this section using the same data as described in Section 5.2. The 

illustrations of the validation and testing results are included in Appendix II instead of 

being presented here due to their similarity in nature to those already presented earlier in 

this chapter, and the associated statistics of results can be found in Table 5-2. The 

normalised and weighted model shows significantly better accuracy than the standard 

model in the table and it is also capable of detecting the anomaly with sufficient time 

prior to the final failure in spite of the smaller detection ratio. 

5.2.4. Discussion of the modified model in spatial NSET application 

The modified NSET model is believed to produce more reliable results than the standard 

model since the indicative variable, the gearbox cooling oil temperature in this case, of 

the turbine of interest is omitted from the estimation process for the weighting vector 

and the results are based on the measurements from valid sensors only. It was not 

preferred for the individual turbine analyses in last chapter due to the unsatisfactory 

performance resulting from insufficient input variables. The modified model is 

investigated here since the correlated variables from the surrounding turbines 

significantly increase the model‟s input size.  

The implementation of the modified model is based on the normalised and weighted 

model with identical data usage as in the previous section. 17 variables are included in 

the model inputs since the oil temperature for the turbine of interest is absent from the 

input sets, and an optimal state number of 1017 is retained, resulting in a memory matrix 

size of 17×1017. The validation and testing results for the modified model are illustrated 

in Figure 5-12, Figure 5-13, Figure 5-14 and Figure 5-15, and the associated statistics 

are summarised in Table 5-2, together with those from other models under investigation. 

It can be seen from both these figures and the table that the residual RMSs for the 

modified model are generally larger than the normalised matrix and weighted parameter 

model, particularly for the testing cases of T16 and T17. One potential reason for this is 
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the model auto-sensitivity, the value of which is calculated to be 0.88 for the normalised 

matrix and weighted parameter model, indicating the corresponding predicating 

residuals are generally underestimated by 88% and hence leading to smaller residual 

RMS values. Whereas the modified model has an auto-sensitivity value of 0 with 

regards to the oil temperature since this variable is absent from the model input sets, 

which is the ideal case according to the associated metric definition as introduced in 

Section 4.3.11 from last chapter. For this reason, the modified model with normalised 

memory matrix and weighted parameters, referred to as the modified spatial model, is 

used for further analyses. 

 
Figure 5-12: Validation results of T16 for modified spatial NSET 
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Figure 5-13: Testing results and anomaly detection of T17 for modified spatial NSET 

 
Figure 5-14: Testing results and anomaly detection of T16 for modified spatial NSET 
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Figure 5-15: Testing results of healthy T14 for false alarm testing with modified spatial 

NSET 

It should also be noticed that the training data comes from a period where the anomalous 

gearbox for turbines T16 and T17 had been replaced, i.e. the training and testing are 

based on different operational systems. As a consequence, the model would make 

prediction based on the training patterns that are learnt from the new system which 

might differ somewhat from the original one. This will obviously degrade the model 

accuracy and effectiveness, and hence should better be avoided, but this was not possible 

for the reason mentioned in Section 5.1.  
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 Validation: 

T16 

Testing I: T17 Testing II: T16 Testing III: T14 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Oil temp 

+ 

Power 

Standard 
0.866 1.551 4.636 5.439 3.51 75.1 7.007 7.855 5.06 87.1 1.415 2.067 1.33 0 

 

Oil temp 

+ 

Power + 

Nacelle 

temp 

Standard 0.503 1.300 5.546 6.210 4.78 88.0 7.182 8.032 6.18 90.8 0.740 1.680 1.29 0 

Normalized 

& weighted 

parameters 

-0.092 0.724 0.715 1.052 1.45 38.8 0.567 1.263 1.74 38.9 -0.248 0.926 1.28 0 

Modified 0.106 1.040 5.344 6.094 5.86 88.0 7.652 9.100 8.75 87.9 -0.424 1.725 1.66 0 

Table 5-2: Effectiveness comparison for spatial models with different input combinations under standard and modified 

situations 
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5.3. Effect of sub-group size on model performance 

The spatial modified NSET model shows satisfactory performance with 6 turbines in the 

sub-group. The effect of sub-group size on the model performance is investigated in this 

section based on the modified NSET model using turbine T16 again as the basis for sub-

group selection. The correlation coefficients for wind speed between turbine T16 and the 

17 available turbines in the wind farm are listed in descending order in Table 5-3. And 

the sub-group size is changed by varying the correlation threshold level. 

 

Turbine No. 

Correlation 

coefficient 

with T16 

 

Turbine No. 

Correlation 

coefficient 

with T16 

 

Turbine No. 

Correlation 

coefficient 

with T16 

16 1.000 26 0.958 18 0.934 

17 0.987 3 0.954 21 0.930 

13 0.973 25 0.954 19 0.914 

14 0.968 24 0.953 20 0.899 

11 0.967 23 0.949 15 0.824 

10 0.967 5 0.938   

Table 5-3: Correlation coefficients of wind speed between T16 and the available 

turbines in the wind farm 

Figure 5-16 illustrates the relationship between the correlation coefficients and the 

associated (rescaled) geographical distance from turbine T16. It can be seen from this 

figure that the correlation level drops as the geographical distance increases in general 

with some exceptions such as turbine T15. Possible reasons for such point include the 

specific terrain roughness, land topology that are associated with the turbine and wake 

effects from the neighbouring turbines [46]. 
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Figure 5-16: Spatial relationship for the available turbines in the wind farm with regards 

to turbine T16 

The data usage for model validation and testing purpose here remains the same as 

described in Section 5.1, where the filtration of the operational data is conducted based 

upon these 17 available turbines within the wind farm. Four models with different sub-

group size are investigated and compared here, including the one presented in last 

section and models with sub-group size of 10, 15 and 17 that covers all the turbines 

available in the wind farm. The corresponding matrix sizes of these models are kept 

around 1000 for a fair comparison. 

The results are not presented here due to the consideration of space and also because 

they are similar in nature to those already presented. They can be found instead in 

Appendix III and the associated statistics are summarised in Table 5-4. Both the 

illustrations and the respective statistics in this case show little impact of the sub-group 

size on the model performance, which implies great potential to extend the spatial model 

to even larger wind farms so that modelling efforts can be saved without losing the 

model reliability. However, more available data need to be tested for the capability of 

extension of the spatial NSET model before any definite conclusions could be made 

since it is noted that the lowest correlation coefficient as listed in Table 5-3 is 0.82, 

which still exhibits a relatively high correlation level. Larger wind farms might be 

expected to have lower correlations and this would result in less accurate modelling. 
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Correlation 

Coefficient 

threshold 

Sub-

group 

size 

Validation: T16 Testing I: T17 Testing II: T16 Testing III: T14 

Mean 

( ) 

RMS 

( ) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

0.96 6 0.106 1.040 5.344 6.094 5.86 88.0 7.652 9.100 8.75 87.9 -0.424 1.725 1.66 0 

0.95 10 0.073 1.114 5.542 6.260 5.62 88.6 7.772 9.147 8.21 89.3 -0.430 1.765 1.58 0 

0.90 15 0.079 1.129 5.372 6.197 5.49 88.1 7.870 9.190 8.14 89.9 -0.444 1.743 1.54 0 

0.80 17 -0.053 1.185 5.667 6.554 5.53 88.2 7.997 9.266 7.82 91.1 -0.448 1.779 1.50 0 

Table 5-4: Effectiveness comparison for the 3-inputs modified spatial model with different sub-group sizes 
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5.4. Discussion of the model’s capability of generalisation 

The previous results are based on the models that are constructed on turbine T16 for the 

reason mentioned in Section 5.2. This section explores the model‟s capability of 

generalisation using other validating turbines within the largest available sub-group 

(comprising 17 turbines), which has been proved to be as effective as the models with 

any sub-group sizes.  

In this case, the testing data remain the same as used for the 17-turbines sub-group in the 

previous section and the corresponding testing residuals are also identical with those for 

the 17-turbines sub-group as listed in Table 5-4 due to the identical memory matrix, 

based on which the model predictions are made. The only difference in this case is the 

validation result and hence the residual ratio, and the detection ratio changes as well 

since the associated hypothesis test is based on the maximal value of the validation 

result. 

 Validation Testing I: 

T17 

Testing II: 

T16 

Testing III: 

T14 

Mean 

( ) 

RMS 

( ) 

RR DR 

(%) 

RR DR 

(%) 

RR DR 

(%) 

Sub-group based 

on T13 

-0.716 2.366 2.77 80.6 3.92 83.5 0.75 0 

Sub-group based 

on T10 

-0.036 1.849 3.54 82.4 5.01 85.5 0.96 0 

Sub-group based 

on T5 

-1.166 2.259 2.90 87.1 4.10 89.0 0.79 0 

Table 5-5: Effectiveness comparison for spatial models constructed based on different 

turbines with sub-group size of 17 

Three random turbines are chosen for model validation: T5, T10 and T13, and the 

respective results of successful model application are listed in Table 5-5, which shows 
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only the RR and DR values since the Mean and RMS values remain the same due to the 

reasons mentioned above. It can be seen by comparing the statistics in Table 5-5 and 

those for the 17-turbines sub-group as shown in Table 5-4 that the impact of the 

validating turbine selection for the same sub-group on the model performance is 

insignificant, implying the model‟s ability to generalise and the effort saving potential 

for wind farm level condition monitoring. 

5.5. Limitations of the spatial application of the NSET model 

The previous two sections have shown excellent capability of extension and 

generalisation for the spatial NSET model. However there are also some potential issues 

associated with the model due to the inclusion of large number of turbines and they are 

discussed in this section. 

Firstly, the data filtration is based on all the candidates within the sub-group, which 

would result in failure of anomaly detection if the faulty data from the turbine of interest 

happens to coincide with the invalid data from another turbine in the sub-group. Even 

though a crude data refinement has been applied to remove the turbines that contain 

significant numbers of invalid entries as has been shown in Section 5.1, the possibility 

still exist, and the associated chance increases as the sub-group extends. 

Another worry is the effect of the anomalous data on the model estimations for other 

healthy turbines. An example using the 6-turbines sub-group as described in Section 5.2 

is illustrated in Figure 5-17, which shows the testing results for the healthy turbine T14 

based on the anomalous T17 using the identical testing period (in testing case I) prior to 

its final gearbox failure. The high values of model prediction for T14 are due to the 

impact from the anomalous data, which results in the deteriorated model accuracy and 

reduced testing residuals. This will become a serious issue in the cases where there are 

more than one anomalous turbines in the selected sub-group. The model estimation for 

the faulty turbine would be affected in a similar manner by the anomalous data from 

other faulty turbines and the corresponding reduced testing residuals will lead to false 
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negatives in the worst case scenario. Attention is therefore required in spatial NSET 

applications with large numbers of turbines in the selected sub-group. 

 
Figure 5-17: Testing results of the modified spatial NSET for healthy T14 based on the 

anomalous T17 in testing case I 

5.6. Comparison between the spatial and individual turbine 

NSET model 

It can be seen by comparing Table 5-2 and Table 4-7 from last chapter that the 

individual turbine NSET model significantly outperforms the spatial model in terms of 

model accuracy for different auto-associative forms (i.e. so called standard forms of the 

NSET model, including normalised and weighted). With regards to the modified model, 

which theoretically provides more reliable model predictions, the spatial NSET 

overcomes the limitation of insufficient variables faced by the individual NSET 

modelling by effectively employing the variables from the surrounding turbines and 

hence providing promising results. Besides, the spatial NSET also beats the individual 
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model in terms of effort saving. However, the feasibility of the spatial model 

implementation largely depends upon the data quality for the reasons mentioned in the 

previous section. Therefore no definite conclusions can be achieved as to which model is 

superior since they both have their advantages and limitations on performance, which in 

a way provides flexibility for model selection that are based on the data quality and 

availability. 

5.7. Chapter summary 

The effectiveness of the spatial NSET model with oil temperature, power output and 

nacelle temperature is shown in this chapter, out of which the normalised matrix and 

weighted parameter model performs the best. A reasonable state number value of around 

1000 is selected for the sub-groups with different sizes based on the compromise 

between model accuracy and computational complexity. The modified spatial NSET 

model brings further confidence to the model‟s reliability by omitting the indicative 

variable of the turbine of interest from the estimation process for the weighting vector, 

which in effect results in a model with an auto-sensitivity of zero. The little impact of 

sub-group size on model performance demonstrates the model‟s capability of extension 

and the performance of models validated with different turbines shows little variations, 

indicating the model‟s ability to generalise and more importantly significant amount of 

efforts would be saved by wind farm based condition monitoring without losing model 

effectiveness. 

However, more case studies are required before widely applying the spatial NSET model 

for entire wind farm condition monitoring. Besides, failures of anomaly detection could 

be caused by either predictions based on faulty period of anomalous turbines or 

inclusion of too many turbines with poor data quality in the sub-group such that the data 

containing anomalous information are likely to be removed in the filtration process due 

to invalid entries in other turbine candidates. 
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6. Conclusions and future works 

Promising SCADA data based algorithms for robust fault detection have been presented 

in this thesis with emphasis on the NSET technique for model estimation for both key 

components of individual wind turbines and also for groups of wind turbines. This 

modelling is complemented by a comparison of operational wind turbine power curves 

derived in a real time manner with a reference power curve, in order to identify 

anomalous behaviour. In contrast to previous NSET implementations, comparisons 

make use of a rigorous statistical comparison. Turbine gearbox and generator anomaly 

detection case studies, and a turbine yaw misalignment example, are utilised to 

demonstrate the effectiveness of the NSET algorithm and the proposed power curve 

based method. The main research contributions of this thesis and potential future work 

to improve the methods will be presented and discussed in the following sections.  

6.1. Conclusions 

The main research contributions presented in this thesis are listed below: 

 For the power curve comparison method 

 A Copulas based outlier rejection method is demonstrated that can be used to 

clean up the reference power curve. This significantly improves the precision of 

the resulting reference curve and thus increases the sensitivity and reliability of 

subsequent anomaly detection, allowing earlier fault identification. 

 A real-time power curve tracking method is developed to identify any 

statistically significant deviation, using an appropriate hypothesis test, from the 

reference power curve on a bin by bin basis. This is demonstrated to identify 

certain faults in a timely manner. 

 For the NSET technique 

 The optimal memory matrix size is determined as a compromise between model 

accuracy and computational complexity. 
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 The utility of additional null and maximal state vectors in the memory matrix is 

justified by showing improvement to NSET model performance. 

 The impact on model performance of re-scaling the memory matrix to 

normalise the parameter range of all variables to [0, 1] is investigated and 

demonstrated to significantly improve the model accuracy. 

 Adjustment of variables‟ weighting in the distance norm (conventionally the 

Euclidean norm) with NSET to reflect the relative importance of the model 

variables is shown to improve model accuracy. 

 The potential to extend the NSET model based on individual turbines to a 

multi-machine application is explored, and the effectiveness of such a spatially 

derived model has been demonstrated. Sub-group size is found to have little 

impact on model performance and the models validated with different turbines 

also show little variation in performance, allowing this approach to be applied 

to whole wind farms, thereby massively reducing computational effort without 

significant loss of model effectiveness. 

 The modified spatial NSET model brings further confidence to the model‟s 

reliability by omitting the indicative variable for the turbine of interest from the 

estimation process for the weighting vector, which in effect results in a model 

with an auto-sensitivity of zero. 

 Both the power curve based fault detection and the NSET approach to anomaly 

detection have been implemented in a statistically rigorous manner through 

application of the Welch hypothesis test, which reduces the likelihood of false alarm 

and adds confidence in the condition monitoring methods. 

6.2. Future works 

The robustness of the NSET technique in producing accurate and reliable model 

estimations allows for timely detection of system incipient anomaly, thus adding value 

to the condition monitoring of wind turbines and increase its cost-effectiveness. 

However, the applications presented in this thesis highlight the conflict between NSET 
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model accuracy and detection sensitivity, which is due to the auto-associated character 

of NSET models.  

Another crucial aspect of condition monitoring algorithm development is the trade-off 

between the required detection sensitivity and the false alarm rate. Particularly for 

offshore wind turbines, false alarms can be costly in terms of unnecessary down time 

and maintenance actions undertaken that are actually not required. Turbine access 

offshore is costly and trips may be wasted if they have resulted from false alarms. The 

relationship between how far in advance the anomaly can be identified and the 

corresponding false alarm rates is not well understood and a good understanding of this 

relationship will merit further study in order to facilitate improved decision making for 

turbine repair and maintenance scheduling. 

The autoregressive input (or the time lagged input variable) does not improve the 

performance of NSET model in the presented gearbox case study. One reason for this 

could be the data filtration that removes invalid measurements, resulting in an 

incomplete time series that would result in unwanted time varying changes to lag time, 

thus degrading the model. However, the use of a suitably time-lagged variable could be 

beneficial especially in cases where there are intrinsic time delays in the system, for 

example due to thermal mass, and this area deserves to be investigated in further 

research. 

In addition, it has been realised that future work needed to investigate the NSET model‟s 

resistance to false alarms should be based on normally operating turbines with high 

values of the indicative variable (such as the gearbox oil temperature in the condition 

monitoring of turbine gearbox). Such data was not available at the time of writing of this 

PhD thesis. 

The NSET approach should be extended to include data from additional components and 

subsystems, and could perhaps incorporate data from other sensors, in particular 

vibration sensors and oil particle counters, and in this manner approach the ideal of a 

fully holistic condition monitoring system. Also, much work remains to be done to 
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extend the framework of power curve based anomaly detection to cover further turbine 

sub-systems, or even individual components (including measurement instruments) 

faults, thus eventually allowing a comprehensive fault logic to be developed that would 

provide a powerful tool to wind farm operators.  

Lastly, the tuning of key parameters, such as the significance level in the Welch‟s t test, 

should be based on more extensive operational data from field trials to improve 

algorithm performance and verify the capability of the NSET model and power curve 

tracking methods for condition monitoring. Such data, with documented false alarm 

rates and successful fault identification performance statistics, would allow the 

economic value of such condition monitoring systems to be determined. 
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Appendix I 

This appendix shows the validation and testing results of NSET model under different 

situations (standard model, model with normalised matrix and weighted parameters) for 

individual turbine generator case study. 

 
Figure 1: Validation results of standard NSET 
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Figure 2: Testing results and anomaly detection of testing case I for standard NSET 

 
Figure 3: Testing results and false alarm investigation of testing case II for standard 

NSET 
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Figure 4: Validation results of normalised NSET 

 
Figure 5: Testing results and anomaly detection of testing case I for normalised NSET 
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Figure 6: Testing results and false alarm investigation of testing case II for normalised 

NSET 

 
Figure 7: Validation results of normalised NSET with weighted variables 
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Figure 8: Testing results and anomaly detection of testing case I for normalised NSET 

with weighted variables 

 
Figure 9: Testing results and false alarm investigation of testing case II for normalised 

NSET with weighted variables 
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Appendix II 

This appendix shows the validation and testing results of spatial NSET model with 

normalised matrix and weighted parameters for gearbox case study within 6-turbine sub-

group. 

 
Figure 10: Validation results of T16 for spatial NSET model with normalised matrix and 

weighted parameter 
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Figure 11: Testing results and anomaly detection of T17 for spatial NSET model with 

normalised matrix and weighted parameter 

 
Figure 12: Testing results and anomaly detection of T16 for spatial NSET model with 

normalised matrix and weighted parameter 
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Figure 13: Testing results of healthy T14 for false alarm testing with spatial NSET 

model with normalised matrix and weighted parameter 
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Appendix III 

This appendix shows the validation and testing results of modified spatial NSET model 

with different sub-group sizes. 

 
Figure 14: Validation results of T16 for modified spatial NSET with sub-group size of 

10 
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Figure 15: Testing results and anomaly detection of T17 for modified spatial NSET with 

sub-group size of 10 

 
Figure 16: Testing results and anomaly detection of T16 for modified spatial NSET with 

sub-group size of 10 
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Figure 17: Testing results of healthy T14 for false alarm testing with modified spatial 

NSET with sub-group size of 10 

 
Figure 18: Validation results of T16 for modified spatial NSET with sub-group size of 

15 

0 100 200 300 400 500 600 700 800 900
35

40

45

50

55

60

65
(a) Model estimations and observations

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

model estimation

observations

0 100 200 300 400 500 600 700 800 900
-15

-10

-5

0

5

10
(b) Raw residuals, filtered residuals and detected alarms

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

raw residual

filtered residual

detection result

0 100 200 300 400 500 600 700 800 900
40

45

50

55

60
(a) Model estimations and observations

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

model estimation

observations

0 100 200 300 400 500 600 700 800 900
-8

-6

-4

-2

0

2

4
(b) Raw residuals and filtered residuals

Time stamps (10min per point)

G
e
a
rb

o
x
 o

il 
te

m
p
e
ra

tu
re

 (
d
e
g
re

e
 C

e
lc

iu
s
)

 

 

raw residual

filtered residual



 

176 

 

 
Figure 19: Testing results and anomaly detection of T17 for modified spatial NSET with 

sub-group size of 15 

 
Figure 20: Testing results and anomaly detection of T16 for modified spatial NSET with 

sub-group size of 15 
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Figure 21: Testing results of healthy T14 for false alarm testing with modified spatial 

NSET with sub-group size of 15 

 
Figure 22: Validation results of T16 for modified spatial NSET with sub-group size of 

17 
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Figure 23: Testing results and anomaly detection of T17 for modified spatial NSET with 

sub-group size of 17 

 
Figure 24: Testing results and anomaly detection of T16 for modified spatial NSET with 

sub-group size of 17 
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Figure 25: Testing results of healthy T14 for false alarm testing with modified spatial 

NSET with sub-group size of 17 
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