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Abstract

In large parts of the north-east Atlantic, the lesser sandeel (Ammodytes marinus)
is an important prey for seabirds, marine mammals and fish. A. marinus shows
strong spatio-temporal variation in abundance and size, including a sustained de-
cline in size in several locations in the North Sea. The variation in size has been
hypothesised to be mainly driven by variability in food conditions, but exploring
this hypothesis on a larger spatial scale has so far been hampered by the lack of
zooplankton data of sufficient spatio-temporal and taxonomic resolution. Further,
the extent to which the clear spatial structure in the sandeel population is reflected
in the populations of their seabird predators is not clear. This thesis aims to address
these gaps and contribute to the mechanistic understanding of bottom-up effects in
the zooplankton-sandeel-seabird food chain. As declines in the abundance and size of
sandeels as a result of changes in their zooplankton prey are thought to have played
a large role in driving the dramatic declines of seabirds in large parts of north-east
Atlantic, understanding drivers and bottom-up processes in this food chain is of
large importance.

The thesis first addresses the lack of the kind of high-resolution zooplankton data
required for exploring the role of food conditions in sandeel dynamics. For this
purpose, an approach for the generation of prey fields from spatially aggregated
Continuous Plankton Recorder data is developed. The generated prey fields are
then used to examine spatio-temporal patterns in sandeel food conditions, focusing
mainly on the North Sea and covering the time period 1975 to 2016. In the western
North Sea, there have been clear declines in both the total amount of energy available
to sandeels and the abundance of small copepods, which make up a large proportion
of the sandeel diet. In terms of Calanus spp., which are also an important part of the
sandeel diet, there was no clear change in abundances of Calanus finmarchicus in
the examined locations, while abundances of Calanus helgolandicus showed a clear
increase in most of the study area around 2000. The average prey size generally
increased over time in the western North Sea, whereas it instead declined in the
north-east. Further, due to the differences in the timing of the feeding seasons, it is
clear that 0 group and 1+ group sandeels experienced different prey fields, with, for
example, a larger abundance of smaller copepods during the 0 group feeding season.

To explore to what extent this variation in food conditions can explain spatio-
temporal variation in sandeel size, a dynamic energy budget growth model is then
developed. This model estimates size daily throughout the first sandeel growth sea-
son as a function of food conditions, temperature, light conditions as well as size at



and timing of metamorphosis. The model is run in six locations: southern Iceland,
the Faroes, Shetland and three locations further south in the North Sea, includ-
ing Dogger Bank, the Firth of Forth and the East Central Grounds. In the more
southerly locations considered, model predictions agreed well with observations in
terms of long-term mean lengths and spatial differences in length and the model also
reproduced a previously observed decline in length in the north-western North Sea.
Agreement with observations in the Faroes and Iceland was poorer. Food conditions
played the main role in driving predicted variation in size, with Calanus spp. being
particularly important. Timing of metamorphosis also had a substantial impact on
predicted sandeel size. In contrast, the direct effect of temperature was negligible.

Finally, the thesis explores the extent to which spatial patterns in the sandeel popu-
lation along the coast of the UK propagate up to their seabird predators. To do this,
geographical patterns in the synchrony of breeding success in black-legged kittiwake
(Rissa tridactyla) colonies are examined in areas where sandeels are an important
part of the diet. The distance between colonies was a strong determinant of between-
colony synchrony, with the scale of synchrony in kittiwake and sandeel populations
being similar. Further, the colonies also formed clusters with synchronous breed-
ing success with a clear spatial pattern, which generally aligned with the spatial
structure of the kittiwakes’ sandeel prey.

The results of the thesis thus suggest that food conditions play an important role in
driving observed variation in sandeel size. This implies that past and ongoing climate
change-driven changes in the sandeel prey field are likely to have a large impact on
sandeel growth rates, with potential knock-on effects on demographic rates. Further,
the results suggest that processes occurring at the level of the sandeel are reflected
in the structure of the local kittiwake population, indicating that the sandeels are
able to mediate changes occurring at lower trophic levels up to the level of their
seabird predators.

i



Acknowledgements

Starting with the supervisors — Neil, I have really enjoyed working with you for
the past three years and I hope I have been able to pick up at least some of your
creativity and your much more elegant approach to modelling along the way. Peter,
your impressive knowledge of sandeels has been incredibly useful throughout the
project and I have always come back from our meetings in Aberdeen with a lot of
useful input (and a renewed enthusiasm for sandeels!). Mike, being able to draw
on your extensive experience in pretty much all areas of marine science has come
in very handy and I am also grateful to you for often providing a more sceptical
perspective on my work. Ruedi, throughout the past three years you have been
endlessly supportive, always taking the time to respond to long emails, have multiple-
hour meetings and read my drafts more carefully than I do myself. I also appreciate
you making sure that I got the see some birds once in a while! I could not wish for
better supervisors and I very much hope we will continue working together.

This thesis builds on data collected by a large group of people. I am very grateful to
everyone who has contributed data to the Seabird Monitoring Programme, giving
me a large amount of kittiwake data to play with. Will Miles and Martin Heubeck
deserve a special mention for giving me access to the SOTEAG dataset which has
provided fuel for several masters and side projects — always with very helpful input
from both Will and Martin. Sarah Wanless and Francis Daunt have allowed me to
use not only their kittiwake data, but also their sandeel dataset. They have also
shared a lot of their long experience working with seabirds and sandeels — which I
am very grateful for. I am also grateful to John Speakman for conducting the body
composition analysis on the sandeels collected by the puffins. Sandeel data have also
been provided by many other people — including Peter, Simon Greenstreet, Espen
Johnsen, Valur Bogason and Helga Bara Mohr Vang. Mikael van Deurs deserves a
special mention and has shared not only data on sandeel length and stomach content
but also a lot of very useful feedback. Moving down the food chain — David Johns
has been a great contact over at MBA, putting the CPR dataset together, answer-
ing my many questions about it and providing useful input throughout. Margarita
Machairopoulou at Marine Scotland Science also provided some very helpful feed-
back on using the Stonehaven dataset. In addition to the people mentioned here I am
aware that the datasets used in this thesis are the product of the communal effort
of many lab technicians, field assistants, fishers and students — and I am grateful to
each one.

il



The marine group at Strathclyde, and especially the Banas sub-group — Soizic, Euan,
Laura, Hoa, Trevor, Paul, Fabian — has been a really great group to be part of for
the last few years and I hope we will stay in touch. Alan — not only did you lay the
whole foundation for my project, but you also provided great support in handing
the work over as well as useful input throughout. Special thanks should also go to
Fabian for saving me from spending days on Stack Overflow multiple times and for
also being a meticulous proof-reader during the final stages. Finally, as part of the
Strathclyde cluster, Linda, our runs have ensured I stayed sane during the PhD.

BAHCM has also been a great institute and community to be part of for the last
three years. Diana, Hans, Marco, Katia, Sara, Michele — I am going to miss all the
lunches, Friday night dinners and Wednesday coffees (and more recently awkward
zoom workouts). You have made the whole experience a lot better and I hope you
will all come visit in Stockholm. Teteh — I will miss you most of all, I cannot think
of a better person to be locked into a flat with for several months.

My friends back home also deserve a mention — especially Frida who has received
close to hour-by-hour updates during the last three years and always responded
with consistent (but supportive) pessimism. Ellen, Ellinor and everyone else back
in Stockholm — you have been there for much-needed breaks during holidays and
phone calls. I also want to thank the Karlst team — and especially Jonas and Aron
— for giving me the opportunity to spend some of the best months of my PhD in the
middle of a guillemot colony.

Finally, my family. Axel — you are a very tough act to follow, if I manage to do even
half as well as you, I will be content. Pappa — you have not only been my personal
illustrator for the past three years but also an avid postcard-writer, stats consultant
and unwavering supporter throughout, and I cannot thank you enough. Mamma —
I could not have asked for a better role model. You have taught me not only the
greatness of Earl Grey, Ingvar Storm and programming but also that if a thing is
worth doing, it is worth doing well (which I hope is at least vaguely reflected in my
work).

v



Table of contents

Abstract i
Acknowledgements iii
Abbreviations xiv

1 Introduction 1
1.1 Energy flow in marine ecosystems . . . . . . ... .. ... ... .. 1
1.2 Study system . . . . ... 4
1.2.1  Ammodytes marinus . . . . ... 5

1.2.2  Sandeels and zooplankton . . . . .. ... ... 9

1.2.3 Sandeels and seabirds . . . . .. .. ... ... L. 10

1.3

1.2.4  Bottom-up and top-down control in the zooplankton-sandeel-

seabird food chain . . . .. ... .00 11
1.2.5 Temporal changes in the study system . . .. .. .. ... .. 12
1.2.6  Understanding the dynamics of the sandeel food chain . . . . 15
Aim of thesis . . . . . . . .. 17
1.3.1 Thesis synopsis . . . . . . . . .. 17



I Spatio-temporal patterns in sandeel prey 19

2 Exploring spatio-temporal variation in lesser sandeel prey fields

using Continuous Plankton Recorder data 20
2.1 Introduction . . . . . . . ... 20
2.2 Continuous Plankton Recorder data . . . . . . . . ... ... .. ... 22
2.2.1 CPR sampling biases . . . . . . ... ... .. .. ... ... 23
2.3 Methods . . . . . . . 28
2.3.1 Diet of post-metamorphic sandeels . . . . ... .. ... ... 28
2.3.2  Taxonomic groups included . . . . . .. ... 29
2.3.3 Adjusting for clogging . . . . .. ... 30
2.3.4 Correction factors . . . . . . . .. ... 30
2.3.5 Spatial aggregation of CPR data . . . .. ... ... ... .. 36
2.3.6 Interpolation . . . . . . ... ... L 37
237 Preytraits. . . . ..o 40
2.3.8 Spatio-temporal variation in the sandeel prey field . . . . . . . 46
24 Results. . . . . . 47
2.5 Discussion . . . . ..o o4
2.5.1 Caveats of the approach . . . . . ... ... ... ....... 54
2.5.2 Spatio-temporal patterns in the sandeel prey field . . . . . . . 55

2.5.3 Relationship between prey field characteristics and sandeel
growth . . . . .o o7

2.5.4 Applicability to other species and life stages . . . . . . . . .. 58

vi



II Exploring drivers of spatio-temporal variation in the
growth of juvenile lesser sandeels using a dynamic energy

budget model 60
3 Dynamic energy budget model description 61
3.1 Imtroduction . . . . . . . .. .. 61
3.2 Model framework . . . . . ... .. 64
3.2.1 Differences compared with the MacDonald model . . . . . .. 66

3.3 Model equations and initial parameter values . . . . . . . . . . . . .. 69
3.3.1 Assimilated energy . . . . ... ... 74

3.3.2 Metaboliccosts . . . . . .. ..o 88

3.3.3 Energy allocation . . . . . ... ... 0L 93

3.3.4 Translating structural and reserve energy into length and wet
weight . . . . . . 97

3.4 DIScussion . . . . . ..o 100

4 Drivers of spatio-temporal variation in the growth of juvenile lesser

sandeels 104
4.1 Introduction . . . . . . . ... 104
4.2 Methods . . . . . . .. 108
4.2.1 Modelinput . . . . . ... 108
4.2.2 Initial conditions . . . . . .. ..o 111
4.2.3 Sandeel data. . . . ... .. ... 112
4.2.4 Tuning of handling time and capture success . . . . . . . . .. 112
4.2.5 Spatio-temporal variation in 0 group growth . . . . . . . . .. 114
4.2.6 Parameter sensitivity analysis . . . . .. ... ... ... 115
4.2.7 Drivers of variation in growth . . . . . ... .. ... ... .. 116
43 Results . . . . . . 119

vii



4.4

4.3.1 Spatio-temporal variation in 0 group growth . . . . . . . . .. 119

4.3.2 Parameter sensitivity analysis . . . . . . ... ... 122
4.3.3 Drivers of variation in growth . . . . .. ... ... ... ... 125
Discussion . . . . . . ... 130
4.4.1 Agreement between predictions and observations . . . . . . . . 130
4.4.2 Drivers of spatio-temporal variation in growth . . . . .. . .. 133
4.4.3 Climate change-driven decreases in size . . . . . . .. . .. .. 137
444 Futurestudies . . . . . . ... Lo 137

III Spatio-temporal patterns in the dynamics of a sandeel
predator in relation to the spatial structure of their sandeel

prey

139

5 Spatial synchrony of breeding success in the black-legged kittiwake
(Rissa tridactyla) reflects the spatial dynamics of its sandeel prey140

5.1

5.2

2.3

5.4

Introduction . . . . . ... 140
Methods . . . . . . . . 143
5.2.1 Kittiwake breeding success data . . . . . . ... ... ... .. 143
5.2.2 Synchrony in breeding success . . . . . ... ... ... ... 143
5.2.3 Spatial patterns in synchrony . . . . ... ... ... ... .. 144
5.2.4 Inferring causes of synchrony . . . . ... ... ... ... .. 145
Results . . . . . . . o 148
5.3.1 Spatial patterns in synchrony . . . . .. .. .. ... ... .. 148
5.3.2 Inferring causes of synchrony . . . . . .. ... ... ... .. 150
Discussion . . . . . . ... 154

viil



IV General discussion 158

6 Discussion and conclusions 159
6.1 Bottom-up energy flow in the sandeel food chain and its implications 160
6.1.1 Knock-on effects on sandeel demographic rates . . . . . . . .. 163
6.1.2 Knock-on effects on seabirds . . . . . . ... ... 164
6.1.3 Implications for fisheries . . . . . . .. ... ... ... .... 166
6.2 How may sandeels be affected by projected environmental change? . . 167
6.2.1 Implications for seabirds . . . . . . . . ... ... ... ... 169
6.3 Implications for the understanding of other zooplankton-forage fish-

seabird food chains . . . . . .. ..o 170
6.3.1 Other Ammodytes spp. . . . . . . . . . . 170

6.3.2 Lessons learnt about understanding variation in size and bottom-
up effects in forage fish . . . . . ... ... ... 171
6.4 Potential directions for future work . . . . . ... ... 172
6.5 Conclusions . . . . . . . .. 174
A Appendix for Chapter 2 175
B Appendix for Chapter 4 177
C Appendix for Chapter 5 184
Bibliography 191

X



List of figures

1.1

1.2

1.3

2.1

2.2

2.3

24

2.5

2.6

2.7

2.8

2.9

2.10

2.11

2.12

2.13

2.14

Study area with distribution of sandeel grounds. . . . . . . . . .. ..
Annual cycle of lesser sandeels. . . . . . .. ...

Summary of drivers and processes in sandeel dynamics. . . . . . . . .

CPR samples within study area. . . . . . . ... ... ... ......
Spatial and temporal variation in CPR sampling frequency. . . . . . .

Location of Stonehaven site together with CPR samples used to de-
velop correction factors. . . . . . . ... ... L

Correlation between Stonehaven abundances and abundances in local
CPR samples aggregated over different distances. . . . . ... .. ..

Example of CPR interpolation. . . . . . .. ... ... ... .....
Map of available energy in sandeel prey. . . . . .. .. ... .. ...
Time series of available energy in sandeel prey. . . . . . . . ... . ..
Map of abundance of small copepods. . . . . . ... ... ... .. ..
Time series of abundance of small copepods. . . . . . .. .. ... ..
Map of abundance of Calanus finmarchicus. . . . . . . . .. .. ...
Time series of abundance of Calanus finmarchicus. . . . . . . . . . ..
Map of abundance of Calanus helgolandicus. . . . . . . . . . . . ...
Time series of abundance of Calanus helgolandicus. . . . . . . . . ..

Map of abundance of average daily mean square root of prey image
T

20

52



2.15 Time series of abundance of average daily mean square root of prey
Image area. . . . . . ...

3.1 Main variables and processes in DEB model. . . . . . . .. ... ...
3.2 Schematic representation of search rate. . . . . . . . .. .. ... ...
3.3 Predicted and observed sandeel gut evacuation rate. . . . . . . . . ..
3.4 Observed sandeel gut contents as a function of length. . . . . . . . ..
3.5 Summary of the key equations governing ingestion. . . . . . .. . ..
3.6 Predicted and observed sandeel standard metabolic rate. . . . . . ..
3.7 Allocation to structural energy as a function of total energy. . . . . .

3.8 Energy content predicted from length and weight compared to ob-
served energy content. . . . . . . .. ...

4.1 Model locations and associated CPR samples. . . . . .. .. ... ..
4.2 Comparison of predicted and observed sandeel length. . . . . . . . ..
4.3 Predicted growth curves for each model location. . . . . .. ... ..
4.4 Predicted length at overwintering for each model location. . . . . . .
4.5 Results of model parameter sensitivity analysis. . . . . ... .. ...
4.6 Model input versus predicted length. . . . . ... ... ... ... ..
4.7 Sensitivity of predicted length to environmental conditions. . . . . . .

4.8 Sensitivity of predicted length to initial conditions. . . . . . .. ...

5.1 Maps of (a) study colonies, (b) colony pairs showing weaker /stronger
synchrony than expected based on distance and (c) cluster structure.

5.2 Effect of distance on inter-colony synchrony. . . . . . . ... ... ..

5.3 Time series of breeding success in each cluster. . . . . . . . .. .. ..

B.1 Sensitivity of length predictions to CPR correction factors . . . . . .

X1



B.2

B.3

C.1

C.2

C.3

C4

Sensitivity of length predictions to prey energy content. . . . . . . . . 179

Sensitivity of length predictions to prey size. . . . . . . . . . .. ... 180
Effect of sample size on estimated breeding success synchrony. . . . . 186
Determination of the value of k£ to use for clustering. . . . ... ... 187
Effect of distance on inter-colony synchrony based on r. . . . . . . .. 189
Maps of (a) colony pairs showing weaker/stronger synchrony than

expected based on distance and (b) cluster structure based on . . . . 190

xii



List of tables

2.1

2.3

24

3.1

4.1

4.2

5.1

5.2

Al

B.1

B.2

C.1

C.2

CPR abundance categories. . . . . . . ... ... ... ... ..... 23
CPR correction factors. . . . . . . . . . ... 35
Prey trait values. . . . . . . . . ... 41
DEB model variables and parameter values. . . . . . ... ... ... 70
Comparison of predicted and observed sandeel length. . . . . . . . .. 121
Relative impact of drivers on predicted length. . . . . . . . ... ... 134
Results of fuzzy clustering of kittiwake breeding success. . . . . . .. 151
Weights for alternative models explaining synchrony. . . . . . . . .. 153
Corresponding CPR and Stonehaven taxa. . . . . ... .. ... ... 175
Prey search classes. . . . . . . . .. ... 177
Result of models of environmental input versus predicted length. . . . 180

Number of overlapping estimates of breeding success in two consecu-
tive years for all colony pairs. . . . . . . .. ... ... 185

Final synchrony cluster structure for each algorithm. . . . . . .. .. 188

xiil



Abbreviations

CI
CPR
DEB
ECG
DVM
GAM
ICES
SDA
SMR
SSB

Confidence interval

Continuous Plankton Recorder

Dynamic energy budget

East Central Grounds

Diel vertical migration

Generalised additive model

International Council for the Exploration of the Sea
Specific dynamic action

Standard metabolic rate

Spawning-stock biomass

X1v



Chapter 1

Introduction

1.1 Energy flow in marine ecosystems

Energy can be considered as the common, critical currency in ecology and un-
derstanding energy flows between trophic levels has been a long-standing quest in
ecology (Odum 1968). In marine ecosystems, three types of control on energy flow
are generally recognised: bottom-up control (producer-driven dynamics, increases
at lower trophic levels result in increases at upper trophic levels), top-down control
(predator-driven dynamics, increases at upper trophic levels result in decreases at
lower trophic levels) and wasp-waist control (dominant mid-trophic species exerts
bottom-up control on upper trophic levels and top-down control on lower trophic
levels) (Cury et al. 2003). While bottom-up control is thought to generally be the
main governing mechanism in marine ecosystems, different types of control will likely
act at the same time, and their importance may vary over time and space (Cury
et al. 2003). It is also increasingly recognised that trophic interactions are more
complex than mere responses to changes in abundance of adjacent trophic levels,
and that predators may also respond to changes in species composition, phenology
or prey size (e.g. Ljungstrom et al. 2020; Osterblom et al. 2008; Régnier et al. 2019;
Scopel et al. 2019). If a system is bottom-up controlled, understanding how preda-
tors respond to spatio-temporal variation in prey dynamics is of key importance,
especially in the light of current global environmental change, where many of these
prey populations may be changing rapidly (e.g. Poloczanska et al. 2013; Richardson
2008).

In marine food webs, the mid-trophic position is often occupied by small, pelagic
forage fish, which play a key role in the transfer of energy from plankton to upper
trophic levels occupied by piscivorous fish, marine mammals, squid and seabirds
(Engelhard et al. 2014; Pikitch et al. 2014). The fitness of these top predators has
repeatedly been found to be strongly related to the abundance and quality of the
forage fish available (e.g. Cury et al. 2011; Engelhard et al. 2013, 2014; Scopel et al.
2019). Forage fish are also commercially valuable as many of the piscivorous fish
preying on them are important fisheries species, resulting in forage fish contributing
around 20% of the global value of marine fisheries (Pikitch et al. 2014). In light



of this, and even more so considering the dramatic declines in many populations of
both forage fish and their predators (e.g. Hutchings et al. 2010; Paleczny et al. 2015),
understanding the dynamics of forage fish, and how these dynamics are reflected in
predator populations, is of key importance. Previous research suggests that the dy-
namics of forage fish are governed by multiple drivers. Most of the mortality appears
to be the result of predation, although mortality from fisheries can sometimes be
substantial (e.g. Engelhard et al. 2014). However, while in some cases this preda-
tion may result in top-down control, forage fish populations are often found to be
mainly bottom-up controlled (e.g. Ayén et al. 2008; Boldt et al. 2019; Engelhard
et al. 2014).

This bottom-up control means that understanding the dynamics of the zooplankton,
and the interactions between zooplankton and forage fish, is key. Again, this may go
beyond a simple response to variation in abundances, and instead aspects such as
size (e.g. Ljungstrom et al. 2020) or temporal variability in availability (e.g. Boldt
et al. 2019) may be more important for determining fish ingestion rates. However,
not only food conditions will determine net rates of energy acquisition of forage fish.
For example, metabolic costs are strongly related to temperature in fish (Clarke
and Johnston 1999) such that higher temperatures result in greater energetic losses.
Other less obvious aspects of the environment may also be important, such as light
conditions in the case of visually foraging fish (Aksnes 2007; Ljungstrom et al. 2020;
van Deurs et al. 2015; Varpe and Fiksen 2010). Further, as body size and energy
reserves are related to both mortality (e.g. Sogard 1997) and productivity (e.g.
Barneche et al. 2018) in fish, identifying not only drivers of variation in net energy
gain but also how this is divided between growth, energy reserves and reproduction
will improve the understanding of drivers of both abundance and size of forage fish.

All these variables that impact forage fish dynamics are likely to show considerable
spatial variation, which may also be reflected in spatial variability in the populations
of forage fish predators. For example, spatial variation in the local abundance of
forage fish, thought to be the result of variation in environmental conditions as a
result of different upwelling dynamics, was found to result in spatial variation in
the diet of rhinoceros auklets (Cerorhinca monocerata) in the California Current
System, which in turn affected chick growth (Thayer and Sydeman 2007). On top of
spatial variation, drivers of forage fish dynamics are also likely to show considerable
temporal variation, and many, such as zooplankton dynamics (Richardson 2008) and
ocean temperatures (Belkin 2009), are changing as a result of climate change. Due
to this sensitivity to rapidly changing environmental conditions, it is not surprising
that forage fish have been demonstrated to display all three “universal responses”
to climate change (see Daufresne et al. 2009): a decline in body size (e.g. Baudron
et al. 2014; Daufresne et al. 2009) as well as shifts in distribution and phenology
(Poloczanska et al. 2013). These temporal changes are also likely to propagate up to
the level of their predators. For example, a temperature-driven shift to a forage fish
community dominated by species of low energy density in the Gulf of Maine appears
to have resulted in reduced breeding success in several seabird species (Scopel et al.
2019).



Understanding the dynamics of bottom-up effects in the zooplankton-forage fish-
top predator food chain is thus important, but how to approach this is not always
straightforward due to the complexity of the system. Temporal correlations are often
used to try to understand trophic interactions in marine food webs. However, as re-
sponses to lower trophic levels may not be a simple positive response to abundances,
identifying these relationships may require considering more complex responses. For
example, Ljungstrom et al. (2020) found that the response of herring ( Clupea haren-
gus) intake rates to the size distribution of the available prey was much stronger
than the response to the abundance of prey. This means that while no traditional
bottom-up association between zooplankton and herring abundances may necessarily
be found, herring are nonetheless responding to changes occurring at lower trophic
levels. Further, improving the understanding of these trophic interactions is often
hindered by a lack of data. Lower trophic levels often have to be reduced to rough
estimates of biomass, or even represented by environmental proxies such as temper-
ature (e.g. Frederiksen et al. 2007a, 2006), which may make it difficult to identify
these complex interactions. Another complication is that several drivers may inter-
act, making relationships even more difficult to identify. For example, temperature
may have a positive effect on growth of forage fish through increased intake rates
when food is abundant, but may instead have a negative effect through increased
metabolic costs when food is scarce (e.g. Brodersen et al. 2011). The consequence of
this is that the impact of a single driver can potentially not be identified unless the
interacting driver is also accounted for. Finally, another important point is that even
when clear associations between variables are found, this does not necessarily mean
that these variables are directly related. For example, even if a positive correlation
between temperature and seabird breeding success is detected, this does not mean
that there is a direct effect of temperature on seabirds, but the relationship might
instead act through the seabirds’ forage fish prey (e.g. Frederiksen et al. 2007a). Un-
derstanding the mechanisms through which these indirect relationships are acting is
important for being able to extrapolate findings to other locations and time periods.
As such, an improved mechanistic understanding of trophic interactions in marine
food chains is crucial, especially in this time of rapid environmental change.



1.2 Study system

This thesis focuses on parts of the north-east Atlantic where
the lesser sandeel (Ammodytes marinus, hereafter generally
referred to as ‘sandeel’), a small, pelagic planktivorous fish,
occupies a key role in the food web, providing an important
food source for several marine top predators (e.g. Engelhard
et al. 2014). The study area includes large parts of the North
Sea, as well as the coasts of the Faroes and southern Ice-
land (see Figure 1.1), with a particular focus on the western
and northern North Sea. While there are several species of
forage fish in this region, A. marinus is the principal prey
species for many species of seabirds, marine mammals and
piscivorous fish (Engelhard et al. 2014). Seabirds are par-
ticularly dependent on sandeels as prey (Engelhard et al.
2014). Both seabird breeding success (Christensen-Dalsgaard
et al. 2018a; Rindorf et al. 2000; Vigfusdottir 2012) and sur-
vival (Oro and Furness 2002) have repeatedly been linked to
sandeel availability and energy content. It has been hypothe-
sised that declines in the energy content and abundance of A.
marinus have contributed to the widespread decline in many
species of seabirds along the North Sea coast (MacDonald et
al. 2015). These declines are in turn hypothesised to result
from temperature-driven changes in the sandeel zooplankton
prey base, as well as potentially also direct effects of temper-
ature on the sandeels (MacDonald et al. 2015).

In this section, A. marinus and the drivers of its population
dynamics are introduced in more detail. This is followed by
a synthesis of the links between A. marinus and both its
zooplankton prey and its seabird predators, as well as a dis-
cussion of bottom-up and top-down control in the sandeel
food chain. The section finishes with a discussion on how the
ecosystem on which the sandeel depends has changed, and is
expected to continue to change.
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Figure 1.1: Study area with lesser sandeel grounds marked in yellow (Jensen et al.
2011 and data provided by Marine Scotland Science). Mapped grounds are limited
to locations where more complete data exist as a result of fisheries (Faroese and
Icelandic waters have never been fished). Locations regularly used in the text are
also marked out (FoF = Firth of Forth, DB = Dogger Bank, ECG = East Central
Grounds).

1.2.1 Ammodytes marinus

A. marinus is part of the sandeel family (Ammodytidae). There are six recognised
species of the genus Ammodytes, all inhabiting the oceans of the Northern Hemi-
sphere, where they often constitute an important prey for seabirds, marine mammals
and piscivorous fish (Reay 1970; Robards et al. 1999a). As both the English and sci-
entific names imply (ammos = sand, dytes = diver), sandeels, which all lack swim
bladders, spend much of their time burrowed in sandy substrates (Reay 1970).

1.2.1.1 Habitat and life cycle

A. marinus occurs from the northern coast of Russia into the Barents Sea, down
along the coast of Norway and into the North Sea, as well as along the coasts of the
Faroes and Iceland, and into the western Baltic Sea (Robards et al. 1999a). It has
very specific habitat preferences, favouring hydrodynamically active regions (Tien et
al. 2017) of 30-70 m depth and medium to coarse sand (Holland et al. 2005; Wright
et al. 2000). During the summer feeding season, they spend the night burrowed into
the sand, but during winter they remain buried in the sand throughout day and
night. The timing of overwintering varies, but generally occurs from around June-
October to March—April, depending on age (Reeves 1994). A diagram of the annual
cycle of the sandeel is shown in Figure 1.2.
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Figure 1.2: Annual cycle of lesser sandeels. Dot-dash lines indicate inter-individual
and inter-annual variability. Grey lines = reproductive processes, red lines = over-
wintering, blue lines = feeding and growth.

Sandeels live up to around 9 years of age (Macer 1966), but due to high mortality
rates, the age distribution is strongly skewed towards younger age classes (e.g. Cook
2004). They normally mature at an age of 1-2 years (Boulcott et al. 2007) and
spawning usually takes place between December and February (Bergstad et al. 2001;
Macer 1966) when the sandeels briefly emerge before returning to burrow in the
substrate. The eggs are demersal and usually hatch in February—March (Wright and
Bailey 1996). Following this, the larvae drift passively with the prevailing currents
(e.g. Christensen et al. 2008; Gurkan et al. 2013; Jensen 2000; Proctor et al. 1998).
They then metamorphose in around May-June at a size of roughly 35-55 mm (Jensen
2000; Régnier et al. 2017; Wright and Bailey 1996). After metamorphosing and
settling, sandeels are highly sedentary, usually only moving a few kilometres from
their nightly burrowing habitat (Engelhard et al. 2013; Johnsen et al. 2017; van der
Kooij et al. 2008).

1.2.1.2 Population dynamics

Several processes govern sandeel dynamics, which in turn govern the energy available
to upper trophic levels (Figure 1.3). Inter-annual variability in recruitment, which
is substantial, is generally the main driver of variation in sandeel abundance (e.g.
ICES 2017; Poloczanska et al. 2004). The maturation rate, which determines the
number of spawners, is strongly related to size (Bergstad et al. 2001; Boulcott and
Wright 2008; Boulcott et al. 2007) as well as rate of energy acquisition (Boulcott and
Wright 2008). Following maturation, the sandeels continuously allocate resources



to gonad development from their energy reserves, which they have accumulated
during summer, with most investment occurring after the sandeels have initiated
overwintering (Bergstad et al. 2001; Boulcott and Wright 2008). The total amount of
energy allocated to gonads depends on the size of the energy reserves built up during
summer and the energy lost from reserves through metabolic maintenance costs
during gonad development (Wright et al. 2017a). When the metabolic rate increases
at higher temperatures, sandeels seem to prioritise survival and thus reduce gonad
investment (Wright et al. 2017a). Gonad investment will determine fecundity, which
explains why fecundity is related to size (Bergstad et al. 2001; Boulcott and Wright
2008, 2011), but gonad investment will also impact the timing of spawning (Boulcott
et al. 2017; Wright et al. 2017b). Together with a temperature-dependent incubation
period (Régnier et al. 2018), the timing of spawning, which is asynchronous and often
protracted (Boulcott et al. 2017; MacDonald et al. 2019a), will determine timing of
hatching, which often shows large intra- and inter-annual variability (MacDonald
et al. 2019a; Régnier et al. 2017; Wright and Bailey 1996). Loss rates during the
incubation phase are largely unknown.

The growth patterns of the subsequent larval phase will depend on the temperature
and prey the larvae are exposed to while drifting with the currents (Christensen et
al. 2008; Gurkan et al. 2013). Several studies suggest that food conditions during the
early larval stages are a key determinant of recruitment (Arnott and Ruxton 2002;
Régnier et al. 2017; van Deurs et al. 2009), likely through their effect on larval growth
rates, and subsequent effects on size-selective mortality. While the yolk-sac provides a
bit of a buffer, hatching within two weeks of peak food production may be necessary
to obtain sufficient food resources for surviving the early larval period (Régnier
et al. 2018). Further, successfully drifting to a location of suitable habitat at the
time of metamorphosis may be another key determinant of recruitment, suggesting
that current patterns will be important (Christensen et al. 2008; Proctor et al.
1998). The advective regime may also be important through its effect on larval food
conditions by controlling the retention of prey close to sandeel grounds (Henriksen
et al. 2018). In addition, several studies have found a negative relationship between
recruitment and 1 group abundance (Arnott and Ruxton 2002; Lindegren et al.
2017; van Deurs et al. 2009), which has been suggested to act through cannibalism
(Arnott and Ruxton 2002; Eigaard et al. 2014; Lynam et al. 2013), disruption of the
demersal eggs when adult sandeels are burrowing (Arnott and Ruxton 2002) and/or
competition for food or habitat (Arnott and Ruxton 2002; Lindegren et al. 2017;
van Deurs et al. 2009). Finally, several studies have reported a correlation between
winter temperature and recruitment (Arnott and Ruxton 2002; Lindegren et al.
2017; van Deurs et al. 2009). It is unclear what exact mechanism might generate
this correlation, as temperature may have direct impacts on reproductive investment
(Wright et al. 2017a), timing of spawning (Wright et al. 2017b), incubation period
(Régnier et al. 2018) and larval growth (Christensen et al. 2008), but may also be
related to food conditions (Régnier et al. 2017).
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Figure 1.3: Main known drivers and processes in sandeel dynamics determining the
energy available to upper trophic levels. Blue text and arrows = sandeel demographic
processes. Red text and arrows = environmental drivers. Blue boxes = determinants
of energy availability to upper trophic levels.

Once the sandeels have metamorphosed, the size at and timing of which vary de-
pending on timing of hatching and the larval growth period (Régnier et al. 2017;
Wright and Bailey 1996), they settle and begin feeding together with older sandeels.
As such, the timing of metamorphosis will to a large extent determine when 0 group
sandeels become available to predators in a particular sandeel ground, whereas re-
cruitment will determine the number available. At the time of 0 group settlement,
the 14+ group sandeels will likely have been present and feeding for 1-2 months al-
ready (Reeves 1994). The timing at which the 14+ group sandeels become available
to predators will depend on when they emerge from overwintering, and it is still
unknown what drives this. It is possible that the sandeels use temperature, light
or other environmental drivers as a cue (Winslade 1974a,b). Both 0 group and 1+
group sandeels will then continue feeding, being available to predators in the wa-
ter column during the day, until they initiate overwintering. When overwintering is



initiated varies between age groups and years (Bergstad et al. 2002; Reeves 1994),
likely as a result of variability in energy reserves (MacDonald et al. 2018; van Deurs
et al. 2011a), but it is possible that environmental conditions also play a role.

During the feeding season, environmental conditions and the abundance and com-
position of prey will impact intake rates and growth (Eliasen 2013; MacDonald et al.
2018; van Deurs et al. 2015, 2014). This variation in growth and energy acquisition
will have knock-on effects not only on maturation rates, fecundity and timing of
spawning as discussed above, but also on starvation mortality (MacDonald et al.
2018), further strengthening the link between sandeel energy reserves and demo-
graphic rates. While starvation mortality can be substantial in some years (Mac-
Donald et al. 2018), the greatest source of mortality is likely predation, primarily
from fish (Furness 2002). Further, where fishing occurs, this will also introduce addi-
tional mortality (Furness 2002). Finally, density-dependent effects will also impact
mortality, through, for example, increased competition for food or habitat, although
different density-dependent mechanisms appear to largely cancel each other out
(Rindorf et al. 2019).

1.2.1.3 Spatial structure and connectivity

An important feature of sandeel dynamics is the clear spatial structure. As a result of
their preferred habitat being patchily distributed, sandeels are patchily distributed
themselves (see Figure 1.1). Further, the patterns of larval dispersal, which is the
main source of connectivity between sandeel sub-populations, also introduces a spa-
tial structure (Wright et al. 2019). Some sub-populations are strongly connected,
whereas other regions show high levels of larval retention, resulting in more isolated
sub-populations (Christensen et al. 2008; Wright et al. 2019). The resulting spatial
structure is reflected in studies of otolith chemistry (Gibb et al. 2017; Wright et al.
2018), to some degree in genetic studies (Jiménez-Mena et al. 2020) as well as in the
degree of synchrony in abundances between sub-populations (Wright et al. 2019).
Sandeels may also show asynchronous variation in abundances at smaller scales of
just a few kilometres (Jensen et al. 2011). Spatial variability in environmental con-
ditions is also likely to contribute to the asynchronous dynamics, as well as the clear
spatial variation in size (Bergstad et al. 2002; Boulcott et al. 2007; Rindorf et al.
2016).

1.2.2 Sandeels and zooplankton

Food conditions are important for sandeel dynamics both at the larval stage and
after metamorphosis. At the larval stage, copepod nauplii, copepod eggs and ap-
pendicularians make up the main part of the sandeel diet (Economou 1991; Ryland
1964). Again, the temporal match of hatching and food abundance is an important
determinant of recruitment, with Calanus copepods potentially playing a particu-
larly important role (Arnott and Ruxton 2002; Régnier et al. 2017; van Deurs et al.
2009; but see Henriksen et al. 2018). Beyond the larval stage, copepods are the main
food source (Eliasen 2013; Godiksen et al. 2006; Macer 1966; Roessingh 1957; van
Deurs et al. 2014), but the sandeels also feed on appendicularians (Gémez Garcia et



al. 2012; van Deurs et al. 2010), cladocerans (Roessingh 1957), krill (Godiksen et al.
2006), amphipods, mysids (Eigaard et al. 2014), crustacean larvae (Eliasen 2013),
polychaetes (Macer 1966) and their larvae (Eliasen 2013) as well as fish eggs (Rank-
ine and Morrison 1989; Roessingh 1957) and larvae (Eigaard et al. 2014; Godiksen
et al. 2006; Rankine and Morrison 1989; Roessingh 1957). As with larval sandeel,
the abundance and composition of zooplankton consumed by adult sandeels have
been related to growth and demographic rates. Eliasen (2013) and MacDonald et
al. (2019b) both found a positive relationship between zooplankton biomass and
sandeel size. Similarly, MacDonald et al. (2018) found that food availability had a
large impact on growth, with knock-on effects on starvation mortality. Their study
also pointed to the importance of the type of prey available, with variation in the
abundance of large copepods having a larger impact on sandeel growth than varia-
tion in the abundance of small copepods. This aligns with the finding that sandeels
feeding on larger copepods (mainly Calanus spp.) tend to show higher consump-
tion rates than those feeding on smaller ones (van Deurs et al. 2014). Modelling
results have suggested that this mainly results from the sandeels, which are visual
foragers (Winslade 1974c), being able to detect larger copepods from further away
(van Deurs et al. 2015). As such, the abundance and composition of zooplankton
play a large role in the growth and demographic rates of sandeels, and thus also the
energy available to upper trophic levels.

1.2.3 Sandeels and seabirds

The timing, energy content and abundance of sandeels available to their seabird
predators during the breeding season will vary over space and time, which may im-
pact seabird breeding success. As 0 group sandeels are often used to feed chicks,
the agreement of the timing of appearance of 0 group sandeels in the water column
and the timing of chick energy demand may affect chick-rearing success (Wright and
Bailey 1993). On the Isle of May in the north-western North Sea, the difference be-
tween the timing of peak chick energy demand and the date when 0 group sandeels
reach a specified threshold size has increased since the early 1980s, although this
mismatch does not seem to have had a negative impact on the seabirds yet (Burthe
et al. 2012). Further, while some seabird species, such as European shags (Pha-
lacrocorax aristotelis), are able to extract sandeels from the sand (Watanuki et al.
2008), the initiation of overwintering generally makes sandeels unavailable for most
foraging seabirds, meaning that the timing of overwintering may also be important.
This mechanism likely explains the negative impact of early overwintering in local
sandeels on seabird breeding success at the Isle of May (Rindorf et al. 2000).

The energy content of individual sandeels varies between years (Wanless et al. 2018),
which may also impact seabird breeding success (Frederiksen et al. 2006). In 2004,
the energy content of sandeels in the Firth of Forth was exceptionally low, and this
coincided with widespread seabird breeding failure (Wanless et al. 2005). Species
that are single-prey loaders, such as common guillemots (Uria aalge), seem to be
more sensitive to variability in energy content than species such as black-legged
kittiwakes (Rissa tridactyla, hereafter ‘kittiwake’), which feed their chicks through
regurgitation (Frederiksen et al. 2006).
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Studies of sandeel diet also show that there is clear inter-annual variability in the
amount of sandeels eaten by seabirds (Wanless et al. 2018). To a large extent, this
likely reflects variation in the abundance of sandeels in the water column (e.g. Bailey
et al. 1991; Daunt et al. 2008). However, it may also reflect variability in the acces-
sibility of sandeels to the seabirds, as well as the foraging behaviour of the birds.
Sandeel abundance may show fine-scale horizontal variation (e.g. van der Kooij et
al. 2008; Wright and Bailey 1993), which will impact accessibility to the seabirds
as well as foraging costs. The vertical distribution of sandeels also varies (Freeman
et al. 2004; Johnsen et al. 2017; Wright and Bailey 1993), which may explain why
diving species of seabirds sometimes have higher levels of sandeel in their diet com-
pared to surface-feeding species (e.g. Chivers et al. 2012). Seabirds also show some
behavioural flexibility in their response to food conditions, such as switching prey,
or adjusting foraging range and time as their prey become more scarce (e.g. Suryan
et al. 2000). This will also impact the relationship between sandeel dynamics and
seabird breeding success, and may contribute to the variability in the amount of
sandeels consumed by seabirds. Due to differences in foraging costs, time budgets,
foraging ranges, diving ability and ability to switch diets, different species of seabirds
are likely to respond differently to changes in the sandeel populations (e.g. Furness
and Tasker 2000).

1.2.4 Bottom-up and top-down control in the zooplankton-
sandeel-seabird food chain

While sandeels are evidently responding to variability in their zooplankton prey, and
variability in sandeel populations is in turn important for their seabird predators, it
is still not fully clear to what extent the zooplankton-sandeel-seabird food chain is
top-down versus bottom-up controlled and how this may vary over time and space.
Several studies have found positive relationships between biomass/abundance of
zooplankton and biomass/abundance of sandeels (Arnott and Ruxton 2002; Eliasen
2013; Frederiksen et al. 2006), indicative of bottom-up control. Again, the sandeels
may also show more complex responses to their zooplankton prey. For example,
sandeel intake and growth rates are also related to the size composition of available
prey (MacDonald et al. 2018; van Deurs et al. 2015, 2014). However, this trophic
link does not seem to solely be subject to bottom-up control, as sandeels also are
able to exert top-down control on their zooplankton prey (Jacobsen et al. 2019).
Further, sandeels may themselves also be subject to top-down control. In Shetland,
sandeel and herring have been found to show mirrored, opposite trends in abun-
dance, which could suggest top-down control by herring (Frederiksen et al. 2007b).
Whiting (Merlangius merlangus) and mackerel (Scomber scombrus) have also been
suggested to exert top-down effects on sandeels in the North Sea (Lynam et al. 2017;
MacDonald 2017). In addition, fisheries constitute another source of top-down con-
trol (Lynam et al. 2017). However, while fisheries appear to have a minor impact
on sandeel abundances, this is generally thought to be smaller than the impact of
environmental variability (Greenstreet et al. 2006; Poloczanska et al. 2004). Any
effect of fisheries is likely to be larger in older age groups, with variation in 0 group
abundance mainly driven by environmentally controlled variability in recruitment
(Greenstreet et al. 2006). While it thus seems as if predators can exert top-down

11



control on sandeels, this trophic link also seems to be subject to bottom-up control
(Engelhard et al. 2014). Along these lines, several positive correlations have been
found between sandeel biomass/abundance and seabird survival and breeding success
(Daunt et al. 2008; Eliasen 2013; Frederiksen et al. 2006; Oro and Furness 2002). As
with the sandeels, the relationship between the seabirds and their prey may be more
complex, for example may the breeding success of some species of seabird depend
more strongly on the size of the sandeels rather than their abundance (Frederiksen
et al. 2006).

As such, the evidence to date supports the presence of bottom-up control in the
zooplankton-sandeel-seabird food chain, but also occasionally top-down effects, which
are likely to vary in strength over time and space (Frederiksen et al. 2007b). Either
way, it is clear that the adjacent trophic levels in this food chain are strongly linked.
As such, improving the understanding of drivers of each component of the food
chain and how interactions result in the propagation of impacts up through the food
chain is of large importance, especially in the light of the marked temporal changes
occurring in the surrounding environment and at all trophic levels.

1.2.5 Temporal changes in the study system

The study system has seen substantial changes over the last few decades. The North
Sea is one of the most rapidly warming oceans (Belkin 2009), and temperatures are
predicted to continue to increase (Schrum et al. 2016). Similarly, temperatures are
rapidly increasing on the Icelandic and Faroese shelves (Belkin 2009). These tem-
perature changes may have direct impacts on several physiological rates in sandeels
(van Deurs et al. 2010; Wright et al. 2017a), but are also likely to impact lower
trophic levels (Edwards et al. 2020; Richardson 2008). In addition to changes in
temperature, currents are also expected to change as a result of climate change
(Holt et al. 2018), which could alter larval transport patterns and may also impact
the planktonic food of the sandeel. For example, the population of C. finmarchicus
in the North Sea is replenished each year through advective transport from more
northerly waters (Heath et al. 1999), and these currents are likely to show reduced
power in the coming decades (Holt et al. 2018). Hydrodynamic changes are also
likely to impact the underwater light conditions in the study area, where increased
wave action has led to an increase in suspended particulate matter (Wilson and
Heath 2019), which is likely to have contributed to the increase in turbidity that has
been observed in the North Sea (Capuzzo et al. 2015; Dupont and Aksnes 2013).
This may have resulted in a reduced ability of the sandeels to detect their prey (van
Deurs et al. 2015).

1.2.5.1 Phytoplankton and zooplankton

Likely as a result of these physical changes as well as changes in nutrient input
(Capuzzo et al. 2018), primary productivity has changed over time. On the scale of
the north-east Atlantic, primary productivity has increased, although trends vary
between regions (Edwards et al. 2020). In the North Sea, primary productivity has
declined since the late 1980s (Capuzzo et al. 2018). Phenological shifts have also
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occurred in the phytoplankton, with dinoflagellates generally showing earlier phe-
nology (which is in line with the general pattern of phytoplankton, Poloczanska et
al. 2013), while diatoms have shown shifts in both directions (Edwards and Richard-
son 2003). The species composition has also changed, including a marked decline in
dinoflagellates in large parts of the North Sea (Edwards et al. 2020), and in gen-
eral, a move towards smaller phytoplankton, which is likely to have impacted food
conditions for the zooplankton (Schmidt et al. 2020).

Accordingly, large changes have also been observed in the zooplankton, the food of
the sandeel. In general, there has been a decrease in the abundance of cold-water
zooplankton species and an increase in the abundance of warm-water zooplankton
species in the North Sea and up towards the Faroes (Alvarez-Fernandez et al. 2012;
Beaugrand 2004). As part of this shift from cold-water to warm-water species, there
has been a marked shift in dominance from C. finmarchicus to Calanus helgolandicus
since the 1960s (Edwards et al. 2020). Both species are important food sources for
the sandeel (Eliasen 2013; MacDonald 2017; van Deurs et al. 2014). In contrast, no
clear temporal trend in the abundance of C. finmarchicus seems to have occurred
in Iceland (Gislason et al. 2014) and the abundance of C. helgolandicus remains
low (Bonnet et al. 2005). Multiple other sandeel prey groups have also changed over
time, including a decline in krill (Beaugrand et al. 2003) and fish larvae (Capuzzo
et al. 2018) in the North Sea since the late 1980s. Observed temporal trends in the
zooplankton are not uniform, but instead there is clear spatial variability. While the
average size of zooplankton is declining in the northern North Sea, it is increasing in
the southern North Sea (Pitois and Fox 2006). This trend towards an increased size
in the south is likely driven by a decline in the abundance of small species rather than
an increase in larger species (Capuzzo et al. 2018; Pitois and Fox 2006). Most of the
temporal changes in the zooplankton are not linear but are instead often associated
with regime shifts. In the greater North Sea, a cold-episodic event in the late 1970s
was followed by a shift to a warmer regime in the late 1980s, which was in turn
followed by a shift occurring around the year 2000 which also involved an increase
in temperature, as well as a change in current patterns (Alvarez-Fernandez et al.
2012; Beaugrand et al. 2008). The shift occurring in the late 1980s was associated
with a sharp shift in the relative abundance of warm-water and cold-water copepods,
while the one occurring around the year 2000 involved a decline in the abundance of
neritic copepod species and fish larvae (Alvarez-Fernandez et al. 2012). Both shifts
thus had a large impact on species making up the majority of the sandeel diet. In
addition to changes in abundance and distribution, changes in phenology have also
been observed. For example, long-term monitoring at Stonehaven on the east coast
of Scotland has shown an extension of the C. helgolandicus growing season since the
start of monitoring in the late 1990s (Edwards et al. 2020).

1.2.5.2 Sandeel predators and fisheries

In addition to changes in the zooplankton prey of the sandeels, changes have also
occurred in the populations of their predators. The vast majority of predation on
sandeels comes from piscivorous fish (Furness 2002) and this source of mortality has
increased over time, at least in the southern North Sea (ICES 2017), and may be
likely to continue to increase as the stocks of previously over-fished predators, such
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as herring, recover (Frederiksen et al. 2007b). Fisheries introduce further mortality
and the fishing pressure on sandeels in the North Sea increased greatly from the
1950s to the end of the century (Furness 2002). Fishing mortality shows inter-annual
variation, but there was a clear reduction in fishing effort in the northern North
Sea in the early 2000s following the introduction of greater precautionary measures
(ICES 2020a,b,c), which was partly in response to concerns regarding the impact
of fisheries on sandeel-eating seabirds (Greenstreet et al. 2006). In Shetland, the
fishery has not operated since 2006 (ICES 2017). Sandeels have never been exploited
commercially in the Faroes (Eliasen 2013) or Iceland (Vigfiusdéttir 2012).

1.2.5.3 Sandeel abundance, size and phenology

Likely due to a combination of the described factors, marked spatio-temporal varia-
tion has been observed in several aspects of sandeel dynamics. Since 2011, ICES has
produced annual age-based assessments for four stock assessment areas in the North
Sea using catch-at-age data and research survey indices. In the south-western North
Sea, which includes Dogger Bank (see Figure 1.1), both spawning-stock biomass
(SSB) and recruitment were higher in the 1980s and 1990s compared to recent
decades (ICES 2020c). Similar drops in SSB around 2000 were observed in the
north-eastern North Sea (which includes the East Central Grounds, see Figure 1.1)
and the north-western North Sea (which includes the Firth of Forth, see Figure 1.1)
(ICES 2020a,b). In the latter case, this also coincided with a period of very low
recruitment (ICES 2020b). Following this drop however, there has been a number of
strong year-classes, which is also reflected in the SSB estimates. In Shetland, SSB
data suggest an increase from the mid-1970s to the mid-1980s, followed by a decline
until the early 1990s and a partial recovery thereafter (Cook 2004; Poloczanska et
al. 2004). Annual Marine Scotland Science trawl surveys indicated a further decline
in recruitment in the early 2000s before the survey ended in 2007. In the Faroes,
data are only available on 0 group sandeels, which show large variability but no
clear long-term trend (Eliasen 2013; Jacobsen et al. 2019). Finally, in Iceland, no
long-term datasets from direct sandeel sampling are available. However, one dataset
on the proportion of haddock (Melanogrammus aeglefinus) with sandeels in their
stomachs covering the years 1997 to 2012 suggests a decline from the 1990s to the
early 2000s, with generally low values since then (Lilliendahl et al. 2013).

In addition to variation in abundance, sandeels show clear inter-annual variability
in size (e.g. Jacobsen et al. 2019; Wanless et al. 2018), as well as long-term trends
in some locations. For instance, at Dogger Bank, the length of 14+ group sandeels
increased from 1975 until the late 1980s before starting to decline (although larger
values were again observed in the late 2000s, van Deurs et al. 2014). Further, in the
Firth of Forth, the length of 0 group and 1+ group sandeels dropped by Atlantic
puffins (Fratercula arctica, hereafter ‘puffin’) on the Isle of May when mistnetted
after coming in from a foraging trip has also declined over time since the start of
measurements in 1975 (Wanless et al. 2018). Based on a comparison between new
field samples and historical data, it has also been concluded that sandeel growth
rates were higher in several fishing grounds in the North Sea in the 1960s and late
1970s compared to in the late 1990s (Bergstad et al. 2002). Similarly, in the Faroes,
sandeels have been found to be smaller in recent years (Jacobsen et al. 2019).
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Finally, in terms of phenology, the timing of spawning (Régnier et al. 2019), hatching
(Régnier et al. 2019; Wright and Bailey 1996), metamorphosis (Jensen 2000; Régnier
et al. 2017; Wright and Bailey 1996) and overwintering (MacDonald 2017; Reeves
1994) varies between years, but there are only a few sufficiently long time series that
can be used to explore whether any systematic changes have occurred. However,
in those that do exist there is no evidence of any long-term trends. Time series of
estimated spawning and hatching timing in the Firth of Forth from 2000 to 2016 did
not show any clear trends (Régnier et al. 2019). Further, based on an examination
of samples of sandeel larvae mainly from the North Sea, no clear temporal trends in
the timing of larval emergence were observed (Lynam et al. 2013).

1.2.5.4 Seabirds

Along with the changes in sandeel populations, there have also been several changes
in the populations of sandeel-eating seabirds. Long-term data from the Isle of May
(Wanless et al. 2018, source for all diet information in the following section) suggest
that the amount of sandeel in the seabird diet varies between years, and so does the
ratio of 14 to 0 group sandeels in the diet for those species feeding on both, such as
kittiwakes and puffins. The longest time series available from the Isle of May is from
puffins (1973-present), which shows a shift from a clupeid-dominated to a sandeel-
dominated diet occurring in the first few years of the time series. Thereafter, the
proportion of sandeel in seabird diets has generally remained high, although with a
distinct temporary drop in the early-to-mid-1990s in all monitored species. A lower
proportion of sandeel in the diet of most of the species has also been observed since
the early 2000s, in particular in common guillemots and European shags. These
trends are not necessarily driven by changes in the local sandeel populations but
could also be driven by, for example, variation in the abundance of alternative prey.
In addition to changes in diet, the colony sizes and breeding success of several
species of sandeel-eating seabirds have declined in large parts of the study area
(Fauchald et al. 2015; JNCC 2016; MacDonald et al. 2015). However, these trends
vary strongly over space and between species (JNCC 2016; MacDonald et al. 2015).
While they are likely the result of multiple factors, declines in sandeel energy content
and abundance are thought to have contributed to the observed trends (Fauchald
et al. 2015; MacDonald et al. 2015).

1.2.6 Understanding the dynamics of the sandeel food chain

To understand the impact of past changes on the sandeel food chain, and predict
the impact of further changes, a clear understanding of interactions between trophic
levels, as well as of the impact of external drivers, is necessary. A substantial body
of work have already contributed much to this understanding, but there are still
gaps in our knowledge.

As described in Section 1.2.2, sandeels may respond not only to general changes in
the prey biomass (Eliasen 2013; MacDonald et al. 2019b), but may also be sensi-
tive to, for example, size (MacDonald et al. 2018; van Deurs et al. 2015, 2014) or
timing of prey availability (van Deurs et al. 2010). As such, to explore the inter-
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action between sandeels and their prey, zooplankton data of high taxonomic and
within-season temporal resolution may be needed. However, this type of data are
often not available. This means that rougher metrics with low taxonomic and tem-
poral resolution have to be used, which could potentially hinder the identification
of existing relationships (e.g. Rindorf et al. 2016). When higher-resolution data are
available, they may be restricted to a specific location (e.g. MacDonald et al. 2018)
and therefore not useful for understanding larger-scale variation.

It is also clear that the mechanisms connecting trophic levels are complex and that
relationships are not consistently found across space and time. One study that exam-
ined the relationship between kittiwake breeding success and winter temperatures
and stratification, as a proxy for sandeel availability, at several colonies around the
British Isles, found that relationships varied widely between colonies (Carroll et al.
2015). This variability likely results from the chain of links between the sandeel proxy
and kittiwake breeding success being a product of interactions and indirect effects,
meaning that depending on local conditions, different relationships may be found.
This highlights the importance of a mechanistic understanding of the processes in-
volved, which is necessary if findings are to be extrapolated to other time periods and
locations. Using mechanistic modelling may thus be a useful way forward for teasing
apart the impact of different drivers and identifying interactions between drivers.
Due to the relationship between sandeel size and demographic rates (Bergstad et al.
2001; Boulcott and Wright 2008, 2011; Boulcott et al. 2007; MacDonald et al. 2018;
van Deurs et al. 2011a), mechanistic growth models may be particularly useful for
understanding spatio-temporal variation in sandeel dynamics. As both abundance
and size of sandeels may impact the fitness of their predators (e.g. Engelhard et al.
2014; Frederiksen et al. 2006; Rindorf et al. 2000), the output of growth models
are directly relevant for understanding the energy available to upper trophic levels.
While previous foraging and growth modelling approaches have provided valuable
insight into drivers of variation in growth (MacDonald et al. 2018; van Deurs et al.
2015), they have been limited in their spatial and temporal extent and there is still
a lack of understanding of what has driven the observed strong variation in sandeel
size over time (Jacobsen et al. 2019; van Deurs et al. 2014; Wanless et al. 2018) and
space (Bergstad et al. 2002; Boulcott et al. 2007; Rindorf et al. 2016).

The clear spatial variation in sandeel size (Bergstad et al. 2002; Boulcott et al.
2007; Rindorf et al. 2016), alongside spatial independence in abundance (Wright et
al. 2019), is likely to also be reflected in the populations of their predators. Indeed,
previous studies by Furness et al. (1996) and Frederiksen et al. (2005) suggested
that in the British Isles, the spatial pattern in the breeding success of kittiwakes
- which are particularly sensitive to variation in sandeel populations (Furness and
Tasker 2000) - mirrored the spatial structure of the surrounding sandeel populations.
However, these studies were based on a very coarse understanding of sandeel spatial
dynamics. This understanding has since been much improved (see Wright et al. 2019
in particular), but it is unclear whether the spatial pattern in kittiwake breeding
success reflect this refined structure.
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1.3 Aim of thesis

The aim of this thesis is to contribute to the mechanistic understanding of bottom-up
effects in the zooplankton-sandeel-seabird food chain. Specifically, objectives include:

1. Improving the understanding of spatio-temporal variation in sandeel food con-
ditions in the study area.

2. Quantifying the relative importance of drivers of spatio-temporal variation in
sandeel size by further developing and applying a mechanistic growth model.

3. Exploring to what extent spatial structure at the level of the sandeels may be
reflected in the breeding success of sandeel-eating kittiwakes.

1.3.1 Thesis synopsis

To address the lack of sandeel prey data of sufficient temporal, spatial and taxonomic
resolution, the thesis starts at the lowest trophic level in the zooplankton-sandeel-
seabird food chain and describes an approach for creating daily sandeel prey fields
based on Continuous Plankton Recorder data (Chapter 2). Using the generated prey
fields, the chapter then explores the question of how sandeel food conditions - in
terms of total energy availability, prey size, and abundance of some key prey types
- have varied over time and space in the North Sea since the mid-1970s.

To explore to what extent this variation in food conditions can explain spatio-
temporal variation in sandeel size, a dynamic energy budget (DEB) growth model
is then developed, which estimates size daily throughout the first sandeel growth
season as a function of food conditions, temperature, light conditions as well as
size at and timing of metamorphosis. The model, which is described in Chapter 3,
draws on the DEB model developed by MacDonald et al. (2018) but improves its
generality to make it possible to run it in more locations and time periods, partly by
incorporating components from the sandeel foraging model developed by van Deurs
et al. (2015).

In Chapter 4, the model is then run in six locations: southern Iceland, the Faroes,
Shetland and three locations further south in the North Sea: Dogger Bank, the
Firth of Forth and the East Central Grounds. The chapter explores the role of food
conditions (as based on prey fields developed in Chapter 2), temperature, light con-
ditions as well as size at metamorphosis and timing of metamorphosis in explaining
observed spatio-temporal variation in size, and what the impact of some expected
future changes in these variables may be.
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The thesis finishes at the top of the food chain by exploring the extent to which
spatial patterns in the sandeel population along the coast of the UK propagate up to
their kittiwake predators (Chapter 5). Specifically, the chapter examines whether the
spatial patterns of inter-colony synchrony in kittiwake breeding success reflect the
spatial structure of their sandeel prey. If the patterns are aligned, this would suggest
that processes occurring at the level of the sandeel act to structure the populations
of their predators. This chapter is published in Marine Ecology Progress Series (see
Olin et al. 2020). Slight modifications have been made to the published version to
better align it with the format of the thesis.

Finally, in Chapter 6, the implications of the findings for the understanding of
sandeel-mediated bottom-up effects in the north-east Atlantic are discussed, with a
particular focus on seabirds. Further, the impact of potential future environmental
change is discussed, as well as what the findings contribute to the understanding of
dynamics of other Ammodytes spp. and forage fish-mediated bottom-up effects in
general.
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Part 1

Spatio-temporal patterns in
sandeel prey
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Chapter 2

Exploring spatio-temporal
variation in lesser sandeel prey
fields using Continuous Plankton
Recorder data

2.1 Introduction

Forage fish have repeatedly been found to be mainly bottom-up regulated, so that
the dynamics of the fish (abundance, size, condition) are strongly related to those
of zooplankton biomass/density (e.g. Ayén et al. 2008; Boldt et al. 2019). While
the abundance of prey is undoubtedly important, the response of the fish to the
prey field is often more complex than that. Prey traits, such as size, will impact the
ability of the fish to detect and successfully capture a given prey type, and may also
determine whether they would actively select this prey type (Eggers 1977). As such,
the composition of the prey field will be important for intake rates. In addition to
the abundance and type of prey, the time at which the prey becomes available is also
important. For example, that the end of the larval yolk-sac period and peak avail-
ability of larval prey coincide has long been recognised as a key determinant of fish
recruitment, as it regulates growth rates, which has knock-on effects on starvation
and predation rates (Cushing 1990; Durant et al. 2007; Hjort 1914). The abundance,
composition and phenology of the prey are all likely to show marked spatio-temporal
variation. Average abundances and long-term trends for a given taxon may vary on
relatively small spatial scales, such as in different parts of the North Sea (Pitois
and Fox 2006), which will impact spatio-temporal patterns in both abundance and
composition. The timing of seasonal peaks also varies by both taxon and location,
again on relatively small scales such as in the shelf waters off western UK (McGinty
et al. 2011).

This means that to fully characterise the important aspects of the forage fish prey

field, zooplankton data of high taxonomic, temporal and spatial resolution are re-
quired. This resolution may vary between different zooplankton datasets. Longer-
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term zooplankton sampling schemes can roughly be sorted into point samples of
high temporal resolution, and larger scale surveys with a wide spatial extent but
poorer temporal resolution (Everett et al. 2017). While the former may be better
at capturing variation in phenology, the latter will be necessary for understanding
larger-scale dynamics, and the two thus complement each other (Ostle et al. 2017).
Within these two types of sampling schemes, there are several different sampling
techniques, including different types of nets, optical plankton counters, bioacoustic
approaches as well as the Continuous Plankton Recorder (CPR), a device towed
after ships sampling plankton with continuously moving bands of silk. The different
sampling techniques have different strengths and inherent biases, for example will
data obtained from bioacoustic approaches have very high spatial and temporal reso-
lution, but very coarse taxonomic resolution, and no one technique will be optimised
in all respects (Everett et al. 2017). In addition to using field samples to charac-
terise prey fields for forage fish, these can also be generated using models (as in e.g.
Gurkan et al. 2013). However, while these, depending on the model, can be produced
with the spatio-temporal resolution needed, they will represent idealised conditions
rather than actual conditions, and they may also have quite poor taxonomic res-
olution. As such, it is often a challenge to obtain forage fish prey field data with
sufficient spatio-temporal and taxonomic resolution that can be used in statistical
approaches or mechanistic models to pinpoint drivers of forage fish dynamics.

In lesser sandeels (Ammodytes marinus, hereafter ‘sandeel’), food conditions have
long been hypothesised to be behind the clear spatial variation in size (Bergstad
et al. 2002; Boulcott et al. 2007; Macer 1966). However, while food conditions have
been shown to be linked to temporal variation in size (Eliasen 2013; MacDonald
et al. 2018; MacDonald et al. 2019b), it is not clear what role they play in the
observed spatial variation. Rindorf et al. (2016) explored this question, but found no
relationship between sandeel growth and the metric used to represent food conditions
- average abundance of copepod and proto-zooplankton between March and June
based on model predictions. The authors suggested that the lack of a relationship
may have been down to the data not capturing variation in the shape and timing of
the zooplankton peak, which will be important as the degree of match between the
sandeel foraging window and peak availability of zooplankton is a key determinant of
fitness in post-metamorphic sandeels (van Deurs et al. 2010). It is also possible that
a better taxonomic resolution is required. While the diet of lesser sandeels consists
mainly of copepods (Eliasen 2013; Godiksen et al. 2006; Macer 1966; Roessingh
1957; van Deurs et al. 2014), they also feed on wide variety of other prey types,
which may at times dominate the diet (e.g. Gémez Garcia et al. 2012; van Deurs
et al. 2010). The prey composition is important as the type of prey available has
been suggested to be linked to growth rates, in particular through a positive effect of
a larger proportion of large Calanus copepods (MacDonald et al. 2018; van Deurs et
al. 2015, 2014). As such, to capture the aspects of the prey field that drive variation
in intake rates and subsequent growth, it may be necessary to consider a prey field
with high taxonomic and within-season temporal resolution. Further, prey fields
would need to match the scale of the observed spatial variation in sandeel size (see
Bergstad et al. 2002; Boulcott et al. 2007; Rindorf et al. 2016) in order to further
explore the hypothesis that food conditions are behind the observed variation.
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This chapter describes the development of an approach for generating sandeel prey
fields of high taxonomic, temporal and spatial resolution from CPR zooplankton
data. The focus is on the greater North Sea and the area up towards the Faroes
and Iceland, an area where sandeels play an important role in the food web and
that is also quite well covered in terms of CPR transects. The purpose is to fill a
gap by creating a dataset with the resolution needed to examine the relationship
between food conditions and sandeel growth on a larger spatial scale. To this end,
the generated prey fields are used in Chapter 4 as input for a sandeel growth model
to determine whether variation in food conditions can explain the observed variation
in size. Further, in this chapter they are used to explore the question of how sandeel
food conditions - in terms of total energy availability, prey size, and abundance of
some key prey types - vary over time and space.

First, in Section 2.2, the CPR dataset is introduced in more detail and some of the
potential biases in this dataset are discussed. Then, a review of studies on sandeel
diet is presented (Section 2.3.1). Based on these studies, taxonomic groups sampled
by the CPR that match the sandeel diet are identified. As a result of some of the
biases in the CPR dataset, the abundances estimated by the CPR may be quite
different from actual abundances for some taxa. For this reason, correction factors
are developed with the help of data from the Stonehaven point-based sampling
scheme (Bresnan et al. 2015) to correct for some of the sampling efficiency issues.
While there are published correction factors for some CPR taxa (see Pitois and Fox
2006), the ones develop here add to previous work by also accounting for variation
in sampling efficiency due to diel vertical migration. Following this, the methods
used to translate CPR samples into prey fields are outlined. Briefly, these involve
temporal interpolation of spatially aggregated data on scales over which plankton
dynamics are considered to be sufficiently coherent. Then, collated information on
size, weight and energy content for each taxon is presented. Finally, spatio-temporal
patterns in characteristics of the lesser sandeel prey field thought to be important
to sandeel growth conditions (total available energy, abundance of different copepod
groups, average prey image area) are presented.

2.2 Continuous Plankton Recorder data

As part of the large-scale CPR sampling scheme, the CPR is towed behind “ships of
opportunity” along commercial routes, thus providing good coverage of large parts
of the study area, which is heavily trafficked. The CPR is towed at a depth of
between 2 and 10 m (average 6.7 m), collecting plankton in the water entering the
1.27x1.27 cm square opening using continuously moving bands of silk filter with a
mesh size of approximately 270 um (Warner and Hays 1994). The speed at which
the silk moves is adjusted to the speed at which the ship travels, so that 10 cm of
silk (one sample) corresponds to 10 nautical miles (18.72 km) of tow (Reid et al.
2003a). Each sample takes around 15-30 minutes to collect (Everett et al. 2017). As
the CPR is towed through the water, the continuously moving filter silk is wound
together with covering silk and collects in the rear of the CPR where it is fixed with
buffered formaldehyde. Once the tow is complete, it is hauled and transported to
the laboratory facilities to be processed (Reid et al. 2003a).
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The samples are then analysed using a method that has remained unchanged since
1958 (see Richardson et al. 2006 for details). First, the silk is divided into individual
samples corresponding to 10 nautical miles. Then, the green colouration (which is
a proxy for phytoplankton abundance) is assessed in relation to standard pantone
colour charts. After this, the abundances of various plankton taxa are determined.
Depending on the length of the silk, either all or alternate sections are examined. The
assessment of zooplankton abundance is done in two stages. First, a ‘traverse’ count
is conducted. Here, the silk is placed under 48 x magnification and a traverse of both
the filter silk and the covering silk is conducted, during which around 1/50 of the
silk is viewed. For the traverse, all zooplankton are identified and counted, with the
focus being on <2 mm organisms. Second, an ‘eye count’ is made, where all larger
(>2 mm) zooplankton on the filtering and covering silks are removed, identified and
counted. Following this, counts are sorted into abundance categories (see Table 2.1).
Each category has an accepted midpoint, which is lower than the arithmetic mean,
reflecting the fact that the abundances are generally skewed towards lower values.
This categorical system is a trade-off between numerical accuracy and speed of
processing and has been found to only result in a small (4%) underestimate of
average abundances (Clark et al. 2001). For taxa counted with the traverse method,
values are then multiplied by 50 in order to obtain the total abundance for a section
of silk.

Table 2.1: Abundance categories used when processing CPR zooplankton data.

Number counted Category Accepted midpoint
0 0 0
1 1 1
2 2 2
3 3 3
4-11 4 6
12-25 5 17
26-50 6 35
51-125 7 75
126-250 8 160
251-500 9 310
501-1000 10 640
1001-2000 11 1300
2001-4000 12 2690

2.2.1 CPR sampling biases

The CPR data, as with all forms of zooplankton sampling, contain several sources of
bias. This means that the data as they are should be interpreted more as a form of
semi-quantitative abundance index, rather than a representation of absolute abun-
dances. Comparisons with other plankton samplers have found that while showing
similar seasonal and, to a lesser degree, inter-annual variation in overall plankton
abundance, absolute estimates of abundance tend to differ, with the CPR often

23



producing lower estimates when compared to samples based on larger net samplers
with a finer mesh (Batten et al. 2003; Clark et al. 2001; John et al. 2001; Kane
2009). For example, a spatially matched comparison with the net-based Dove time
series from the western North Sea found that while the Dove time series caught
4500 individuals m~— on average, the CPR only caught 293 individuals m™ on av-
erage (Clark et al. 2001). Furthermore, as the type and impact of different sources
of bias may vary between different taxa (Richardson et al. 2004), this means that
changes in community composition are not straightforward to assess (Clark et al.
2001; John et al. 2001; Kane 2009). Different sources of bias are discussed in the
following sections.

2.2.1.1 Variation in sampling volume

As plankton accumulates in the CPR, it becomes clogged. This will reduce the
amount of water filtered, which is important as estimated plankton densities depend
on the volume filtered (Batten et al. 2003). However, even at maximum clogging,
the volume filtered is only reduced by 20% and the effect on estimated abundances
is very small compared to the observed variation in abundances (John et al. 2002).
Similarly, another study concerning phytoplankton found that any bias introduced
by clogging is not a dominating driver of observed patterns (Barton et al. 2013). In
addition, it is possible to some extent to correct for this by adjusting the sampled
volume based on the estimated extent of clogging (see Section 2.3.3).

2.2.1.2 Vertical distribution and diel vertical migration

Zooplankton are generally not evenly distributed throughout the water column,
which means that the samples collected by the CPR may not necessarily be repre-
sentative of average densities as integrated over the whole water column, as only one
depth is sampled (on average 6.7 m, but it has been suggested that the vessel tow-
ing the CPR may generate mixing down to 15 m, Everett et al. 2017, or potentially
even deeper, David Johns, pers. comm.). For many taxa, peak densities are often
found below the sampling depth of the CPR (Batten et al. 2003). The fact that the
vertical distribution of a given taxon may vary with stage, sex, time of day, season,
weather conditions and location, and that the patterns of this will vary with taxon
(Lalli and Parsons 1997), also means that the relationship between the abundance
sampled by the CPR and the abundance integrated over the whole water column
will not be constant. Further, if the depth distribution is fully below the sampling
depth, this may mean that CPR does not detect the presence of the taxon at all.

Still, correlations between CPR abundance estimates and abundance estimates based
on sampling from the whole water column are often positive and strong (e.g. Clark
et al. 2001; John et al. 2001; Kane 2009), suggesting that CPR estimates are rep-
resentative of abundances deeper down. One study looking specifically at how CPR
data collected for Calanus finmarchicus corresponded to abundances integrated over
the whole water column found that the abundances sampled at the depth of the CPR
were generally highly correlated with abundances at greater depths (Hélaouét et al.
2016). Still, it should be recognised that the relationship between abundances at the
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CPR sampling depth and abundances as integrated over the whole water column
may vary, and that this variation may to some degree be systematic, for example as
a function of water depth.

One source of systematic variation in the depth of peak zooplankton density in
relation to the CPR sampling depth is diel vertical migration (DVM) (Richardson et
al. 2006), which generally involves a movement of zooplankton up towards shallower
depths at sunset and a return towards deeper depths at sunrise. DVM behaviour
tends to differ between taxa, some even showing reversed migration under certain
conditions, and it may also differ depending on environmental conditions (see e.g.
Irigoien et al. 2004). As such, the relationship between abundances measured by the
CPR and average abundances integrated over the whole water column may differ
between day and night, but the magnitude of this difference will depend on the taxon
and environmental conditions. Some of this variation will be systematic, where, for
example, the strength of DVM may vary systematically over the year (e.g. Beare and
McKenzie 1999a), but there will also be more complex and unpredictable sources of
variation. The presence of DVM means that if CPR samples used are not equally
distributed between day and night, this could thus introduce a bias, which is not
always accounted for (but see e.g. Beaugrand et al. 2001).

2.2.1.3 Small zooplankton slipping through mesh

Another bias is introduced by the fact that the relatively large mesh size may lead to
certain taxa slipping through the mesh. It has been found that samplers with smaller
mesh sizes than the CPR generally catch larger abundances of small zooplankton
such as Oithona spp. (e.g. Batten et al. 2003; Clark et al. 2001; John et al. 2001;
Kane 2009; Thompson et al. 2012). Experiments in which different zooplankton
assemblages were poured through the CPR also confirmed that while around 98% of
large copepods were retained, for smaller species such as Oithona spp. only around
40% were retained (Batten et al. 2003). In reality, even fewer are likely retained as
the pressure exerted is increased when the CPR is towed. At the same time, increased
clogging may act to reduce effective mesh size (Batten et al. 2003). Smaller taxa, such
as Oithona spp., present further problems in that they can be difficult to identify
and this may be further exacerbated by them, together with other soft-bodied taxa,
being damaged by the double-silk winding method (Hunt and Hosie 2003; Kane
2009), potentially introducing further bias (Richardson et al. 2004).

2.2.1.4 Gear avoidance

On the other side of the spectrum, for larger zooplankton for which mesh size is not
an issue, discrepancies between estimates from CPR samples and other samplers
are likely the result of active avoidance (e.g. Batten et al. 2003; Clark et al. 2001;
Kane 2009; Richardson et al. 2004). Avoidance is related to the speed of the device
and the mouth area (Richardson et al. 2004). While the speed at which the CPR is
towed is relatively high, the opening is small, which could allow some taxa to escape
(Clark et al. 2001).
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2.2.1.5 Spatio-temporal pattern in samples

One distinctive feature of the CPR data is the uneven distribution of samples as
a result of the set-up, where the sampler is towed along certain shipping routes.
This results in clear spatial patterns in sampling frequency (Figure 2.1) but also
in temporal patterns as shipping routes have a fixed timetable, which introduces a
temporal structure to the data. Furthermore, as shipping routes may change or be
cancelled, this can lead to gaps in the data or variation in the sampling frequency
over time (Figure 2.2).

This spatio-temporal structure is important to consider when trying to infer patterns
from CPR data. In addition to large-scale spatio-temporal patterns, zooplankton are
inherently patchy in time and space. This patchiness occurs on several scales. Any
patchiness on a finer spatial scale than the length of one sample (18.72 km) will
be averaged out. However, patchiness occurs on larger scales too. A transect study
in the northern North Sea, conducted during the latter part of the spring bloom,
found that patchiness occurred on multiple scales (Mackas et al. 1985). On top of
finer scale variability, the transect first covered a ~25 km section with lower abun-
dances, followed by a section of around equal length with higher abundances. This
larger-scale patchiness would not be averaged out in the CPR samples. The study
also highlights that this patchiness may vary with taxon, with higher trophic levels
showing more fine-scale patchiness. Whether the CPR samples inside or outside a
high-density patch will have a large impact on the estimated abundance and will
determine to what degree a sample is representative of a larger area.
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Figure 2.1: Translucent markers show CPR samples between 1975 and 2016 within
the study area. The rectangles (a) and (b) show the locations of the rectangles used
in Figure 2.2.

2.2.1.6 Abundance categories

As described, abundances are recorded as one of 13 abundance categories (Table 2.1).
This system, as compared to recording actual abundances, may also introduce some
issues. For example, as the classes increase in size, where the last class encompasses
all values between 2000 and 4000, this means that it can be difficult to detect changes
in areas of high density (Beare and McKenzie 1999b).
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Figure 2.2: Example of spatial and temporal variation in CPR sampling frequency,
showing number of samples per year, based on the rectangles (a) and (b) as indicated
in Figure 2.1.

2.3 Methods

2.3.1 Diet of post-metamorphic sandeels

To determine which taxonomic groups from the CPR data should be included in the
generated prey fields, a review of published diet studies was conducted. Copepods
have repeatedly been pointed out as an important prey item for post-metamorphic
sandeels. One study from the southern North Sea found copepods of the genus
Temora to be the most common prey item, while Calanus copepods occurred in
30% of the sampled stomachs and copepods of the genus Pseudocalanus were present
at lower numbers (Macer 1966). Another early study conducted outside the Dutch
coast identified copepods of the genera Pseudocalanus, Paracalanus and Temora
(Roessingh 1957). Later studies at Dogger Bank have pointed to copepod species of
the genus Calanus, in particular Calanus finmarchicus, as the most important prey
item (van Deurs et al. 2014). Calanus finmarchicus was also found to be dominant
in a study conducted outside the coast of northern Norway (Godiksen et al. 2006).
Sandeel stomachs sampled from the Faroe shelf contained the copepods Calanus
finmarchicus, Temora longicornis and Pseudocalanus sp. Finally, a study in the Firth
of Forth found Temora longicornis and Acartia clausi as well as other unidentified
copepods in the sampled sandeel stomachs (Gomez Garcia et al. 2012).

In addition to copepods, other crustaceans including krill (Godiksen et al. 2006)
amphipods, mysids (Eigaard et al. 2014) as well as crustacean larvae (Eliasen 2013)
are also part of the diet. Fish larvae have also been found repeatedly in sandeel
stomachs (Eigaard et al. 2014; Godiksen et al. 2006; Rankine and Morrison 1989)
and may be underestimated as a prey item as they are rapidly digested and may
thus not be detected at the time of sampling (Christensen 2010; Godiksen et al.
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2006). Fish eggs have also been found in sampled stomachs (Rankine and Morrison
1989; Roessingh 1957). Further, appendicularians were found to be the dominant
prey item at the survey in the Firth of Forth (Gémez Garcia et al. 2012) and has
also been found to be the dominant prey of sandeel at other sampling sites in the
North Sea (van Deurs et al. 2010). Finally, cladocerans (Podon and Fvadne spp.,
Roessingh 1957) as well as polychaetes (Macer 1966) and their larvae (Eliasen 2013)
have been found in sampled stomachs. It should be noted that as the prey available
to sandeels will vary over time and space, these surveys should be thought of as
snapshots of stomach content and may as such not necessarily be representative of
diet in the long term. Still, taken together, these studies should provide a good idea
of the range of prey consumed by the sandeel.

2.3.2 Taxonomic groups included

All taxonomic groups that were considered to be part of the sandeel prey base (as
based on the review above in Section 2.3.1) and that were present in at least 5%
of the CPR samples within the study area (see Figure 2.1) were included. These
taxa included the copepod groups Acartia spp., Calanus finmarchicus, Calanus hel-
golandicus, Calanus I-1V, Centropages typicus, Metridia lucens, Oithona spp., Para-
Pseudocalanus spp. and Temora longicornis. In terms of other crustaceans, this in-
cluded Euphausiacea and the amphipod group Hyperiidea, and for crustacean larvae,
this included copepod nauplii and Decapoda larvae. Appendicularia, fish eggs, fish
larvae as well as the cladocerans Fvadne spp. and Podon spp. were also included.
Even though they did not fulfill the criterion for inclusion, Centropages spp. and
Calanus V-VI were also included, as they, respectively, represent individuals of the
Centropages and Calanus genera that could not be identified to species levels, and
Calanus finmarchicus, Calanus helgolandicus and Centropages typicus did meet the
criterion. As the group Centropages spp. may also include unidentified Centropages
hamatus, this species was also included, even though it fell just short of the 5%
threshold. Taxonomic details of the groupings used in the CPR dataset are provided
by Richardson et al. (2006).

This final dataset, which spans the years 1975-2016, covers all the taxonomic groups
that make up the vast majority of sandeel prey (see Section 2.3.1). However, it may
still be that it excludes prey items that could potentially be locally important in
some years. For example, it does not include polychaete larvae, which was reported
in sampled stomachs by Eliasen (2013), although only found in 3 years out of 5,
making up 5-20% of the diet. However, this potential reduction in prey availability
is balanced against the benefit a simpler dataset with less uncertainty, as each prey
group requires correction factors and prey characteristics to be determined, which
both introduce uncertainty. Furthermore, since the abundance criterion for inclusion
was generous, it does not have a big impact on total abundances.
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2.3.3 Adjusting for clogging

To translate the raw data, which are in the format of abundance per 10 nautical
miles, into individuals m~3, each abundance estimate was divided by the filtered
volume. The filtered volume was estimated from an empirical relationship between
phytoplankton abundance (indicated by silk colour) and filtered volume estimated
by a flowmeter, where volume filtered = 3.19—0.07x colour index (John et al. 2002).

2.3.4 Correction factors

As a result of the various biases outlined above in Section 2.2.1, the raw CPR data
are not equivalent to absolute average abundances. While all plankton samplers
have inherent biases (Owens et al. 2013) some of the issues of the CPR, such as
small zooplankton slipping through the mesh, may be reduced in other samplers.
As such, in order to produce something more similar to absolute abundances, CPR
samples can be compared with data collected by other plankton samplers to develop
correction factors that can be used to bring CPR samples up to a similar level.
While applying these correction factors will not result in “true” estimates for a
given location and time point, for example as a result of variation in the vertical
distribution in relation to the depth of the CPR, the resulting estimated long-term
average may be more similar to the true long-term average. It was assumed that
abundances averaged over the whole water column are sufficiently representative of
sandeel feeding conditions as sandeels are generally present throughout the water
column during the day (Freeman et al. 2004; Johnsen et al. 2017) and generally
forage in areas with stronger currents (Tien et al. 2017) that are thus well-mixed.

Data from the Stonehaven sample site in the north-western North Sea (57°N 2.1°W,
see Figure 2.3) were used to develop the correction factors. Zooplankton abundance
estimates collected weekly at this site since 1997 were obtained from Marine Scotland
Science (2018), but the copepod nauplii data were provided separately by Margarita
Machairopoulou. The sampling site is located 5 km offshore to reduce the freshwater
influence from rivers (Bresnan et al. 2015) and due to strong tidal currents, thermal
stratification is minimal (Bresnan et al. 2009). Zooplankton samples are collected
by vertical hauls from a depth of 45 m, which is close to the total depth of 48 m
(Bresnan et al. 2015). The sampler used is a 40 cm diameter bongo net with a 200
pum mesh (Bresnan et al. 2015). Several of the biases present in the CPR dataset are
reduced in the Stonehaven dataset. The vertical haul from close to the seabed means
that variation in the vertical distribution of the zooplankton (including as a result
of DVM) is not going to impact the abundance estimates. Further, the small mesh
size of the bongo net means that small zooplankton are less likely to pass through
the mesh, whereas the larger diameter reduces the ability of larger zooplankton to
escape. However, the slower speed at which it is towed, compared to the CPR, may
enhance the ability of larger zooplankton, such as krill, to escape.

In order to create correction factors, taxonomic groups in the CPR and Stone-

haven samples had to be matched up (see Table A.1 in Appendix A). If one CPR
taxon corresponded to multiple groups in the Stonehaven dataset, these were added
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Figure 2.3: Location of the Stonehaven sample site is indicated by the red point.
Translucent black markers show CPR samples used to develop the correction factors.

up. While the categories were matched up as closely as possible, there may some-
times be certain discrepancies due to, for example, age categories being handled
differently. It should be noted that the CPR copepod categories generally refer to
adult copepods (V-VI), unless otherwise noted (Calanus 1-1V) (Richardson et al.
2006). One exception is the Para-Pseudocalanus spp. This category includes adults
of Paracalanus and Pseudocalanus spp., but may also include other unidentifiable
small copepods, including juveniles (Richardson et al. 2006). This is reflected in the
groupings for this category (see Table A.1 in Appendix A, based on pers. comm.
Margarita Machairopoulou). For the Centropages categories (Centropages hamatus,
Centropages typicus and Centropages spp.), these were all grouped and a single
correction factor was calculated. For Calanus V-VI, which includes unidentifiable
Calanus V-VI, a correction factor was not calculated but instead the average of the
correction factors for Calanus finmarchicus and Calanus helgolandicus was used, as
this category likely represents a mix of these two species in the study area.

Following this, a subset of the CPR data which corresponded to the Stonehaven
dataset in location and time span was created. This subset had to provide a large
enough sample size for the CPR data, but still display as similar plankton dynamics
to Stonehaven as possible. The waters surrounding the Stonehaven sampling site
display mixed hydrodynamic regimes, which may impact the plankton dynamics
(Capuzzo et al. 2018) and could possibly mean that measurements at Stonehaven
are not very representative of dynamics in a larger area. To determine how similar
the dynamics in the CPR data are to those measured at Stonehaven, the correlation
between monthly averages were assessed (Pearson correlation 7). The arithmetic
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mean was calculated for a given year-month combination if there were at least 3
samples per month, for both the Stonehaven dataset and the CPR dataset sepa-
rately. The area used to aggregate CPR data was centred on the Stonehaven sam-
pling site, where the radius was incrementally increased by 1 km from 50 km (16
year-month combinations with data from both sources) to 200 km (142 year-month
combinations with data from both sources). The distances were calculated using
the function spDistN1 in the package sp (Bivand et al. 2013; Pebesma and Bivand
2005) in R 3.5.2 (R Core Team 2018, used for all analyses in this chapter), where
distances are measured as Great Circle (WGS84 ellipsoid) distances. The approach
of aggregating data over circular areas centred on Stonehaven is based on the idea
that samples closer in space are likely to be more similar. However, it may be that
greater coherence is achieved by using samples that are located further away, but
in locations that are hydrodynamically similar. Based on this idea, an alternative
approach where data were aggregated over an area which corresponded roughly to
the permanently mixed and intermittently stratified coastal waters along the Stone-
haven coast and up into the Moray Firth as based on Figure la in Capuzzo et al.
(2018) was also used (132 year-month combinations with data from both sources).
The results can be seen in in Figure 2.4.

It was clear that below around 75 km, estimated correlation strengths were quite
variable, likely due to the smaller sample sizes. Further, it was clear that the dif-
ferent taxa displayed quite different patterns in how the strength of the correlation
changed with increasing radius used for the area of aggregation. The strength of the
correlation based on data following the coastline as compared to aggregating data
based on a maximum radius also differed between taxa, but did not generally result
in greater correlations than using circular areas centred on Stonehaven. While no
distance was optimal for all taxa, somewhere between 80-100 km appeared to work
well for most (ignoring distances below 75 km where estimates were more variable).
As some taxa showed an increase in correlation strength between 80 and 100 km
and others a decrease, a value of 90 km was chosen as a compromise (it should also
be noted that correction factors as developed below based on either a 80 km or a
100 km radius gave similar results). This is well within previously used distances
that achieved coherence between local point-samples and CPR, samples (discussed
in Section 2.3.5). From this area, all CPR samples from years for which sampling in
Stonehaven was run (1997-2016) were extracted.

Next, the CPR samples were sorted into night and day samples in order to be able
to develop correction factors that accounted for any possible impact of DVM. To
do this, the function getSunlightTimes from the R-package suncalc (Thieurmel and
Elmarhraoui 2019) was used to calculate the timing of sunrise and sunset for each
day. Samples collected post-sunrise and pre-sunset were classified as day samples and
samples collected post-sunset and pre-sunrise were classified as night samples. To
account for DVM, separate correction factors were then calculated for day and night
samples for all taxa apart from the fish eggs, which were not expected to undergo
DVM as, unlike the other taxa, they are not capable of independent movement.
While not all other taxa may undergo any substantial DVM, assuming that they
do will not have a great impact on the results as it just means that the estimated
correction factors for day and night samples will be similar.
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Figure 2.4: Correlations between time-matched monthly average abundances at
Stonehaven and in the CPR dataset as aggregated for different radii around the
Stonehaven sampling site. Grey markers show the estimated correlations and the
black full line shows the moving average based on a 10 km window. Horizontal
dotted line shows correlation strength based CPR data aggregated over coastal wa-
ters that are hydrodynamically similar to those at Stonehaven. Vertical lines show
final aggregation radii of 90 km for the development of correction factors (see Sec-
tion 2.3.4) and 135 km for generating prey fields (see Section 2.3.5).
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To reduce any impact of seasonal or long-term trends, the samples were matched
up in terms of their temporal spread so that the proportional contribution of each
year-month combination was the same for both the Stonehaven dataset and the
CPR datasets (this was done separately for the night and day datasets). If there
was a higher proportion of Stonehaven samples than CPR samples for a given year-
month combination, the samples collected closest in time to the CPR samples were
used so that there was an equal proportion of samples. Similarly, if there was a
higher proportion of CPR samples than Stonehaven samples for a given year-month
combination, the samples collected closest in space to the Stonehaven sampling
site were used so that there was an equal proportion of samples. For each taxon
the correction factor was then calculated as the long-term mean abundance in the
Stonehaven samples divided by the long-term mean abundance in the CPR samples.
This was done separately for day and night samples. However, for fish eggs, that do
not undergo DVM, all data were pooled instead.

As expected based on DVM behaviour, the estimated correction factors for day
samples (when the plankton are more likely to be below the sampling depth of the
CPR) were larger than the corresponding night correction factors (except for fish
larvae where they were the same) and were generally within the range of previously
estimated values (Table 2.3). However, it should be noted that some of these previous
estimates showed large variation between different studies and were also not available
for all taxa. When the estimated correction factor did not fall within the previously
observed range, the discrepancy was generally not large, especially in relation to
the range of values estimated from previous studies. While the estimated correction
factors will be dependent on local plankton dynamics, as well as the distribution
of CPR samples (which clearly are not uniformly distributed, see Figure 2.3), this
similarity with previous estimates suggest that the estimated correction factors can
be applied more generally. However, it should still be remembered that their validity
may vary, for example as a result of spatial patterns in DV M.

While the approach worked well for most taxa, this was not the case for Euphau-
siacea. Euphausiacea are well-known to be particularly difficult to sample, showing
high levels of gear avoidance (Wiebe et al. 1982). This can also be seen in Ta-
ble 2.3, where some previous studies have estimated correction factors below zero,
which is also what was found when using the data from Stonehaven. For this reason,
estimates from studies aimed at quantifying the degree of undersampling of Eu-
phausiacea (Sameoto et al. 1993; Wiebe et al. 2013) were used to develop correction
factors for this taxon, resulting in a correction factor of 10 for day samples and 4 for
night samples. While these studies were based on samplers with a larger opening, it
seems as if for krill there is a trade-off between aperture opening and the ability of
the krill to detect and avoid the sampler (Wiebe et al. 1982), suggesting that these
values may be representative for the CPR as well.
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Table 2.3: Final correction factors for each taxon based on the values calculated from
the Stonehaven and CPR datasets, or previous work in the case of Euphausiacea
(c.f. = correction factor). The number of samples used to calculate the correction
factors are given in brackets after each estimate. Previously published CPR cor-
rection factors/ratios are also presented. These include estimates for day and night
separately (as provided by Michael Heath) with the first value based on data from
the L4 station in Plymouth (same as in John et al. 2001) and the second based
on data from Stonehaven, as well as published estimates from Clark et al. (2001),
John et al. (2001), and Kane (2009), in which night and day samples are considered
together.

Taxon c.f. day c.f. night Heath Heath Clark John Kane
day  night

Acartia 21.9 (584) 11.3 (464) 3.8, 3.8, 132 23 -

spp- 72.7 23.1

Appendi- 12.7 (688) 7.3 (537) 7.3, 7.7, 10.1 - 13.8

cularia 15.4 6.9

Calanus  22.9 (688) 4.1 (537) - - 28 2.1 22

finmar- 13.4 4.1

chicus

Calanus 9.1 (688) 6.9 (537) 43, 38, 28 21 -

helgolan- 4.9 5.4

dicus

Calanus  16.0 (688) 5.5 (537) - - - - -

V-VI

Calanus 5.8 (688) 3.5 (537) : : - - -

I-Iv 2.3 2.6

Centro- 5.2 (689) 3.1 (537) 0.2, 0.1, - 09 -

pages 221.3  332.0

hamatus

Centro- 5.2 (689) 3.1 (537) 0.8, 08, 0.8 095 1.6

pages 0.9 0.6

typicus

Centro- 5.2 (689) 3.1 (537) - - - - -

pages

Spp-

Copepod 18.8 (632) 14.2 (480) -\ - - - -

nauplii
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Decapoda
larvae

Euphau-
siacea

Fvadne
Spp.

Fish eggs

Fish
larvae

Hyperii-
dea

Metridia
lucens

Oithona
Spp-

Para-
Pseudo-
calanus

Spp-

Podon
Spp.

Temora
longicor-
nis

16.9 (689)

10.0

18.0 (632)

6.0 (889)

1.4 (689)

9.5 (632)

17.5 (584)

127.0 (446)

18.3 (689)

6.4 (689)

15.6 (584)

9.7 (537)

4.0

13.0 (480)

6.0 (889)

1.4 (537)

4.4 (480)

1.6 (464)

83.3 (336)

8.7 (537)

3.6 (537)

6.8 (464)

0.2,
16.9

0.9,
4.9

22.3,
12.5

3.7,
12.5

65.2,
15.4

98.9,
148.7

21.8,
46.7

0.4,
9.6

27.5,
24.8

5.5
10.8

0.4,
1.2

40.5,
11.3

2.9,
5.3

5.1,
1.8

60.0,
76.1

15.6,
21.9

13.2,
9.9

10.3,
25.6

18.2 -

- 20.0

475 43.3

15.8 8.1

123 149

7.7

2.1

5.8

18.1

12.0
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2.3.5 Spatial aggregation of CPR data

To create time series of prey fields, the CPR data were aggregated over space and
then interpolated (interpolation is described in the next section - Section 2.3.6).
The larger the area used for aggregation is, the more samples there are within each
year, which leads to more robust estimates. Further, using a larger area also means
that more years will have sufficient samples, resulting in a more complete series
of prey fields. However, increasing the size of the area may mean that locations
where dynamics are different from those at the focal location are included. Previous
studies interpolating CPR data have used quite large radii (463 km, Beaugrand et al.



2000; 277.8 km, Pitois and Fox 2006). One study found high consistency, although
variable between taxa, between local samples with high temporal resolution and CPR
data averaged over a relatively large area (around 150 km maximum) (John et al.
2001), which suggests that using larger areas to develop representative estimates is
appropriate. Another study comparing data from a fine-scale sampling station with
CPR data collected from around 120 km around found that while the correlation in
estimated monthly abundances often was poor, inter-annual variation and average
annual cycles were similar (Clark et al. 2001). A similar study found that while the
timing of spring and autumn peaks estimated by CPR data aggregated up to 3°
from the focal site matched those estimated by fine scale sampling relatively well,
the best match was achieved by using data within 1/4° (~30 km) of the sampling
station (Ostle et al. 2017). However, John et al. (2001) got a very good agreement in
the timing of peaks in spite of using a larger area. Finally, a study by Defriez et al.
(2016) looked at the relationship between distance and correlation in the annual
abundance of different zooplankton taxa sampled by the CPR aggregated by 1° by
1° grid cells, finding that this relationship varied between taxa, and in some cases
between time periods. In general, there seemed to be a steeper decline with distance
up to 200 km for the studied taxa consumed by sandeels, although in some cases,
correlations remained above zero beyond this.

Based on Figure 2.4, taxa showed different patterns in how the strength of the corre-
lation between monthly averages at Stonehaven and monthly averages based on the
CPR data changes as the CPR data were aggregated over increasingly large areas.
However, most taxa show weaker correlations as the size of the area increases. Based
on the observation that several taxa that are important in the sandeel diet (Calanus
finmarchicus, Calanus helgolandicus, Para-Pseudocalanus spp. and Temora longi-
cornis, see Section 2.3.1) seem to show a steeper drop in the strength of correlation
after 135 km, this was chosen as the radius used for interpolation. While correlations
were stronger for shorter distances (which is why a distance of 90 km was used for
calculating the correction factors), this would mean that prey fields could only be
generated for very well-sampled areas. As such, the limit of 135 km is the result of
a trade-off between coherence in dynamics and sample size. Compared to previous
studies as outlined in the preceding paragraph, this threshold is well within distances
for which coherent dynamics between the CPR and independent samples have been
found previously.

Again, for aggregating areas, distances were calculated using the function spDistN1
in the R-package sp (Bivand et al. 2013; Pebesma and Bivand 2005), where distances
are measured as Great Circle (WGS84 ellipsoid) distances.

2.3.6 Interpolation

To obtain daily values, interpolation was carried out on a yearly basis. CPR tran-
sects are generally run on a monthly basis, so this is the smallest temporal unit
that can be used for aggregating CPR data (Beare et al. 2003). Based on this idea,
the samples were sorted into 12 equally sized sampling intervals for a given year
and location. For each sampling interval, the arithmetic mean was calculated (see

37



next paragraph for a discussion on why the mean was used to represent the central
tendency). This mean was then associated with the midpoint of each sampling in-
terval and values between each midpoint were obtained through interpolation. This
method ensured that the date of sampling would not introduce a bias in the pheno-
logical patterns. For the interpolation, piece-wise cubic Hermite interpolation with
the function pchip in the R-package signal (Signal Developers 2014) was used. This
type of interpolation preserves monotonicity, so that values will always be within
the range of the two observations between which values are interpolated. Compared
to linear interpolation, it has the benefit of providing smooth estimates around in-
terpolation points, rather than sharp spikes. The method is described in Fritsch and
Carlson (1980) and an example can be seen in Figure 2.5. Interpolation was only
carried out if there were at least 3 samples per sampling interval during the period
of interest (in this case, the sandeel feeding season). If the period of interest started
before the midpoint of a given sampling interval, the previous sampling interval
also had to have at least 3 samples, as this sampling interval will also impact the
interpolated values in the first half of the next sampling interval. The threshold of
3 samples was the result of a trade-off between making estimates more robust and
maximising the number of years for which daily time series could be produced.
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Figure 2.5: Example of interpolation of abundance estimates. The dotted vertical
lines delineate the standardised sampling intervals. The grey dots show the raw CPR
estimates of Fvadne spp. abundance in the year 2016 in a 90 km radius around Stone-
haven (see Section 2.3.4). The yellow markers show the same raw CPR estimates
standardised to the midpoint of each sampling interval. The blue markers show the
mean value in each sampling interval (the mean of the values shown by the yellow
markers). The thick blue line shows interpolated values, using piece-wise cubic Her-
mite interpolation. Linearly interpolated values are also shown for reference with a
thinner line.
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The choice of using the arithmetic mean to represent the central tendency of a
sampling interval is not a given. Within each sampling interval there may be a lot of
variability. Prey fields are patchy, and since sandeels tend to show limited horizontal
movement (Engelhard et al. 2008; Johnsen et al. 2017; van der Kooij et al. 2008),
they are reliant on the patches that pass over their feeding grounds. This means that
the spatial patchiness of zooplankton will translate into temporal patchiness for a
given location, with the characteristics of this patchiness depending on the size of
the patch and the advection speed. The impact of this patchiness on sandeel intake
rate depends to a large extent on how the sandeels respond to the prey field. If they
would be limited by their ability to process the prey, either by the time it takes to
catch the prey or by their stomach capacity, then the patchiness is important. If
prey availability is the main limiting factor, then patchiness is less important. For
example, if there is a peak one day and low abundances one day, sandeels that are
limited by stomach capacity or handling time might not be able to make full use
of the peak day as their intake is capped. As such, intake would be lower than if
they were feeding on the same total abundances averaged over two days. If instead
the sandeels would be limited by availability, then total intake would be similar to
intake based on abundances averaged over two days. In general, sandeel stomachs
are most of the time well below maximum capacity (see Figure 3.4), suggesting that
they are most often not limited by stomach capacity. In terms of handling times,
the length of handling time that was found to introduce a limitation on intake
based on a sandeel bio-energetic model (van Deurs et al. 2014), is greater than the
handling times observed in an experimental setting (Christensen 2010; Winslade
1974b). However, even if they are not limited by stomach space or handling time
in a strict sense, there are still other processes that may reduce the ability of the
sandeels to make full use of the prey field, such as the small-scale patchiness in the
prey field resulting in the sandeels most of the time being exposed to below-average
abundances (see further discussion in Section 3.3.1.1).

Still, it seems as if in most cases, sandeels will be limited by prey availability. This
means that the total intake based on prey abundances averaged over time is likely to
be similar to total intake based on actual abundances for each day. For this reason,
the arithmetic mean was used in the interpolation. However, it should be noted
that in some cases the sandeels may be limited by stomach capacity or handling
time, which may be particularly likely if zooplankton occur at extreme values, and
in this case, the food that the sandeels are able to ingest over the whole season may
be overestimated as a result of ignoring this patchiness. Further, sandeels do not
feed in proportion to prey availability, but are instead selective (see Section 3.3.1),
meaning that the composition of the prey field also matters. The composition of
the prey field will also vary between days but when abundances are averaged over
time, the temporal resolution of this variation in composition is decreased, which
may also be a further reason why the response to a patchy prey field is different
from the response to smoothed averages.

A further adjustment which has been adopted previously when spatially interpolat-
ing CPR data (Beaugrand et al. 2001, 2000; Pitois and Fox 2006) is to give samples
closer to the focal point a larger weight when calculating the mean. While this may
be a good idea when looking at large-scale spatial patterns in the data, it also re-

39



sults in the mean being very sensitive to variation in close-by samples which could
be the result of patchiness, but also things like variation in sample depth or variation
in flow rates, and may for this reason introduce a lot of noise. Using several sam-
ples from a relatively small area and giving all samples equal weight was therefore
thought to be a more robust approach in this case, where samples were considered
on a year-by-year basis.

2.3.7 Prey traits

Not only the abundance of zooplankton but also their size, weight and energy density
are important as they will determine the ability of the sandeels to detect and catch
the prey and how much energy ingested prey will provide. This information was thus
collated for each taxon, sourcing values from the literature (see Table 2.4). While
there is likely variation within prey types as a result of some groups containing
several different species which may be of different sizes (Richardson et al. 2006) and
within species as a result of variation over time and life stages (e.g. Bottrell and
Robins 1984) or over space (Dessier et al. 2018), only one value was assumed for
each prey type for simplicity.

For the total length of copepods the values reported by Richardson et al. (2006)
were used and the length-weight relationship reported in this study was also used
to estimate the wet weight for all copepods, whereas length and weight for other
taxa were sourced independently. Energy densities were sourced independently for
all taxa. Relationships presented by Kigrboe (2013) were used to translate reported
carbon and dry weights into wet weights, apart from in the case of fish eggs, when
information from Riis-Vestergaard (2002) was used. To translate reported carbon
weights into energy, it was assumed that the energy density of carbon is 46 kJ g~!
(Salonen et al. 1976).
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Table 2.4: Total length (mm), wet weight (mg) and energy density (J g wet weight™!)
of all taxonomic groups along with the source of the values. Copepod length and
weight values were derived from Richardson et al. (2006), as described in the text.

Taxon Total length (mm) Wet weight (mg) Energy density
(J g wet weight™1)
Acartia 1.15 0.11 3500
Spp. Laurence (1976)
Appendi- 1 0.77 330
cularia Otkopleura dioica King et al. (1980), King et al. (1980),
and  Fritillaria  bo- Hopcroft et al. (1998) Hopcroft et al. (1998)
realts are the only
indigenous  appen-
dicularians in the
North Sea and both
have a trunk length
of around 1 mm (van
Couwelaar 2003).
Calanus 2.70 0.64 4400
finmarchicus Laurence (1976)
Calanus 2.68 0.63 4400
helgolandicus Laurence (1976)
Calanus 1.65 0.23 3800
-1V Campbell et al.
(2001)
Calanus 2.48 0.54 4400
V-VI Laurence (1976)
Centropages 1.30 0.14 3400
hamatus Laurence (1976)
Centropages 1.55 0.20 3600
typicus Laurence (1976)
Centropages 1.63 0.22 3500
Spp- Laurence (1976),
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mean of densities for
Centropages hamatus
and Centropages
typicus.



Copepod
nauplii

Decapoda
larvae

0.19

It is assumed that
the nauplii of Acartia
clausi are represen-
tative as this is the
most common cope-
pod species to oc-
cur in the dataset.
Nauplii of A. clausi
are around 0.19 mm
(Hay et al. 1991).
This is similar to the
length of many other
copepod taxa, but
shorter than some,
such as Calanus spp
(0.41 mm, Hay et al.
1991).

0.9

Polybiinae is the
most common group
of decapod larvae in
the CPR dataset,
with the most com-
mon species being
part of the infraorder
Brachyura  (Lind-
ley et al. 2010). In
surveys around the
coast of the UK in
spring/summer, the
size of Brachyuran
larvae was around
0.9 mm (Lindley
1998).

0.0029
Hay et al. (1991)

0.46
Lindley (1998)
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1500
Tanskanen (1994)

3200
Lindley (1998)



Euphau-
siacea spp.

Fvadne
Spp.-

17

Thysanoessa inermis
is the most common
species of Euphau-
siacea in most of
the study  area,
although  Meganyc-
tiphanes norvegica is
more common fur-
ther north (Lindley
1977). A survey in
the northern North
Sea during April-
June found adult 7.
imermis to be around
17 mm  (Lindley
and Williams 1980).
A survey in the

NE Atlantic in
August/September
found most M.

norvegica  to  be
around 15 mm long

(Lindley et al. 1999).

0.5

The most common
FEvadne spp. in the
North Sea is Evadne
nordmanni (Gieskes
1971), which has a
size of around 0.5
mm (Bainbridge
1958).

56
Harvey et al. (2012)

0.021

4500
Kulka
(2006)

4400

and Corey

Rodhouse and Roden Rodhouse and Roden

(2007)
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(2007)



Fish eggs

Fish larvae

Hyperiidea
Spp.

Metridia
lucens

Oithona
Spp-

1

As herring (Clupea
harengus) larvae are
the most commonly
found fish larvae in
the CPR samples
(Edwards et  al.
2011), it is assumed
that herring eggs are
the best represented
fish eggs as well.
Herring eggs have a
diameter of 1 mm

(Stroud 2011).

12

12 mm is the av-
erage length of fish
larvae in CPR sam-
ples from the NE At-
lantic, with most of
the larvae found in
the study area be-
ing clupeids, followed
by Ammodytidae lar-
vae (Edwards et al.
2011).

16

The most common
species in this taxon
in the study area is
Themisto compressa
(at the time Parath-
emisto gracilipes,
McHardy 1970).
A survey in the
NE Atlantic in July
found a range of sizes
with 16 mm being
mid-range (Williams
and Robins 1979).

2.27

0.68

1.6

Hempel and Blaxter
(1967)

2

Ehrlich et al. (1976)

32

Williams and Robins
(1979)

0.45

0.036
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1300
Riis-Vestergaard
(2002)

2000
Arrhenius and Hans-
son (1996)

2900
Williams and Robins
(1979)

3100
Lindley et al. (1997)

2500
Uye (1982)



Para- 0.70 0.038 3400

Pseudo- Laurence (1976)
calanus
spp.
Podon spp. 1 0.21 4400
The species Podon Uye (1982) Uye (1982)

leuckartii and Podon
intermedius are the
most common in the
study area (Gieskes
1971).  Both  are
around 1 mm in
size (van Couwelaar
2003).

Temora 1 0.08 3000
longicornis Laurence (1976)

The prey image area (the area of the prey item as viewed by the sandeel) was
also calculated. The square root of the image area will be directly related to the
detection distance (and thus search rate) of the sandeel (see van Deurs et al. 2015
and Equation 3.9). It was assumed that appendages, such as legs or antennae, are
generally not visible. For copepods it was assumed that the image area is an ellipse
with length equal to the copepod prosome length and width equal to half the prosome
length (see van Deurs et al. 2015). For prosome lengths it was assumed that this
was 75% of total length (Razouls et al. 2020). For appendicularians it was assumed
that only the trunk is visible, and that the trunk is an ellipse with the width being
half the length. For crustacean larvae, cladocerans (Evadne and Podon spp.) and
fish eggs, the simplifying assumption that these are all circular was made, with the
measured length being their diameter. For fish larvae, the formula from Langsdale
(1993) was used to calculate image area. For Euphausiacea and Hyperiidea spp., an
elliptical shape was assumed with width 1/8 (based on images in Conti et al. 2005)
and 3/11 (based on images in Kraft et al. 2013) of length, respectively.
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2.3.8 Spatio-temporal variation in the sandeel prey field

Having developed methods for correcting abundances and creating daily interpo-
lated time series for locations with sufficient coverage, this was now paired with the
prey trait information to explore the spatio-temporal variation in some of the char-
acteristics of the prey field hypothesised to be important for sandeel growth. Based
on the finding that sandeel size is related to zooplankton biomass (Eliasen 2013;
MacDonald et al. 2019b), patterns in average daily total energy (kJ m™3) were ex-
amined. Further, as small copepods (defined as having a prosome length of less than
1.3 mm based on van Deurs et al. 2013) make up the main part of the diet in at least
some locations and years (Macer 1966; Roessingh 1957), the average abundance of
small copepods (Acartia spp., Oithona spp., Para-Pseudocalanus spp. and Temora
longicornis) m—* was also examined. Variation in the abundance of Calanus has also
been pointed out as an important driver of growth (Bergstad et al. 2002; MacDonald
et al. 2018; van Deurs et al. 2014) and so the abundance of Calanus finmarchicus
m~? and the abundance of Calanus helgolandicus m~3 were examined too. Finally,
as it has been hypothesised that prey size may also be important through its effect
on detection distance (van Deurs et al. 2015), the average daily mean square root
of prey image area (mm), which is directly proportional to prey detection distance,
was also examined.

The dataset (1975-2016, see Figure 2.1 for spatial extent) was split into three equally
sized time periods (1975-1988, 1989-2002, 2003-2016), and a gridded map was pro-
duced for each time period. Two different sandeel feeding seasons were considered,
a 14 group feeding season (day 80-165, van Deurs et al. 2013) and an 0 group feed-
ing season (day 141-212, Jensen 2000; Régnier et al. 2017; van Deurs et al. 2011a;
Wright and Bailey 1996, see Section 4.2.2). The timing of these seasons may vary
between years, and potentially also over space, due to variation in the date of meta-
morphosis (e.g. Régnier et al. 2017) or the timing of initiation and termination of
overwintering (e.g. Reeves 1994), but these standardised seasons should provide an
idea of general patterns. To produce the maps, data within a radius of 135 km (see
Section 2.3.5) were aggregated for each time period and grid point (based on a grid
of 0.25° latitude x 0.5° longitude as the length of one latitude is roughly double
that of one longitude at this latitude). Interpolation was then carried out for each
year for which there were sufficient data during the feeding season, considering each
age group separately. If there were sufficient data in at least 5 years during the time
period, the interpolated data were subset according to the feeding season for each
age group and the quantities of interest were calculated based on these datasets. For
the average daily total energy, the daily abundances of each taxon were multiplied
by the energy content of each taxon and these were then added up for all taxa and
the average over the feeding season was calculated. It should be noted that this is
not equivalent to ingested energy but only captures the amount available. For the
abundance of small copepods, Calanus finmarchicus and Calanus helgolandicus, the
average daily abundance over the feeding season was calculated (and added together
in the case of small copepods). Finally, the average daily mean square root of prey
image area was calculated by multiplying the daily abundances of each taxon by the
square root of image area of each taxon, summing for all taxa, and then dividing by
the total abundance of all taxa and calculating the average over the feeding season.
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A simple exploration of temporal trends was also carried out. To do this, time series
for four different areas which are well-covered by CPR transects and also contain
sandeel grounds in which there is some knowledge of sandeel size and dynamics were
examined: the Firth of Forth (56.3°N 2°W) in the north-western North Sea (roughly
the location of Wee Bankie, Greenstreet et al. 2006), Dogger Bank (54.7°N 1.5°E) in
the central-western North Sea (roughly location of North-West Rough, Boulcott et
al. 2007; Rindorf et al. 2016), East Central Grounds (ECG, 57.6°N 4°E) in the north-
eastern North Sea (based on location in Bergstad et al. 2002, see also Johannessen
and Johnsen 2015) and Shetland (59.8°N 1.3°W), north of mainland UK (slightly
south of an aggregation of sandeel grounds in southern Shetland, Wright and Bailey
1993). Locations further north were not included due to poor CPR coverage. As
before, time series of prey fields were generated based on interpolation of an area
with a 135 km radius.

For each location, generalised additive models (GAMs) were fitted using the function
gam in the R-package mgcv (Wood 2011), with the response variable being the
average value for each of the prey field variables (total energy, abundance of small
copepods, Calanus finmarchicus and Calanus helgolandicus and average square root
of image area), year as a smooth term and feeding season (14 group/0 group) as
a factor. The models were fitted with an identity link function, using generalised
cross-validation to estimate the smoothing parameter. The adequacy of the smooths
were assessed by checking for patterns in the residuals using the function gam.check.
A confidence level of 0.05 was used to evaluate the presence of temporal trends and
the difference between the feeding seasons.

2.4 Results

The characteristics of the sandeel prey field showed marked spatio-temporal varia-
tion. In terms of the average daily total energy (kJ m~3) in sandeel prey, this varied
over space (Figure 2.6), with generally higher concentrations closer to the coast.
Further, there were clear declines in average daily total energy during the 0 group
feeding season in Dogger Bank (p < 0.01) and the Firth of Forth (p < 0.01) as well
as during the 14 group feeding season in the Firth of Forth (p < 0.01) (Figure 2.7).
The decline in the Firth of Forth was more rapid until around 2000, before levelling
off, whereas in Dogger Bank declines were more rapid in the latter part of the time
series. The other locations showed inter-annual variation, which was particularly
marked in the ECG, but no clear temporal pattern (p all > 0.08). The amount of
energy available was greater during the 0 group feeding season in Dogger Bank and
Shetland (p < 0.01), but not in the Firth of Forth (p = 0.50) or the ECG (p =
0.93).
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Small copepods were more abundant further south within a given time period (Fig-
ure 2.8). In terms of temporal changes, they showed declines in Dogger Bank (1+
group: p < 0.01; 0 group: p < 0.01) and the Firth of Forth (1+ group: p < 0.01; 0
group: p < 0.01) (Figure 2.9). The declines were particularly marked during the 0
group feeding season. No clear temporal patterns were seen in the ECG or Shetland
(p all > 0.18). In all locations, there was a greater abundance of small copepods
during the feeding season of the 0 group as compared to the feeding season of the
1+ group (p < 0.01).

The two species of Calanus copepods examined, C. finmarchicus and C. helgolandi-
cus, showed different spatio-temporal patterns (Figure 2.10 and Figure 2.12). C.
finmarchicus showed a clear spatial pattern with the highest abundances in the
north-eastern part of the North Sea, off the coast of Norway. Spatial variation was
not as marked in C. helgolandicus, but it is clear that abundances were low in the
north up towards Iceland. There were no clear temporal trends in C. finmarchicus
(p all > 0.06, Figure 2.11). C. helgolandicus has instead shown a clear increase over
time in the Firth of Forth (1+ group: p < 0.01; 0 group: p = 0.04), ECG (1+ group:
p = 0.01; 0 group: p = 0.01) and Shetland (14 group: p = 0.04; 0 group: p < 0.01),
as well as during the 14 group feeding season in Dogger Bank (p = 0.04), but not
the 0 group feeding season (p = 0.75). The increases in all locations seem to have
mainly occurred after around 2000 (Figure 2.13). Abundances did not differ between
the two feeding seasons in C. finmarchicus (p all > 0.18) or C. helgolandicus (p all
> 0.10) in the examined locations. Even after increasing in more recent years, the
peak abundances in C. helgolandicus were lower than peak abundances of C. fin-
marchicus. C. helgolandicus only made it over 100 individuals m~2 in a few years in
the ECG and Shetland, whereas C. finmarchicus were repeatedly present in multiple
hundreds in the ECG.

In general, the average daily mean square root of prey image area was largest in
the far north, up towards Iceland (Figure 2.14). In terms of temporal trends, there
was an increase over time during the 1+ group feeding season in Dogger Bank (p <
0.01), the Firth of Forth (p = 0.04) and Shetland (p = 0.03), as well as a decrease
in the ECG during the 14 group feeding season (p < 0.01) (Figure 2.15). Apart
from this, there were no clear trends (p all > 0.08). Values were larger during the
14 group feeding season than the 0 group feeding season in the ECG (p < 0.01)
and Dogger Bank (p = 0.03), but showed no difference in the Forth of Forth (p =
0.08) or Shetland (p = 0.49).
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Figure 2.6: Average daily total energy (kJ m™3, logjo-scale) during the feeding
season of 1+ group sandeels (a—c, day 80-165) and 0 group sandeels (d—f, day 141—
212) for 19751988 (a,d), 1989-2002 (b,e), 2003-2016 (c,f).
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Figure 2.7: Changes in average daily total energy (kJ m~3) over time. Blue and
yellow markers denote averages during the 14 group (day 80-165) and 0 group (day
141-212) feeding seasons, respectively. Lines show GAM predictions (if p < 0.05),
with dotted lines indicating the 95% confidence interval.
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Figure 2.8: Average daily abundance of small copepods m~3 (log;g-scale) (Acar-
tia spp., Oithona spp., Para-Pseudocalanus spp. and Temora longicornis) during
the feeding season of 1+ group sandeels (a—c, day 80-165) and 0 group sandeels
(d—, day 141-212) for 1975-1988 (a,d), 1989-2002 (b,e), 2003-2016 (c,f).
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time. Blue and yellow markers denote averages during the 14 group (day 80-165)
and 0 group (day 141-212) feeding seasons, respectively. Lines show GAM predic-
tions (if p < 0.05), with dotted lines indicating the 95% confidence interval.
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Figure 2.10: Average daily abundance of Calanus finmarchicus m—3 (logo-
scale) during the feeding season of 1+ group sandeels (a—c, day 80-165) and 0 group
sandeels (d—f, day 141-212) for 1975-1988 (a,d), 19892002 (b,e), 2003-2016 (c,f).
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Figure 2.11: Changes in the average daily abundance of Calanus finmarchicus
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Figure 2.12: Average daily abundance of Calanus helgolandicus m=3 (log;o-
scale) during the feeding season of 1+ group sandeels (a—c, day 80-165) and 0 group
sandeels (d—f, day 141-212) for 1975-1988 (a,d), 1989-2002 (b,e), 2003-2016 (c,f).
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Figure 2.13: Changes in the average daily abundance of Calanus helgolandicus
m~3 over time. Blue and yellow markers denote averages during the 1+ group (day
80-165) and 0 group (day 141-212) feeding seasons, respectively. Lines show GAM

predictions (if p < 0.05), with dotted lines indicating the 95% confidence interval.
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Figure 2.14: Average daily mean square root of prey image area (mm) (logjo-
scale) during the feeding season of 1+ group sandeels (a—c, day 80-165) and 0 group
sandeels (d—f, day 141-212) for 1975-1988 (a,d), 1989-2002 (b,e), 2003-2016 (c,f).
Note the different scales of 14+ group and 0 group feeding seasons.
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2.5 Discussion

This chapter has described an approach for using CPR data to create daily sandeel
prey fields through temporal interpolation of spatially aggregated data corrected
for taxon-specific sampling efficiency. It was clear that the sandeel prey field shows
marked spatio-temporal variation. In the western North Sea, there have been marked
declines both in the total amount of energy available, especially during the 0 group
feeding season, and in the abundance of small copepods, with abundances decreasing
by more than 50% during the 0 group feeding season. In terms of Calanus spp., there
was no clear change in Calanus finmarchicus over time but a clear spatial pattern
with peak abundances in the north-east, while Calanus helgolandicus showed a clear
increase in most of the study area around 2000 but a less marked spatial pattern. The
average prey size generally increased over time in the western North Sea, whereas it
instead declined in the north-east. Further, due to the differences in the timing of
the feeding seasons, it was clear that 0 group and 1+ group sandeels were exposed
to different prey fields, with, for example, a larger abundance of smaller copepods
during the 0 group feeding season.

2.5.1 Caveats of the approach

While the described method goes a long way to producing prey fields of the neces-
sary resolution, there are still a number of caveats to be considered. For example,
while the similarity of the estimated correction factors with previously estimated
correction factors (see Table 2.3) suggests that they should be applicable to other
areas, it is still likely that local characteristics of the sampling site and the sur-
rounding CPR samples will have affected the estimates. Further, there will also be
systematic variation in these correction factors that are not accounted for, such as
spatial variation in DVM behaviour (e.g. Irigoien et al. 2004). However, considering
the number and complexity of sources of variation, trying to account for these in a
robust manner would be difficult and would potentially be more likely to introduce
bias. The impact of the choice of correction factors when using the generated sandeel
prey fields to predict sandeel growth is considered further in Section 4.2.6.

In addition to being used to develop correction factors, the Stonehaven sample site
was also used to inform the scale used for aggregating data before interpolation. Here
again, it is possible that local conditions may have led to a final threshold that is
not representative of a larger area. But then, again, previous studies based on other
locations suggest that the dynamics captured by the CPR and local point samples
are similar when aggregating data over larger areas than those used here (Clark et
al. 2001; John et al. 2001; Ostle et al. 2017). Still, the spatial aggregation step could
likely be improved. Plankton dynamics do not change linearly over space, and taking
this into account will help to define areas with more homogenous plankton dynamics
over which to aggregate the CPR data. For example, McGinty et al. (2011) combined
satellite chlorophyll measurements and cluster analysis to define areas that showed
similar plankton dynamics, and then examined trends in the CPR data within these
areas, whereas Capuzzo et al. (2018) instead aggregated CPR data over previously
defined hydrodynamic regions in the North Sea.
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It may also be worth to consider whether it would be possible to better take into
account the irregular spatial distribution of CPR samples. If data are aggregated
based on a circular area around a focal point as now, then if a transects runs through
the edge of this area, this is likely to make up the majority of the data points,
meaning that the average value is more representative of the location through which
the transect runs than the midpoint of the aggregation area. As such, it should
potentially be considered whether the spatial structure of the transects should in
some way be reflected in the spatial aggregation method.

Further, in addition to the distinctive spatial structure of the CPR data, there is
also a temporal structure as a result of the transects being monthly. In the current
approach, samples are standardised to the middle of each monthly sampling interval
in order to minimise the bias introduced by variation in sampling dates. This means
that abundance peaks will be forced to artificially occur in the middle of each month.
In addition to the artificial timing of the peaks, the smooth curves between the
monthly averages are also not very representative of actual conditions as patchiness
in the plankton is likely to introduce substantial variation between days. As discussed
in Section 2.3.6, the impact of patchiness on sandeel intake rates may depend on to
what degree the fish are limited by handling time/stomach space or prey availability,
but either way, it will have a large impact on the abundance and composition of
available prey on a given day. In a further extension of the approach presented here,
patchy time series could be simulated by drawing from a defined distribution based
on the interpolated daily time series presented here, where the scale of the patchiness
could potentially be informed by bioacoustic data (see Godg et al. 2014). Finally,
the way the data are interpolated also introduce an artificial shape to abundance
peaks in the form of an even increase from the previous month and an even decline
to the next month, whereas in reality the peak could be narrower, or broader.

In terms of trait values, it has been assumed here that a single average value for
each prey type is representative, but actually these values could show large variation
over space and time (e.g. Bottrell and Robins 1984). This could have a large impact
on, for example, the total amount of energy available, or the size distribution of the
prey field. The impact of prey trait values on sandeel growth is explored further in
Section 4.2.6.

2.5.2 Spatio-temporal patterns in the sandeel prey field

There was clear spatio-temporal variation in the sandeel prey field. The following
discussion focuses mainly on the North Sea as coverage was inconsistent further
north. However, there were some clear patterns in the prey fields extending further
north consisting of lower levels of small copepods and C. helgolandicus, relatively
high levels of C. finmarchicus and a large average prey image area. This aligns well
with previous observations of an increase in the size of copepods up towards the
Faroes and Iceland (Beaugrand et al. 2008). There was no clear pattern in average
total energy availability.
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Now, focusing on the North Sea and starting with the average total energy con-
tained in sandeel prey, this has declined over time in several locations. This aligns
with previous studies, also based on corrected CPR data, finding an overall decline
in zooplankton biomass in the North Sea (Pitois and Fox 2006). The temporal pat-
terns in total energy that were observed in Dogger Bank and the Firth of Forth were
to a large extent driven by the abundance of small copepods, which also showed a
decline over time in these locations. This aligns with previously observed negative
trends in the abundance of small zooplankton in the North Sea (Capuzzo et al. 2018).
Small copepods were more abundant in the south, which also agrees with previous
observations (Beaugrand et al. 2008). The abundance of the larger copepod C. fin-
marchicus showed a different spatial pattern, with the highest concentration in the
north-eastern North Sea, which aligns with previous studies (Edwards et al. 2020).
While C. finmarchicus showed clear inter-annual variation, previously reported neg-
ative trends (Reid et al. 2003b) were not visible in the areas examined. The finding
that C. helgolandicus has increased over time does however align with previous find-
ings (Reid et al. 2003b), and is in line with a range expansion at its northern limits
(Bonnet et al. 2005). The more southerly distribution of C. helgolandicus also agrees
with previous observations (Bonnet et al. 2005).

Finally, in alignment with the decline in small copepods (and thus an increase in the
proportion of larger prey), the average square root of the prey image area (which is
directly related to prey detection distance and thus search rate for foraging sandeels)
has increased over time in Dogger Bank and the Firth of Forth. This aligns with a
previously observed increase in the average dry weight of individual zooplankton in
the southern North Sea (Pitois and Fox 2006). However, in the northern North Sea
the same study observed the opposite pattern, which also aligns with the results
from the ECG in this study. In Shetland, an increase was also observed although
in this case it seems to have been driven by an increase in the abundance of larger
prey types, rather than a decrease in small prey types.

It was also clear that 14 group and 0 group sandeels are exposed to different prey
fields. The abundance of small copepods was higher during the 0 group feeding sea-
son in all locations, and so was the total energy m=2 in Dogger Bank and Shetland.
No clear differences between the seasons were found for C. finmarchicus or C. hel-
golandicus. The lack of difference in the abundance of C. finmarchicus was somewhat
surprising considering that the timing of peak abundance is generally observed to
occur at a time that better aligns with the timing of the 1+ group feeding season
(Planque and Fromentin 1996). The lack of a difference between the feeding seasons
in the abundance of C. helgolandicus fit better with previous observations of a less
marked spring peak (Planque and Fromentin 1996). Finally, the average square root
of the prey image area was found to be larger during the 1+ group feeding season.
This aligns with the observation that sandeels tend to eat larger copepods in spring
(1 April-15 May) as compared to early summer (15 May—-30 June) (van Deurs et al.
2013).
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These marked differences in the prey fields mean that spatio-temporal trends in the
plankton observed here and elsewhere are likely to have different impacts on the
intake rate and growth potential of 0 group and 14 group sandeels. For example,
the observed decline in small copepods in some locations (Figure 2.9, Capuzzo et
al. 2018) is likely to have had a larger impact on the 0 group as compared to the
1+ group. Many studies on growth in lesser sandeels have naturally focused on 1+
group sandeels (e.g. Bergstad et al. 2002; Rindorf et al. 2016), as these are the ones
mainly caught by the fisheries. However, considering how different the prey fields
appear to be, one cannot necessarily assume that good growth conditions for 1+
group sandeels equate to good growth conditions for 0 group sandeels in the same
location. The clear differences between the feeding seasons found here point to the
importance of delineating time windows based on the timing of the feeding seasons,
rather than using more coarse, seasonally aggregated data.

2.5.3 Relationship between prey field characteristics and
sandeel growth

The generated prey fields can be matched up with some previous predictions of
the impact of various aspects of the prey field on sandeel growth patterns. Based on
previous studies (Bergstad et al. 2002; Boulcott et al. 2007; Rindorf et al. 2016), both
0 group and 1+ group sandeels in the Firth of Forth show relatively slow growth
rates, with higher growth rates observed at Dogger Bank and even higher still at the
ECG. The slow growth rates in the Firth of Forth have been hypothesised to be the
result of the poorer food conditions (Boulcott et al. 2007), and the observed spatial
growth patterns do align quite well with the spatial pattern in energy availability
found here (Figure 2.6), although patterns differ between time periods. Further, the
decline in energy availability seen at Dogger Bank and the Firth of Forth (Figure 2.7)
align with observed declines in sandeel size at both locations (van Deurs et al.
2014; Wanless et al. 2018). Again, the decline in energy availability at Dogger Bank
and Firth of Forth was to a large extent driven by a decline in small copepods,
especially during the 0 group feeding season. It is worth to note here that the
contribution of small copepods to total energy availability was 36% and 47% higher
during the feeding season of 1+ group and 0 group sandeels, respectively, when
using the corrected dataset as compared to the uncorrected dataset. As such, the
correction factors have a large impact on the observed patterns (echoing findings of
Pitois and Fox 2006), and likely contribute to creating a more representative prey
composition.

In addition to biomass, it has been showed previously that the abundance of Calanus
spp. could have a large impact on intake and growth rates (MacDonald et al. 2018;
van Deurs et al. 2014). Along these lines, it has been suggested that a difference
in the abundance of C. finmarchicus could potentially explain why sandeels tend
to be smaller in Shetland than in the north-eastern North Sea (Bergstad et al.
2002). Indeed C. finmarchicus is more abundant in the north-east compared to
Shetland (Figure 2.10). A decline in the abundance of C. finmarchicus has also
been hypothesised to be behind a decline in the size of 1+ group sandeels at Dogger
Bank (van Deurs et al. 2014). However, this decline is not clear in this dataset.
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Looking at a subset of the generated prey fields aligning well in space and time
with the data used to construct the trend in sandeel size in van Deurs et al. (2014),
there was no clear decline in C. finmarchicus, and values were generally low. As
noted by the authors of the study, Dogger Bank is close to the southern border
of the C. finmarchicus distribution, whereas the references used for the decline of
C. finmarchicus (Beaugrand 2004; Beaugrand et al. 2003; Planque and Fromentin
1996) were based on a much larger area, which included the north-east where the
decline has been more prominent (Edwards et al. 2020). This suggests that caution
is needed when using trends based on larger areas to explain an observed pattern as
these trends are likely to be driven mainly by regions of high abundance. However,
while there was no clear decline in C. finmarchicus, there has been a marked decline
in total energy availability at Dogger Bank (Figure 2.7) driven to a large extent by a
decline in small copepods, which could potentially have contributed to the observed
decline in size.

Finally, it has been suggested that the prey size composition is important for intake
rate through the impact on detection distance (van Deurs et al. 2015). However,
the patterns in average prey image area observed here do not fully match observed
patterns of size, with the average image area increasing in both Dogger Bank and
the Firth of Forth (Figure 2.14), whereas sandeel size has decreased in both these
areas (van Deurs et al. 2014; Wanless et al. 2018). The increase in average prey
image area in these areas is to a large extent driven by a decrease in the abundance
of small copepods rather than an increase in large copepods, which might explain
why the expected alignment of patterns in sandeel size and average image area is
not seen. This points to the importance of considering several different aspects of
the prey field together.

2.5.4 Applicability to other species and life stages

A lack of prey field data of high temporal and taxonomic resolution is not a sandeel-
specific problem. With minor modifications, for example modifying the temporal
extent of the feeding season, the prey fields generated here for the sandeel may be
directly applicable to other planktivores in the north-east Atlantic which feed on a
similar prey base (see e.g. Raab et al. 2012). As such, some of the observed changes
in the prey base may also have impacted other planktivores in this region, where
several species of fish have declined in size over time (Baudron et al. 2014). For
species with a different prey base, the approach can be adapted by removing or
adding taxa (for a comprehensive list of taxa, see Richardson et al. 2006), although
adding taxa would require developing additional correction factors.

Further, while the focus here was on the food of post-metamorphic sandeels, the
methods could also be useful for developing prey fields for larval sandeels. Copepod
eggs, copepod nauplii and appendicularians make up the main part of the sandeel
larvae diet, with a shift towards larger prey such as adult copepods as the larvae
grow (Economou 1991; Ryland 1964). All of these prey groups are counted in CPR
samples, although due to the large mesh size of the CPR, a large proportion of cope-
pod nauplii and eggs may go undetected. One of the most important determinants
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of recruitment is the extent to which sandeel hatching and larval food availability
coincide (Régnier et al. 2017). While the method described here is not sensitive to
fine-scale temporal variation in larval food phenology, a study in the north-western
North Sea found that the phenology of larval food show variation of more than a
month (Régnier et al. 2017) - a scale of variation which would be picked up by this
approach. As such, examining spatio-temporal variation in the abundance, com-
position and phenology of sandeel larval food could give an even more complete
understanding of food conditions of the sandeel throughout its life.
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Part 11

Exploring drivers of
spatio-temporal variation in the
growth of juvenile lesser sandeels
using a dynamic energy budget
model
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Chapter 3

Dynamic energy budget model
description

3.1 Introduction

Understanding energy flows at an individual level has implications for the under-
standing of processes at a multi-trophic scale. The energy contained in a single
organism will equal energy input minus energy output, where the input to a large
extent will be dependent on the energy available at lower trophic levels. Within the
organism, some of the ingested energy will have to be used for maintenance, while
the rest will be allocated to growth, energy reserves, and reproduction. Investment
into growth and energy reserves may impact survival rates through size-selective
predation mortality (e.g. Sogard 1997) and starvation (e.g. MacDonald et al. 2018),
respectively, while investment into reproduction will be related to reproductive suc-
cess (e.g. Barneche et al. 2018). This means that the net energy uptake and how it is
allocated has consequences not only for the energy contained in a single individual,
but also the number of individuals in a population. Together, this will determine the
energy available to upper trophic levels. As such, understanding what drives varia-
tion in net energy gain and its allocation at an individual level is of key importance,
in particular as many of these rates are directly related to environmental variables,
such as temperature, that are likely to change rapidly in the future.

In this vein, much work has gone into the field of bioenergetics - the study of how
ingested energy is partitioned into losses, reproduction and growth (Ney 1993; Win-
berg 1960). In animals, energy available for growth and, if reproductively active,
investment into gonads, is equal to the consumed energy minus metabolic costs of
maintenance, activity, digestion and synthesis of new tissue, as well as losses from
nitrogenous excretion and egestion (faeces). This balance equation can be solved
for any of its constituent parameters when the others are known, but is most com-
monly solved for consumption or energy available for growth (Ney 1993). However,
to fully understand how the energy available for growth translates into changes in
the size and energy density of an individual, the processes governing how this net
energy intake is allocated between growth, energy reserves and reproduction also
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need to be considered. Often bioenergetic models stop at estimating growth poten-
tial, but in some cases they may be coupled with a growth model to produce growth
curves (e.g. Hayes et al. 2000). One framework in which energy intake and losses
can be combined with allocation processes to model growth is dynamic energy bud-
get (DEB) models, in which allocation to energy reserves, structural growth and
reproduction is explicitly modelled (Kooijman 2000; Lika and Nisbet 2000). DEB
models can range from highly general and somewhat abstract models based on first
principles to species-specific models that build more heavily on traditional bioener-
getic studies (Nisbet et al. 2012) and have been shown to be able to predict observed
spatio-temporal patterns in growth when forced with real-world data (Thomas et al.
2011). They have been proven useful in understanding the impact of environmental
conditions, mainly in the form of temperature and food conditions, on growth (e.g.
MacDonald et al. 2018; Ren and Ross 2001) and have also been used to predict
the impact of projected changes in environmental conditions (e.g. Maar et al. 2015;
MacDonald et al. 2018). As net energy intake and how it is allocated is generally
linked to a host of demographic rates, DEB models can also be used to study the
impact of environmental conditions on key vital rates such as reproduction (e.g.
Pecquerie et al. 2009) and mortality (e.g. MacDonald et al. 2018). As such, they
are a useful tool for exploring environmental drivers of spatio-temporal variation in
growth and demographic rates as well as for predicting the impact of environmental
change on these rates. The model output is directly related to the energy available
to upper trophic levels, making DEB models ideal for studying bottom-up energy
flow and predicting how changes at lower trophic levels result in knock-on effects on
predators.

Several studies haven taken a bioenergetic approach to understanding variation in
growth and consumption in sandeels. In the south-western North Sea, several bioen-
ergetic modelling studies of Ammodytes marinus have been conducted, looking at
the optimal timing of overwintering (van Deurs et al. 2010), the energetic cost of
overwintering (van Deurs et al. 2011a) the efficiency of converting energy contained
in copepods into energy contained in sandeels (van Deurs et al. 2013) as well as the
impact of prey size on ingested energy (van Deurs et al. 2015). At Georges Bank in
the western Atlantic Ocean, an energy budget of Ammodytes dubius was developed
which primarily aimed to estimate food consumption (Gilman 1994). None of these
studies explicitly modelled the growth of the sandeels, focusing instead on drivers
and consequences of energy intake and loss. MacDonald et al. (2018) considered
not only energy gains and losses in their model of A. marinus in the north-western
North Sea, but instead developed a DEB model that also included the allocation of
net energy gain to growth, energy reserves and reproduction. This model produces
growth curves of a daily resolution in response to temperature and food availability,
and also models the consequences of growth conditions on overwintering starvation
mortality. However, this model relies on large amounts of data to estimate location-
specific fitting parameters (such as “background food availability”) and also requires
size measurements from field surveys to define starting conditions, hindering its ap-
plication in more data poor regions or time periods. As such, it cannot be directly
employed to understand the observed variation in size in A. marinus over space and
time.
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Here, a highly modified, more general version of the A. marinus DEB model devel-
oped by MacDonald et al. (2018) is described, which covers only the first growing
season but can be run in all locations and years where environmental input data
are available. This enables the exploration of drivers of the clear spatio-temporal
variation in size observed in A. marinus (e.g. Bergstad et al. 2002; Boulcott et al.
2007; Rindorf et al. 2016; van Deurs et al. 2014; Wanless et al. 2018) on a larger
scale.

Differences in food conditions have long been hypothesised to be behind this ob-
served spatial variation in growth (Bergstad et al. 2002; Boulcott et al. 2007; Macer
1966), but a study aiming to pinpoint drivers of the observed spatial variation in
growth did not identify an effect of prey availability (Rindorf et al. 2016). However,
the absence of a relationship could have been the result of a lack of resolution in the
prey data used (Rindorf et al. 2016), suggesting that the role played by food con-
ditions is still not clear. Further, variation in ingestion rates and size has also been
related to temperature (Rindorf et al. 2016; Winslade 1974b), light conditions (van
Deurs et al. 2015; Winslade 1974a) and pre-metamorphic phenology (Frederiksen
et al. 2011; MacDonald et al. 2019a), but the relative contribution of these factors
to variation in size, and how they may interact with the impact of food conditions,
remains yet to be fully understood. Using the model described in this chapter, the
impact of these variables are explored further in Chapter 4, with a particular fo-
cus on how ongoing changes in these variables may impact the growth of juvenile
sandeels. Understanding drivers of growth in juveniles is particularly important, as
this is likely to impact rates of mortality from starvation (MacDonald et al. 2018)
and potentially also predation (Sogard 1997). Further, there is no information to
suggest that responses to the prey field as well as metabolic rates would not be sim-
ilar for 0 group and 14 group, meaning that inferences regarding drivers of growth
to a large extent apply to 14 group sandeels too.

This chapter describes the full model formulation as well as the sourcing of pa-
rameter values. Model validation and a parameter sensitivity analysis is carried
out in Chapter 4. The model can be considered as a type of net-production DEB
model, but the individual sub-components are approached in the more parameter-
heavy species-specific spirit of traditional bioenergetic models. In particular, based
on the observation that the characteristics of available food is a major determinant
of intake rates and growth rates (MacDonald et al. 2018; van Deurs et al. 2015,
2014) and several lines of evidence suggesting that the composition of ingested food
does not show a simple proportional relationship with available food in A. marinus
(Christensen 2010; Eliasen 2013; Godiksen et al. 2006; Gémez Garcia et al. 2012),
particular attention is paid to the modelling of ingestion. Much of this builds on the
work of van Deurs et al. (2015), which focuses on the visual aspect of foraging and
the importance of light conditions, but it also draws upon advancements in optimal
foraging (Visser and Fiksen 2013) and empirical observations from experiments and
field studies (e.g. Christensen 2010; Godiksen et al. 2006). In addition to ingestion,
the model also includes metabolic costs, which builds on new experimental work in
A. marinus (see Wright et al. 2017a), as well as how net assimilated energy is al-
located between structural growth and reserves. Not all processes incorporated into
the model will necessarily be important drivers of growth, but the approach taken

63



here is to have the complexity reflect the current understanding of A. marinus bi-
ology and to then critically assess the model to determine what processes appear to
be the main drivers of growth, and where key knowledge gaps lie (see Chapter 4).

3.2 Model framework

The model is constructed around two state variables: reserve energy R (kJ) and
structural energy S (kJ). Reserve energy represents the part of the sandeel that
can be remobilised to meet metabolic costs when ingested energy is not enough.
Structural energy represents the part of the sandeel that cannot be remobilised and
includes parts of the sandeels such as skeletal tissue and organs. The model applies
to both sexes, as A. marinus appears to be sexually monomorphic in all aspects
other than their reproductive organs (Reay 1970).

The model framework can be seen in Figure 3.1. The basic structure of the model is
based around the allocation of net energy gain (assimilated energy minus metabolic
costs) to reserve energy and structural energy. The assimilated energy A (kJ day™!)
is the energy that is available to the sandeel based on ingested food, after accounting
for assimilation efficiency. The model assumes that metabolic costs M (kJ day™!)
are subtracted from assimilated energy and that if the assimilated energy is not
enough to meet metabolic costs (i.e. if net energy gain is negative), the rest is
subtracted from reserves. If net energy gain is instead positive, a certain proportion
fs is allocated to structural energy and the rest (1 — fg) is allocated to reserve
energy, making it a form of net-production DEB model (Lika and Nisbet 2000).
The net-production model was chosen because it is known that A. marinus does
not allocate energy to structural energy when energy intake is zero (length stays
constant when no feeding occurs, e.g. Boulcott and Wright 2008). This is captured
by the net-production model but not the more common x-rule DEB model in which

a fixed fraction of reserves is continuously allocated to maintenance and growth
(Kooijman 2000).

The model starts just after metamorphosis, the timing of which is defined by previous
observations (see Section 4.2.2). It is run until mid-September, but for the purposes
of comparison with field data, it is generally assumed that overwintering, and thus
the cessation of feeding and growth, occurs on 1 August (MacDonald 2017; van
Deurs et al. 2011a). The model does not include overwintering or maturation. Model
time steps are daily, based on the idea that environmental conditions may show
important variation on this time scale. However, as in van Deurs et al. (2015), feeding
is modelled on an hourly time-scale. The model requires several types of input. This
includes temperature 7' (°C), which impacts both metabolic rates and intake rates
through its effect on assimilation and digestion rates, as well as food abundance > ny
(where ny, is the individuals m™ of prey type k), which impacts ingestion rate. Each
prey type also have associated trait values which impact intake rate. As sandeels
are visual feeders, meaning that light conditions will be important (van Deurs et
al. 2015), several types of input relating to light conditions are also included. These
include day length hgq, (h), which controls the number of hours available for feeding,
average daylight surface irradiance Iy (W m~?2), which determines light levels, as well
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Figure 3.1: State variables and main processes included in the dynamic energy bud-
get model. Solid arrows represent energy flows. The dotted arrows represent the
relationship between the state variables (S and R) and sandeel length L and wet
weight W.

as the beam attenuation coefficient a; (m~') and the diffuse attenuation coefficient
ag (m™1), which govern how light is scattered and absorbed when travelling down
through the water and are related to the turbidity of the water (Devlin et al. 2009).
The sources of input data used to later run the model are described in Chapter 4.
The output of the model is daily reserve and structural energy, estimated at the end
of the day. As these are quantities that are not measured in the field, a way in which
to translate these into length L (cm) and wet weight W (g) and vice versa is also
described below.

The model is implemented in C, based on an adaptation of the code for the model
presented in MacDonald et al. (2018). However, R 3.5.2 (R Core Team 2018) was
used for model fitting when parameters were estimated from data in this chapter,
and was also used for visualisation.
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3.2.1 Differences compared with the MacDonald model

As mentioned, the model presented here builds on a previous model developed by
MacDonald et al. (2018) (in this section referred to as the MacDonald model), but
several differences exist between the two models. To start, the models cover different
parts of the sandeel life cycle. The model presented here starts at metamorphosis,
making it possible to explore the impact of variation in date of metamorphosis
on predicted growth. The MacDonald model has so far used year-specific size and
abundance data as initial conditions, meaning that the start date of the model in a
given year thus depends on the dates for which data are available, which is generally
in June. However, this is just a difference in the initial conditions used, and not a
difference in terms of model structure. Further, while the MacDonald model covers
the full post-metamorphic life-cycle, the model presented here only covers the first
growth season, as the interest here was mainly in processes that drive growth. For
the same reason, the model presented here only tracks changes in growth while the
MacDonald model also tracks changes in abundance.

In terms of the modelling of growth during the feeding season, the overall structure of
the models are very similar, both using structural energy S and reserve energy R as
state variables. The models build on the same sub-processes (ingestion, metabolism
and allocation of net energy gain) and both incorporate a way in which to translate
the state variables into weight and length to be able to make use of field data more
easily. However, within this structure, differences exist in how these sub-processes
are modelled.

In general, the governing principles of ingestion are largely similar in the two models,
although the ways in which these have been incorporated are different. In both
models, larger sandeels are assumed to have higher ingestion rates. In the MacDonald
model, this is represented by a general weight-scaling factor, assuming that intake
scales with the surface area of the sandeel. In the model presented here, the benefit
of a larger body size is instead reflected in several sub-processes (faster swimming,
a larger stomach and better visual capacity). This was done so that empirically
observed processes and parameter values could be more directly incorporated into
the model. Further, in both models it is assumed that sandeels feed selectively. In the
MacDonald model, this is represented by attack rates for different prey groups (large
copepods, small copepods and “background food”), which are all fitting parameters.
The abundance of “background food” is also a fitting parameter. In this model,
selectivity is instead the result of several explicit sub-processes: prey size-dependent
encounter and capture success rates as well as different preferences for different prey
groups based on an optimal foraging approach. This made it possible to incorporate
previously measured relationships and parameter values in a more direct manner.
Further, it accounts for the fact that attack rates are not static but dynamic, and
may depend on, for example, the presence and the relative abundance of alternative
prey types (e.g. Christensen 2010; Sekiguchi 1977) as well as visual conditions (e.g.
van Deurs et al. 2015; Varpe and Fiksen 2010). To a large extent, this extension
was based on the foraging model presented by van Deurs et al. (2015). However,
the model presented by van Deurs et al. (2015) was also extended to account for
variation in capture success, as well as switching between several prey types.
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The MacDonald model and the model presented here are similar in that they both
assume that at large prey densities, the sandeels will be limited by their ability
to process the food, rather than encounter rates. Processing of food involves the
capture, ingestion and digestion of food. The limitation introduced by finite gut
space and temperature-dependent digestion rates (see van Deurs et al. 2015) is
incorporated into both models. One simplification in the model presented here is
that an increased ingestion rate in response to poor body condition is not included.
This was included in the MacDonald model based on observations in other species
as well as the observation that the condition of sandeels improve rapidly following
overwintering (Hislop et al. 1991; Rindorf et al. 2016). However, it may be that
the rapid increase in condition following overwintering is instead the result of good
food conditions and an increased allocation to reserves (which are both represented
in the model formulated here). Based on this, in conjunction with there being no
information available on this process in any closely related species, this process
was not included. One process which was included in the model presented here
but not in the MacDonald model is the assumption that sandeels do not forage
when prey abundance is particularly low, which was included based on experimental
observations (van Deurs et al. 2011b; Winslade 1974c¢). Finally, both models include
a temperature-dependent assimilation efficiency based on measurements from A.
dubius (Larimer 1992). However, the model presented here also includes losses from
nitrogenous excretion, as these can also be non-negligible (Elliott 1976; Jobling

1993).

Differences between the two models in terms of how metabolism and the allocation
of net energy gain are modelled are arguably smaller. The standard metabolic rate
is modelled in the same way, although parameter values have been partially updated
as new data have become available from experiments on A. marinus (Wright et al.
2017a). In terms of metabolic costs of activity, these are in the MacDonald model
assumed to be equal to the standard metabolic rate when the sandeel is active, so
that the total metabolic costs are doubled. The validity of this assumption, which
can be traced back to van Deurs et al. (2015), is not clear. Further, this assumption
implies that the response of activity costs to changes in temperature and body mass
are similar, which is generally not the case (e.g. Brett 1965; Brett and Groves 1979;
Dwyer and Kramer 1975). For this reason, activity costs were here instead based on
measurements of A. tobianus (see van Deurs et al. 2010). Finally, metabolic costs of
processing food and synthesising tissue are not included in the MacDonald model,
but were included in the model presented here as they can make up a substantial
part of metabolic costs (Jobling 1981; Secor 2009). In terms of the allocation of net
energy gain to structural and reserve energy, this is approached similarly in the two
models, where allocation to structural energy is a function of both size and condition.
However, the exact form differs slightly and was here informed by the relationship
between total energy (R 4 S) and S in an empirical dataset. Finally, in terms of
how R and S are translated into length and weight, the overall approach is similar
between the two models and parameter values are also similar. However, some of
the parameter values were updated based on a detailed dataset on A. marinus body
composition so that all values were derived from A. marinus data, which was not
the case in the MacDonald model.

67



As such, while the overall structure is similar, there are differences between the two
models in how sub-processes are modelled. In general, the adjustments to the Mac-
Donald model were made with generality in mind. The structure of the MacDonald
model is certainly general, but the model relies on several fitting parameters includ-
ing “background food availability” and attack rates for different prey types, which
may all be expected to vary over space and time depending on, for example, prey
composition and abundance. However, in most locations and time periods there are
not enough sandeel data to estimate these parameter values. This motivated a more
complex model in which these quantities are functions of local conditions and reflect
the biological understanding of how the sandeels respond to these conditions. Fur-
ther, the more complex structure is also a result of breaking processes, in particular
ingestion, down into tractable sub-processes which correspond more directly to pro-
cesses as they are measured in the field or in laboratory experiments. This means
that parameters can be related to a specific measurable process rather representing
composite effects, such as the overall effect of size on ingestion rates in the Mac-
Donald model. This makes the link connecting models with experimental work and
field studies more intuitive, and means that the results of the sensitivity analysis
(see Section 4.2.6) can be directly used to identify single parameters for which the
uncertainty is large, and design experiments to target those. In addition to these
ideas of generality and tractable sub-processes, modifications were also made based
on identified processes that were not included in the MacDonald but that may be
important for the sandeel energy budget, such as losses due to nitrogenous excre-
tion or metabolic costs from processing food, or based on new research that has
emerged since the development of the MacDonald model (such as measurements
of metabolic rates in A. marinus, see Wright et al. 2017a). The model here thus
introduces adjustments, and in some cases further complexity, to achieve a better
understanding of sub-processes that govern growth. The MacDonald model instead
achieves not only an understanding of drivers of growth but also the consequences of
variation in growth on overwinter mortality and gonad investment. The two models
thus complement each other.
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3.3 Model equations and initial parameter values

Net energy gain is the assimilated energy A (kJ day~!) minus metabolic costs M
(kJ day—1). If net energy gain (A — M) is negative, any outstanding metabolic costs
are paid from reserve energy R. If it is positive, it will be divided between reserve
energy R and structural energy S. Reserve energy R (kJ) thus changes as follows:

dR ds
=A-M-— (3.1)

If net energy gain A — M is positive, a proportion fg dependent on current values
of R and S is allocated to structural energy S (kJ):

o = fslA - M]* (3:2)

where [A—M]" = max(0, A—M). Both Equation 3.1 and Equation 3.2 are discretised
assuming daily time steps.

In the following sections, each sub-process of the model is covered in turn, describing
both the governing equations and parameter values. Model quantities and parameter
values are summarised in Table 3.1. For each parameter, lower and upper uncertainty
boundaries for the parameter sensitivity analysis (Chapter 4) are also defined.
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Table 3.1: Model variables and parameter values. All parameters were rounded to two significant digits, unless this was
not a sufficient level of precision in relation to the magnitude of uncertainty. For parameter values, associated uncertainty
ranges are included in brackets. Sources of parameter values are described in the text. d.l. = dimensionless, b.l. = body

length.
Name Description Value Unit
State variables
R Reserve energy - kJ
S Structural energy - kJ
Translated
state variables
W Wet weight of sandeel - g
L Length of sandeel - cm
Input
variables
T Temperature - °C
S ng, Food abundance for each prey type k - ind m~3
Ey Energy content of prey type k, see Chapter 2 - kJ
Vg Image area of prey type k, see Chapter 2 - m?
Ly, Length of prey type k, see Chapter 2 - mm
Nay Hours of daylight - h
Iy Average surface irradiance during hours of daylight - W m~2
ag Diffuse attenuation coefficient - m~!
ap Beam attenuation coefficient - m~!
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Assimilated energy - kJ day~
Number of hours in a day available for feeding - h
Energy intake during a given hour . kJ h=!
Maximum energy intake without gut space limitation - kJ h™!
Assimilation efficiency - d.lL
Proportion of time spent in search class ¢ - d.l.
Search rate for prey type k, length L, light conditions I - m?3 h~!
Detection distance for prey type k, length L, light conditions - m
Visual sensitivity for a sandeel of length L - d.l.
Ambient irradiance at feeding depth z - W m—2
Capture probability for prey type k - d.l.
Gut content - g
Digestion rate - gh™?
Energy density of ingested prey mix (g wet weight™!) - kJ g7t
Maximum gut content - g
Faecal loss coefficient 0.82 (0.73; 0.91) d.l
Faecal loss temperature scaling factor 7.6 (7.5; 7.7)x 1073 d.l.
Nitrogenous excretion loss coefficient 5.1 (2.0; 12)x1072 d.L
Effective handling time (see Chapter 4) - h
Swimming speed 1.5 (0.5; 2.0) b.l. st
Prey contrast 0.23 (0.20; 0.26) d.L
Fraction of L equal to detection distance with no light limitation 1/2 (1/3; 1) d.L
Light saturation 3.5 (2.0; 5.0) uE m—2
Feeding depth 30 (0; 70) m
Capture probability decline rate (see Chapter 4) - d.l.
Capture probability sigmoidal midpoint (see Chapter 4) - d.l
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Digestion coefficient

Digestion scaling factor

Energy density reference prey (g wet weight ™)
Maximum gut size coefficient

Maximum gut size scaling factor

Total daily metabolic costs

Standard metabolic rate

Metabolic activity costs

Metabolic costs from processing food

SMR coefficient

Metabolic weight scaling factor
Temperature effect on SMR
Feeding costs

Cost of processing food

3.5 (3.0; 4.0)x 1072
5.4 (5.1; 5.7)x 1072
4.4 (3.9; 4.9)
1.7 (1.6; 2.0)x 1073
2.3 (2.2; 2.4)

4.5 (2.5; 6.5)x1073
0.65 (0.51; 0.79)
3.1 (1.5; 3.4)
3.4 (3.0; 3.8)x10°3
0.16 (0.016; 0.59)

d.l
d.l.
kJ gt
d.l.
d.l.

kJ day !
kJ day !
kJ day ~*
kJ day —*

d.l.
d.l.
dl.
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Proportion of net energy gain allocated to structural energy

Allocation coefficient
Allocation scaling factor

Structural energy density (g dry weight™!)
Reserve energy density (g dry weight™!)
Structural dry weight coefficient

Structural dry weight scaling factor
Structural dry to wet weight conversion factor
Reserve dry to wet weight conversion factor

0.43 (0.42; 0.44)
-0.09 (-0.10; -0.08)

19.2 (19.0; 19.4)
27 (25: 29)

1.7 (1.6; 1.9)x 10~
3.27 (3.22; 3.33)
5.7 (4.7; 6.9)
3.9 (3.2; 4.6)



3.3.1 Assimilated energy

The way in which assimilated energy is modelled draws heavily on the A. marinus
foraging model presented by van Deurs et al. (2015). As in the model by van Deurs
et al. (2015), feeding is modelled with hourly time steps. This is done so that gut
fullness, and its impact on intake, can be tracked on a relevant time-scale during the
hours of feeding. Feeding occurs during the day, with surveys suggesting that the
sandeels migrate up from their nightly burrowing habitat as light levels increase in
the morning (Freeman et al. 2004; Johnsen et al. 2017; Wright and Bailey 1993). Ex-
perimental observations in the closely related Ammodytes tobianus seem to suggest
that individuals emerge at around the same time, but that emergence is gradual and
that feeding does not begin immediately (van Deurs et al. 2011b). Field observations
of A. marinus also seem to suggest that school formation is an extended process
(Embling et al. 2008) and, in addition, that the sandeels also move from their nightly
burrowing habitat to deeper grounds before starting to forage (Engelhard et al. 2008;
van der Kooij et al. 2008). The patterns of descent are less clear. While some surveys
have found that A. marinus cease feeding at sunset (Freeman et al. 2004; Johnsen
et al. 2017), other studies have observed the sandeels to descend well before sunset
(Wright and Bailey 1993). In an experimental setting, activity patterns tend to be
strongly linked to light levels (A. marinus: Winslade 1974a; Wright et al. 2000; A.
tobianus: van Deurs et al. 2011b), but in the field, presence in the water column is
likely the result of a trade-off between increased feeding opportunities and increased
predation risk (van Deurs et al. 2010) as well as energetic costs, which are large in
sandeels as they lack swim bladders (Reay 1970). This means that the sandeels might
descend while light levels are still sufficient for foraging. Both experimental obser-
vations from A. tobianus (van Deurs et al. 2011b) and field surveys of A. marinus
(Freeman et al. 2004) suggest that descent is even more gradual and less synchro-
nised than the morning ascent, indicating that the sandeels may individually adjust
the length of time they stay up. It may be that they are adjusting the length of the
foraging period to their own energetic state, which could explain why the smaller
0 group sandeels often feed for longer (Wright and Bailey 1993). Further, while the
majority of sandeels will be in the water column feeding during the day, some may
be burrowed into the sand (Mackinson 2007). However, as predation pressure may
be particularly strong during ascent and descent (Engelhard et al. 2008) and as their
foraging habitat is not directly over their burrowing habitat (Engelhard et al. 2008;
van der Kooij et al. 2008), they are unlikely to re-burrow repeatedly during the day.

Based on this, the total number of hours available to the sandeel for active foraging
for a given day, hgeive (h), was considered to be the total number of hours of daylight
hgay (h) minus one hour for school aggregation in the morning and one hour for
school disintegration at night (see van Deurs et al. 2011b), including movement to
and from foraging grounds (Engelhard et al. 2008; van der Kooij et al. 2008). While
sandeels may descend earlier (Wright and Bailey 1993), assuming that sandeels are
in the water column through all hours of daylight was justified by several studies
finding that descent occur at sunset (Freeman et al. 2004; Johnsen et al. 2017) and
the finding that 0 group sandeels often feed for longer (Wright and Bailey 1993).
Daylight was defined as occurring from sunrise to sunset, rounded to a whole number.
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Further, experimental observations of A. marinus (Winslade 1974c) and A. tobianus
(van Deurs et al. 2011b) suggest that sandeels do not forage when prey is absent.
Based on these observations, it is assumed that no feeding occurs on days when
prey abundances are so low that the daily ingested energy would be lower than the
metabolic costs associated with feeding and processing the food (M feeq and Mgpa,
see Equation 3.19 and Equation 3.20). On such days, it is assumed that the sandeels
stay buried, do not feed, and do not pay the metabolic costs associated with feed-
ing and processing food. It is unclear how well this translates into field conditions.
For this reason, the impact of this assumption on predicted size is explored in Sec-
tion 4.2.6. Incorporating this assumption, total assimilated energy A (kJ day™!) for
a given day is then obtained by adding up the ingested energy for each hour of
feeding:

hactive : hacti'ue ;

0, € ZZ“:C{” ih — (Mfeea + Mspa) <0

where i;, (kJ h™1) is the energy ingested during a given hour, hgeive (h) is the total
number of hours feeding, My..q (kJ day™) and Mgpa (kJ day™') are the metabolic
costs associated with feeding and food processing, respectively, and € the assimilation
efficiency.

The assimilation efficiency is the proportion of energy from ingested food remaining
after faecal losses and nitrogenous excretion (Jobling 1993). Faecal losses have been
estimated in the closely related A. dubius and is positively related to temperature
(Gilman 1994, based on measurements from Larimer 1992). However, there are no
measurements of nitrogenous excretion in any species of sandeels, and it is unknown
how it responds to for example temperature (which is often found to have a positive
impact on excretion rates, see e.g. Elliott 1976). As such, it is assumed that a
constant proportion U, of ingested energy is lost to nitrogenous excretion. Combining
the two types of losses, the following equation for € is obtained:

e = (a.+ 6.1) — U, (3.4)

where T is temperature (°C), and a, . and U, are constants. Parameter values for a,
and [, were obtained from Gilman (1994), based on measurements on A. dubius from
Larimer (1992). No uncertainty estimates are provided in the study, and uncertainty
ranges were instead based on the magnitude of uncertainty of previous estimates of
temperature effects on faecal losses in another species of small planktivorous fish, the
minnow (Phozinus phoxinus) (Cui and Wootton 1988). For U,, this varies between
species and depends on intake and temperature (Elliott 1976), but in absence of
any information on any closely related species, it is, as mentioned, assumed to be
constant. The value of U, was based on an estimate from the study on minnows
(Cui and Wootton 1988), but a wide uncertainty range from 2% (Cui and Wootton
1988) to 12% (Elliott 1976) was used based on estimates from other species of fish.

75



i, the energy ingested during a given hour, is limited by the available prey as well the
gut capacity. Gut capacity limits how much food can actually be eaten whereas the
potential maximum intake rate i,,,, is determined by the response of the sandeels to
the daily prey field, disregarding the limitation introduced by finite gut space. Here,
the potential maximum intake rate i,,,, is described first, followed by the limitation
introduced by limited gut capacity.

3.3.1.1 Maximum intake rate 7,,,, and prey selection

Aspects of selectivity

A. marinus feed on several different taxa of zooplankton (see Section 2.3.1 for a
summary). These prey types differ in their size and energy content, and this varia-
tion will likely determine the profitability of these prey types to the sandeel, as well
as the sandeel’s ability to detect and catch them. Based on simultaneous sampling
of A. marinus gut contents and zooplankton, it is clear that the sandeels do not
feed in proportion to the availability of different prey types (Eliasen 2013; Godiksen
et al. 2006; Gémez Garcia et al. 2012) but instead show some form of selectivity.
Observations of other species of the same genus also seem to suggest that they feed
selectively (Scott 1973; Sekiguchi 1977; but see Purcell and Sturdevant 2001). It
should be noted that selectivity here refers to any difference between the composi-
tion of prey ingested and prey in the environment, not necessarily active selection.
Eggers (1977) identified three processes of selectivity in planktivorous fish: (1) prey
size-dependent detection rates, (2) prey type-dependent capture probability and (3)
active selection of more profitable prey. As sandeels are visual foragers (Winslade
1974c), prey size-dependent detection rates likely constitute an important process.
The finding that within prey types, the individuals found in A. marinus guts are
generally larger than individuals sampled in the water column (Godiksen et al. 2006)
could provide some support for this form of passive selection. In terms of capture
probability, it is clear that capture probability given detection in A. marinus is
not 1 (Christensen 2010), but little is known of the regulating mechanisms. Based
on studies of other planktivorous fish (e.g. Butler and Pickett 1988; Folkvord and
Hunter 1986; Fuiman 1989; Luecke et al. 1990; Margulies 1989; Rice et al. 1987),
it appears as if the capture probability is dependent on the ratio between prey and
predator size, generally following a sigmoidal relationship (Pepin et al. 1987). In A.
marinus, this is supported by the finding that larger individuals tend to consume
larger prey (Eigaard et al. 2014; van Deurs et al. 2014).

Finally, experimental observations have found that A. marinus feeding on small
copepods almost immediately switched to feeding solely on herring (Clupea haren-
gus) larvae when these were introduced into the tank (Christensen 2010). The ob-
servation that no more copepods were consumed once the sandeel had switched to
larvae and that feeding on larvae was associated with a different swimming speed
and technique suggests that this was an active switch to another prey type, rather
than being driven by differences in detectability or catchability. What drove the
switch is not clear, but considering that the average weight of the copepods in the
experiment was a tenth of the weight of each herring larva, the larvae are likely to
be the more profitable prey in terms of total energy content. This active switching
behaviour is to some extent also supported by observations based on field gut sam-
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pling. In A. marinus guts, different prey types are often found in distinct clumps
(Eigaard et al. 2014; Godiksen et al. 2006) and prey size distribution tends to show
larger between-gut than within-gut variation (van Deurs et al. 2014). This could
suggest that the sandeels focus on one type of prey at the time. However, spatial
patchiness in the prey field is also likely to play a role. Another source of support
for active switching behaviour is evidence suggesting that the sandeels develop a
search image while foraging. In the experiment by Christensen (2010), A. marinus
preying on herring larvae were found to also attack inanimate elongate objects, such
as dust particles, which they did not do when feeding on copepods. Furthermore,
based on the finding that krill (Thyssaneossa sp.) and capelin (Mallotus villosus)
larvae were found in distinct clumps in the sampled guts, while copepods formed
separate clumps, Godiksen et al. (2006) suggested that the sandeels are using the
larger size and darkly pigmented eyes of the krill and capelin larvae to form a distinct
search image, which differs from the one used when feeding on copepods. As such,
the evidence seem to suggest that the sandeels show some form of active switching
behaviour, but it is not known what triggers a switch.

Maximum intake rate 7,,,,

As in van Deurs et al. (2015), the functional response to the prey field is mod-
elled as a Holling type II response (Holling 1959), which is based on a mechanistic
understanding of predator-prey interactions and allows all sub-processes to be in-
corporated in a transparent manner. Into this functional response, the three forms
of prey selectivity described by Eggers (1977) are incorporated, including a prey
size-, sandeel size- and light-dependent detection distance (Dy, 1,1, which determines
search rate), a prey size-dependent capture probability ¢, and finally, active switch-
ing behaviour. To incorporate this switching behaviour, each prey type is sorted
into a search class ¢, in which all prey types are assumed to have a common search
image that is distinct from the other search classes. The sandeel only focuses on
one search class at a time. As it is not known what may trigger a switch between
search classes, the parsimonious assumption advocated by Visser and Fiksen (2013)
is followed, where it is assumed that the predator base their switching behaviour on
the profitability of the different prey search classes. The profitability of each search
class is based on the energy intake rate when feeding in this search class, and is
as such determined by a combination of abundance, capture rate and the energy
contained in each prey type. One could either assume that the fish would spend the
whole foraging period in the most profitable search class, or that they allocate time
in proportion to profitability (see Visser and Fiksen 2013). Based on the observation
that sandeel guts tend to contain a mix of prey types (Eigaard et al. 2014; Godiksen
et al. 2006) and experimental studies of other species of planktivorous fish show-
ing that the fish allocate their foraging time in proportion to profitability (Crowder
1985; Werner and Hall 1974), it is assumed here that the proportion of time spent
in each search class p. each day is in proportion to the profitability of that search
class. While behaviour such as swimming speed is likely to differ between prey search
classes (for example, sandeels have been observed to swim faster when feeding on
fish larvae as compared to small copepods, see Christensen 2010) there is not enough
information to incorporate this, and it is thus assumed that behaviour is the same
in each search class. Within a given search class ¢, the maximum amount of energy
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imaz,e (kJ h™!) that can be ingested during one hour, disregarding the limitation
from finite gut space, thus follows:

A FE
e = 2k N1 O B (3.5)
L4+ >, he Ak, 10rm0

where A .7 (m® h™!) is the prey size-, sandeel size- and light-dependent search rate
(see Equation 3.8), ¢y is the prey size-dependent capture probability (see Equa-
tion 3.12), n;, (individuals m~3, assuming an even distribution) and Ej, (kJ) are the
abundance and energy content of prey type k, respectively, and h, is the effective
handling time (h, but generally on the scale of seconds).

In foraging models, handling time tends to reflect the time taken to pursue and cap-
ture the prey, as well as the time taken to ingest and digest prey. As the limitation
introduced by digestion time is handled separately here, in this model, handling time
does not include digestion time. Observations of A. marinus by Christensen (2010)
found that the sandeels caught 1-2 small copepods per seconds while Winslade
(1974b) observed that sandeels caught on average 0.7-1.5 copepod nauplii per sec-
ond. No average is given for sandeels feeding on herring larvae in the study by
Christensen (2010), but it is stated that as a maximum rate, one sandeel caught
12 larvae in less than 10 seconds. As such, there does not appear to be a strong
difference in the handling time for different prey types, and it is thus assumed to
be constant for all prey types. It is possible that it could be longer for larger, more
mobile prey, which are more likely to be pursued again if the initial attack failed
(Christensen 2010), but the effect of this on energy intake is probably to a large
extent soaked up by the size-dependent capture probability.

However, these measurements may not necessarily translate very well to the field.
For example, prey used in experimental studies may not be as active as in field
conditions (Pepin et al. 1987). As such, appropriate handling time values for field
conditions are highly uncertain. Further, the fine-scale patchiness of plankton (Lalli
and Parsons 1997; Owen 1989) in combination with the schooling behaviour of the
sandeel may mean individual sandeels are only temporarily exposed to higher prey
densities, during which they may be handling time-limited, but most of the time
they will be exposed to below-average abundances. The sandeels may also have
to engage in predator avoidance behaviour (e.g. Pitcher and Wyche 1983), further
reducing the time available for foraging. To account for these time limitations, an
effective handling time is considered, which represents not only the time it takes
for the sandeel to capture and ingest a given prey, but which represents a general
limitation on sandeel ingestion rate, rendering intake rates a saturated function of
prey abundance. As there are no data that can inform the value of this parameter,
it is tuned against size data in Section 4.2.4.
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Again, it is assumed that the sandeels spend time in each search class ¢ in proportion
p. to the profitability of that search class, which is calculated as follows:

Z.mawc c
e 3.6
b Zc Ymaz,c ( )

where iz (kJ h™1) is the maximum potential energy ingested during one hour
spent feeding in search class c. It should be noted here that as digestion is modelled
as a separate process, differences in digestion rates are not included when determin-
ing profitability. It has been argued that differences in digestive quality (amount of
energy that can be assimilated per unit of digestion time) could be an important,
often overlooked, process that should be incorporated into models based on optimal
foraging (e.g. Fall and Fiksen 2019, and references therein). However, while selec-
tivity based on digestive quality has been suggested to occur in some cases (e.g.
Gill and Hart 1998) other studies have shown that pre-digestive traits are more im-
portant for prey selection in fish (Kaiser et al. 1992) and when incorporated into
a foraging model of the Atlantic cod (Gadus morhua), a non-selective model bet-
ter predicted diet than the model which incorporated selection based on digestive
quality (Fall and Fiksen 2019). As such, while it is recognised that selectivity based
on digestive quality could be an important process in some cases, it is not included
in this model. This is further supported by observations of A. marinus guts during
the feeding season showing that they are often well below maximum capacity (see
Figure 3.4), suggesting that digestive quality is likely to be a less important driver
of selectivity.

Finally, 4,4, (kJ h™1), the total amount of energy that can be ingested during an
hour, is calculated as follows:

imaz = chimax,c (37)

where p, is the proportion of time spent in each search class and 4,4, . (kJ h_l) is the
maximum amount of energy that can be ingested in a given hour in a given search
class, assuming continuous feeding. Note again that this is the potential maximum
intake rate and that this may be modified by the available gut space (Section 3.3.1.2).

Search rate )\, 1 s

For the search rate A,z (m® h™!), this is a function of the prey size-, sandeel
size- and light-dependent detection distance Dy 11 (see the following section, Equa-
tion 3.9) and the length of the sandeel L, as this determines speed:

Merg = Dy r*mvl (3.8)

where Dy (m) is the detection distance, v is the swimming speed (body lengths
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per hour) and L (m) is sandeel length. v L provides the speed in m h™'. The equation
assumes a cylindrical search space with a cross-section of Dy, 1, 27 where the radius
is equal to the detection distance Dy 1 ; (thus assuming that the angle of the visual
field is 90°). By multiplying this with the swimming speed, the volume searched per
hour (m® h™!) is obtained (see Figure 3.2 for a schematic representation). This is a
common model of planktivorous fish foraging (e.g. Eggers 1977), and is also used in
the van Deurs et al. (2015) model.

1y

vLX1h

Figure 3.2: Schematic representation of search rate g ; (see Equation 3.8). Dy 1,
(m) = prey detection distance , v (body lengths per hour) = swimming speed and
L (m) = sandeel length. The depicted cylinder is equal to the volume searched in
one hour.

The equation further assumes that swimming speed is a linear function of length,
which is generally the case in fish (e.g. Blaxter and Dickson 1959). It may be that
this assumption is not fully appropriate for schooling fish, such as sandeels, as each
individual will have to adjust their speed to that of their neighbours. However, there
is some suggestion that sandeel schools are sorted by size (found in both A. marinus
by Johnsen et al. 2009 and in Ammodytes americanus by Meyer et al. 1979), and as
such, the restriction introduced by schooling may be reduced, and the assumption
of a linear increase with length may be reasonable. Further, swimming speed may
vary depending on type of prey being pursued (Christensen 2010), but not enough
information is available to incorporate this in a robust manner here. As such, a
constant swimming speed was assumed. As no average speed has been reported for
A. marinus, the average speed of A. tobianus (van Deurs et al. 2010) was used,
which is within the range of values observed for A. marinus (Christensen 2010).
Upper and lower boundaries were obtained from Christensen (2010).
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Detection distance Dy, ;

In terms of the detection distance Dy 1 ; (m), this is, as in van Deurs et al. (2015),
dependent on prey size, sandeel size and light conditions. It is based on the model of
visual range in fish developed by Aksnes and Utne (1997), and modelled as follows:

1

—= 3.9
KoL (3.9)

Dl?:,L,I exp(apDr,r.1) = Cpyr

where qa;, is the beam attenuation coefficient (input to the model, dependent on
turbidity), C'is the prey contrast, 1, (m?) is the image area of a given prey type,
71 is the sandeel length-dependent visual sensitivity of sandeels (see Equation 3.10),
Kp (LE m™2 s71) is the light saturation of detection distance and I, (W m~2) the
ambient irradiance (see Equation 3.11). The equation is solved through iteration,
based on an adaptation of the Fortran code presented in the supplementary materials
of Ljungstrom et al. (2020). It requires the estimation of two parameters - C' and
Kp. Prey contrast C'is the ratio of prey radiance and background radiance, and will
depend on the colour and brightness of the prey as well as visual conditions (Utne-
Palm 1999). Measurements of transparent copepods at wavelengths corresponding to
those of A. marinus habitat (see Utne-Palm 1999) were used to define the nominal
value of C'; with measured standard deviations providing the uncertainty range. It
should be noted however that while a constant contrast was assumed for all prey
types, it is likely to show some variation between prey types or even within prey
types, where, for example, it has been found that copepods with a larger clutch are
more likely to get predated upon (Svensson 1995). The light saturation parameter
Kp (WE m™2 s71), which accounts for the fact that detection distance does not
increase linearly with irradiance, has been estimated experimentally based on several
species of fish (Aksnes and Utne 1997). The range of estimated values was used here
to define lower and upper boundaries to this value, and the midpoint of the range
was used as the nominal value.

Visual sensitivity 7, is calculated based on the distance at which prey is detected
when there is no light limitation (i.e. I,/(Kp + I,) = 1, notice the relationship
between Equation 3.10 and Equation 3.9). Here, this was done using experimental
observations by Christensen (2010) of foraging sandeels under well-lit conditions. It
is assumed that visual sensitivity scales with body size, as is generally observed in
planktivorous fish (e.g. Miller et al. 1993) and often included in this type of fish
foraging model (e.g. Ljungstrom et al. 2020; Varpe and Fiksen 2010, as well as van
Deurs et al. 2015). Visual sensitivity ~;, is thus calculated as follows:

(DfracL)z

Crey (3.10)

7L =

where L (m) is sandeel length, Dy,..L (m) is the measured detection distance (thus
assuming detection distance at no light limitation scales with body length and is a
constant fraction of the body length), C' is the prey contrast and ., (m?) is the
prey image area of the experimental prey used when measuring detection distances.
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For the herring larvae used in the study by Christensen (2010) (which had a length of
around 7 mm at the reported average weight based on the length-weight relationship
in Fossum 1996), it was observed that the sandeels reacted to the larvae at around
one-half to one-third and at a maximum one whole of the sandeel body length. To
calculate v, for a given sandeel of length L, D, takes on the nominal value of 0.5,
C' is the constant prey contrast and 1,.s is the image area of 7 mm fish larvae (see
Langsdale 1993 for how to calculate the image area of herring larvae based on their
length). For the uncertainty range for D, one-third is used as the lower limit and
1 was is used as the upper limit based on the observations from Christensen (2010).

Ambient irradiance I,
The ambient irradiance I, (W m™2) is calculated as follows:

I, = Iye % (3.11)

where Iy (W m™2) is the surface irradiance on a given day (average irradiance during
the foraging period, which is input to the model), ag (m™') is the diffuse attenuation
coefficient (also model input, dependent on turbidity) and z (m) is the foraging
depth. For the foraging depth z a value of 30 m as in van Deurs et al. (2015)
was used, which also seems to align with observations of A. marinus schools in
the water column (Embling et al. 2008; Johnsen et al. 2009). While it is possible
that feeding depths could vary over space and time as a result of, for example, the
sandeels adjusting to the depth of maximum prey concentrations (see e.g. Wright
and Bailey 1993), there is not enough information to incorporate this. Based on the
observation that sandeels are distributed all through the water column during the
day (e.g. Freeman et al. 2004; Johnsen et al. 2017), 0 (feeding at the surface) and
70 m (upper limit of optimal habitat depths, Wright et al. 2000) were used as the
lower and upper limits, respectively.

Capture probability ¢,

In planktivorous fish, it has repeatedly found that larger prey items are more difficult
to capture (e.g. Folkvord and Hunter 1986; Fuiman 1989; Margulies 1989). This likely
contributes to the finding that the average size of prey in sandeel guts is only slightly
greater than the average size of prey in the water column (Godiksen et al. 2006),
in spite of greater encounter rates for large prey types (see van Deurs et al. 2015
and preceding paragraphs) and potentially also an active preference for larger prey
(Christensen 2010). To account for the reduced capture success of larger prey types,
capture probability is a function of prey size in the model. This relationship is often
found to be nonlinear (Folkvord and Hunter 1986; Fuiman 1989), generally following
a sigmoidal relationship (Pepin et al. 1987). Further, it is often found that larger
predators have a larger capture success (Mills et al. 1984; Pepin et al. 1987). While
larger larval sandeel catch larger prey (Simonsen et al. 2006), and this also to some
extent occurs in post-metamorphic sandeel too (Eigaard et al. 2014; van Deurs et al.
2014), the effect in post-metamorphic sandeel is very small (an increase in average
prey size by 0.027 mm per 1 cm increase, van Deurs et al. 2014). For this reason,
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the sigmoidal relationship from (Pepin et al. 1987) was adopted, but the effect of
sandeel size was ignored:

1
P = (1 T T+ oxp (b x In(Ly/10 — m)))) (3.12)

where Ly is the size (mm) of prey type k and b and m are constants. This results
in a close-to-guaranteed success when targeting small prey, and then a sigmoidal
decline as prey becomes larger. b controls the steepness of the decline whereas m
controls the point at which the decline occurs.

Since no data exist on species closely related to A. marinus and the relationship
may vary greatly between species (Luecke et al. 1990), b and m were tuned against
the ratio of the size of consumed prey and the size of prey available in the water
column as based on the data presented by Godiksen et al. (2006). This is done in
Section 4.2.4.

It should be noted that the assumption that capture probability depends solely
on prey length is a simplification. Capture probability may vary depending on, for
example, the amount of “practice” a fish has had with a certain prey type (e.g.
Confer and Blades 1975) or size-independent escape probabilities (e.g. Link 1996).
However, experimental results show that within prey species (e.g. Folkvord and
Hunter 1986; Fuiman 1989; Margulies 1989) and also across species (e.g. Link 1996)
prey size appears to be a good proxy for the ability of the prey to escape.

3.3.1.2 Gut fullness and realised intake rate i),

Finite gut space puts an ultimate limit on the amount of food a sandeel can ingest,
which will depend on the rate of ingestion and digestion, as well as maximum gut
capacity. In order to incorporate this limitation into the model, gut content is tracked
in terms of wet weight and it is then assumed that intake cannot be greater than
what fills the remaining space. The weight rather than energy content is tracked as
it is the size of the gut that is limiting, not the amount of energy it can contain
(it is assumed that weight and volume are proportional based on water content of
zooplankton generally being high, e.g. Kigrboe 2013).

Gut content g (g) changes as follows:

dg  ip
dt G tood

—d (3.13)

where gut content increases with ingested food i, (kJ h™!) - as this is measured
in terms of energy, this is divided by the energy density of the food 0spq (kJ g
wet weight™!) to obtain ingested food in terms of wet weight - and decreases with
digested food d (g h™!). In the model, changes in gut content are discretised assuming
hourly time steps.
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Digestion

Based on observations in Ammodytes spp. (Mackinson 2007; Sun et al. 2010; van
Deurs et al. 2010), and as is generally the case in fish (e.g. Andersen 1999; Elliott
1991), digestion is modelled as an exponential process. In addition, as is again ob-
served both in Ammodytes spp. (van Deurs et al. 2010) and other species of fish
(e.g. Andersen 2001; Elliott 1991), the rate increases with temperature. Further,
prey energy density is a key control on digestion rates in fish (Andersen 1999, 2001),
with the rate decreasing with increased energy density. This was included in the
foraging model of A. marinus by van Deurs et al. (2015), where digestion rates were
assumed to be inversely proportional to the energy density of the prey. The presence
and type of exoskeleton of the prey can also impact digestion rates (Andersen 1999,
2001) which is likely why fish larvae have been found to be digested faster than
copepods in A. marinus (Christensen 2010; Eigaard et al. 2014). However, there
is not enough information of how this would impact the digestion rates for various
types of prey to incorporate this into the model. Two studies of Ammodytes spp.
have found digestion rates to vary depending on prey type (Ciannelli 1997; Sun et al.
2010), but it is unclear what drove the variation between prey types. The study by
Sun et al. (2010) found that the smaller of the two prey types studied was digested
faster, but as other aspects differed between the prey types, it is difficult to know
whether size, which generally has a small impact on digestion rate (Andersen 1999),
was the driving factor. In the study by Ciannelli (1997), the fish were fed a mix of
prey types, which again makes it difficult to determine what may have driven the
variation. Finally, when the impact of other potential drivers of digestion rate such
as meal size (Elliott 1991; Garber 1983) and predator size (Garber 1983) have been
examined in fish, effects have generally been small or non-existent, and none of these
were thus included. As such, the digestion rate d (g h™') was modelled as in van
Deurs et al. (2015):

*

d = g exp(BaigT) g (3.14)

5food

Where g, and By, are constants, T' (°C) is temperature, §* (kJ g wet weight™')
is the energy density of the prey used when experimentally measuring digestion
rates, drooq (kJ g wet weight™') is the overall energy density of prey in the gut
and ¢ is the gut content (g). There are published observations on gut evacuation
in A. marinus (Mackinson 2007), but as the temperature and prey energy density
were not reported, this information could not be used for parameterisation (but see
comparison in next paragraph). Instead oy, Baiy and 0* were taken straight from
van Deurs et al. (2015), which is in turn based on observations of A. tobianus (van
Deurs et al. 2010). The study does not present an uncertainty range for the estimates.
For the uncertainty of vy, and B4, previous studies in fish digestion estimating the
same relationship with temperature (Persson 1979, 1981, 1982) found that the 95%
confidence interval for o, was up to around 15% of the nominal value, whereas for
Baig it was up to around 5% of the nominal value, and this was used here to define
the range of uncertainty. The uncertainty (standard deviation) in the energy density
0% of the prey (Artemia salina) used in the study by van Deurs et al. (2010) was
obtained from Verkuil et al. (2006) (same source as in van Deurs et al. 2015).
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Observations of A. marinus gut evacuation (Mackinson 2007) were compared to
model predictions to determine whether Equation 3.14 seems to capture A. marinus
digestion rates well. The observations were based on sandeels caught in the south-
western North Sea in June and then kept in a tank, with 10 sandeels sampled each
hour to measure gut contents. For input, the temperature for mid-June for the centre
of the sampling area in Mackinson (2007) (based on data from Copernicus Climate
Change Service C3S 2017) and prey energy density for the typical sandeel diet in
this area around this time (van Deurs et al. 2013) were used. This resulted in a good
fit with observations (Figure 3.3a). Observations of Ammodytes personatus feeding
on adult and nauplii of Artemia salina (from Sun et al. 2010) were also compared to
model predictions. Reported energy densities, temperature, initial stomach content
and sandeel size from Sun et al. (2010) were used as input. This also seemed to
suggest that predictions were similar to observations (Figure 3.3b). However, while
digestion rates are predicted to be slower for nauplii than adults based on the higher
energy content, this is not what was observed. It is possible that other differences,
such as the digestibility of the exoskeleton, could explain this difference. As such, the
predicted digestion rates appear reasonable, although it points to some uncertainty
in the impact of prey traits on digestibility.

adults
® nauplii
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Figure 3.3: (a) Model predictions as compared to measurements from A. marinus
(Mackinson 2007). Markers show relative stomach content at sequential intervals fol-
lowing sampling in the field. Lines show corresponding model predictions based on
Equation 3.14. (b) Model predictions as compared to measurements from A. person-
atus (Sun et al. 2010). Markers with associated error bars are taken from estimates
of relative gut content (wet weight of food divided by wet weight of sandeel) at
sequential intervals following a meal, feeding on adults (grey) and nauplii (black) of
Artemia salina. Lines show corresponding model predictions based on Equation 3.14.

It is assumed that digestion occurs continuously, both during the feeding period
and during the night. Anything left in the gut after a night of burrowing is carried
through to the next feeding period, acting as a limitation on intake. This is based on
experimental observations of A. tobianus showing that when food was very abun-
dant, there was generally food left in the gut the next morning (van Deurs et al.
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2011b). In the field, guts collected first thing in the morning have been found to be
empty (Wright and Bailey 1993), but this may be expected as food is likely to be
more scarce than in the experimental setting.

Maximum gut size
Based on the finding that the maximum gut size g4, (g) in fish is well described
by a power function of length (Pirhonen et al. 2019), it was modelled as follows:

Imaz = OégutLﬁgut (3 15)

where L (cm) is sandeel length and oy, and g, are constants. To estimate the
maximum gut size, data collected in the North Sea (mostly south-western, but also
central-eastern) in 4 years were used (see e.g. van Deurs et al. 2014; 2006 N =
1153, 2007 N = 63, 2009 N = 711, 2010 N = 216). As a starvation period could
potentially impact gut size (e.g. Krogdahl and Bakke-McKellep 2005), only gut
samples collected during the feeding period were included (April-October). The
parameters of the relationship were estimated by fitting a linear model between
logjo-transformed gut wet weight and log;o-transformed length data (N = 7053, Fig-
ure 3.7b, logyo(gut weight) = —3.6+2.3log1o(L) , R? = 0.34). As log-transformations
cannot be used for zero-values, these were not included (0.4% of samples). This pro-
vided the value for f,,:, with the associated 95% confidence interval, which describes
the relationship between stomach content and length. Assuming that this is also rep-
resentative for maximum content, o4, was estimated by finding the value of ay,, for
which 99% of data points fell below the estimated relationship (99 rather than 100%
was used to reduce the impact of outliers and potential erroneous measurements).
The lower and upper uncertainty limits were obtained by repeating this procedure
using the limits 98.5% and 99.5%. It should be noted that this approach rests on
the assumption that sandeels with completely full stomachs are represented in the
sample. The resulting relationship and confidence limits can be seen in Figure 3.4.

Realised intake rate
The gut content at a given time determines the realised intake rate during a given
hour ¢, (kJ h™'). This is included in the model in the following fashion:

(3.16)

ih — imaf’«“’ (gmax - g)éfood Z imax X (1h>
(gmam - g)(sfood/<1h)7 (gmax - g)(gfood < imam X (1h)

where gma, (g) is the maximum gut content, g (g) is the current gut content, 004
(kJ g wet weight™!) is the energy density of gut contents (and ingested food) and
imae (kJ h™1) is the maximum energy intake when there is no limitation from gut
capacity. As such, the sandeels feed at maximum rate i,,,, when the difference
between maximum gut size ¢,,., and the actual gut content ¢ is larger than what
can be ingested in an hour (i;e X (1h)). If there is not enough space to feed at
max capacity, it is assumed that the sandeels feed at a rate which corresponds to
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Figure 3.4: Total length of sandeels against wet weight of gut contents. Full line shows
prediction of maximum gut size from Equation 3.15. Dotted line shows uncertainty
in ag,: and dashed line shows uncertainty in [gy;.

the remaining gut space (weight) being filled up. Since g,q. and g are measured in
terms of wet weight (g) this is then translated into the unit of ingestion (kJ) by
multiplication with the prey energy density 004 (kJ g wet weight™?).

As such, the intake decreases as gut contents near full capacity. However, it is possi-
ble that feeding rate would start to decrease even at below full capacity as a result
of increased satiation. A potential decrease in feeding rate as a response to increased
satiation has been suggested to occur in A. marinus (Winslade 1974b), Ammodytes
hexapterus (now recognised as Ammodytes personatus, von Biela et al. 2019) (Cian-
nelli 1997) and A. tobianus (see supplementary information in van Deurs et al. 2010,
where it was suggested that the oesophagus constituted a digestive bottleneck), but
there is not sufficient information to include this effect in the model in a robust way.
However, if food is highly abundant and the sandeels are limited by gut capacity
then this response to satiation is included, and if food is well below capacity, which
is likely to mostly be the case in the field (see Figure 3.4), satiation is not likely to
have a large impact on intake. Still, at intermediate abundances it is possible that
omitting the effect of satiation on intake could lead to a slight overestimation of
intake.
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3.3.1.3 Summary of assimilated energy

Again, to calculate the total assimilated energy A, the realised intake rate per hour
1y, 1s then added up for all hours of feeding and multiplied with assimilation efficiency
€, given that this is greater than metabolic feeding costs (see Equation 3.3). The
equations governing ingestion are summarised in Figure 3.5.

abundance energy
\l content
. . . D kAL IﬁbknkEk/
maximum intake rate within Tmaz.c = i
a given search class c, (3 {_.) ’ 1+ Zk he)\k,L,I¢knk
feeding on k prey types
effective capture
handling search rate probabﬂity
time (Eq. 3.8) (Eq. 3.12)

max hourly | Z i
ingestion rate fmaz = Pelmaz,c proportion of time spent in
(3.7) o T each search class ¢ (Eq. 3.6)
if there is space (Egs. 3.13 and 3.15) feed at max rate
e-nergy-lngested ' T s (gmaI — g)5food > lmax X (1h)
in a given hour 7; = ]
(341(5) (gmar - g)éfood/(lh): (gmax - g)éfood < Ymaz X (lh)
if gut is full (Eqgs. 3.13 and 3.15) fill up remaining space (Eq. 3.14)

daily assimilated

A= associated with feeding

energy

hu(..'i,zze N hﬂ(:,il‘H - 7 7 1 i

€ h:{ ih, Ezhzi in — (J[feed + AISDA) ~ () only feed if metabolic costs
hﬂctive ; f

(3.3) 0, €2 521" in — (Mfeea + Mspa) <0 (Eqgs. 3.19 and 3.20) are met

Figure 3.5: Summary of the key equations governing ingestion and how they fit
together. See respective equation for details and units.

3.3.2 Metabolic costs

Sandeels have to pay multiple types of costs which contribute to the total metabolic
rate. This includes the standard metabolic rate (SMR), which is the energy required
to cover basic maintenance at virtually zero activity (no swimming, feeding, diges-
tion, growth or reproductive investment). Further, when feeding, costs associated
with feeding behaviour as well as processing of ingested food, including synthesising
tissue, often referred to as specific dynamic action, have to be accounted for too.
Together, these make up the total metabolic costs M (kJ day ~1):

M = Msyr + Myeea + Mspa (3.17)

where Mgy (kJ day —!) represents the energy needed to cover basic maintenance
at zero activity for the full 24 hours, My.q (kJ day ~') the additional cost of activity
on days when the sandeels are foraging and Mgp4 (kJ day ~') the cost associated
with processing food and synthesising tissue after feeding.
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3.3.2.1 Standard metabolic rate SMR

The standard metabolic rate Mgy r (kJ day ~!) in fish is generally found to vary
with body size and temperature (Clarke and Johnston 1999), and so it was assumed
that in sandeels it also takes on the commonly observed relationship:

MSMR = O‘metwﬁmm&@{o/lo (318)

where a,,; is a constant, W (g) is sandeel wet weight, [,,¢; is the metabolic weight-
scaling exponent, T (°C) is temperature and ()1o represents the rate of change as
temperature increases by 10°C. Three constants thus need to be estimated to calcu-
late Mgprr. These include the weight-scaling exponent f3,,.;, the temperature effect
Q10 and the scaling factor a,,.;. Luckily, studies of SMR have been conducted on
several species of Ammodytes, including A. hezapterus (now recognised as A. per-
sonatus, which is used hereafter, von Biela et al. 2019) (Quinn and Schneider 1991),
A. tobianus (van Deurs et al. 2010) as well as A. marinus (Wright et al. 2017a). All
studies used overwintering sandeels, and Quinn and Schneider (1991) also included
sandeels collected during the summer feeding period (‘summer acclimatised’).

In general, (,,¢:, the weight-scaling exponent, varies between around 0.65-0.95 in fish
(Clarke and Johnston 1999). f3,,.; has previously been estimated to be 0.65 for A.
personatus (MacDonald 2017, based on values from summer acclimatised sandeels
in Quinn and Schneider 1991), which is thus at the lower end of the spectrum.
While observations exist of SMR for sandeels of different wet weights for A. marinus
(Wright et al. 2017a, additional unpublished data), this dataset contained too much
noise to estimate J,,¢; (see Figure 3.6), and thus the value from Quinn and Schneider
(1991) was used here. However, considering that this value was unusually low, and in
addition, this relationship may vary even within species depending on experimental
conditions (Jobling 1993), a wide uncertainty range based on estimates from other
species of fish from Clarke and Johnston (1999) was used, with an upper bound
equal to the average value based on the examined studies (0.79), and a symmetrical

lower bound (0.51), which was slightly larger than the smallest value reported in
fish.

In terms of ()1¢, the median value based on 14 examined studies in fish was reported
to be 2.4, ranging from 0.45 to 3.41 (Clarke and Johnston 1999). In A. personatus,
(D10 has been estimated to be 1.46 in overwintering sandeels and 1.80 in summer
acclimatised sandeels (Quinn and Schneider 1991) and thus sits comfortably within
this range. In A. tobianus, the relationship between temperature and SMR, unlike
what is commonly observed (Clarke and Johnston 1999), appears to be linear (van
Deurs et al. 2011a). It is clear, however, that the increase in SMR as based on
the same increase in temperature is larger in A. tobianus than in A. marinus (see
supplementary material in Wright et al. 2017a). Finally, Q1o in overwintering A.
marinus has been estimated to be 3.1 (Wright et al. 2017a), which, while only based
on two temperature treatments, is thus within the previously observed range in fish
(Clarke and Johnston 1999). As such, the value is considered to be plausible and is
used as the nominal value. Considering that the value is close to the upper limit of
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the range of values previously observed, an asymmetrical uncertainty interval with
the value from overwintering A. personatus (Quinn and Schneider 1991) forming the
lower bound and 3.4 (largest previously observed value in fish, Clarke and Johnston
1999) forming the upper bound.

The dataset from Wright et al. (2017a) was used to estimate e First, the mea-
sured oxygen consumption rates (g O, g fish™' h™!) were converted into energy
depletion rates (kJ day™!). The rate of oxygen release will depend on the substrate
that is being metabolised. Here, a conversion factor of 13.6 kJ g~ was used based
on fish metabolising mainly fat and some protein (Brett and Groves 1979). Then,
to estimate e, Qmet = Msyr/ (WﬁmethTo/ 10) was calculated for each fish in the
experiment (N = 16) and the average was taken. The standard deviation was used
to estimate a lower and upper bound to this scaling. Finally, observations on A. per-
sonatus suggest that there is a 17% reduction in oxygen consumption during winter,
and this was evident in both of the temperature treatments (Quinn and Schneider
1991). The authors suggested that this could represent an adaptive shift to seasonal
conditions, as the sandeels spend most of the winter immobile. Assuming that this
increase in metabolic rate during the summer also applies to A. marinus, au,., was
multiplied by 1/(1-0.17) to obtain the final nominal value, and the same was done
for the lower and upper bounds.

While it is clear that the metabolic rates predicted based on Equation 3.18 do not
capture the all the variation in the data from Wright et al. (2017a), the absolute
values appear plausible (Figure 3.6). Variation in SMR between individuals is com-
mon, and might be caused by a range of things such as genotype, maternal effects or
early-life conditions (Burton et al. 2011) and it is outside the scope of this model to
capture the range of this variation. However, it should be noted that this variation
can impact the fitness of the individual (Burton et al. 2011).

3.3.2.2 Metabolic costs of feeding

Swimming is an energetically costly activity (Brett and Groves 1979; Jobling 1993),
with the energetic cost determined by swimming speed (Jobling 1993) as well as
fish size and to some degree temperature (Brett and Groves 1979). The effects of
temperature and size on active metabolic rate are not necessarily the same as their
effect on SMR (e.g. Brett 1965; Brett and Groves 1979; Dwyer and Kramer 1975).
Determining the cost of activity is difficult and often a large source of uncertainty
in bioenergetic modelling (Ney 1993). Activity costs have not been measured in
A. marinus, and in general there is a lack of studies on swimming energetics of
pelagic, schooling species (Behrens et al. 2006). However, swimming costs have been
measured in the closely related A. tobianus through measuring oxygen consumption
of individuals swimming at a constant temperature at a constant speed of 1.5 body
lengths per second (van Deurs et al. 2010). The measured oxygen consumption was
translated into the energetic cost per gram of fish per hour, and the estimated
standard metabolic rate at the same temperature was subtracted to obtain the
energetic cost of swimming. This assumes no impact of temperature on activity
cost, which is likely an oversimplification (see e.g. Brett 1965; Dwyer and Kramer
1975), but considering the wide inter-specific range of relationships between active
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Figure 3.6: Markers show measured oxygen consumption from Wright et al. (2017a)
based on the two temperature treatments in the study, 10°C (blue circles) and 13°C
(yellow triangles), translated into energy depletion rates. Lines show corresponding
predictions for Mgy r based on Equation 3.18 for the two different temperature
treatments 10°C (blue full line) and 13°C (yellow dashed line). The shaded areas are
based on the lower and upper range of «,,¢. It should be noted that the predictions
are based on a,,.; without the 17% increase in metabolic rate in summer acclimatised
sandeels incorporated (see Section 3.3.2.1), as the sandeels in the experiment were
overwintering sandeels.

metabolic rate and temperature (see Fig. 2 in Brett 1965) and in absence of any
information on similar species, this is likely the most parsimonious assumption. The
assumption of activity costs scaling linearly with mass also appears to be valid - if
adding estimated costs of SMR as based on Equation 3.18 for 10°C (temperature in
experiment by van Deurs et al. 2010) to estimated activity costs, this results in a
weight-scaling exponent (3,,.; of around 0.95, which fits with the expected increase
in S, during activity (Brett 1965). As no other studies have been conducted on
any closely related species and the relationship from van Deurs et al. (2010) has
provided plausible output when used in a bioenergetic model of A. marinus in the
same study, the same relationship was also used here to estimate swimming costs.
As such, Myeeq (kJ day ~') can be estimated as follows:

Mfeed = Fthay (319)
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where F' (kJ g7! h™!) is the cost of feeding per gram of fish per hour, W (g) is
sandeel wet weight, and hgq, (h) is the total number of hours of daylight. It was
thus assumed that the costs are paid both when feeding (hgetive) as well as the two
hours used for ascent and descent. The estimate of F' from van Deurs et al. (2010)
was adopted here as the nominal value. While metabolic costs vary with swimming
speed in fish (Behrens et al. 2006; Jobling 1993), Equation 3.19 assumes a constant
speed of 1.5 body lengths per second based on this being the average swimming
speed of A. tobianus. This was also the speed assumed in this study (Equation 3.8),
but again, it might vary depending on, for example, prey type (Christensen 2010),
which could have consequences for energetic costs.

The estimated swimming cost in capelin, also a pelagic schooling species, of 200 mg
02 kg=! km™! (Behrens et al. 2006), translated into the same units as F' (assuming
a speed of 1.5 body lengths per second and a capelin of a length corresponding to
the midpoint of the range used in the experiment), gives a value of 0.0029, which
is similar but slightly lower than F' (0.0034). It may be expected that values are
higher in sandeels as they lack a swimbladder and thus have to expend more energy
to stay clear of the seabed (Reay 1970). As such, F' seems like a plausible value.
As no uncertainty range is provided in van Deurs et al. (2010), the variation in
the estimates of swimming costs in capelin is used to define this range (standard
deviation = 11% of the estimates), based on Behrens et al. (2006).

3.3.2.3 Specific dynamic action

It is commonly observed that the metabolic rate in fish increases after a meal, which
reflects the energetic cost of processing food and synthesising new tissue, referred to
as specific dynamic action (SDA) (Jobling 1981; Secor 2009). The most important
drivers of variation in SDA are the amount and type of food ingested (Secor 2009).
No relevant observations of SDA exist for any species closely related to A. marinus.
For this reason, the simplifying assumption was made that SDA is proportional to
the energy content of the meal (which seems to work relatively well in fish, Secor
2009), so that Mgpa (kJ day ~') is calculated as follows:

A
Mspa = CSDAz (3.20)

where A (kJ day ~') is the assimilated energy, ¢ is the assimilation efficiency (where
AJe is equal to total ingested energy during the day, before accounting for assim-
ilation efficiency), and (spa is the SDA coefficient. As there are no measurements
on closely related species, the average value based on a large range of studies of fish
presented in Secor (2009) is used and a wide uncertainty interval based on the range
of values observed in fish is adopted.
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3.3.3 Energy allocation

Each day, if the net assimilated energy (A — M) is positive, a proportion fg of this is
allocated to structural energy S, while the rest is allocated to reserves. In basic DEB
models, it is assumed that a fixed fraction of either reserve energy (Kooijman 2000)
or net assimilated energy (Lika and Nisbet 2000) is allocated to structural energy
(i.e. growth). However, it is possible that organisms may modulate their allocation
in response to their state (e.g. Lika and Nisbet 2000). Observations in A. marinus
(Hislop et al. 1991) and other species of the same genus (Danielsen et al. 2016;
Robards et al. 1999b; Sekiguchi et al. 1976) suggest that allocation to growth (i.e.
allocation to structural energy S) decreases as the sandeel increases in size. This
also aligns with experimental observations of other juvenile fish (Hurst and Conover
2003; Post and Parkinson 2001). Further, it is also possible that allocation rules
may depend on the size of the reserve in relation to total energy content, so that
re-building reserves is prioritised after a period of starvation (e.g. Broekhuizen et al.
1994). This is supported by experimental observations of the fast recovery of body
composition when re-feeding fish following a period of starvation (Xie et al. 2001;
Zhu et al. 2005), although allocation to structural energy may also occur before body
composition is recovered (see review in Jones 2001). An observed rapid increase in
lipid content in A. marinus following a winter of no feeding (Hislop et al. 1991;
Rindorf et al. 2016) suggests that replenishing reserves is a priority for sandeels in
poor condition. Finally, reproduction will also impact energy allocation, but this is
not relevant in this case as the model only covers the first growing season. However,
it should be noted that in some locations where growth rates are high, a small
proportion of sandeels may mature at age 0 (Boulcott et al. 2007), which would
impact energy allocation patterns.

The way in which allocation to S changes as the sandeel increases in size can be
derived from the relationship between structural energy and total energy across
individuals in a population. As structural energy by definition cannot decrease, the
derivative of the relationship between total energy and structural energy represents
how structural energy increases as total energy increases, which is equivalent to the
proportion allocated to structure. fs can thus be expressed as:

o ds

fs = d(IgiS) -
a d(R+5)

(3.21)

where S (kJ) is structural energy and R (kJ) is reserve energy. This means that if the
relationship between S and total energy content S + R is estimated, the derivative
of this relationship will be fg. To estimate the shape and parameter values for this
relationship, two different datasets were used. The first one is based on data collected
from A. marinus dropped by Atlantic puffins (Fratercula arctica, hereafter ‘puffin’)
on the Isle of May in the north-western North Sea when mistnetted after coming
in from a foraging trip (see e.g. Wanless et al. 2018). Length is measured just after
collection. Wet weight is estimated based on dry weight and energy density (see
Hislop et al. 1991). This dataset included 236 0 group individuals collected in the
years 1996 (N = 1), 2006 (N = 50), 2010 (N = 89) and 2015 (N = 96) from 1 June to
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26 July, including lengths between 3.2 and 9.9 cm. The second dataset included A.
marinus data collected from trawl and dredge surveys conducted in late May and in
June (see MacDonald 2017 for a description), also in the north-western North Sea.
For the survey data, these included a total of 6819 0 group sandeels ranging from
2.5 t0 9.5 cm, collected during the years 2000 (N = 615), 2001 (N = 415), 2002 (N
= 2389), 2003 (N = 2143), 2005 (N = 779), 2006 (N = 23) and 2009 (N = 455).
Based on lengths and wet weights for each individual, structural and reserve energy
were estimated for each individual in both datasets, as described in Section 3.3.4.

Based on these data, the relationship between total energy and structural energy
seems to be well captured by a power function, which produced a smaller mean
squared error than a linear relationship, and seemed to work better for small val-
ues (see Figure 3.7a). To fit the power function, a linear model was fit to logjo-
transformed structural energy S and logyo-transformed total energy content S+ R for
both datasets together (N = 7053, Figure 3.7b, log;o(S) = —0.33+0.91logo(R+S) ,
R? = 0.83). The parameters for the allocation function were then obtained by taking
the derivative of the estimated parameters.

This means that fs is modelled as:

fS’ = C‘Qzlloc(R + S)ﬂa”oc (322)

where o and SByjoe are the estimated constants (Bu0 being negative), R (kJ) is
reserve energy and S (kJ) is structural energy. The uncertainty of agjioc and Baoc was
represented by their 95% confidence intervals (see Figure 3.7c). Parameter estimates
were slightly different when considering the puffin and survey datasets separately,
where the 95% intervals did not overlap and the relationship based on the puffin
dataset suggested a more dramatic decline in allocation to structural energy over
time (Figure 3.7a). It is not clear what may have driven this difference, potentially
it is a result of there generally being little overlap between the years, and the years
displaying slightly different body composition (see Fig. 10b in Wanless et al. 2018).
In general, inter-annual variation in sandeel size estimates based on survey and puffin
data align well (Wanless et al. 2004). The final parameters are to a larger extent
driven by the survey data, due to the larger sample size.
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This covers the idea that allocation changes as sandeels grow in size, but does not
capture the idea that the allocation strategy changes after reserves have been de-
pleted. To incorporate this, the idea that the relationship between S and R + S in
Figure 3.7b can be interpreted as the ideal ratio between S and R+ .S is used. When
the net assimilated energy is positive, the sandeel will continue to follow this ideal
ratio as it grows. However, if net assimilated energy is negative, the outstanding
metabolic costs will be paid from the reserves and the individual will start to devi-
ate from the ideal ratio. Based on the observation of A. marinus that re-building
reserves seems to be a priority for sandeels after a winter of no feeding (Hislop et al.
1991; Rindorf et al. 2016), and experimental observations of fish re-building body
composition after a period of starvation (Xie et al. 2001; Zhu et al. 2005), it is
assumed that once food availability increases again, the sandeels first allocate net
energy gain only to reserves in order to shift back towards the ideal ratio. As such,
fs is adjusted as follows:

atioe(R 4 §)Patioc . R4+ (A — M 1d Ry
fS — {CY 1 ( + ) +( ) X ( ay) > P (323)

0, R+ (A~ M) x (1day) < Ry

where agioe and Bujoe are constants (same as in Equation 3.22), S (kJ) is structural
energy, R (kJ) is reserve energy and A — M is net assimilated energy (kJ day~!).
Ryre (kJ) is the reserve energy before the period of starvation (i.e. the value of
R that corresponds to the ideal reserve ratio for the current value of S). R, is
obtained from the relationship between S and R+ S, which follows the ideal reserve
ratio (Figure 3.7b, remember that . and Buye. come from the derivative of this
relationship). R, (kJ) can thus be calculated as follows:

S(Baiioe + 1 1/(Battoc+1)
Rpre = (M) _9 (3.24)

Qglioc

where agoe and Byoe are constants and S (kJ) is structural energy.

The form of Equation 3.23 means that if adding the net assimilated energy A — M
to reserves R still does not bring the reserves up to pre-starvation levels (or brings
it up exactly to pre-starvation levels), all should be allocated to reserves (fg = 0). If
adding the net assimilated energy A — M to reserves R brings reserves up to above
above pre-starvation levels, allocation follows Equation 3.22. This means that there
may be some allocation to structural energy before body composition is restored,
which fits with previous observations of post-starvation allocation in fish (see review
in Jones 2001).
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Figure 3.7: (a) logip of R + S plotted against logio of S, yellow circles = survey
data, blue triangles = Isle of May puffin dataset. Linear relationship between the
logarithmically transformed variables based on survey dataset (yellow dashed line),
puffin data (blue full line) and full dataset (full black line), dashed black line =
linear relationship between the untransformed variables based on full dataset. (b)
Relationship between R + S and S, yellow circles = survey data, blue triangles =
Isle of May puffin dataset. Full line = fitted logarithmic relationship, dotted lines =
95% confidence interval. (c) Relationship between R + S and fg, the proportion of
net energy gain allocated to structural energy S, as in Equation 3.22. Dotted lines
= 95% confidence interval.

96



3.3.4 Translating structural and reserve energy into length
and wet weight

Again, in order to be able to use field data, a way to translate between measuring

sandeels in terms of reserve energy R and structural energy S and measuring sandeels

in terms of length L and wet weight W is needed. Structural energy S (kJ) is directly
related to length L by a power function (see Broekhuizen et al. 1994) as follows:

S = gy L7 X 6 (3.25)

where ag,, and (4, are constants governing the translation of length into structural
dry weight (g), L (cm) is sandeel length and dg is structural energy density (kJ g
dry weight™1).

Reserve energy R (kJ) is instead a function of both length and wet weight:

W — wWspw X O./dryL'BdW

WRDW
where L (cm) is sandeel length, W (g) is sandeel wet weight, wspy and wrpw are
constants for translating dry weights into wet weights for S and R, respectively, oy
and f4, are constants governing the translation of L into structural dry weight (g)
and Oy is the reserve energy density (kJ g dry weight™!).

To estimate the parameters for these relationships, the puffin dataset as described
in Section 3.3.3 was used again. This dataset does not only provide information on
the length and weight of sandeels, but also body composition. After collection, the
sandeels are dried to a constant weight, providing total dry weight. This dry weight
is then partitioned into fat dry weight, protein dry weight and ash dry weight (see
Wanless et al. 2005 for methods). In order to calculate the total energy content
of each individual sandeel, protein dry mass is multiplied by the energy density of
protein (23.7 kJ g=!, Crisp 1971) and the fat dry mass multiplied by the energy
density of fat (39.6 kJ g~!, Crisp 1971) and the two are added together. This ap-
proach shows good agreement with data from bomb caliometry (Hislop et al. 1991).
To estimate wet weight, a previously published relationship between energy density
and water content was used (Hislop et al. 1991). As such, data on protein, fat, ash
and energy content, dry weight, wet weight and length are available. For estimating
the parameter values, the data were divided into a training set (N = 186) and a test
set (N = 50), where the test set was chosen by stratified random sampling, so that
the set contained data in proportion to the representation of the different years in
the dataset, but was random within years.

First, the parameters for Equation 3.25 were estimated. To do this, the structural
dry weight of each individual in the dataset was first estimated, where it was as-
sumed that structural dry weight is made up of ash as well as non-remobilisable
protein content. It was assumed that the individuals in the dataset that contained
the minimum amount of protein for their length have used up their reserves and
that the remaining protein is only non-remobilisable protein. So, to estimate the
relationship between length and non-remobilisable protein, a quantile regression
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of logjo-transformed length and protein dry weight using the function r¢ from
the R-package quantreg (Koenker 2018) was fitted, setting 7 to 0 (meaning that
100% of data fall above the estimated relationship). This relationship (N = 186,
logyo(structural protein dry weight) = —3.8 + 3.2log;o(L)) was then used to pre-
dict non-remobilisable protein for each sandeel based on their length, which was
then added together with the ash dry weight to obtain structural dry weight for
each sandeel. The parameters g, and fg4, (Equation 3.25) were then estimated
by fitting a relationship between log;o-transformed structural dry weight and log;o-
transformed length (N = 186, logio(structural dry weight) = —3.77 + 3.27log10(L),
R* =0.99). The 95% confidence intervals of the parameters were used as a measure
of uncertainty. It should be noted that this approach rests on the assumption that
there are sandeels in the dataset that are close to starvation (i.e. made up of only
structural energy).

To obtain structural energy S (kJ) from length, the structural energy density dg (kJ
g dry weight™!) also had to be estimated. Based on the assumptions as described
above, all structural energy will be contained in the non-remobilisable protein. As
such, the structural energy S of each sandeel was estimated by multiplying the
predicted non-remobilisable protein with the energy density of protein (23.7 kJ g~*,
Crisp 1971). To obtain dg, S was divided by the sum of non-remobilisable protein
dry weight and ash dry weight for each sandeel and the mean was taken. Uncertainty
was estimated as the standard deviation.

All parameters for translating length into structural energy have thus been esti-
mated, but several parameters from Equation 3.26 remain, including the energy
density of reserves (0r). R of each sandeel in the dataset was estimated by multi-
plying the fat content of each sandeel with the energy density of fat (39.6 kJ g1,
Crisp 1971), and multiplying the remobilisable protein (total protein minus non-
remobilisable protein) with the energy density of protein (23.7 kJ g=!, Crisp 1971)
and adding the two together:

R = 39.6 x fat dry weight + 23.7 x reserve protein dry weight (3.27)

0r was then estimated by dividing the estimated R by the estimated reserve dry
weight (fat dry weight plus remobilisable protein dry weight) for each sandeel and
taking the mean. Again, uncertainty was represented by the standard deviation.

Finally, to estimate how both structural and reserve dry weights translate into wet
weights (wspw and wrpw ), the general approach outlined in MacDonald et al. (2018)
was followed, making use of a published relationship between the proportion of wet
weight made up of fat and the proportion of wet weight made up of water in A.
marinus (Hislop et al. 1991):

proportion fat = 64.094 — 0.777 x proportion water (3.28)
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As it was assumed that all fat is part of the reserve energy, the proportion of fat
can be set to 0 in this equation in order to estimate the proportion of water in a
sandeel with no reserves (i.e. made up completely of structural energy). This makes
it possible to estimate wgpw :

1
1 — (0.64094/0.777)

wWspw = (329)

wrpw was then estimated by calculating reserve wet weight by subtracting struc-
tural wet weight (which can be estimated using wgpw and the previously estimated
structural dry weight) from total wet weight and dividing this by the sum of fat
dry weight and remobilisable protein dry weight. Individuals that contained no re-
serves were excluded from the calculation. The standard deviation was again used
as a measure of uncertainty. As expected, wgrpw was smaller than wgpyy, as sandeels
lose water as they gain fat (Hislop et al. 1991). As no uncertainty range was provided
in Hislop et al. (1991) to use for wgspw, the magnitude of uncertainty as calculated
for wrpw was used.

Having estimated all parameter values, the ability to translate length and wet weight
into structural and reserve energy was then tested by comparing the summed pre-
dictions of S and R based on Equation 3.25 and Equation 3.26 with the measured
total energy content of the sandeels in the dataset. Doing this for the data used
to develop the equations, the training set, the correlation strength was estimated
to be 0.99 (p < 0.001, N = 186, Figure 3.8a). Doing the same for the test data, a
correlation strength of 0.97 was obtained (p < 0.001, N = 50, Figure 3.8b).
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Figure 3.8: Summed predicted R and S based on Equation 3.25 and Equation 3.26
against measured total energy content for sandeels in the training set (a) and the
test set (b), with 1:1 lines included.
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3.4 Discussion

This chapter has described a DEB model for the first-year growth of A. marinus,
including energy intake, energy loss, the allocation of net energy gain to growth
and reserves, and how the state variables, structural energy S and reserve energy
R, can be translated into length and wet weight, and thus compared with field
measurements. As with all bioenergetic models, this model includes several sources
of uncertainty. The final model output will depend on decisions regarding what
processes are included, how these processes are represented in the model (e.g. linear
or nonlinear relationships) and the parameter values that govern these processes,
which all introduce uncertainty. Here, some of the decisions made in the formulation
of this model and their potential impact on model output are discussed.

The right level of complexity in bioenergetic models, or any model for that matter,
is not obvious. Erring both on the side of simplicity, potentially making unjustifiably
simple assumptions regarding fish bioenergetics, or on the side of complexity, intro-
ducing a host of parameters requiring estimation, may both result in large errors
(Ney 1993). What level of complexity is used, or in other words, what processes are
included in a model, will depend on several things. One of these is what processes
are included in previous, similar models. In this case, the DEB model by MacDonald
et al. (2018) and the foraging model by van Deurs et al. (2015), which both in turn
draw on previous models (e.g. Broekhuizen et al. 1994 and Varpe and Fiksen 2010,
respectively), have clearly had a large impact on model formulation. Making use
of previous models comes with the benefit of drawing on decades of thought and
validation, but it should be recognised that they may also come with unjustified
complications or simplifications that need to be critically evaluated.

In addition to the structure of previous models, the current level of understanding of
sandeel biology also has a large impact on which processes are included in the model.
However, this level of understanding may not necessarily be in line with the under-
standing needed to capture the key processes governing variation in growth. For
example, Christensen (2010) observed large variation in sandeel behaviour (swim-
ming speed, technique) depending on prey type, but since this was only based on
two types of prey, this is not enough information to be able to infer what this may
mean for the full range of prey consumed. However, this variation in behaviour,
which included a four-fold change in speed, could potentially have a large impact
on intake rates. The impact of the level of current biological knowledge on model
formulation does not apply only to sandeel-specific knowledge. For example, Gliwicz
et al. (2018) recently identified a positive effect of temperature on detection distance
in two species of planktivorous fish, with an increase of 10°C leading to a doubling of
the encounter rate. If this is a general phenomenon, this could have a major impact
on intake rates, but has not been included in foraging models to date.

Finally, what processes are included in models will also be a result of what is thought
to be important, and in particular what is thought to be important in the context
of the questions being asked. In this model particular attention was paid to the
processes governing intake, as food conditions have repeatedly been linked to size
in A. marinus (e.g. Eliasen 2013; MacDonald et al. 2018; van Deurs et al. 2015,
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2014) and other Ammodytes spp. (e.g. Nishikawa et al. 2020; Robards et al. 2002;
von Biela et al. 2019). Based on Eggers (1977) and observations in sandeels (see
Section 3.3.1.1), the model included a prey and sandeel size-dependent search rate,
a prey size-dependent capture probability and active selection of profitable prey,
and in addition to this, the limitation introduced from limited gut space. It could
be argued that this model is likely to be unnecessarily complex. However, it may
be preferable to start at this level of complexity, including all the key processes
that are thought to be important, and then critically examine model output and
its sensitivity to parameter values (which is done in Chapter 4). Based on this
examination, the most salient processes can be picked out. If, instead, one focuses
on only one process, it is possible that the results will point to the importance of this
process, just as a result of the way it is coded into the model. For example, the model
by van Deurs et al. (2015) focused on the impact of prey size on detection distance
and its consequences for intake rate, not accounting for the fact that in addition
to longer detection distances, an increase in size likely also leads to a decrease in
capture probability. This study concluded that prey size is a major driver of variation
in intake rates through its impact on detection rate. This may very well be the case,
and the model predictions do align well with observed size (van Deurs et al. 2015),
but assuming a constant capture rate is likely unrealistic and probably means that
the positive effect of size on intake rate is overestimated. As such, complexity may
be preferred if it gives a fairer representation of potentially important processes.
Still, it is possible that all the additional complexity here is not necessary, and,
again, after assessing the model behaviour in the next chapter, it will be important
to consider whether a simpler model could capture the salient processes sufficiently
well. In general, the model formulation and critical examination should be viewed
as a learning process, directing attention to what seems to be the most crucial
processes.

It could be argued that the largest simplification in this model is the simplified
environment. In the model, the sandeel is considered largely as an independent entity
- only interacting with their prey, but not with conspecifics or any other species,
such as predators. However, all of these interactions may impact both intake rates
and metabolic costs. Sandeels form schools, which may impact a range of processes.
For example, intake rate has been found to be impacted by schooling behaviour
via a disadvantage for individuals at the back of the school through individuals at
the front of the school consuming the available prey (Eggers 1976). Non-sandeel
competitors could also impact the fine-scale availability of prey, which will impact
the experienced prey field for individual sandeels. However, positive relationships
between size and abundance in sandeels (e.g. Eliasen 2013) seem to suggest that
a common response to food availability and environmental conditions is a stronger
driver of variation than competition, at least from conspecifics (but see Bergstad
et al. 2002).
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The assumption of a homogeneous prey field is also an important oversimplification.
This is a common assumption in this type of foraging model, but in reality, plankton
will be patchily distributed within the water column (e.g. Lalli and Parsons 1997).
This patchiness may occur on fine spatial scales (Owen 1989), and may impact the
intake rate of the fish (e.g. Gliwicz and Maszczyk 2016). Depending on the spatial
extent of the patch, this, in combination with the schooling behaviour of the sandeel,
may lead to a reduced intake rate as the individual sandeels may only be exposed to
the high-density patches for a short amount of time, but most of the time experience
below-average abundances. This effect was part of the motivation for the inclusion of
an “effective handling time”, but it should be noted that depending on the patchiness
of the prey field and the size of the school, the impact of this effect may vary and is
thus not fully represented by a single parameter.

In terms of predators, they are also likely to impact the behaviour of the sandeels.
While some predators are able to capture sandeels while buried in the sand (e.g.
Watanuki et al. 2008), the risk of predation (as well as fishing mortality) will be
greatly increased while present in the water column (as well as when leaving and
entering the sand, Engelhard et al. 2008; Hobson 1986). As such, there is a trade-
off between maximising energy intake by being present in the water column for
longer and reducing predation risk by spending as little time in the water column
as possible (van Deurs et al. 2010). It is thus possible that the presence of predators
may impact the length of the foraging period, which will impact both intake rate
and costs. Further, the change in schooling behaviour when predators are present
(e.g. Meyer et al. 1979; Pitcher and Wyche 1983) could introduce increased activity
costs.

In addition to these simplifications regarding interactions with other species, the
environment is also simplified in terms of physical representation, which now only
includes light conditions and temperature. For example, tidal movements may im-
pact the rate of advection of zooplankton into the foraging area (Embling et al.
2008), which might affect intake rates. Further, it is possible that oxygen conditions
could impact energetic costs, for example through changed activity patterns, which
has been suggested could be the case for A. tobianus (Behrens et al. 2010). However,
this is probably less likely to impact A. marinus, which inhabit more hydrodynam-
ically active waters (Tien et al. 2017).

In addition to decisions regarding which processes are included, decisions regarding
how they are included also need to be made, which will also introduce uncertainty
(Ney 1993). For example, following Clarke and Johnston (1999), it was assumed that
the effect of temperature on SMR could be represented by a ()ig-relationship, but
as there were only two temperature treatments in the experiment on A. marinus
(Wright et al. 2017a), and this relationship appears to be linear in A. tobianus (van
Deurs et al. 2011a), this is far from certain. Decisions regarding how model processes
are represented are similar to the decisions regarding what processes are included,
and the two are interlinked. As such, similarly, the mathematical form of the included
processes also depends on previous model formulation, the biological knowledge of
the process, and how important the process is thought to be. Here, choices were based
on either previously established forms (e.g. formulations for standard metabolic rate,
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the model of visual foraging), biological observations (e.g. assuming that intake is
zero when prey abundances are not sufficient for meeting metabolic feeding costs) or
derived from data (e.g. the allocation of net assimilated energy to structural energy
as a function of total energy content). When relationships are derived from data, this
relies on the data being representative of the sandeels as a whole. For example, in
the formulation of the allocation equations, this assumed that the dataset contained
sandeels of representative body composition.

Finally, on top of decisions regarding which processes are included and their func-
tional shape, values are needed for each parameter. This model includes 29 param-
eters. About half of those are based on data from A. marinus, and a further 8 are
based on other Ammodytes spp. Only 4 parameters are based on studies of other
species of fish, which were mostly other small planktivorous fish. As such, unjus-
tified borrowing of parameter values from other species (see Ney 1993) should not
be a large problem in this model. Further, when values were adopted from other
species, a wide uncertainty interval was used, and the impact can be assessed in
the sensitivity analysis (see Chapter 4). However, even when measurements existed
from A. marinus, there could still be a lot of variability in these estimates, such as
the ones related to standard metabolic rate (Figure 3.6). Again, when this was the
case, wide uncertainty intervals were adopted, so that the impact of this uncertainty
on model output could be explored. One further issue is that even when a process
can be well measured with little uncertainly in an experimental setting, these values
are not necessarily representative of field conditions. For example, plankton used in
experiments may be in poorer condition than their wild counterparts, meaning that
capture probability and handling times may be overly optimistic (Pepin et al. 1987).
Further, even when field data are available, these may not be representative of the
full set of conditions. For example, both the formulation of energy allocation and
the translation equations relied on the data used being representative of sandeels
more broadly. As such, there are many reasons for why parameter values may be
inaccurate or unrepresentative, and it will be crucial to examine the results of the
sensitivity analysis in the next chapter carefully to determine how much trust can
be put in the values of parameters that appear to have a particularly large impact
on model output.

To sum up, the formulated DEB model can be criticised for being parameter-heavy
with many sources of uncertainty. However, it is argued here that this complex-
ity, which is formulated to reflect the current understanding of sandeel biology and
drivers of spatio-temporal variation in sandeel growth, in combination with a crit-
ical examination of the output and its sensitivity to parameter values, will help to
identify important processes that drive observed growth patterns. Further, this can
also help to guide future modelling efforts, suggesting what simplifications may be
justified, and where key knowledge gaps lie.
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Chapter 4

Drivers of spatio-temporal
variation in the growth of juvenile
lesser sandeels

4.1 Introduction

Climate change is expected to have pervasive impacts on marine ecosystems. This
can act on species through direct physiological effects of changed climatic conditions,
but also through indirect effects mediated by interacting species (e.g. Sydeman et al.
2015). Species higher up in the food web, such as seabirds and marine mammals, will
likely be hardest hit by indirect effects through changes in their food supply, whereas
species at intermediate trophic positions may be impacted by both direct physio-
logical effects, as well as changes at lower trophic levels (Sydeman et al. 2015). In
many marine ecosystems, these intermediate trophic positions are occupied by forage
fish. As the climate warms, increased temperatures may impact forage fish directly
via physiological rates, but they are also likely to be affected by changes in their
zooplankton, which is expected to respond strongly to climate change (Poloczanska
et al. 2013; Richardson 2008). Both of these effects will then be transferred up the
food chain to top predators. Understanding the mechanisms of how forage fish are
impacted by climate and other environmental change and how this gets transferred
up the food chain is thus of key importance, especially in light of the rapid declines
observed in many top predator populations (e.g. Hutchings et al. 2010; Paleczny
et al. 2015; Sydeman et al. 2015).

As temperatures have increased, forage fish in various systems have decreased in
size (e.g. Baudron et al. 2014; Daufresne et al. 2009). A decline in size is one of
the three so-called “universal responses” to climate change, in addition to changes
in phenology and distribution (Daufresne et al. 2009; Sheridan and Bickford 2011).
It has been suggested that the observed size declines in ectotherms, which includes
most fish, could be the result of direct effects of temperature, for example through
warmer temperatures resulting in increased metabolic rates, leaving less resources
to allocate to growth (Sheridan and Bickford 2011). Further, another possibility is
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that temperature-driven changes in food conditions have led to a decline in size
(Gardner et al. 2011). In addition to changes in zooplankton phenology, abundance
and distribution (Poloczanska et al. 2013; Richardson 2008), this may also include
a reduction in zooplankton size, both at the community level and within prey types
(Daufresne et al. 2009). This results in less energy contained in each individual prey
item but may also impact intake rates in visually foraging fish through the effect
on prey detection distances (Ljungstrom et al. 2020; van Deurs et al. 2015). This
may be exacerbated by the shift to more turbid waters observed in several mid-
latitude locations (Capuzzo et al. 2015; Dupont and Aksnes 2013), which may to
some extent also be climate change-driven (Capuzzo et al. 2015). Further, another
mechanism which could result in a decline in size on a given date is phenological
shifts. If there would be a delay in, for example, the timing of hatching of fish
larvae, this would mean that the larvae start growing at a later date, and could also
result in a mismatch with prey, both with the consequence of a decline in length-at-
date. Finally, it is also possible that increased fishing pressure may have contributed
to some of the observed declines in forage fish size by introducing selection for
smaller body sizes. However, this mechanism is not sufficient for explaining at least
some of the observed rates of decline in forage fish size (Baudron et al. 2014).
Whatever the cause, declines in forage fish size are likely to have knock-on effects
on both demographic rates and the energy available to upper trophic levels, and as

such, understanding the driving mechanisms is of large importance (Ohlberger 2013;
Sheridan and Bickford 2011).

However, understanding underlying mechanisms is not always straightforward. For
example, while temperature and forage fish growth may be found to correlate, this
could largely be the result of temperature effects on the food source, rather than
direct temperature effects. Further, it is also possible for temperature and food ef-
fects to interact, so that temperature has a positive effect when food is abundant,
but a negative effect when food is scarce (e.g. Brodersen et al. 2011). One useful ap-
proach to start teasing these effects apart is through the use of mechanistic models
of growth, which incorporate metabolic costs and intake rates and how they depend
on temperature and food conditions (Gardner et al. 2011). These can also be used to
understand spatial variation in growth, and how local conditions may determine ob-
served trends in size, where responses to increased temperatures may vary spatially
as a result of different baseline conditions (Ohlberger 2013).

Like many other species of forage fish, lesser sandeels (Ammodytes marinus, hereafter
‘sandeel’) have also shown a negative temporal trend in several locations (van Deurs
et al. 2014; Wanless et al. 2018). In the Firth of Forth in the north-western North
Sea, the decline in sandeel size from the mid-1970s to 2015 resulted in a 70 and
40% decline in the energy content of 0 group and 1+ group sandeels, respectively,
which is likely to have had a large impact on the seabirds relying on sandeel as
prey during the breeding season (Wanless et al. 2018). This negative effect may
be exacerbated by the impact of sandeel size on demographic rates and phenology
(Boulcott and Wright 2011; Boulcott et al. 2007; MacDonald et al. 2018), which will
also impact the availability of the sandeels to breeding seabirds at the time of their
highest energy demand. Further, in addition to temporal trends, sandeel size also
shows clear spatial variation (Bergstad et al. 2002; Boulcott et al. 2007; Rindorf et
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al. 2016). This likely contributes to observed spatial variation in sandeel maturation
rates (Boulcott et al. 2007) and fecundity (Boulcott and Wright 2011) as well as the
strong spatial variation in seabird breeding success (e.g. Fauchald et al. 2015; JNCC
2020).

Several factors have been suggested to drive variation in the length and energy
content of sandeels. One obvious candidate is food conditions, which has long been
proposed as the main driver of observed spatial patterns in sandeel size (Bergstad
et al. 2002; Boulcott et al. 2007; Macer 1966). In line with this, previous work
suggests that sandeel ingestion and growth rates are related to both total food
availability (Eliasen 2013; MacDonald et al. 2019b), and the type of prey available (in
particular variability in the abundance of large prey types such as Calanus copepods)
(MacDonald et al. 2018; van Deurs et al. 2015, 2014). Sandeel food conditions show
clear spatial variation (see Chapter 2) and in addition, the prey available to North
Sea sandeels has also changed markedly over time, with a decline in the total energy
available in several sandeel grounds (see Figure 2.7), a change in the size composition
(Pitois and Fox 2006, Figure 2.15) and a shift from cold-water Calanus finmarchicus
to warm-water Calanus helgolandicus (Edwards et al. 2020). Further, the phenology
of several sandeel prey species is shifting too as a response to increasing temperatures
(Richardson 2008). This could potentially have negative effects on the sandeels if it
results in a mismatch of food availability and the sandeel foraging window (see van
Deurs et al. 2010). As sandeels are visual foragers (Winslade 1974c), visual conditions
may modify the response to the prey field, with knock-on effects for ingestion rates
(van Deurs et al. 2015). Turbidity has increased in large parts of the sandeel’s range
(Capuzzo et al. 2015), but as these trends are reported on a larger scale, changes
in sandeel grounds are unclear. Further, cloud cover, which will also impact light
conditions for foraging sandeels, is also changing as a result of climate change (May
et al. 2016).

In addition to food and light conditions, temperature has also been linked to sandeel
growth. In the North Sea, the body condition and mean length-at-age of sandeels
have been found to be higher on warmer grounds (Rindorf et al. 2016), whereas
Eliasen (2013) found that length and condition of sandeels were lower following a
warm winter. A study of the closely related Ammodytes hexapterus (now recognised
as Ammodytes personatus, von Biela et al. 2019) found that in the same location,
there was a positive relationship between temperature and growth, whereas when
compared across space, growth rates were higher in colder regions (Robards et al.
2002). This all points to how correlations between temperature and sandeels are the
result of multiple mechanisms, including direct temperature effects on sandeels (e.g.
Winslade 1974b; Wright et al. 2017a, see Chapter 3 for details), temperature effects
on their zooplankton prey (Richardson 2008) as well as interactive effects between
food and temperature (MacDonald et al. 2018). As such, the impact of the rapidly
rising temperatures in the north-east Atlantic (see Belkin 2009) is still unclear.

In terms of environmental influences on growth, it is also important to consider tim-
ing. Pre-metamorphic processes will determine the time at which the sandeels settle
and begin feeding with older age groups, and potentially also at what size (Jensen
2000; Régnier et al. 2017; Wright and Bailey 1996). It is unclear how much of the
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observed variation in post-metamorphic size can be attributed to pre-metamorphic
processes, such as timing of hatching and larval growth, and how much can be at-
tributed to post-metamorphic processes (Frederiksen et al. 2011; MacDonald et al.
2019a). The relative importance of these processes needs to be clarified in order to
predict how sandeel size will be impacted by projected temperature-driven changes in
pre-metamorphic processes, including an increased mismatch between the timing of
hatching and larval prey availability (Régnier et al. 2019). This increased mismatch
will likely result in a reduction in larval growth rates, which may result in sandeels
metamorphosing later. This not only means that the sandeels start their growing
season later, but could potentially also lead to an increased mismatch with the tim-
ing of post-metamorphic food availability, likely with detrimental consequences for
the sandeels (van Deurs et al. 2010).

In this chapter, potential drivers of variation in the growth of juvenile lesser sandeels
are explored, focusing on the impact of food conditions, temperature, light condi-
tions as well as metamorphosis timing and size. To this end, the dynamic energy
budget (DEB) model described in Chapter 3 is (1) first run on the prey fields devel-
oped in Chapter 2 for several locations in the north-east Atlantic and the resulting
predictions of sandeel length are compared to spatially and temporally matched ob-
servational length data. If predictions and observations agree, this suggests that the
model captures at least some of the processes that have resulted in the observed
spatio-temporal variation and can thus be used to tell us something about drivers of
the observed variation. Then, the model is (2) subjected to a parameter sensitivity
analysis, which will indicate which model mechanisms have the largest impact on
predicted size and where the major sources of uncertainty lie. Finally, the model is
(3) used to examine the roles food conditions, temperature, light conditions as well
as the role of timing of and size at metamorphosis play in driving growth.

The study will help to understand drivers of variation in sandeel growth, with a
particular focus on drivers that have and are expected to continue to change rapidly.
It only considers growth during the sandeel’s first feeding season, which is arguably
the most important to understand due to its strong link with overwinter mortality
(MacDonald et al. 2018) and the importance of 0 group sandeels as prey during
the seabird chick-rearing period (e.g. Lewis et al. 2001). Further, in a qualitative
sense, many of the findings will also apply to 1+ group sandeels as the response of
ingestion rates and metabolic rates to food conditions and temperature are likely to
be similar.

107



4.2 Methods

The DEB model, which is described in detail in Chapter 3, runs with daily time
steps and models changes in reserve energy R (energy that can be remobilised to
meet metabolic costs) and structural energy S (energy that cannot be remobilised,
such as skeletal tissue) through the processes of feeding, metabolic costs as well as
energy allocation rules. R and S can also be translated into length and weight so that
the output can be compared to field data. The model is run from metamorphosis
(see Section 4.2.2) until mid-September (day 250), but reported predictions generally
refer to the beginning of August (day 212, dayow from hereon), which roughly aligns
with the initiation of overwintering (MacDonald 2017; van Deurs et al. 2011a).

While the model itself is coded in C, all data processing, output visualisation and
analyses presented in this chapter were conducted in R 3.5.2 (R Core Team 2018),
apart from surface irradiance which was calculated using a Fortran subroutine as
published in the supplementary materials of Ljungstrom et al. (2020).

4.2.1 Model input

The model requires three kinds of input - prey fields, temperature and light condi-
tions. Here the input data are first described generally, before the data for specific
locations are described.

In terms of the prey field, this includes daily abundances (ny) for each considered
prey type k (individuals m=3), as well as values for the energy content (Ej, kJ),
prey image area (¢, m?) and length (Lj, mm). The daily abundances were based
on CPR data, using the methods of spatial aggregation, temporal interpolation
and correction for sampling efficiency outlined in Chapter 2. As described in Sec-
tion 2.3.2), the prey types considered included the copepod groups Acartia spp.,
Calanus finmarchicus, Calanus helgolandicus, Calanus V-VI, Calanus 1-1V, Cen-
tropages typicus, Centropages hamatus, Centropages spp., Metridia lucens, Oithona
spp., Para-Pseudocalanus spp., Temora longicornis and copepod nauplii as well as
the non-copepod groups Euphausiacea, Hyperiidea, Decapoda larvae, Appendicu-
laria, fish eggs, fish larvae, Evadne spp. and Podon spp. Energy content, prey image
area and length for each prey type can be found in Table 2.4.

Each prey type also needs to be assigned to a search class. Search classes are ex-
plained in further detail in Section 3.3.1.1, but, in brief, capture the assumption that
the sandeels will only focus on one search class of prey types at a time, spending time
in each search class in proportion to its profitability. Within each search class, prey
types are similar and it would be expected that the sandeels use a common search
image for these prey types. While behaviour, such as swimming speed, is likely to
vary between search classes, not enough information is available to incorporate this
and it is assumed that behaviour is the same for all search classes. To delineate
the different search classes, previous studies of A. marinus were used. Observations
of foraging sandeels that were first feeding on Acartia spp., which have a length of
around 1.15 mm (Richardson et al. 2006), found that the sandeels switched to feeding
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solely on herring (Clupea harengus) larvae (7mm) when these were introduced, while
completely ignoring the copepods (Christensen 2010). As such, these prey types are
part of different search classes. This is supported by Eigaard et al. (2014) finding
that sandeel larvae (minimum length 12 mm) and copepods (no reported length)
were found in distinct clumps in sandeel guts sampled in the field (suggesting that
they only fed on one at a time). Further, Godiksen et al. (2006) found that krill (6
mm) and capelin larvae (18.3 mm) were clumped together, and suggested that this
may be because the sandeel develop a common search image based on the larger size
and darkly pigmented eyes. Copepods (2.5 mm) occurred in separate clumps. This
suggests that fish larvae and large crustaceans are part of the same search class,
and that large copepods are part of a separate search class. Finally, van Deurs et al.
(2014) found that individual sandeel stomachs tended to contain either copepods
smaller than 1.3 mm or copepods larger than 1.3 mm, suggesting that these size
groups belong to different search classes. Together, this suggests three prey search
classes: small (<1.3 mm) copepods (search class A), large (>1.3 mm) copepods
(search class B) and finally fish larvae and other large crustaceans (search class C).
Other small prey types such as cladocerans (all smaller than 1.3 mm) were grouped
with the small copepods (search class A). The search class assigned to each prey
type along with the justification can be found in Table B.1 in Appendix B. It should
be noted that while the study by Christensen (2010) suggests that active switching
does occur, at least between copepods and fish larvae (which is supported by Eigaard
et al. 2014; Godiksen et al. 2006, although fine-scale spatial distribution may also
have contributed to the clumping of prey types in sandeel stomachs), the distinction
between the copepod groups based on the study by van Deurs et al. (2014) is less
clear. For this reason, the impact on model output of considering search classes A
and B as a single search class, as well as the impact of assuming no active switching
at all, is examined in Section 4.2.6.

The model also requires daily estimates of temperature (7', °C). Temperature data
were obtained from the ERA5H Climate Reanalysis, providing hourly sea surface
temperature with a 31x31 km resolution (Copernicus Climate Change Service C3S
2017). The hourly data were averaged to daily values. While these values refer to
surface temperature, it is assumed that they are representative of the temperatures
experienced by the sandeels throughout the water column. This is justified by the
fact that sandeels tend to occur in hydrographically dynamic areas (Tien et al.
2017), where temperatures are largely homogeneous throughout the water column.
For example, a survey which measured both bottom and surface temperatures during
late spring at sandeel grounds at Dogger Bank in the south-western North Sea, found
the maximum difference to be 1.2°C (van der Kooij et al. 2008).

Finally, the model requires input in the form of light conditions, including the total
number of hours of daylight (¢4, sunrise to sunset, rounded to a whole number),
average surface irradiance during hours of daylight (I, W m~2), the diffuse atten-
uation coefficient (ag, m~") and the beam attenuation coefficient (ap, m™). t4ay,
which is a function of latitude and day of the year, was obtained using the function
daylength in the R-package geosphere (Hijmans 2017). Iy was calculated using a
Fortran subroutine as published in the supplementary materials of Ljungstrom et al.
(2020). I, is a function of cloud cover, which was generally assumed to be constant
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at 0.75 based on a rough estimate of the average value during summer in the study
area (Giggenbach et al. 2010). a,; and @, measure how light dissipates with water
depth, which will depend on the turbidity of the water, increasing with dissolved
organic matter, suspended particulate matter and live organic matter (e.g. Devlin
et al. 2009). As such, these parameters vary seasonally and over space (e.g. Capuzzo
et al. 2013) and may also show temporal trends (Capuzzo et al. 2015; Dupont and
Aksnes 2013). As there was not sufficient information to incorporate this variability,
constant values were assumed. The choice of a; was based on observations from
hydrodynamic regions corresponding to sandeel habitat (see supplementary mate-
rials in Capuzzo et al. 2018). A value of around 0.1 seemed to be representative of
the long-term average and was assumed for the parameter a, here. For the beam
attenuation coefficient, a, this can be approximated by a linear relationship with
aq (ap = bag — 0.08, Shannon 1975, applicable for 0.11 < a;, < 1.6). The impact
of the choice of a4 (and associated changes in a;) as well as cloud cover on model
predictions was investigated for a range of values (Section 4.2.7).

4.2.1.1 Location-specific input

To be able to compare model output with empirical data, the model was run in six
locations (see Figure 4.1) where prior knowledge of sandeel growth is available. This
included Dogger Bank (54.7°N 1.5°E) in the central-western North Sea (roughly
location of North-West Rough, see Boulcott et al. 2007; Rindorf et al. 2016), Firth
of Forth (56.3°N 2°W) in the north-western North Sea (roughly the location of Wee
Bankie, see Greenstreet et al. 2006), East Central Grounds (ECG, 57.6°N 4°E) in
the north-eastern North Sea (based on location in Bergstad et al. 2002, see also
Johannessen and Johnsen 2015), Shetland (59.8°N 1.3°W), north of mainland UK
(slightly south of an aggregation of sandeel grounds in southern Shetland, Wright
and Bailey 1993), southern Faroes (59.8°N 6.8°W, towards the southern end of the
Faroe shelf, where sandeel densities are high, Jacobsen et al. 2019) and southern
Iceland (63.3°N 20°W, close to the sandeel grounds corresponding to sample site 3
in Lilliendahl et al. 2013).

The CPR data were, as described in Chapter 2, aggregated over a 135 km radius
circle centred on each study location to generate the prey fields. However, as samples
were scarce around the Faroes and Iceland, this radius was increased to 207 km for
the Faroes, and 244 km for Iceland (see Figure 4.1). These cut-offs were obtained
by incrementally increasing the distance until at least 10 years of prey fields could
be generated. Plankton dynamics are still expected to show at least weak positive
correlations over these scales (Defriez et al. 2016) but the larger radii do introduce
additional uncertainty. For temperature, data from the grid-point closest to the
location centre points were used. Day lengths and surface irradiance were generated
based on the latitude of each location centre point. Again, a constant value of 0.1
was assumed for the diffusive attenuation coefficient a4 (Capuzzo et al. 2018) and
a, was calculated as 5a,; — 0.08 (Shannon 1975).
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Figure 4.1: Model locations. 1 = Dogger Bank, 2 = Firth of Forth, 3 = East Central
Grounds (ECG) 4 = Shetland, 5 = Faroes, 6 = southern Iceland. The CPR samples
used to create prey fields for each modelling ground are also shown.

The total number of years with available input data varied between locations (Dogger
Bank: N = 33, Firth of Forth: N = 33, ECG: N = 23, Shetland: N = 36, Faroes:
N = 10, Iceland: N = 10). When the term ‘location-year’ is used in the following
text it refers to a single year in a given location (with ‘location-years’ signifying all
possible combinations).

4.2.2 Initial conditions

The starting conditions of the model include the day of year at metamorphosis
and size at metamorphosis. Based on studies from a range of locations, length at
metamorphosis varies between 35 to 55 mm, with all studies including the length
40 mm (Jensen 2000; Régnier et al. 2017; Wright and Bailey 1996), which is what
was used as the starting length here. Based on this length, the structural energy S
can be calculated (see Section 3.3.4). For R, as there is no information on weight at
metamorphosis, it was assumed that the relationship between S and R + S follows
that in Figure 3.7, and R was calculated based on this. The estimated timing of
metamorphosis shows large variation between years, but range from beginning of
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May (Régnier et al. 2017) to the end of June (Jensen 2000). For the model start date,
day 141 (21 May in a regular year, referred to as dayysas from hereon) was chosen as
this has been observed as the median date of metamorphosis in 2 out of 3 years in
Shetland (Wright and Bailey 1996), is close to the average estimated metamorphosis
date for the Firth of Forth (133, Régnier et al. 2017), and is within the range of
metamorphosis dates observed in the north-east North Sea (Jensen 2000). However,
it should be noted that the range of metamorphosis dates is large and while there
does not seem to be any marked systematic spatial difference between the separate
sandeel stock assessment areas to which Dogger Bank, the Firth of Forth, the ECG
and Shetland belong (Lynam et al. 2013), it is unclear whether this is the case for
the Faroes and Iceland. To quantify the impact of of starting conditions on predicted
growth, a sensitivity analysis was conducted (see Section 4.3.3.3).

4.2.3 Sandeel data

Observational datasets exist for comparison with model predictions of length for
all locations described in Section 4.2.1.1. Length measurements have been collected
by the ICES Herring Assessment Working Group during dredge surveys in Decem-
ber, when the sandeels are overwintering, in Dogger Bank (2004-2019) and the
ECG (2006-2019). These lengths are thus representative of the length at which the
sandeels initiated overwintering, potentially modified by some size-selective mortal-
ity. In the Firth of Forth, lengths have been measured on 0 group sandeels brought
back by Atlantic puffins (Fratercula arctica, hereafter ‘puffin’) to the colony on the
Isle of May in the north-western North Sea (see Wanless et al. 2018). The dataset
covers the years 1975 to 2015. The lengths are all standardised to 1 July, and they
correspond well with simultaneous estimates from sandeel survey data when avail-
able (Wanless et al. 2004). In Shetland, a targeted survey covering three years (1990-
1992) was conducted which estimated the age and length of 0 group sandeels in June
(see Wright and Bailey 1996). Further, the length of 0 group sandeels has been mea-
sured in the Faroes in the second half of June at a range of stations around the Faroe
Shelf (see e.g. Jacobsen et al. 2019, for details). This dataset covers the time period
1983 to 2018. Finally, a time series covering the years 2006 to 2017 (excluding 2014
and 2015) from southern Iceland was also obtained, where length was measured in
mid-July in most years.

4.2.4 Tuning of handling time and capture success

Three of the DEB model parameters were manually tuned as there were no previous
studies or data that could be used to inform these parameters. These parameters
included effective handling time (again, not only the time it takes for the sandeel to
capture and ingest a given prey, but a general limitation on sandeel ingestion rate,
see Equation 3.5) and the parameters controlling the sigmoidal decline of capture
success with increasing prey size (b controls the steepness of the decline whereas m
controls the point at which the decline occurs, see Equation 3.12).
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Capture success was tuned first. To obtain a baseline value to use while tuning
capture success, effective handling time was first roughly tuned to achieve a realistic
range of predicted sizes (it is tuned more finely below). The baseline values for b
and m were obtained from Pepin et al. (1987), and are based on the estimated
relationship between the prey/predator size ratio and capture success of fish larvae
for a range of predators. b and m were then tuned against the observed ratio of the
average prey size in sandeel guts and the average prey size in the water column,
which was calculated to be 1.12 based on values reported from simultaneous sandeel
stomach sampling and zooplankton sampling (Godiksen et al. 2006). It is possible
that this ratio may vary depending on prey types present, but this estimate may still
serve as a guideline for achieving a realistic size distribution of ingested prey. For
each model location-year with sufficient data, the ratio of average size of ingested
prey predicted by the model and the average size of prey available was calculated for
each day and the total average over the whole season (dayysy—dayow ) was compared
to the value calculated from Godiksen et al. (2006). The default value of b appeared
to work well, so m was tuned by sequential decrease until a good agreement between
the predicted and observed size ratios was achieved. Based on the size distribution
of copepods eaten by Dogger Bank sandeels between day 123 and day 165 reported
by van Deurs et al. (2013), the ingested copepods had an average size of 1 mm, and
24% of copepods ingested were >1.3 mm. Using the tuned parameters, the average
prey size ingested in Dogger Bank between dayy, and day 165 was predicted to
be 0.94 mm, and 11% of the prey ingested were >1.3 mm copepods. Considering
that the model also covers non-copepod prey and that the modelling period only
covers the later part of the date range for which copepod size data were reported,
it seems as if the model predicts a plausible diet size composition. The final value
of b was 5.095 (again, from Pepin et al. 1987, with the uncertainty range based on
reported standard errors: 4.075, 6.115) and the final value of m was -1.9, where
the uncertainty interval was based on a range of values that still provided plausible
predictions (-2 to -1.8).

Once the final capture success parameters were established, effective handling time
was tuned to the Firth of Forth time series on length (see Section 4.2.3). This time
series was chosen as the Firth of Forth is a well sampled area in terms of CPR
data and the time series covers the full series of model predictions. It should be
noted that tuning effective handling time to this time series does not affect the
predicted temporal trend or predicted relative differences in sandeel length between
locations, only the absolute length. This resulted in a final effective handling time
of 50 seconds. Again, the effective handling time also incorporates the fact that
the sandeels are not always able to feed actively and most of the time exposed to
below average abundances. This is why this is considerably longer than the time
it takes to capture and ingest a prey in laboratory conditions (around one second,
Christensen 2010; Winslade 1974b). The ratio of ingested prey to available prey
was again assessed to confirm that it still agreed with the ratio calculated based on
values reported by Godiksen et al. (2006). The uncertainty interval was based on a
range that still provided plausible predictions (40-60 seconds).

113



4.2.5 Spatio-temporal variation in 0 group growth

4.2.5.1 Comparison between observations and predictions

Next, the model was used to hindcast growth for the locations depicted in Figure 4.1:
Dogger Bank, the Firth of Forth, the ECG, Shetland, the Faroes and southern Ice-
land. First, predictions of length were made that aligned with the observational
datasets described in Section 4.2.3, so that the ability of the model to predict ob-
served patterns could be established. The Shetland comparison was conducted in
a slightly different way and is described below. For the other locations, predictions
were produced for dates that aligned with dates of measurements for the observa-
tional datasets (Dogger Bank = dayow, Firth of Forth = day 182, ECG = dayow,
Faroes = day 174, in Iceland this varied between years and predictions were adjusted
accordingly). For Dogger Bank and the ECG, the observational dataset refers to data
collected during overwintering in December, meaning that the measured lengths cor-
respond roughly to the length at which overwintering is initiated. Predictions were
thus made for dayow, but it should be remembered that timing of overwintering
initiation is uncertain and may vary between years (MacDonald 2017; Reeves 1994).
When comparing the predicted and measured lengths for each location, only the
range of years from the first year in which both predictions and measurements were
available to the last year both predictions and measurements were available were
considered (except for in Iceland where the full observational dataset was considered
due to its short length).

The agreement of predictions and measurements were not considered on a year-
by-year basis. As the prey fields used as input contain substantial variability and
uncertainty when considered over shorter time scales (see discussions in Chapter 2),
and the day of metamorphosis may also vary between years, there is too much
uncertainty to expect agreement within a given year, even if the model would be
able to correctly predict growth given accurate input. Instead, the agreement of
averages and long-term trends was considered. This was done by comparing the 95%
confidence intervals for calculated averages for model predictions and observations
for each location, as well as the 95% confidence intervals for estimated slopes for
linear models using year as an explanatory variables. Linear models were judged
to be adequate based on the generally short time series examined as well as linear
trend being previously reported in the observational data (Wanless et al. 2018). The
presence of nonlinear patterns was still assessed by examining the model residuals.

In Shetland, where length estimates for a range of ages within a given year were
available (see Fig. 4 in Wright and Bailey 1996), predictions were instead made for
the full range of ages within each survey year. Ages are counted from the day of
hatching, so to translate the day of year (which is what the predictions are made
for) into age, the average date of hatching for each year was subtracted from each
year day. Further, as estimates of timing of metamorphosis were available from
the surveys, the model was run using these dates as the starting condition (however,
only in 1992 when the median calendar day of metamorphosis was 147 did this differ
from dayysas). Here, the agreement between model predictions and observations was
assessed by calculating the number of observations falling above versus below the
predicted line.
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4.2.5.2 Spatio-temporal variation in predictions

Following this, the model was run in all location-years where sufficient input data
were available. As 1979 was the first year where all types of input data were available,
this was the first year predictions were made for. Growth curves were produced for
each year, but spatio-temporal patterns in length were also explored in more detail
based on predictions for specific days. This included dates corresponding to peak
energy demand of some seabird species which have a high proportion of 0 group
sandeels in their diet (see Wanless et al. 2018): razorbills (Alca torda), puffins and
black-legged kittiwakes (Rissa tridactyla). Peak energy demand in razorbills and
puffins generally occur in the second half of June (day 172, Burthe et al. 2012, here-
after daysp1) and in the first half of July for black-legged kittiwakes (day 189, Burthe
et al. 2012, hereafter daysps). In addition, length on dayow was also examined. This
corresponds roughly with the start of overwintering (MacDonald 2017; van Deurs
et al. 2011a). Further, the decision whether to invest in reproduction, which is size-
dependent (Bergstad et al. 2001; Boulcott et al. 2007), also takes place around this
time of the year (Boulcott and Wright 2008). To examine variation over time and
between locations, generalised additive models (GAMs) were used, including year
as a smoothing term and location as a factor, with an interaction between the trend
and the location. GAMs were chosen based on an initial examination of predicted
lengths which indicated nonlinear trends in some locations. GAMs were fitted using
the function gam in the R-package mgcv (Wood 2011). The models were fitted with
an identity link function, using generalised cross-validation to estimate the smooth-
ing parameter. The adequacy of the smooths were assessed by checking for patterns
in the residuals using the function gam.check. The full model was compared to its
simpler sub-models using AIC¢ (Hurvich and Tsai 1989). Models with a maximum
AAICq of 2 were considered to best represent the examined relationship, and if
several models had AAIC¢ values of less than 2, the simplest model was considered
to be the most representative, based on the principle of parsimony (Burnham and
Anderson 2002). Location-specific smooths were evaluated using p-values, based on
a confidence level of 0.05.

4.2.6 Parameter sensitivity analysis

Then, the response of predicted reserve energy R and structural energy S on dayow
to variation in parameter values was examined. The range of variation examined
included both an increase/decrease in parameter values by 10%, which will indicate
which model processes have a particularly large impact on predictions, and an in-
crease/decrease as based on the uncertainty bounds presented in Table 3.1, which
will indicate which parameters are the greatest sources of uncertainty through ei-
ther natural variability or a lack of precise measurement. Only one parameter value
was varied at a time with all other parameters kept at their nominal values. The
responses of R and S (considered as percentage difference compared to baseline con-
ditions for dayow ) were considered here as they are the model state variables and
the relationships with some of the parameter values are therefore more straightfor-
ward. However, for the other sensitivity analyses in this and following sections, the
percentage difference in length as compared to baseline conditions was considered,
as the interpretation of this metric is more easily compared to observational data.

115



The parameter sensitivity analysis was complemented by an assessment of the im-
pact of some of the structural choices made in the model. This included the assump-
tion that sandeels do not feed when food is not present (with the alternative being
that they feed each day, whatever the conditions), the assumption that the sandeels
follow different allocation rules after a period of starvation (with the alternative
being that allocation is always based on total current energy, disregarding the ratio
between S and R + S), the assumption of optimal foraging (with the alternative
being simultaneous feeding on all prey types) and the assumption that when feeding
according to optimal foraging rules, large copepods belong to a different search class
than small copepods and other small prey (see Section 3.3.1 for details of the default
choices). One process was varied at a time, and all parameter values kept at their
nominal values. Sensitivity was measured as predicted sandeel length on dayow in
relation to predicted length for baseline conditions.

Finally, uncertainty in model input may also introduce substantial error in predic-
tions (Ney 1993). The sensitivity of model output to environmental conditions is
examined in Section 4.2.7, but here, the sensitivity of model output to some of the
parameter values used when developing the prey fields for the model (see Chapter 2)
was examined, as these can also be considered model parameters. This included both
the abundance correction factors used (Table 2.3) and the prey trait values, including
size, prey image area and energy content (see Table 2.4). In reality, these compo-
nents vary together, but here the other values were kept at their nominal values as
the main purpose was to examine the impact of the choice of value, rather than
biological variation. Sensitivity was measured as predicted sandeel length on dayow
in relation to predicted length for baseline conditions.

For all sensitivity analyses, all location-years with enough input data were consid-
ered. This approach was chosen over one based on a baseline standardised input
scenario to get an idea of how sensitivities vary depending on input (for example,
the sensitivity to parameters related to digestion rate may depend on the abun-
dance of food, as the sandeels are more likely to be limited by gut space when food
is abundant). Similarly, the sensitivity to parameter values/structural choices may
depend on the value of other parameters (for example, if digestion rates are slow,
the sensitivity to parameters controlling encounter rate may be lower as the sandeels
are likely to be gut space-limited). However, it was outside the scope of this chapter
to extend the sensitivity analysis to a global analysis.

4.2.7 Drivers of variation in growth

Finally, drivers of variation in sandeel length were explored. This included three
components: (1) comparing the length predicted for each location-year with the
corresponding environmental input, (2) varying environmental drivers in isolation
while keeping the remaining drivers constant to explore the impact on predicted
length and finally, (3) examining the impact of varying size at metamorphosis and
timing of metamorphosis on predicted length.
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4.2.7.1 Environmental input versus predicted length

To explore what has driven the observed variation in sandeel length, the relationship
between predicted length on dayow and model input was examined across years
for each location. Several input variables were explored: average daily abundance
of each prey type (individuals m™3), total daily energy available (kJ m™2), average
daily abundance of small copepods (Acartia spp., Oithona spp., Para-Pseudocalanus
spp. and Temora longicornis, individuals m—3) and average square root of the image
area (mm), thus aligning with the variables examined in Chapter 2. Average daily
temperature (°C) was also included. All variables were averaged over the feeding
season (dayarnr to dayow ). Light conditions were not considered as they were kept
constant across years in a given location. Note that this analysis was based on the full
set of the input as is, so that when estimating the effect of a given variable, the values
of the other variables are not controlled for. Linear models of both untransformed
and logig-transformed data were fitted, as it might be expected that growth rates
show a saturated relationship with food availability. A confidence level of 0.05 was
used to determine whether relationships were present or not. If both linear and log-
linear relationships had p < 0.05, the model with the highest R? was considered to
be the most representative model.

4.2.7.2 Environmental driver sensitivity analysis

Then, the sensitivity of length predictions to individual environmental drivers was
investigated, quantified as the percentage difference in length on dayow as compared
to the baseline scenario. To do this, the model was run for the same location-years
as above, varying one driver at a time while keeping the remaining input constant.
Through this approach, the effect of drivers can be isolated, but it also provides an
idea of how much the impact can vary depending on other environmental conditions.
In each case, the impact of the driver was explored over the range of values previously
observed in the dataset and/or projected future variation in the variable. Seven
drivers were explored: average total daily energy available, prey size composition,
prey phenology, the relative proportion of C. finmarchicus and C. helgolandicus,
temperature, turbidity and cloud cover.

For total energy in available prey (kJ m™3, the energy content of each prey type
multiplied by abundance and added together), this was calculated as daily averages
over the feeding season and explored over the range from the lowest (0.4 kJ m™)
to highest (10 kJ m™3) values observed in the dataset (mean value in dataset = 2.8
kJ m™3). Then, to examine the impact of the size distribution of the prey field, the
effect of changing the relative proportion of small prey types (small copepods and
other small prey types, equivalent to search class A as described in Section 4.2.1) to
large prey types (large copepods, crustaceans and fish larvae, equivalent to search
classes B and C as described in Section 4.2.1) was explored. This was also done
over the range of values observed in the dataset (23% small prey to 99% small prey,
mean observed in the dataset = 92%). To examine the impact of phenological shifts,
the simplified scenario that the whole prey field shifts in unison was considered here
and the impact of advancements of up to 60 days was examined, which is within the
range of change observed and expected in zooplankton (Richardson 2008).
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The impact of the presently occurring shift from C. finmarchicus to C. helgolandi-
cus on predicted growth was explored by examining the impact of shifting from a
prey field completely dominated by C. finmarchicus to one completely dominated
by C. helgolandicus. To isolate the impact of trait values and phenology, rather than
abundance, the total abundance of C. finmarchicus and C. helgolandicus in a given
year was kept constant, but the relative proportion was varied. First, the baseline
phenology of each species in each location was determined by averaging the abun-
dance for each day of the year over all years for which prey field data were available,
producing a time series of daily values for each location. While phenology may vary
between years, this approach still captures the key differences in phenology between
the two species. Then, the time series of C. helgolandicus was adjusted so that, in
each location, the daily mean as averaged over the whole year was the same for both
species. The model was then run on the full range of relative proportions of the two
species, keeping the total abundance constant. This was repeated for all location-
years, where other environmental input was kept constant but abundances of C.
finmarchicus and C. helgolandicus were replaced by those computed here. However,
only Dogger Bank, the Firth of Forth, the ECG and Shetland were considered as
abundances of C. helgolandicus are still so low in the Faroes and Iceland that no
adequate baseline phenology could be established.

To examine the impact of temperature, a baseline temperature climatology was es-
tablished by averaging the temperature for each day based on all location-years. A
range of temperature conditions were then examined by adjusting this baseline cli-
matology, from subtracting 3°C (corresponding roughly to coldest year in dataset)
to adding 4.5°C (corresponding to the upper limit of climate-change driven temper-
ature increase by the end of the century, Schrum et al. 2016). Finally, to examine
the impact of variation in light conditions, a4 (which is a function of turbidity and
also affects beam attenuation a,) was varied over the range 0 (completely clear wa-
ters) to 0.3, based on a range of values commonly observed in the hydrodynamic
regions corresponding to sandeel habitat (see supplementary materials in Capuzzo
et al. 2018). Cloud cover was varied over a range of +20% based on the maximum
projected changes as a result of climate change (May et al. 2016). To examine the
impact latitudinal differences in light might have on growth, the model was run us-
ing all location-years with sufficient input but varying light conditions as a function
of latitude as based on the range of latitudes from the lowest-latitude site (Dogger
Bank) to the highest-latitude site (southern Iceland).

4.2.7.3 Timing of metamorphosis and size at metamorphosis

To assess the impact of pre-metamorphic processes on predicted size (quantified as
percentage difference in length at dayow compared to the baseline scenario), the
impact of date of metamorphosis and size at metamorphosis was examined. The
model was run for all location-years for which input data were available and the
model start date (date of metamorphosis) was varied from 121 to 181 and the initial
size (length at metamorphosis) was varied from 3.5 to 5.5 cm as based on observed
ranges (see Section 4.2.1).
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4.3 Results

4.3.1 Spatio-temporal variation in 0 group growth

4.3.1.1 Comparison between observations and predictions

The agreement of observational data on length and model predictions for corre-
sponding dates were examined based on the overlap of the 95% confidence intervals
of the estimated means and slopes in all locations apart from Shetland (Figure 4.2,
Table 4.1). In Dogger Bank, all model predictions fell within the standard deviation
of the length observations and the confidence intervals of the means overlapped.
In terms of a temporal trend, there were indications of a similar negative trend in
both the observed data and the model predictions, but in both cases the confidence
intervals overlapped with zero. In the Firth of Forth, confidence intervals of the
estimated means overlapped, and both the predicted and observed lengths showed
negative trends, with the confidence intervals of the slope estimates overlapping. In
the ECG, the confidence intervals of the means overlapped, although the estimated
mean of predictions was 1.1 cm longer. There was no clear indication of a trend.
In the Faroes and in Iceland, the predicted values were larger than the observed
values, with no overlap in the confidence intervals of the means. There were no clear
temporal trends in these two locations, apart from an indication of a negative trend
in the observational data from the Faroes. Apart for one outlier (Firth of Forth 1991,
Figure 4.2a), the inter-annual range of variation in observations and predictions were
similar.

In Shetland, where several observations were available for each year, the magnitude
of predictions aligned well (see Figure 4.2d) considering that model predictions are
not expected to capture inter-annual variation in size. 22, 55 and 64% of observa-
tions were greater than predicted values for the same age in 1990, 1991 and 1992
respectively.

4.3.1.2 Spatio-temporal variation in predictions

Looking at the predicted growth curves, it is clear that these vary between locations
(Figure 4.3). In addition to variation in the length on a given day (explored in
more detail below), it seems that while length in some locations generally increases
throughout the season (Firth of Forth, Dogger Bank), in others it shows signs of
levelling off (the ECG and Shetland) whereas in others it levels off completely (the
Faroes and Iceland). However, this varied between years. Notable is also that while
some locations showed considerable inter-annual variation (in particular Iceland and
the ECG), others were more consistent (in particular Dogger Bank). Finally, unlike
the other locations, the Firth of Forth was predicted to show very poor growth in a
few years, with the predicted length staying at the initial length at metamorphosis
for around a month. These growth rates are not realistic, as the sandeels likely
would have died of starvation. Only one of the three years with predicted poor
growth aligned with observed small sizes (Figure 4.2).
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Figure 4.2: For (a)(b)(c)(e)(f) markers show model predictions (red triangles) and
corresponding observations (grey circles, with standard deviations indicated by er-
ror bars where these were available from the dataset). Predictions were made for
days corresponding to dates of observations (see Section 4.2.5) which vary between
locations. For the Firth of Forth (b), the only location where the 95% confidence
interval of the estimated trend did not overlap with zero, lines show linear trends,
with shaded 95% confidence intervals. For (d) (Shetland), markers show observed
length for a given age (counted since hatching), and lines show corresponding pre-
dictions for 1990 (blue), 1991 (black) and 1992 (yellow). Note the different x-axis
for (d).

In terms of predictions of lengths for given days - dayow (roughly the day of over-
wintering), dayspi (peak chick energy demand razorbills and puffins) and daysps
(peak chick energy demand black-legged kittiwakes) - the GAM with the lowest
AIC¢ included location and location-specific smoothing terms in all cases (for all
other models AAICq > 2). In terms of spatial differences, the Firth of Forth sandeels
were the smallest in all cases (p all < 0.01). Further, while Dogger Bank sandeels
were bigger than the Firth of Forth sandeels, they were smaller than the sandeels in
all other locations (p all < 0.02).

For the remaining locations, patterns were more muddled. Sandeels at the ECG were
indistinguishable from the Faroese sandeels (p all > 0.8). Generally, the Icelandic
sandeels were smaller than the ECG sandeels (p all < 0.02 apart from length at
dayow when p = 0.06), and Shetland and ECG sandeels were indistinguishable (p
all > 0.06). There was no difference between Shetland and Iceland (p all > 0.13)
apart from on daysp; (p = 0.047), when the Icelandic sandeels were smaller. Faroese
sandeels were indistinguishable from Shetland sandeels (p all > 0.22). Finally, Ice-
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Table 4.1: Comparison between observational data and corresponding predicted
lengths, including estimated slopes (mm year~') with associated confidence inter-
vals, and estimated means with associated confidence intervals.

Location Observed Predicted Observed Predicted

slope slope mean mean

(95% CI) (95% CI) (95% CI) (95% CI)
Dogger Bank -0.10 -0.08 8.7 8.5

(-0.21; 0.01) (-0.19; 0.03) (8.3; 9.1) (8.1; 8.9)
Firth of Forth -0.06 -0.03 6.5 6.5

(-0.08; -0.04)  (-0.07; 0.00) (6.2; 6.7) (6.1; 6.9)
ECG -0.14 0.01 8.9 10.0

(-0.35; 0.07) (-0.43; 0.45) (8.3; 9.5) (8.9; 11.0)
Faroes -0.03 0.02 4.7 8.5

(-0.07; 0.01) (-0.07; 0.12) (4.4; 5.0) (7.8; 9.2)
S Iceland -0.12 0.68 6.3 9.5

(-0.38; 0.13) (-3.52; 4.88) (5.8; 6.8) (8.2; 10.8)

landic sandeels were generally smaller than Faroese sandeels early in the season
(daysp1, p = 0.03), but this pattern did not last as the season went on (dayspa: p
= 0.06, dayow: p = 0.16).

It was also clear that temporal trends differed between locations (see Figure 4.4 for
trends based on dayow ). Regardless of day considered, there were no clear trends
in Dogger Bank, the ECG or the Faroes (p all > 0.21). Firth of Forth showed linear
declines when considering daysp; (p = 0.01, 0.4 mm per year) and daysps (p = 0.03,
0.4 mm per year), but this effect was not present by dayow (p = 0.13). Shetland
instead seemed to show an increase in all cases (p all < 0.02), which appeared to be
nonlinear, with a shift towards higher values in around 2000. Finally, Iceland also
seemed to show a nonlinear pattern, present in all cases (p all < 0.01). However, the
nonlinearity was to a large extent driven by the first data point, which was followed
by an overall increase.
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Figure 4.3: Predicted length for each day from metamorphosis (dayysys) until the
end of the model run (mid-September, day 250) for each location-year with suffi-
cient input data. dayow (beginning of August, approximate day of overwintering)
is marked with a vertical dashed line. Each line represents a different year for which
predictions were made.

4.3.2 Parameter sensitivity analysis

The sensitivity of predicted S and R to variation in parameter values was examined
over both £10% of the nominal value and the defined uncertainty ranges (Table 3.1)
(see Figure 4.5). When considering the impact of increasing/decreasing parameter
values by 10%, it was clear that model output was more sensitive to parameters
relating to maximum intake rate i,,,, (in particular m, which controls at what prey
size capture success declines), than parameters relating to the limitation introduced
by limited gut space. Further, output was also sensitive to a., which controls as-
similation efficiency. In terms of metabolic costs, output was most sensitive to costs
associated with swimming activity F', but in general, sensitivity was low to param-
eters related to metabolic costs as compared to parameters related to intake rate.
Sensitivity was moderately high to aqj.., Which controls allocation to structural en-
ergy S. As expected, the effect was opposite when comparing S and R (as a larger
value results in greater allocation to S). Finally, sensitivity to f4.,, which controls
the relationship between length L and structural dry weight, was high.
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Figure 4.4: Predicted length on dayow for all location-years where sufficient input
data were available. Where present, full lines show GAM fits with associated 95%
confidence intervals (only included if p < 0.05 for the location-specific smooth).

When considering the sensitivity of the output to parameter values when varied
within a defined uncertainty range, results were generally similar, in particular for
the parameters related to ingestion, although sensitivities to parameters related to
Imae Were generally greater, in particular in the case of speed v, feeding depth z
and Dy, which controls visual acuity. Further, (gpa, the costs associated with
processing food and synthesising tissue, introduced substantial uncertainty. Finally,
within the given uncertainty interval, parameters associated with allocation and
translation between length/weight and S/R did not introduce much uncertainty.

In general, the estimated sensitivity to the value of a given parameter varied de-
pending on the input data. For example, the sensitivity to parameters related to
digestion and gut size was generally low, but in some years (when food conditions
were better), sensitivity was higher.

In terms of the structural differences that were tested, the assumption of the sandeels
not feeding when food was not present had a very small impact, only resulting in
different predicted lengths in 4% of location-years, with a maximum reduction of
1% when assuming that the sandeels feed each day. Assuming the same allocation
rules following a period of starvation resulted in a mean increase in length of 7%
(ranging from 2 to 11%). In terms of the assumption of optimal foraging, the impact
of non-selective feeding ranged from a 28% decrease to a 29% increase (mean = 1%
decrease). Results for considering search classes A and B as a single search class
were similar, ranging from a 28% decrease to a 28% increase (mean = 2% decrease).
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Figure 4.5: Parameter sensitivity analysis based on 10% decrease (blue markers) and
increase (yellow markers), as well as the defined lower (grey markers) and upper (red
markers) uncertainty boundaries, with each point representing a different location-
year. y-axis shows predicted structural energy S (a) and reserve energy R (b) on
dayow in proportion to the baseline scenario of all parameters at their nominal
value. For the meaning of each parameter, see Table 3.1. The general process each
parameter belongs to is indicated under (a), where € is assimilation efficiency, 4,4, is
maximum intake rate with no gut space limitation (which is instead covered by ‘gut
limitation’), M are metabolic costs, fgs is the allocation of net assimilated energy to
S and translation refers to the set of parameters governing the relationship between

S/R and L/WV.

In terms of the sensitivity of the output to CPR parameters, the impact of vary-
ing correction factors and prey image area (which both determine encounter rates)
produced very similar results, with predicted lengths being particularly sensitive
to variation in parameter values for Acartia spp., C. finmarchicus, Calanus 1-1V,
Decapoda larvae and Podon spp. (see Figure B.1 in Appendix B, only correction
factors shown due to high similarity). Still, on average, the effect was less than 1%
difference even for these taxa. Generally, the impact of increasing the parameter
values was positive, but this was not always the case (see Fvadne and Oithona spp.
in particular). The impact of varying individual energy content was also similar (see
Figure B.2 in Appendix B), although here the effect of an increase was always pos-
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itive, apart from in the case of Euphausiacea. Again, even for the taxa showing the
strongest response, this was on average generally less than 1%. Finally, in terms of
size, the impact of an increase in size was generally negative, although in the case of
Euphausiacea, it had a positive effect (see Figure B.3 in Appendix B). Once again,
even the strongest responses were on the order of 1%.

4.3.3 Drivers of variation in growth

4.3.3.1 Environmental input versus predicted length

The relationships between environmental input and predicted length on dayow var-
ied between locations (Figure 4.6, Table B.2 in Appendix B). It was clear that
no single variable explained the predicted variation in length fully. One of the most
prominent patterns that emerged was a positive relationship with Calanus spp. Pos-
itive relationships were found between C. finmarchicus and predicted length in the
ECG (R? = 0.47), Shetland (R? = 0.42), the Faroes (R? = 0.89) and Iceland (R? =
0.69), whereas positive relationships were identified between C. helgolandicus and
predicted length in Dogger Bank (R? = 0.27) and Shetland (R? = 0.51). Further,
positive relationships were identified between C'alanus I-IV and predicted length in
all locations (Dogger Bank R? = 0.45; Firth of Forth R? = 0.35; ECG R? = (.76;
Shetland R? = 0.39; Faroes R? = 0.69; Iceland R? = 0.45). In addition, several prey
types showed positive relationships with predicted length in some locations (e.g.
Acartia spp. in the Firth of Forth, R? = 0.47). In terms of the composite prey met-
rics, positive relationships were identified between total energy and predicted length
in the ECG (R?* = 0.45), Shetland (R? = 0.38) and the Faroes (R? = 0.42), and be-
tween abundance of small copepods and predicted length in the Firth of Forth (R? =
0.41) and Shetland (R? = 0.24). There were positive relationships with the average
square root of the prey image area in Dogger Bank (R? = 0.19), the ECG (R? =
0.14) and Iceland (R? = 0.37) but a negative relationship in the Firth of Forth (R?
= 0.22). Finally, a positive relationship between temperature and predicted length
was identified in Shetland (R? = 0.24).

4.3.3.2 Environmental driver sensitivity analysis

The impact of the drivers examined varied over the ranges explored, and the effect
tended to depend on the values of other environmental input (Figure 4.7, see also
Table 4.2). The sensitivity to total energy was high, with a reduction to lowest values
in the range examined resulting in a reduction of on average 26% and an increase
resulting in an increase in length of on average 21%. Sensitivity to the proportion of
small prey in the prey field was also high, resulting in an 11% increase in length at
the smallest observed prey size ratios and a decrease of on average 1% at the largest
observed ratios (most location-years had large observed ratios initially). In terms of
a shift in phenology, on average across all location-years, a shift of 60 days did not
result in any clear difference in projected size, but it was clear that the effect varied
strongly between location-years. For example, in the Firth of Forth, a shift of 60
days resulted in on average 13% longer sandeels compared to the baseline, whereas
the same shift for ECG sandeels resulted in 7% shorter sandeels. The effect of a
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Figure 4.6: Average daily abundance of prey types (individuals m™3), average total
daily energy (kJ m™3), average daily abundance of small copepods (Acartia spp.,
Oithona spp., Para-Pseudocalanus spp. and Temora longicornis, individuals m™=3),
average square root of the image area (mm) and average daily temperature (°C)
against predicted growth for dayow . Lines show model predictions of linear or log-
linear models.

shift from C. finmarchicus to C. helgolandicus varied depending on location. In the
ECG, the shift resulted in a decrease in predicted length of up to 11% (mean = 3%),
in Shetland, a decrease of up to 2% (mean = 1%), whereas in Dogger Bank and the
Firth of Forth, the effect was close to zero.
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The impact of a shift in temperature was generally smaller than that of the changes
in the prey field examined. On average, a decrease in temperature (corresponding to
the coldest year in the dataset) resulted in a decrease in predicted length of around
1%, whereas an increase had a close to zero effect. Again, the impact varied between
location-years, with a negative effect of increased temperatures in location-years with
low maximum intake rates (mainly Firth of Forth, decrease of down to 6%, average
= 1% decrease) and positive effect of increased temperatures in location-years with
high maximum intake rates (mainly the ECG, increase of up to 3%, average = 1%
increase).

Finally, there was a negative effect of poorer light conditions on predicted length.
The diffusive light attenuation coefficient a4 had a large impact on predicted length.
On average, a decrease in turbidity to completely clear waters resulted in an increase
in predicted lengths of on average 3%, whereas an increase resulted in a decrease
of on average 54% for the maximum value examined. The levelling off of the curve
suggests that at maximum turbidity, intake was reduced to zero at some point for all
location-years in the time series. Years with poorer food conditions (again, mainly
Firth of Forth) levelled off earlier (with the larger proportional length just being a
result of length at no growth - 4 cm - being a larger proportion of predicted length
at default values when maximum intake rate is low). In contrast, cloud cover did
not have a large impact on predicted length, with a decrease having on average a
close to zero effect, and an increase resulting in a decrease in predicted length of on
average 1%. Finally, an increase in latitude from 54.7°N (Dogger Bank) to 63.3°N
(S Iceland) resulted in an average increase in predicted length of around 4%.

4.3.3.3 Timing of metamorphosis and size at metamorphosis

The timing of metamorphosis had a larger impact on predicted length at dayow than
the size at metamorphosis (Figure 4.8). The earliest date of metamorphosis on aver-
age resulted in a 4-9% larger size while the latest date resulted in a 11-21% smaller
size, depending on size at metamorphosis. The effect varied between location-years.
Assuming a length of 4 cm, the effect of metamorphosing at the earliest date varied
between 0-14% depending on input, whereas the effect of metamorphosing at the
latest date varied between 1-48% depending on input. The average standard devi-
ation as based on the full set of location-year combinations for a given combination
of initial size and date was 4 percentage points, increasing to 8 percentage points
for the latest metamorphosis and smallest sizes.
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Figure 4.7: Impact on predicted length at dayow relative to baseline conditions of
variation in (a) average total daily energy (kJ m™3), (b) proportion of prey field
made up of small prey, (c) a shift in phenology (in days), (d) proportion of C. fin-
marchicus in relation to total abundance of C. finmarchicus and C. helgolandicus,
(e) a shift in temperature (°C), (f) a change in the diffusive attenuation coefficient
ag (m™') and (g) a change in cloud cover. Each line represent one location-year,
ECG (generally high growth rates) and Firth of Forth (generally low growth rates)
are colour-coded whereas others are plotted with thin grey lines to aid interpreta-
tion. Vertical blue lines denote nominal values (not included for proportion of C.
finmarchicus and temperature as these were based on climatological baselines). As
plots are on different scales, a grey shaded area covering the same range in each plot

is included to give a sense of scale.
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4.4 Discussion

In this chapter, the DEB model developed in Chapter 3 was used to explore drivers
of variation in the growth of lesser sandeels, focusing on the impact of food condi-
tions, temperature, light conditions as well as size at and timing of metamorphosis.
Model predictions agreed well with empirical data showing a decline in length over
time in the Firth of Forth, and within the North Sea, the predictions aligned in mag-
nitude with observations in all locations. However, the agreement with observations
further north was poorer. The model sensitivity analysis suggested that predictions
were particularly sensitive to parameters and processes related to ingestion rate.
Further, comparing predicted lengths with the environmental input used to drive
the model suggested that Calanus spp. were important drivers of variation, where
C. helgolandicus was more strongly related to predicted size further south whereas
C. finmarchicus was more strongly related to predicted size in the north. The direct
effect of temperature, which interacted with food conditions, was negligible. The
most extreme increase in temperature considered resulted in a maximum difference
in predicted length of 6%, but on average the effect was close to zero. In terms of
light conditions, it did not seem as if latitudinal variation in light conditions had
a large impact on growth, and neither did cloud cover. However, predictions were
sensitive to turbidity, but since spatio-temporal variation in turbidity was not ex-
amined, it is not clear what role this played in the variation in growth. Finally, while
the impact of size at metamorphosis was small, the impact of timing of metamor-
phosis was larger, with a shift towards the latest date previously observed resulting
in a 19% decrease in length. This suggests that conditions both before and after
metamorphosis contribute to observed variation in size at the end of the feeding
season.

4.4.1 Agreement between predictions and observations

The extent to which predicted lengths agreed with observational data varied be-
tween locations (see Figure 4.2). In Dogger Bank, the Firth of Forth, the ECG and
Shetland, predictions agreed well with the magnitude of observed lengths, and in
the Firth of Forth the same long-term decline in length was also predicted. Further,
in Dogger Bank, both the model predictions and the observational data showed
hints of declines, although both of the confidence intervals overlapped with zero.
In the more northerly locations of the Faroes and Iceland, the predicted lengths
were greater than those observed. Further, in addition to the comparison with em-
pirical data conducted in Section 4.3.1.1, the agreement of model predictions with
previously published patterns is also generally good. In the North Sea, it has been
observed in both 0 group sandeels (Boulcott et al. 2007) and 1+ group sandeels
(Bergstad et al. 2002; Boulcott et al. 2007) that Firth of Forth sandeels are smaller
than Dogger Bank sandeels, which in turn are smaller than ECG sandeels. This
agrees with the differences found here (see Figure 4.4). Further, based on ICES data
from the late 1970s, Bergstad et al. (2002) reported high growth rates in the north-
ern North Sea (corresponding roughly to the ECG) as compared to Shetland, while
0 group sandeels in Shetland in the early 1990s (Wright and Bailey 1996) were larger
than those in the Firth of Forth (Wanless et al. 2004). Both of these observations
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agree with model predictions. In contrast, a longer term decline in length of 1+
group sandeels at Dogger Bank from the late 1980s to the early 2000s reported by
van Deurs et al. (2014) was not visible in model predictions (Figure 4.4). However,
it is not clear whether this observed trend, which was reported based on data from
older age groups, is also present in 0 group sandeels. In the ECG, larger sizes were
reported in the late 1970s as compared to the late 1990s (Bergstad et al. 2002), but
due to the large variability in model predictions, and in observed values, it is hard
to tell to what extent predictions and observations agree in this case. Further, the
predicted increase in length around 2000 in Shetland (see Figure 4.4) does not agree
with observations, where measurements of 0 group sandeels caught by puffins on
Fair Isle (located south of Shetland) instead suggest a sustained decline in length
from the late 1980s to 2010, and if anything, that sandeels were particularly small
following 2000 (Harris and Wanless 2011).

There are several reasons for why predictions and observations might not agree.
Again, while a generic date was used for timing of metamorphosis, in reality this will
vary, and as can be seen from Figure 4.8, this will impact the size of the sandeels on a
given date. Timing of metamorphosis varies between years (Jensen 2000; Régnier et
al. 2017; Wright and Bailey 1996) and potentially also over space, as timing of larval
occurrence varies spatially (Lynam et al. 2013). In the Faroes, sandeels that were
measured in the second half of June were in several years close to lengths observed at
metamorphosis (see Figure 4.2), suggesting that sandeels are metamorphosing later
than the assumed date (second half of May), at least in some years. The sandeels in
Iceland, which were measured a couple of weeks after those in Firth of Forth, were of
a similar size to the Firth of Forth sandeels in spite of model predictions suggesting
that food conditions are better in Iceland. This suggests that the Icelandic sandeels
may also metamorphose relatively late.

Further, in terms of reasons for why the observations and predictions may differ,
the predicted lengths in a sense represent potential growth of an average individual,
whereas the observed sizes will be a full size distribution modified by size-selective
mortality, which could be incurred by both fisheries and predators. Fisheries target
all age groups, but catches of 0 group sandeels are usually low (ICES 2017; Rindorf
et al. 2016). Further, a small mesh-size is used that will reduce selectivity (Rindorf
et al. 2016) and observed variation in size has not been found to align with fishery
pressure (Bergstad et al. 2002; Wanless et al. 2004). As such, fisheries are unlikely
to have a large impact on observed variation in 0 group size. In terms of predation
of post-metamorphic stages, Rindorf et al. (2016) argued that while size-dependent
mortality might be expected, based on the spatial pattern of sandeel predators, this
is unlikely to have caused the observed spatial patterns in size. As discussed in
Section 3.4, it is also possible that the presence of predators could impact intake
rates and energy expenditure. Increased predator pressure may result in the sandeels
spending less time feeding (see van Deurs et al. 2010) or spend more time engaged
in costly predator avoidance behaviour (see Pitcher and Wyche 1983), which would
both contribute to reduced intake rates and subsequent growth. As sandeel preda-
tors are more abundant further north (ICES 2017), this could be another potential
contributor to the disparity between observed and predicted length in the more
northerly locations. In addition to predators, both intra-specific and inter-specific
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competitors could potentially also affect growth rates. While Bergstad et al. (2002)
suggested that high local densities may result in food competition, Eliasen (2013)
identified a positive relationship between abundance and size and Rindorf et al.
(2016) did not find a relationship between sandeel density and growth. This suggests
that effects of density dependence are likely not large. Further, at least on greater
temporal and spatial scales, the impact of competition from both conspecifics and
other species may be partially reflected in the CPR data.

Some of the disparities between observed and modelled length will also be the result
of how growth was modelled. The prey field input is one large source of uncertainty.
Again, while long-term trends may be captured, the combination of the CPR sam-
pling set-up and the patchiness of the zooplankton means that input on a given day
is unlikely to be representative of actual conditions (see discussion in Chapter 2).
The input is particularly uncertain in Iceland and the Faroes where CPR data were
interpolated over a larger area due to scarce samples. These were also the locations in
which model predictions and observations showed the poorest agreement. The sen-
sitivity of the CPR to horizontal patchiness is likely to generate larger inter-annual
variability in food conditions than what is actually observed, which may explain
some of the outlier prediction years (e.g. Firth of Forth 1991, see Figure 4.4). The
sensitivity to patchiness may also be behind the inability of the model to predict ob-
served outlier years. For example, in 2004, the energy content of 9.5-10 cm sandeels
in the Firth of Forth was only 26% of what it would normally be at that length
(Wanless et al. 2005), but the model did not predict this year to be an outlier in
terms of energy content, and there was nothing unusual in the input prey fields
either. The model developed by MacDonald et al. (2018), which was also run in the
Firth of Forth but using zooplankton data from a point-based sampling scheme with
high temporal and taxonomic resolution, did not predict 2004 to be an outlier year
either. As such, what might be behind the 2004 observations is still unclear.

Further, while the sensitivity analysis suggested that a 10% change in the correction
factors applied to the CPR abundances only resulted in a maximum 4% change in
predicted length at dayow, the uncertainty in some of the correction factors is likely
larger than this. Further, it is also possible that there could be some systematic
variation, such as spatial variation in the diel vertical migration behaviour (see e.g.
Beare and McKenzie 1999a). This would render the correction factors less appro-
priate in some areas and could potentially contribute to some of the discrepancies
between predictions and observations. Further, it was assumed that prey trait val-
ues were constant within a given prey type over time and space, which is unlikely
to be the case (e.g. Bottrell and Robins 1984), and as suggested by the results in
this chapter, variation in the trait values chosen have a non-negligible impact on
predicted growth. For example, if a 10% larger size would have been used for C.
finmarchicus (which would still be a plausible size, see e.g. Campbell et al. 2001),
this would have resulted in an up to 10% decrease in predicted length at dayow .

The model structure and parameter choices will also have played a role in the de-
viation of model predictions from observations. The parameter sensitivity analysis
suggested that predictions were highly sensitive to parameters governing maximum
intake rate as a function of food conditions. Maximum intake rate is arguably the
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most difficult process to model as a result of the lack of knowledge of how sandeels
interact with prey in the field. For example, it is unclear at what speed A. marinus
swim when foraging and how it may vary depending on prey type (see Christensen
2010), how much time they actually spend actively foraging (the long tuned effective
handling time could suggest that they do not forage full time from sunrise to sun-
set), how they are impacted by small-scale patchiness in the plankton (which also
likely contributed to the long effective handling time) or how capture probability
may vary with prey type and size. The model’s propensity to over-predict lengths in
the more northerly locations where prey generally are larger could potentially reflect
a tendency to overestimate the capture probability of larger prey types.

Further, it is also unclear to what extent sandeels exhibit optimal foraging. The
findings in this chapter suggest that this is an adaptive behaviour, as growth rates
were generally higher when the model included optimal foraging. However, this var-
ied depending on food conditions. This can be explained by the fact that when the
sandeels are not limited by prey availability, feeding optimally increases energy in-
take rates, whereas when prey are scarce, it is better to feed indiscriminately. The
inclusion of optimal foraging in the model may also be behind some of the counter-
intuitive patterns found when assessing the impact of prey trait values on predicted
length (see Section 4.3.2). For example, the positive impact of an increase in the size
of Euphausiacea, in spite of this decreasing capture probabilities, could potentially
be explained by this increasing the proportional profitability of the prey search class
to which Euphausiacea belongs, leading to less time spent in other more profitable
search classes. Further, the results also showed that how prey types are grouped
into different search classes impacts predicted length, and these groupings are far
from certain. All in all, more remains to be understood about optimal foraging in
sandeels in order to be able to model it robustly.

4.4.2 Drivers of spatio-temporal variation in growth

While several processes may thus generate differences in predictions and observa-
tions, the agreement of observed and predicted spatio-temporal variation in the more
southerly grounds, where the CPR input data were more robust and metamorphosis
phenology better known, suggests that the model is able to capture at least some
of the processes that contribute to observed spatio-temporal growth patterns and
can thus be used to explore drivers of variation in size. A summary of the relative
impact of the different drivers considered can be seen in Table 4.2.

It was clear that food conditions had a large impact on growth. As expected and
in line with previous empirical studies (Eliasen 2013; MacDonald et al. 2019b), the
total amount of food available, in terms of kJ m~3, was positively associated with
predicted length (Figure 4.7a). In terms of the effect of size composition, a higher
proportion of small prey resulted in smaller predicted lengths, when all other factors
were kept constant (Figure 4.7b). In contrast with this, while a larger prey image
area resulted in larger predicted growth in some locations, in the Firth of Forth, the
relationship was instead negative (Figure 4.6). This can be explained by large average
image areas in the Firth of Forth generally being associated with a low abundance
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Table 4.2: Relative impact of considered drivers of growth as measured by length
relative to baseline conditions. It should be noted that the contribution to the av-
erages is proportional to the number of years for each location for which input data
exist.

Driver Range of vari- Difference at Difference at

ation in driver lower value upper value
mean (range) mean (range)

Total energy 0.4-10 kJ m~3 -26 (-61; 0)% +26 (+1; +137)%

Relative  proportion 0-1 +11 (-3; +52)% -1 (-10; 0)%

small/large prey

Phenological shift 0-60 days - 0 (-45; 89)%

Relative proportion 1-0 - -1 (-11; +2)

C. finmarchicus/
C. helgolandicus

Temperature -3-4.5°C -1 (-3; +2)% 0 (-6; +3)%
ag 0-0.3 3 (0; 11)% -44 (-68; -12)%
Cloud cover 0.6-0.9 0 (0; +2)% -1 (-2, 0%
Latitudinal 54.7-63.3 - +4 (+2; +6)%
light variation

Date of 121-181 +5 (0; +14) -19 (-48; -1)
metamorphosis

Size at 3.5-5.5 cm -1 (-10; 0) +4 (+1; +28)
metamorphosis
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of small prey rather than a high abundance of large prey. This suggests that while
prey size may have a positive effect in theory, as has been suggested previously for
both sandeels (MacDonald et al. 2018; van Deurs et al. 2015, 2014) and other species
of fish (e.g. Ljungstrom et al. 2020), the overall association when other variables are
not accounted for will also depend on the abundance and composition of the prey
field. In terms of prey phenology, the impact of a shift towards an earlier phenology
did not on average have a clear effect in either direction, but for individual location-
years, the impact could be large (Figure 4.7¢c). The effect depends on the shape and
timing of food availability and how it aligns with the foraging window. For example,
in the Firth of Forth, a shift to an earlier phenology generally had a positive impact,
as peak abundances tend to occur later in this location.

The abundance of Calanus spp. was strongly related to predicted growth, which
aligns with previous work (MacDonald et al. 2018; van Deurs et al. 2015, 2014).
The predicted lengths in all locations were clearly associated with the abundance of
Calanus I-1V, whereas the relationship with adult Calanus varied between locations
(Figure 4.6). Previously, it has been suggested that the ongoing replacement of C.
finmarchicus by C. helgolandicus could have a negative effect on sandeels due to
the different phenology of the two species (Frederiksen et al. 2013; MacDonald et al.
2015). Based on climatological phenologies of the two species with a constant total
yearly abundance, this appeared to be the case in the ECG, but not in the Firth
of Forth, Shetland or Dogger Bank (Figure 4.7d). This suggests that in locations
where C. finmarchicus has not generally been very abundant in the past, which is
true for the Firth of Forth, Shetland and Dogger Bank, the recent increase in C.
helgolandicus may instead have a positive impact on size. Interestingly, the increase
in C. helgolandicus in the Firth of Forth and Dogger Bank in the early 2000s (see
Figure 2.13 in Chapter 2) aligns with a slowing of the decline in sandeel length
both in the Firth of Forth puffin series (see Wanless et al. 2018, Figure 4.2), as well
as in length in 14 group sandeels in Dogger Bank (van Deurs et al. 2014). In the
ECG, the phenologies appear to be more different and a potential shift may have a
negative effect, especially as absolute abundances of C. helgolandicus do not seem
to match those of C. finmarchicus (Edwards et al. 2020, Chapter 2).

When isolating the effect of temperature, this had a small impact on predicted length
relative to the other drivers, even at maximum projected climate change-driven
increases (Figure 4.7e). This is in line with the results presented by MacDonald et al.
(2018). Further, the effect of temperature depended on food conditions. Temperature
has a positive effect on predicted lengths when intake rates are high, and a negative
effect when intake rates are low. This has also been observed empirically in other
fish species (Brodersen et al. 2011). Increased temperatures lead to increases in
assimilation efficiency and digestion rate, which allows for a higher intake rate if
gut capacity is limiting. However, they also result in increased metabolic costs. As
such, the impact will depend on whether the increased metabolic costs are balanced
by a higher rate of energy assimilation. Comparing temperature input data with
model predictions identified a positive relationship in Shetland (Figure 4.6). This
relationship is likely largely the result of a positive association with food, as the
magnitude of the effect (22% increase in length from a temperature increase of
2.5°C) was greater than that expected by the direct effect of temperature (maximum
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increase for same temperature increase = 2%). This may also suggest that the faster
growth found in warmer sandeel grounds by Rindorf et al. (2016) is at least not
fully explained by a direct impact of temperature, although it could exacerbate the
impact of good food conditions.

As for light conditions, model predictions were not strongly affected by cloud cover
or latitudinal variation in light, but in contrast, predictions were very sensitive to
variation in turbidity (as represented by ay) (Figure 4.7f,g, Table 4.2). The small
effect of latitude suggests that the higher growth rates predicted in the north are not
due to a longer feeding window. The lack of sensitivity to cloud cover suggests that
even at the most extreme scenarios of projected changes in cloud cover (see May
et al. 2016), this is not going to impact the sandeels markedly. It also suggests that
the choice of which value to use is not of large importance. In contrast, the large
sensitivity to ag, which is in line with results presented in van Deurs et al. (2015),
means that the choice of ay will have a large impact on predicted growth. Further,
it also implies that if the increase in turbidity observed in the North Sea (Capuzzo
et al. 2015; Dupont and Aksnes 2013) have also impacted sandeel grounds, this could
also have contributed to observed declines in size. However, it is unclear to what
extent these large-scale patterns are representative of sandeel grounds. The findings
here thus echo those for visually foraging fish in general (Aksnes 2007; Ljungstrom
et al. 2020) as well as for A. marinus (van Deurs et al. 2015) in particular, that
visual conditions may have a large impact on intake rates and subsequent growth,
with the caveat that the turbidity levels required to have a substantial impact on
predicted intake rates may not commonly occur in sandeel grounds.

While size at metamorphosis generally did not have a large impact on predicted
length, the timing of metamorphosis did (Figure 4.8). It has previously been sug-
gested that variation in hatch date and growth rate both contribute to the observed
variation in size in the Firth of Forth (Frederiksen et al. 2011; MacDonald et al.
2019a). Here, the model predicts that over the range of metamorphosis dates ob-
served in the Firth of Forth (Régnier et al. 2017, median hatching date plus average
age at settlement in Table 2), this results in a length difference of around 12%, which
means that even if the sandeels would have shifted between the two extremes, this
would not explain the decline in length of 28% observed in the Firth of Forth during
the study period (see Figure 4.2). As such, while pre-metamorphic processes may
contribute to some of the observed variation, they are not sufficient for explaining
the observed decline. Further, the large variation between location-years in the ef-
fect of a shift in date of metamorphosis (see Table 4.2) suggests that favourable
environmental conditions during the feeding season may be able to compensate for
late metamorphosis. Still, on average, a delay in the timing of metamorphosis had
a negative impact on predicted length. With increased temperatures, studies from
the Firth of Forth suggest that larval sandeels will become increasingly mismatched
with their prey, leading to reduced recruitment (Régnier et al. 2019). Likely, this
will also lead to slower larval growth and thus later metamorphosis (which may
be exacerbated by a delay in spawning caused by increased temperatures, Wright
et al. 2017b). Based on the results presented here, this could further contribute to
a decline in the size of sandeels. However, the impact of this will also depend on
the phenology of the prey of the settled sandeels. An earlier phenology in prey has
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the same impact as a delay in the phenology of the sandeel, which implies that the
impact of a delay in sandeel phenology will depend on the local prey phenology (see
Figure 4.6¢).

4.4.3 Climate change-driven decreases in size

As timing of metamorphosis and light conditions (apart from latitudinal variation,
which had a small impact) were kept constant when making predictions for given
location-years and temperature had a very small impact, the spatio-temporal varia-
tion predicted by the model, which generally agreed with observed spatio-temporal
variation, was mainly driven by variation in food conditions. As the decline in size in
the Firth of Forth was adequately captured by the model, this suggests that changes
in food conditions were sufficient to explain this decline. This supports the hypothe-
sis that a change in food conditions is one of the mechanisms behind the widespread
declines in size observed in many organisms (Gardner et al. 2011). While these ob-
served declines are often hypothesised to be linked to climate change, the extent to
which the decline in the Firth of Forth is actually associated with climate change
depends on whether the change in food conditions is driven by climate change (dis-
cussed further in Chapter 6). The small direct impact of temperature on predicted
size suggests that increased metabolic costs as a result of increased temperatures,
which has been proposed as one of the mechanisms behind climate change-associated
body size declines (Sheridan and Bickford 2011) are not the cause of the decline.
Beyond the impact on metabolism, there may also be other mechanisms through
which increased temperature, or temperature-associated changes in oxygen content,
may impact size (Atkinson 1994; Audzijonyte et al. 2019), but their role cannot be
deduced from this study. While sufficient information was not available to assess
the extent to which changes in turbidity or phenology of metamorphosis have con-
tributed to observed variation, both of these variables were capable of generating
large variation in size. Further, both phenology (Régnier et al. 2019) and turbidity
(Capuzzo et al. 2015) may be expected to respond to climate change. This points
to the importance of considering more subtle drivers.

4.4.4 Future studies

The findings of this study suggest several interesting future research avenues. Due
to the strong link between size and demographic rates (Boulcott and Wright 2011;
Boulcott et al. 2007; MacDonald et al. 2018), extending the model to further age
groups could provide a better understanding of how processes impacting growth
rates also result in variation in abundances. The model developed by MacDonald
et al. (2018) already includes older age groups, but there are several aspects that
could be developed further. First, the growth curves produced here (Figure 4.3) ap-
pear to level off around the time of overwintering, where this levelling off (where
food conditions cannot further sustain growth) could potentially be incorporated
as a mechanism for when overwintering is initiated. Further, recent experimental
work (Wright et al. 2017a,b) has provided new insight into the process of gonad
investment and how it depends on temperature, which would allow the exploration
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of the impact of both summer feeding conditions and overwintering temperatures on
fecundity and also timing of spawning. Together with an improved understanding of
the effect of temperature on the incubation period (Régnier et al. 2018) and of pro-
cesses governing larval growth (e.g. Henriksen et al. 2018; Régnier et al. 2017, 2019),
it would potentially be possible to close the gap between spawning and metamor-
phosis in the model by MacDonald et al. (2018). Size-dependent maturation rates
(Bergstad et al. 2001; Boulcott et al. 2007) and overwintering mortality (MacDon-
ald et al. 2018) could also be incorporated into the model to further improve the
understanding of size-mediated bottom-up effects.

With the results from the sensitivity analysis in place it is also worth to now return
to the question of the complexity of the model, and discuss uncertainties as well
as potential simplifications. Again, much of the uncertainty comes from variables
and processes governing encounter rate and capture probability. The results of the
sensitivity analysis suggest that to reduce the uncertainty of these processes, better
information is required on sandeel visual acuity, how capture success varies between
prey types as well as at what depth and with which speed the sandeels forage.
However, the effort required to accurately estimate these parameters is daunting.
Instead, a better way forward may be to, as also suggested by MacDonald et al.
(2018), make use of simultaneous samples of sandeel guts and zooplankton. While
several studies have conducted simultaneous samples (Eliasen 2013; Gomez Garcia
et al. 2012; van Deurs et al. 2014), the study conducted by Godiksen et al. (2006)
is exemplary in that it also considers the size distribution of the sandeels as well
as of the prey in the guts and in the water column. This type of information can
be used to determine how the composition of a given prey field translates into the
composition of prey actually eaten by the sandeels. This would make it possible to
tune predictions from the visual foraging model, or be sufficient on its own through
computing attack rate estimates for a given prey type. Further, the lack of sensitivity
to parameters governing digestion and maximum gut size suggests that a simplified
model could exclude this step. Two processes that may be interesting to obtain
better estimates of are assimilation efficiency and metabolic costs of feeding and
synthesising tissue. These values are highly uncertain but important for an improved
understanding of energy flow through the system. Further, considering the large
impact of turbidity on predicted length, a better understanding of to what extent
this shows spatio-temporal variation in sandeel grounds of the magnitude needed
to generate a non-negligible difference in growth would also be useful. Finally, in a
slightly larger perspective, considering that a 10% change in prey trait values could
generate an up to 10% difference in predicted sandeel length, the development of a
prey trait database would be highly useful for modellers, not only saving time, but
also encouraging different studies to use the same values, which would increase the
comparability across studies.
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Part 111

Spatio-temporal patterns in the
dynamics of a sandeel predator in
relation to the spatial structure of

their sandeel prey
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Chapter 5

Spatial synchrony of breeding
success in the black-legged
kittiwake (Rzissa tridactyla)
reflects the spatial dynamics of its
sandeel prey

5.1 Introduction

A wide variety of taxa show spatial synchrony, defined as “coincident changes in
the abundance or other time-varying characteristics of geographically disjunct pop-
ulations” (Liebhold et al. 2004). Synchrony is an important aspect of population
dynamics as the degree to which populations show synchronised dynamics is a
key determinant of long-term metapopulation persistence (Engen et al. 2002) and
may have important implications for community dynamics and ecosystem function
(Stenseth et al. 2002). Several mechanisms may act to generate synchrony, including
trophic interactions with other species that show spatial synchrony (e.g. Haynes et
al. 2009; Ims and Andreassen 2000; Ripa and Ranta 2007), mixing between close-by
populations through dispersal (e.g. Schwartz et al. 2002; Sutcliffe et al. 1996) or de-
pendence on some spatially autocorrelated external factor such as weather conditions
(e.g. Grenfell et al. 1998; Grgtan et al. 2005; Moran 1953; Post and Forchhammer
2002). The patterns of synchrony may be further modified by spatial variation in the
dynamics of density dependence (e.g. Liebhold et al. 2004). Different mechanisms
may be expected to generate different geographical patterns of synchrony. Compar-
ing these expected patterns with observed spatial patterns in population synchrony,
including detailed geographic patterns (Walter et al. 2017) as well as how between-
population synchrony declines with distance (Bjornstad and Falck 2001), can thus
help to identify factors that drive population dynamics and at what spatial scale they
operate (Walter et al. 2017). This approach has, for example, been used previously
to identify large-scale climate fluctuations as a driver of population dynamics in
caribou (Rangifer tarandus) and muskoxen (Ouvibos moschatus) in Greenland (Post
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and Forchhammer 2002). As such, it can provide useful information for species con-
servation by identifying causes of population declines and the spatial scales over
which management efforts may be needed (O’Hanlon and Nager 2018).

One species in which spatial synchrony has been investigated is the black-legged
kittiwake (Rissa tridactyla, hereafter ‘kittiwake’), a colonial, pelagic seabird species
that has recently shown such steep declines that it was globally red listed (BirdLife
International 2018). Over the scale of its full distribution across the Northern Hemi-
sphere, synchrony in the fluctuations of colony sizes has generally been non-existent
or very low, apart from a synchronised decline during a period of rapid ocean warm-
ing (Descamps et al. 2017). Similarly, a study looking at smaller scale synchrony,
using colonies along the coast of Norway, found no evidence that colony sizes fluc-
tuated in unison (Sandvik et al. 2014). However, synchrony has been identified in
kittiwake breeding success in the UK and Ireland, where colonies formed geograph-
ically distinct clusters in which breeding success fluctuated in unison (Frederiksen
et al. 2005; Furness et al. 1996). Furness et al. (1996) hypothesised that the observed
clusters were the result of a response to the independent dynamics of aggregations
of lesser sandeels (Ammodytes marinus, hereafter ‘sandeels’), the main prey of kitti-
wakes in large parts of the UK. The sandeel is also an important prey for many other
top predators in this area (Furness and Tasker 2000), and climate-driven declines in
the abundance and size of the sandeel are thought to be an important contributing
factor to declines of kittiwakes and other sandeel-eating seabirds in large parts of
the UK (MacDonald et al. 2015). In line with the hypothesis developed by Furness
et al. (1996), Frederiksen et al. (2005) found that the kittiwake breeding success syn-
chrony clusters corresponded roughly to distinct aggregations of larval and settled
sandeels. While this provides support for the hypothesis, this is a coarse way of rep-
resenting sandeel dynamics compared to what is now known about sandeel spatial
structure. Furthermore, no alternative mechanisms that could potentially generate
similar patterns were examined and ruled out.

Of the potential mechanisms that could generate the observed spatial patterns in kit-
tiwake breeding success synchrony, spatial patterns in the synchrony of a trophically
interacting species or spatial patterns in the synchrony of environmental conditions
appear most plausible. There is no evidence of any density-dependent effects acting
on kittiwake breeding success in this area (Frederiksen et al. 2005), and this is thus
unlikely to contribute to the observed synchrony patterns. Further, while dispersal
may synchronise fluctuations in abundance through dispersers from one population
spreading to multiple other populations and thus creating a synchronised increase
(e.g Schwartz et al. 2002), dispersal would not be expected to have a similar effect
on a demographic rate such as breeding success. In terms of trophic interactions and
environmental conditions, there are multiple alternative drivers. Weather conditions,
primarily wind (e.g. Christensen-Dalsgaard et al. 2018a,b) and rain (Alvestad 2015)
may impact breeding success through effects on thermoregulation and foraging con-
ditions. More extreme weather events may also result in nests being washed away or
dislodged (e.g. Newell et al. 2015). As a result, weather, which shows strong spatial
autocorrelation, could be capable of generating spatial patterns in kittiwake breed-
ing success synchrony. Another driver of kittiwake breeding success is predation.
Kittiwake eggs and chicks are targeted by a range of predators (e.g. Collins et al.
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2014; Galbraith 1983), but great skuas (Stercorarius skua, hereafter ‘skua’) are likely
the only ones able to have a substantial impact on productivity (see Heubeck 2002;
Votier et al. 2004). Skuas are only present in the north of the UK and this spatial
variation in presence, together with the ability of predation to induce synchrony (e.g.
Ims and Andreassen 2000), means that skua dynamics could potentially generate
spatial patterns in kittiwake breeding success synchrony. Finally, as hypothesised by
Furness et al. (1996) and Frederiksen et al. (2005), it is possible that sandeels, which
show clear spatial patterns in synchrony, are responsible for the observed patterns.
Sandeels have a strong preference for a certain depth and sediment type which shows
a patchy distribution (Holland et al. 2005; Wright et al. 2000), and as a result, aggre-
gations of sandeels have a patchy distribution themselves (e.g. Jensen et al. 2011).
As sandeels show very low levels of post-settlement movement, dispersal of larvae
is the main process connecting sandeel grounds (Wright et al. 2019). This, together
with external drivers of sandeel demographic rates such as zooplankton conditions
(e.g. MacDonald et al. 2018; Régnier et al. 2017), temperature (e.g. Rindorf et al.
2016; Wright et al. 2017a) and predation (e.g. Frederiksen et al. 2007b), likely act as
driving forces of synchrony in sandeel dynamics. Synchrony in sandeel abundances
has been shown to decline with distance (Wright et al. 2019). However, likely largely
as a result of patterns of larval transport, this decline is not uniform, and areas that
are not hydrographically well-connected show low levels of synchrony (ICES 2017;
Wright et al. 2019).

The aim of this study is to examine spatial patterns in the synchrony of breeding
success in British kittiwakes and to revisit the hypothesis of Furness et al. (1996)
and Frederiksen et al. (2005) that synchrony in kittiwake breeding success in the
UK is driven by the spatial structure of their sandeel prey. The study builds on
previous work by utilising recent advancements in the understanding of sandeel spa-
tial structure, by adding 15 further years of data on kittiwake breeding success and
by also examining alternative hypotheses. To characterise spatial patterns in kitti-
wake breeding success synchrony, the study (1) examines the relationship between
breeding success synchrony and between-colony geographical distance, (2) maps out
the spatial configuration of colony pairs showing stronger or weaker synchrony than
expected based on distance and (3) examines geographical patterns in synchrony
further using a cluster analysis. Following this, (4) potential mechanisms for gen-
erating the observed spatial patterns in kittiwake breeding success synchrony are
investigated, focusing on sandeel spatial structure, skua predation and weather con-
ditions. This is done using two different metrics of synchrony, focusing mainly on
one reflecting synchrony in inter-annual fluctuations only (r4¢¢) but also looking at
one reflecting synchrony in both inter-annual fluctuations and long-term trends ().
The study will help to identify large-scale drivers of breeding success in the rapidly
declining population of British kittiwakes, and the spatial scales over which they
may be acting. On a broader scale, the study, having access to long-term spatially
resolved data, also helps to further understand what drivers may act to generate
spatial patterns in synchrony.
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5.2 Methods

5.2.1 Kittiwake breeding success data

The study area covered the part of the UK where sandeel is an important prey
item for kittiwakes (based on Furness and Tasker 2000) and it was possible to make
well-founded predictions for sandeel synchrony patterns (see Section 5.2.4). This
area included the north and east coast of mainland UK, as well as Shetland and
Orkney (Figure 5.1a). For this area, data on breeding success (average number of
fledglings produced per nest per year in each colony) were accessed from the Seabird
Monitoring Programme website (http://jncc.defra.gov.uk/smp, accessed 27 January
2019) and from the Centre for Ecology and Hydrology (data from the Isle of May
Newell et al. 2016). The same protocol (Walsh et al. 1995) was used at all colonies
to estimate breeding success. Estimates based on fewer than 40 nests were excluded
as smaller samples may not be representative as a result of demographic stochastic-
ity. The study period covered the years 1986 to 2018, as breeding success was not
monitored in many colonies before 1986.

5.2.2 Synchrony in breeding success

Synchrony can be measured with different metrics that emphasise different aspects
(Buonaccorsi et al. 2001). Here, synchrony was measured as the Pearson correlation
of the differences in breeding success between consecutive years, r4;¢¢. This metric
is good at capturing the degree to which two time series move together on an an-
nual scale, closely following the textbook definition of synchrony (Buonaccorsi et al.
2001). As such, it does not reflect synchrony in long-term trends, which reduces the
risk to infer high synchrony between colonies that show similar long-term trends for
different reasons. However, similar long-term signals may also say something about
mutual drivers (Pyper and Peterman 1998), and this is not picked up by 74y
For this reason, a parallel analysis was also run where the Pearson correlation r of
the untransformed breeding success time series for each colony pair was used as an
alternative measure of synchrony.

Only colonies that had a minimum average of 15 occasions of overlapping estimates
of breeding success in two consecutive years with all other colonies were included
(see Table C.1 in Appendix C for values for each colony pair). This cut-off value
was based on an examination of how much the estimated 74;; changed as data
points were removed (see Figure C.1 in Appendix C) balanced against the number
of colonies that could be included and their geographical spread. In total, 22 colonies
spread out over the entire area of interest (Figure 5.1a) had sufficient data (average
27.1 years of data per colony, range 17 to 31). Most colonies had missing years
distributed throughout the time period, but a few colonies had a longer sequence
(maximum 10 years) missing at the start (Colony 22) or at the end (Colonies 9, 14,
15, 18, 19, see Figure 5.1a and Table 5.1 to identify colonies).
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5.2.3 Spatial patterns in synchrony

5.2.3.1 Effect of geographical distance on synchrony

To establish the spatial scale of synchrony, the relationship between the between-
colony geographical distance and the between-colony breeding success synchrony
was determined. As similarity in conditions and connectivity between colonies is
more likely to depend on distance along the coast rather than the distance across
landmasses, along-coast distance was used as a distance metric. This was calculated
as the shortest path between colonies without allowing the crossing of landmasses,
using the function gridDistance in the package raster (Hijmans 2018) in R 3.5.2
(R Core Team 2018, used for all analyses). To assess how synchrony declined with
distance, a cubic smoothing spline was fitted, thus making no prior assumptions
about the shape of the relationship (Bjernstad and Falck 2001). This was done using
the Sncf function from the R-package ncf (Bjornstad 2019), where uncertainty was
estimated with a bootstrapping approach based on 10,000 resamples.

5.2.3.2 Deviations from the distance-synchrony relationship

Next, the spatial patterns of colony pairs showing stronger or weaker synchrony in
breeding success than what was expected based on distance were examined. To do
this, colony pairs falling above (positive residuals) and below (negative residuals) the
99% bootstrapping confidence interval of the estimated distance-synchrony spline
were identified and these higher-than-expected and lower-than-expected linkages
were then visualised on a map. Only colony pairs separated by a distance for which
there was a clear relationship between synchrony and distance were used.

5.2.3.3 Cluster analysis

A cluster analysis was carried out to further examine spatial patterns in breeding
success synchrony. Colonies were clustered based on the similarity distance between
each colony pair, calculated as 1 - synchrony (perfect synchrony gives a distance of
0, no correlation a distance of 1 and perfect asynchrony a distance of 2). As the
final cluster structure can be sensitive to the choice of clustering algorithm, several
different algorithms were used to obtain a more robust understanding of the cluster
structure. Using functions from the R-package cluster (Maechler et al. 2018), hierar-
chical agglomerative clustering (agnes), using the Ward (1963) method to measure
similarity between clusters, divisive hierarchical clustering (diana), partitional clus-
tering (pam), and fuzzy clustering (fanny) were all conducted. In fanny, the degree
of belonging to each of a defined number of clusters is calculated, thus providing a
better understanding of which colonies may form the core of a cluster, and which
colonies are instead showing similarities with several clusters.

All algorithms require the number of clusters, k, to be specified. To do this, three
metrics were used to assess the strength of the cluster structure for different values
of k for each algorithm, the within-cluster sum of squares, which measures within-
cluster variation, the gap statistic, which compares the within-cluster variation for
each value of k with the expected values under a null reference distribution, and
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the average silhouette width, which compares the average similarity of colonies to
other colonies within their own cluster with the average similarity to colonies in the
most similar neighbouring cluster (see Figure C.2 in Appendix C). All were imple-
mented with the function fviz_nbclust from the R-package factoertra (Kassambara
and Mundt 2017).

Finally, the strength of the final cluster structure was assessed for each algorithm
using the silhouette width as described above. Values close to 0 indicate that a colony
lies in between clusters and values around and above 0.5 indicate a “reasonable” to
“strong” cluster structure (Kaufman and Rousseeuw 2005). The stability of the
cluster structure was also assessed using the average proportion of non-overlap,
which measures the proportion of colonies that would be assigned to a different
cluster if a random colony were to be removed from the data. Values close to zero
suggest a stable structure. Both the silhouette widths and the proportion of non-
overlap were calculated used the R-package clValid (Brock et al. 2008).

5.2.4 Inferring causes of synchrony

In order to investigate potential drivers of synchrony, matrix regression was used
(see Lichstein 2007 and references therein). Here, the response variable is the matrix
representing between-colony synchrony, and potential drivers are all also formulated
as matrices. In this case, these alternative drivers include sandeel spatial structure,
weather conditions and skua predation, as outlined in Section 5.1. In addition to
this, an effect of distance was included, which could be a result of these drivers, but
also other spatially autocorrelated drivers.

For sandeels, each colony was assigned to a sandeel sub-population, expecting colonies
assigned to the same sub-population (1 in the matrix) to be more synchronous than
colonies assigned to different sub-populations (0 in the matrix). Sub-population
boundaries were based on current knowledge of sandeel spatial structure (Figure 5.1a).
Along the North Sea coast of the British mainland, there are two distinct sandeel
sub-populations that are managed as separate ICES stock assessment areas (ICES
2017), delineated based on larval transport patterns (Christensen et al. 2008). This
delineation is supported by both otolith microchemistry (Wright et al. 2018) and
genetic structure (Jiménez-Mena et al. 2020). ICES has not considered the evidence
for structuring north of mainland UK, but based on evidence from distribution
(Wright 1996), larval transport modelling (Proctor et al. 1998) and otolith micro-
chemistry (Gibb et al. 2017), Orkney and Shetland were divided into two separate
sub-populations. Handa Island (Colony 9) and North Sutor (Colony 16) were also
assigned to the Orkney sub-population, based on evidence from otolith microchem-
istry (Gibb et al. 2017) and recent larval drift simulations (Wright et al. 2019),
respectively. It should be noted that as these sub-population boundaries are to a
large degree based on larval transport they are not fixed, as transport varies between
years, or absolute, meaning that aggregations near a boundary may be expected to
display similar dynamics (Wright et al. 2019). Whether a colony pair belonged to the
same sub-population or not is strongly related to the distance between them, and for
this reason all sandeel models also included a distance effect to control for this. This
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also, to some extent, accounts for the fact that synchrony in sandeel dynamics also
declines with distance, even within sandeel sub-populations (Wright et al. 2019).

The knowledge of synchrony in skua predation pressure between colonies is poor.
As a simple way to represent this driver, an area in which kittiwake colonies are
susceptible to predation by skuas was defined based on knowledge of the distribution
(Mitchell et al. 2004) and foraging distance (Wade et al. 2014) of skuas. This area
included Handa Island (Colony 9) as well as colonies in Shetland and Orkney. Colony
pairs both located within this area or both located outside this area are given a value
of 1 in the matrix, whereas other pairs are given a value of 0. Again, these values
will be confounded with distance, and so a distance effect was always included in
the skua models. Similarly, while it is not known how the impact of skuas may
be synchronised across space, it is reasonable to assume that it will decline with
distance, and this will also be picked up by the distance effect.

As outlined in the Section 5.1, weather (primarily rain and wind conditions) can
also impact the breeding success of kittiwakes. In this analysis, weather was repre-
sented as a matrix of between-colony synchrony in daily total precipitation (mm)
during the breeding season (May to August), measured as the Pearson correlation
coefficient. This was based on data covering the full study period from the HadUK-
Grid dataset, which provides data on a 1x1 km grid, interpolated from the network
of weather stations (Hollis et al. 2019, downloaded December 2019). Wind speed
was not used as it is only available as monthly averages from this dataset, which is
not at a fine enough scale to capture how similar conditions are for a given part of
the kittiwake breeding cycle. However, the correlation between between-colony syn-
chrony in monthly wind speed and between-colony synchrony in daily precipitation
was high (r = 0.85, p < 0.001), suggesting that this variable will be representative of
similarity in weather conditions in general. Finally, as weather shows strong spatial
autocorrelation, this may cause multicollinearity issues when included in the same
model as the general distance effect. For this reason, residuals from a smoothing
spline of between-colony synchrony in precipitation as a function of between-colony
distance were used to represent the effect of synchrony in weather conditions.

Both distance and weather were translated into similarities, so that the most similar
colony pair were given a value of 1, and the most dissimilar colony pair a value of
0. Examining the residuals from the full linear model, it was clear that the effect
of distance was not linear. This is common (e.g. Liebhold et al. 2004), and was
also expected based on the findings presented here (see Section 5.3.1.1). To deal
with this, the effect of distance was modelled using a spline. The degrees of freedom
were increased until the pattern in the residuals disappeared, stopping at 3. A set
of candidate models were then created as subsets of the full model (see Table 5.2).
The model selection was based on the leave-n-out cross-validation approach outlined
in Walter et al. (2017), where models are ranked based on their predictive power.
An n of 4 was used (18% of total number of colonies, similar to percentages as
reported in the supplementary material of Walter et al. 2017), where the predictive
power is defined as the mean of the sum of squared errors between predicted and
measured synchrony over all possible combinations of test sets of 4 colonies. In order
to compare the support for the different models, a bootstrapping approach was
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used where colonies were resampled with replacement 250 times, model ranks were
calculated for each resample and model weights were determined as the proportion
of resamples where the model was ranked as the top model. Further, p-values were

calculated with a permutation approach using the function MRM in the package
ecodist (Goslee and Urban 2007).
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Figure 5.1: (a) Black-legged kittiwake colonies included in the study, colour-coded
by the mean breeding success during the study period (1986-2018). Place names
referred to in the text are included for reference. The numbers correspond to
colonies listed in Table 5.1. Dashed lines: approximate borders between sandeel
sub-populations regions (see Section 5.2.4). (b) Weaker (negative residuals from
relationship in Figure 5.2) and stronger (positive residuals from relationship in Fig-
ure 5.2) synchrony than expected based on distance for colonies closer than 200
km apart (the synchrony-distance relationship was unclear beyond this distance, see
Section 5.3.1.1). (c) Combined results from the cluster analysis. Round grey sym-
bols: colonies assigned to different clusters by the different algorithms (see Table C.2
in Appendix C). The other coloured symbols indicate clusters that were consistently
identified by all algorithms. All maps were produced with the R-package rworldmap
(South 2011). The scale bars correspond to the average length (24.8 km) and the
average estimated maximum length (60.0 km) of a kittiwake foraging trip based on
a meta-analysis of foraging ranges (Thaxter et al. 2012).
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5.3 Results

5.3.1 Spatial patterns in synchrony

5.3.1.1 Effect of geographical distance on synchrony

Between-colony synchrony (74, correlation in the difference in breeding success
between consecutive years) was high (~0.75) for close-by colony pairs and declined
with along-coast distance until around 300 km, followed by a temporary increase
centred around 600 km (Figure 5.2), although the 99% confidence interval remained
close to zero. The 99% confidence interval intersected with rg¢r = 0 at just over 200
km, which can thus be considered to be the scale of spatial synchrony (Bjgrnstad
and Falck 2001). A similar pattern was found when synchrony was measured as
r (correlation in untransformed time series of breeding success, Figure C.3 in Ap-
pendix C).
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Figure 5.2: Cubic smoothing spline fitted between the along-coast distance and syn-
chrony in inter-annual fluctuations (r4s) for each black-legged kittiwake colony
pair (black line). Each point shows the r4 s of a colony pair against the along-coast
distance between the two colonies. Dashed line: r4 ¢y = 0. Grey shading shows 99,
95 and 90% confidence intervals as estimated from boot-strapping.

5.3.1.2 Deviations from the distance-synchrony relationship

When synchrony was measured as rq;f¢, several colony pairs showed either stronger
or weaker synchrony than expected based on distance (restricted to distances below
which there was a clear relationship with synchrony, around 200 km, Figure 5.2).
On the Scottish east coast, many colony pairs showed stronger-than-expected syn-
chrony, and this was also the case in Shetland (Figure 5.1b). The four southernmost
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colonies in Orkney (Colonies 8, 13, 14 and 18) showed weaker-than-expected syn-
chrony both with the more southerly colonies Handa Island (Colony 9) and North
Sutor (Colony 16) as well as several colonies in Shetland. Unlike the other Orkney
colonies, North Hill (Colony 15) showed stronger-than-expected synchrony with sev-
eral colonies in Shetland, and also weaker-than-expected synchrony with the other
Orkney colonies. There was a clear difference in the corresponding results when syn-
chrony was measured as r (Figure C.4a in Appendix C), in that the synchrony of
the four southernmost colonies in Orkney with Handa Island and North Sutor were
stronger-than-expected rather than weaker-than-expected.

5.3.1.3 Cluster analysis

Colonies were first clustered based on synchrony measured as 74,5¢. While the opti-
mal k was slightly different for the different algorithms (Figure C.2 in Appendix C),
they all identified the same three core clusters (Figure 5.1¢), although a few colonies
were assigned less consistently (see Table C.2 in Appendix C for the final cluster
structure for each algorithm). Starting from the north, the colonies in Shetland
formed one cluster which was consistent across algorithms (Figure 5.1¢, yellow clus-
ter), with Shetland colonies showing affinities of close to 50 or above with this
cluster (Table 5.1). Outside Shetland, the English colonies Saltburn Cliffs (Colony
19) and Flamborough Head (Colony 5) as well as the Orkney colony North Hill
(Colony 15) were consistently assigned to this cluster across algorithms. While all
these colonies showed the highest affinity with this cluster, the affinity of North Hill
was higher than those of the English colonies and similar to those of the Shetland
colonies (Table 5.1). Apart from North Hill, all other colonies in Orkney were con-
sistently assigned to the same cluster by all algorithms (Figure 5.1c, black cluster).
Going further south, both Handa Island (Colony 9) and North Sutor (Colony 16),
were assigned inconsistently (Figure 5.1c, grey), and showed similar affinities to all
clusters (Table 5.1). The colonies on the Scottish east coast formed a consistent
cluster (Figure 5.1c, green), with affinities centred around 50 (Table 5.1). Finally,
the southernmost colony of Lowestoft was assigned inconsistently (Figure 5.1c, grey)
but showed the strongest affinity with the Orkney cluster (Table 5.1). All algorithms
had similar average silhouette widths of around 0.40, indicating a weak to moderate
cluster structure. Based on the calculated average proportion of non-overlap, clus-
ters appeared to be moderately stable, where on average 29, 26 and 38% of colonies
would be re-assigned if a random colony were to be removed from the dataset for
each of the three algorithms agnes, diana and pam, respectively.

When clustering was based on synchrony measured as r rather than rg;rs, both
Handa Island and North Sutor were consistently clustered with Orkney, and this
was also the case for the two southernmost English colonies, Saltburn Cliffs and
Lowestoft (Figure C.4b in Appendix C). Looking at the time series of breeding
success for the different clusters (Figure 5.3), the difference between using r and 74y
becomes clear. While Handa Island and North Sutor do not seem to show similar
inter-annual fluctuations to Orkney, they show a similar drop in breeding success
in the early 2000s, and as such show correlated long-term patterns. Figure 5.3 also
illustrates how colonies within each core cluster generally show clear synchrony in
their fluctuations.
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5.3.2 Inferring causes of synchrony

The model with the highest weight when synchrony was measured as 745 only
included an effect of distance (Table 5.2). The model with the highest weight when
synchrony was measured as r also included distance, but contained an effect of
sandeel sub-population as well, where colony pairs assigned to the same sandeel
sub-population showed a synchrony of 0.24 units higher than colony pairs assigned
to different sandeel sub-populations after accounting for the effect of distance (p =
0.003). The model weights indicated that there was no support for skua predation or
weather conditions driving the observed synchrony patterns, regardless of whether
synchrony was measured as 1 or rg;fs.
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Table 5.1: Results of the fuzzy clustering (fanny) showing the affinities (expressed
as rounded percentages) of each colony to each of the three clusters in Figure 5.1c
(colours used in Figure 5.1c are also indicated). Colony numbers correspond to
numbers in Figure 5.1a. The cluster with the highest affinity is shown in bold for
each colony. Three clusters were considered for the fuzzy clustering, based on the
identification of three core clusters by all algorithms (see Section 5.3.1.3).

Cluster
Colony Colony Scottish east Orkney Shetland
number name coast (green) (black) (yellow)
1 Buchan Ness 48 31 20
2 Dunbar Coast 47 31 20
3 Fair Isle 20 21 59
4 Farne Islands 44 31 25
5 Flamborough 31 34 35
Head
6 Foula 24 25 51
7 Fowlsheugh 51 26 23
8 Gultak 27 49 23
9 Handa Island 36 29 34
10 Hermaness 23 28 49
11 Isle of May 55 24 21
12 Lowestoft 29 42 29
13 Marwick Head 30 47 23
14 Mull Head 27 52 22
15 North Hill 22 25 53
16 North Sutor 31 40 29
17 Noss 21 23 56
18 Row Head 26 49 25
19 Saltburn Cliffs 32 32 37
20 St Abb’s Head 52 26 22
21 Sumburgh Head 25 28 47
22 Whale Wick 25 21 54
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Figure 5.3: Time series of black-legged kittiwake breeding success. (a) All colonies
in Shetland assigned to the yellow Shetland cluster (see Figure 5.1c), as well as
the Orkney colony North Hill (Colony 15, dotted line) that was also assigned to
this cluster. (b) All colonies in Orkney assigned to the black Orkney cluster (see
Figure 5.1c), as well as (grey) colonies Handa Island (Colony 9) and North Sutor
(Colony 16). (c) All colonies included in the green Scottish east coast cluster (see
Figure 5.1c¢). Note that this also includes the English colony Farne Islands (Colony
4). (d) Rest of the English colonies. Yellow: Flamborough Head (Colony 5) and
Saltburn Cliffs (Colony 19), which were assigned to the yellow Shetland cluster;
grey: Lowestoft (Colony 12), which was assigned to different clusters by the different
algorithms. The cluster structure is based on synchrony measured as synchrony in
inter-annual fluctuations (rgfs).
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Table 5.2: Model weights for all candidate models from the matrix regression. Model
weights were calculated as the proportion of times the given model was ranked as the
top model based on 250 resamples. Weights are given for models where synchrony
was measured as synchrony in inter-annual fluctuations (r4sr) and models where it
was measured as synchrony in both inter-annual fluctuations and long-term trends
(r). The largest model weight for each synchrony measure is indicated in bold.

Model weights

Explanatory variables Tdiff r

distance + weather + skuas + sandeels 2 2.4
distance + weather + skuas 6.8 3.2
distance 4+ weather + sandeels 4.8 16.4
distance + sandeels + skuas 2.8 5.6
distance + weather 25.2 5.6
distance + sandeels 10 41.6
distance + skuas 7.6 6.8
distance 32.4 15.6
weather 1.6 0.4
null 6.8 2.4
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5.4 Discussion

In this study, there was clear evidence of geographical patterns in the synchrony of
breeding success in the examined British kittiwake colonies. As expected, the dis-
tance between colonies was an important determinant of between-colony synchrony.
However, some colony pairs showed stronger or weaker synchrony than expected
based on distance and this was also reflected in the configuration of spatially coher-
ent clusters of colonies with synchronous breeding success. There was some evidence
that the spatial structure of the kittiwakes’ sandeel prey has played a role in gener-
ating the observed patterns, but this depended on how synchrony was measured. As
such, the results lend some support to the hypothesis developed by Furness et al.
(1996) and Frederiksen et al. (2005) that spatial synchrony in kittiwake breeding
success in the UK is driven by the spatial structure of sandeel populations, but also
show that the story is potentially more complex. On a broader scale, the findings
show that examining spatial patterns in synchrony can provide useful information
on potential demographic drivers and also highlight that different stories can emerge
depending on how synchrony is measured.

The negative effect of distance on synchrony, with synchrony declining up to a dis-
tance of just over 200 km, aligns with previous studies of spatial synchrony (Liebhold
et al. 2004). However, patterns were less clear beyond this initial decline. Centred at
around 600 km, there was a temporary increase, and although the confidence inter-
vals remained close to zero, it is possible that this weak positive synchrony at long
distances reflects large-scale drivers that may generate synchrony in kittiwake breed-
ing success, such as carry-over effects from shared wintering areas (see Frederiksen
et al. 2012). Centred at around 300 km, there are multiple negative correlations.
This dip may not necessarily have any biological meaning, but may instead be the
result of multiple negative correlations between colonies on the Scottish east coast
and colonies in Shetland and Orkney, with many colony-pairs being separated by
similar distances. Even at shorter distances, the large residuals indicated that the
spatial pattern in synchrony was more complex than a simple decline with distance.
The distribution of colony pairs showing weaker-than-expected or stronger-than-
expected synchrony showed a clear spatial pattern and this was also reflected in
the spatial configuration of clusters showing synchronous breeding success. The ge-
ographical structure, with Shetland, southern Orkney and the Scottish east coast
each forming consistent clusters, was similar but more spatially coherent than that
found in Furness et al. (1996) and Frederiksen et al. (2005), and also aligned with
the strong correlations on the Scottish east coast observed by Harris and Wanless
(1997).

There was some evidence that this geographical structure was driven by sandeel
spatial structure, where the three identified core clusters were situated in separate
sandeel sub-population regions. In particular, the sandeel sub-population on the
Scottish east coast can be clearly distinguished from other sub-populations (Jiménez-
Mena et al. 2020; Wright et al. 2019, 2018) and this was reflected in a strong cluster
of colonies with synchronous breeding success. The information on sandeel spatial
structure is less complete in Shetland and Orkney, and patterns of kittiwake breeding
success synchrony were also less clear here. For example, North Hill (Colony 15) in
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the north of Orkney consistently clustered with the Shetland colonies (Figure 5.1c)
even though this colony was assigned to the Orkney sandeel sub-population. This
could reflect the incomplete knowledge of sub-population borders, but may also re-
flect the ability of kittiwakes to cross these borders, where Shetland sandeel grounds
are within reach for North Hill kittiwakes. Interestingly, when examining the support
for different drivers of synchrony, sandeel sub-population structure was included in
the most well-supported model when synchrony was measured as r (reflecting both
correlated long-term signals and correlated inter-annual differences) but not when
synchrony was measured as 747 (reflecting correlated inter-annual differences only).
This suggests that synchrony in long-term patterns align better with sandeel spa-
tial structure than synchrony in inter-annual fluctuations. To a large extent, the
difference is likely driven by Handa Island (Colony 9) and North Sutor (Colony 16)
showing similar long-term patterns to Orkney, but not similar inter-annual fluctu-
ations. In particular, a synchronised drop in breeding success in the 2000s could
be seen in all colonies assigned to the Orkney sandeel sub-population. It is possi-
ble that this drop is the result of a collapse of the sandeel sub-population around
Orkney, which includes an extensive spawning ground (Lynam et al. 2013). This
is further supported by a concurrent drop in the breeding success of other sandeel-
eating seabirds in Orkney (JNCC 2016) and could potentially be linked to large-scale
shifts in environmental conditions occurring around this time impacting sandeel re-
cruitment (see Alvarez-Fernandez et al. 2012). This shows how looking at different
metrics of synchrony can be useful, where synchrony in long-term patterns can po-
tentially point to mutual responses to large-scale processes, such as the potential
collapse of a sandeel spawning stock in this case. However, caution should be ob-
served when inferring drivers from similar long-term patterns, as they could be the
result of separate processes.

Some other features of the data also provide circumstantial evidence supporting
sandeel dynamics as a governing force. The scale of synchrony, just over 200 km, is
similar to the scale of sandeel synchrony (Wright et al. 2019), where similar scales
of synchrony in the hypothesised driver and the target population can be used to
infer a causal relationship (Bjgrnstad and Falck 2001). However, it should be noted
that different mechanisms can generate similar patterns of distance-decay (Abbott
2007) and that between-colony distance is not exactly equal to the distance between
the sandeel grounds in which the kittiwakes may be feeding, as they may forage in
several directions from the colony (Christensen-Dalsgaard et al. 2018b; Robertson et
al. 2014) and at various distances (Thaxter et al. 2012), with differences potentially
exacerbated by colonies generally showing segregated foraging areas (e.g. Bolton
et al. 2019). In addition to this, in many colonies, in particular in Shetland and
on the Scottish east coast, breeding success fluctuated on a biannual time-scale (see
Figure 5.3), which fits with similar biannual fluctuations in sandeel recruitment (e.g.
Arnott and Ruxton 2002; van Deurs et al. 2009) and thus provides additional support
for sandeels as a potential driver of synchrony. Taking all the evidence together, it
seems as if the independent and disparate dynamics of sandeel sub-populations filter
up to the level of kittiwakes. The role played by sandeels is likely larger further north
where sandeel is a more important prey item. In Shetland and Orkney there is an
almost total lack of alternative prey for kittiwakes (e.g. Furness and Tasker 2000;
Hamer et al. 1993), but the importance appears to decline the further south along
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the coast you go (Carter 2014; Furness and Tasker 2000; Wanless et al. 2018).

While the support for sandeel as the main driver was not conclusive, there was even
less support for the alternative drivers that were examined: weather conditions and
skua predation. When it comes to the role of weather conditions, it is not possible
to rule out that the distance effect to some extent is the result of synchrony in
weather conditions. However, the lack of support for including additional variation
in weather synchrony suggests that it is not a major driver. One minor caveat is
that while data on a highly resolved spatial scale were used, the possibility that the
direction and exposure of a colony could to some extent determine the impact of
weather conditions was not taken into account (Newell et al. 2015). Similarly, there
was no evidence suggesting that skua predation was a key driver of the observed
synchrony patterns. It should be noted that skua predation was only captured as a
driving force in a simplistic way and it is thus not possible to exclude it as a driver of
synchrony, at least locally. Further, the vulnerability of kittiwake colonies to skuas
will depend to a large extent on how accessible they are (Heubeck 2002), and this
was not accounted for in this study. However, the strong synchrony on the Scottish
east coast, where skua predation pressure is low, clearly shows that skua predation
cannot be the only driver of synchrony.

The spatial independence in breeding success that was identified could have impor-
tant consequences for the long-term trajectory of the UK kittiwake population as a
whole, as uncorrelated fluctuations in population dynamics tend to have a positive
impact on long-term persistence (Engen et al. 2002; Heino et al. 1997; Palmqvist and
Lundberg 1998). It is clear that the different clusters have shown quite different pat-
terns in breeding success over time (Figure 5.1a, Figure 5.3) and, as expected from
the fact that breeding success is an important driver of changes in colony sizes in the
UK (Coulson 2017), this spatial variation in breeding success is mirrored by varia-
tion in colony size trajectories. In Shetland, breeding success has been variable but
often low, with frequent cluster-wide breeding failures, and along these lines, Shet-
land colonies have experienced substantial declines since the late 1980s (see JNCC
2016). In the Orkney cluster, breeding success was generally high until the early
2000s before dropping and becoming more variable, and this also coincided with a
steep drop in colony sizes (see JNCC 2016). On the Scottish east coast, breeding
success has generally been quite low and variable, but the cluster has rarely shown
cluster-wide failure. While colony sizes have declined here as well, the declines have
been more variable and not as steep as further north (see JNCC 2016). The English
colonies have generally maintained relatively high levels of breeding success and as
a result, declines in colony size have been slower or absent (see JNCC 2016). As
such, it is clear that there are spatial patterns both in synchrony and in long-term
trajectories.

If the spatial patterns in breeding success that were identified are driven by sandeel
spatial structure, this would support the more general hypothesis that trophic in-
teractions with prey displaying spatial synchrony can drive spatial synchrony in
predators in some systems (see Liebhold et al. 2004). This is in line with previous
theoretical studies finding that synchrony can propagate through food webs (Ripa
and Ranta 2007), as well as empirical studies finding that synchrony in predators
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can be driven by synchrony in their prey (e.g Haynes et al. 2009), even to the extent
that studying the patterns of synchrony in predators can say something about a
less well-studied prey population (e.g. Fay et al. 2020). In particular, interactions
with prey as a driver of synchrony is likely to be expected where bottom-up effects
are strong, such as in this case, where breeding success and food conditions are
closely linked in kittiwakes (e.g. Gill and Hatch 2002) and bottom-up effects have
been identified as a strong governing force (Frederiksen et al. 2006). In addition, the
sedentary behaviour and thus relatively permanent and fine-scale spatial structure of
the sandeel population may mean that in this case the prey spatial structure plays an
unusually large role in generating synchrony. Still, similar conditions may be found
in other systems. For example, a closely related species of the lesser sandeel, the Pa-
cific sandeel (Ammodytes hexapterus, now recognised as Ammodytes personatus, von
Biela et al. 2019), is an important prey for several species of seabirds in a large area
of the north Pacific (e.g. Hedd et al. 2006; Litzow et al. 2000), and being very similar
to A. marinus, it likely also displays clear spatial structure, which seem to filter up
to the level of seabirds (Litzow et al. 2000) and is likely to impact their breeding
success (see Hedd et al. 2006). Other important forage fish species used by seabirds
also tend to show increasingly independent dynamics over space (e.g. Marquez et al.
2019; Ostman et al. 2017), which likely impacts spatial patterns of breeding success
and long-term population trajectories of seabirds. This work adds to other seabird
studies (e.g. Descamps et al. 2017; O’Hanlon and Nager 2018) showing that spa-
tial patterns of population synchrony can provide useful information on ecosystem
drivers of population dynamics and over which spatial scale they are acting.
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Chapter 6

Discussion and conclusions

In this chapter, the key results of the thesis are briefly summarised before the re-
sults from the different chapters are threaded together and put into the context
of some of the larger questions raised in Chapter 1, including what the results
tell us about bottom-up energy flow in the zooplankton-sandeel-seabird food chain
and how the lesser sandeels (Ammodytes marinus, hereafter generally referred to as
‘sandeel’) might respond to future environmental change. Further, the application
of the findings to other systems are discussed, and the chapter finishes with pointing
to remaining open questions.

Chapter 2 addressed the lack of high-resolution data for exploring the role of food
conditions in sandeel dynamics by developing an approach based on temporal in-
terpolation of spatially aggregated Continuous Plankton Recorder (CPR) data cor-
rected for taxon-specific sampling efficiency. While the resulting prey fields do not
represent actual conditions on a given day due to the high sensitivity of the CPR to
plankton patchiness, uncertainty in correction factors and variability in prey traits,
it still goes a long way to producing prey fields of the necessary resolution that
capture long-term and large-scale trends. The generated prey fields were then used
to examine spatio-temporal patterns in sandeel food conditions, focusing mainly on
the North Sea and covering the time period 1975 to 2016. Due to the differences in
the timing of the feeding seasons, it was clear that 0 group and 14 group sandeels
experienced different prey fields, with, for example, a larger abundance of smaller
copepods during the 0 group feeding season. In the western North Sea, there have
been clear declines both in the total amount of energy available to sandeels, espe-
cially during the 0 group feeding season, and in the abundance of small copepods,
with abundances decreasing by more than 50% during the 0 group feeding season.
In terms of Calanus spp., there was no clear change in Calanus finmarchicus in the
examined locations, while Calanus helgolandicus showed a clear increase in most of
the study area around 2000. The average prey size generally increased over time in
the western North Sea, whereas it instead declined in the north-east. However, this
was only visible during the 1+ group feeding season.
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To be able to determine to what extent this variation in food conditions can explain
spatio-temporal variation in sandeel size, a dynamic energy budget growth model
was then developed in Chapter 3, which estimates size daily throughout the first
sandeel growth season as a function of food conditions, temperature, light conditions
as well as size at and timing of metamorphosis. In Chapter 4, the model was then
run in six locations: southern Iceland, the Faroes, Shetland and three locations
further south in the North Sea, including Dogger Bank, the Firth of Forth and the
East Central Grounds (ECG). In the more southerly locations considered, model
predictions agreed well with observations in terms of long-term mean lengths, spatial
differences in length and the model also reproduced a previously observed decline in
length in the north-western North Sea. Agreement with observations in the Faroes
and Iceland was poorer, which could potentially be partly explained by the sandeels
here metamorphosing later than what was assumed in the model. Food conditions
played the main role in driving predicted variation in size, with Calanus spp. being
particularly important. Timing of metamorphosis also had a substantial impact
on predicted sandeel size, with a shift towards the latest date previously observed
resulting in a 19% decrease in length. In contrast, the direct effect of temperature
was negligible, even at extreme temperature increases.

Finally, in Chapter 5, the extent to which processes occurring in the sandeel popu-
lation are reflected in the populations of their seabird predators was explored. To do
this, geographical patterns in the synchrony of breeding success in black-legged kit-
tiwake (Rissa tridactyla, hereafter ‘kittiwake’) colonies were examined in parts of the
UK where sandeels are an important part of the diet. The distance between colonies
was a strong determinant of between-colony synchrony but colonies also formed clus-
ters with synchronous breeding success with a clear spatial pattern, which generally
aligned with the spatial structure of the kittiwakes’ sandeel prey. This suggests that
processes occurring at the level of the sandeel propagate up to the level of their
seabird predators. The spatial scale of synchrony (around 200 km) also aligns well
with previously established scales of synchrony in sandeels.

6.1 Bottom-up energy flow in the sandeel food
chain and its implications

The overall aim of the thesis was to contribute to the mechanistic understanding
of bottom-up effects in the zooplankton-sandeel-seabird food chain. The focus was
mainly on how sandeel growth responds to food conditions. This will directly de-
termine energy availability to upper trophic levels, but through the relationship
between size and demographic rates, this may also result in the more traditional
interpretation of bottom-up effects in the form of correlated abundances. In this
section, findings relating to the response of the sandeel to food and other environ-
mental conditions are discussed first, followed by a discussion of knock-on effects on
demographic rates, seabirds and fisheries.
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The modelling results suggested that food conditions are the main driver of ob-
served spatial variation in size, confirming a long-standing hypothesis (Bergstad et
al. 2002; Boulcott et al. 2007; Macer 1966), and are also likely behind the observed
decline in size in the Firth of Forth. Further, the findings support the hypothesis
that Calanus spp. likely play a particularly large role in explaining spatio-temporal
variation, as suggested by Bergstad et al. (2002) (and supported by MacDonald
et al. 2018; van Deurs et al. 2015, 2014). While the abundance of C. finmarchicus
was strongly related to predicted length further north, the relationship was stronger
with abundances of C. helgolandicus in Dogger Bank and Shetland (Figure 4.6).
Several studies have pointed to importance of C. finmarchicus for sandeels in the
North Sea (Frederiksen et al. 2013; van Deurs et al. 2014, 2009), but recent evidence
from Dogger Bank (Henriksen et al. 2018) and the Firth of Forth (MacDonald et al.
2018; Régnier et al. 2017) suggests that the role of C. finmarchicus may have been
exaggerated and that at least in the Firth of Forth, C. helgolandicus may play a
larger role both for recruitment and post-metamorphic stages. The findings in this
thesis bring further support to this claim.

Further, while the strong dependence on Calanus and the finding that an increase in
the proportion of larger prey had a positive impact on predicted length (Figure 4.7)
both support the idea that prey size has a positive impact on growth, the findings in
this thesis also add nuance to this picture. The sandeels in the Firth of Forth have
declined in size in spite of the average prey size increasing, at least during the 1+
group feeding season (Figure 2.15), which is in contrast with earlier suggestions that
a decline in copepod size may be behind observed declines in sandeel size (MacDon-
ald et al. 2015; van Deurs et al. 2014). In line with this, it was also found that the
abundance of small copepods and other small prey types such as appendicularians
were strongly related to predicted length in some locations, in particular in the Firth
of Forth (Figure 4.6). This points to how the most important aspect of the prey field
may vary depending on local conditions, where variation in the abundance of small
prey types play a large role in the Firth of Forth where larger prey are scarce, and
food conditions are poor overall.

Given the important role of food conditions, a crucial question is then what drives the
variation in the sandeel prey field. In terms of Calanus, the gradual northward shift
of both C. finmarchicus and C. helgolandicus is likely temperature-driven (Edwards
et al. 2020). For North Sea C. finmarchicus, which are replenished each year through
advective transport from more northerly waters, part of the observed decline may
have been caused by a change in current patterns (Heath et al. 1999). In terms of the
declining abundances of small zooplankton seen in both the Firth of Forth and the
Dogger Bank (Figure 2.9), this has been linked to a decline in primary productivity,
which was in turn appears to be associated with an increase in temperature in
conjunction with decreased nutrient input (Capuzzo et al. 2018). As such, food
conditions of sandeels are likely to a large extent linked to temperature, suggesting
that indirect effects of temperature could be important.

These indirect effects likely explain the positive correlation between temperature

and predicted sandeel length in Shetland (Figure 4.4), where warmer temperatures
were associated with the improved food conditions occurring around 2000, which
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included an increase in the abundance of C. helgolandicus (Figure 2.13). No other
location showed a positive relationship between temperature and predicted sandeel
length, even though this may have been expected in, for example, the Firth of
Forth, where the decline in small copepods may be associated with an increase in
temperature (Capuzzo et al. 2018). The lack of a relationship may be partly down to
the inability of the CPR dataset to capture inter-annual variability (see Chapter 2
for detailed discussions). Further, it is possible that prey respond to temperature at a
very specific part of the year, which is not fully reflected by the average temperature
during the sandeel feeding season. Combining this with the marked spatial variation
in prey composition, one might thus not expect the indirect relationship between
temperature and sandeel growth to be the same across space, and likely not across
time either. This idea could potentially at least partly explain why when correlating
kittiwake breeding success with temperature, as a proxy for sandeel availability,
relationships generally vary between colonies (Carroll et al. 2015; Frederiksen et
al. 2007a). Likely, the impact of temperature on recruitment (Régnier et al. 2017),
which may also vary depending on prey composition, could also play a role in this.

In contrast, the direct effects of temperature on sandeel size were small, which aligns
with previous findings (MacDonald et al. 2018). It is possible that not all direct tem-
perature effects were accounted for. Winslade (1974b) found a strong relationship
between ingestion rates and temperature (an increase in temperature from 5°C to
15°C resulted in a doubling of ingestion rates). This was suggested to act largely
through the impact of temperature on digestion rates, which was incorporated into
the model (Equation 3.14), but did not appear to translate into an effect of tempera-
ture on predicted length (or predicted ingestion rate, results not shown). Potentially,
this could be explained by the sandeels rarely being limited by gut space, either in
the model (as suggested by the low sensitivity to parameters related to digestion
rate and maximum gut size, Figure 4.5) or in the field (Figure 3.4). However, other
direct temperature effects may also contribute to the increased ingestion rate ob-
served by Winslade (1974b), such as an increased detection distance (Gliwicz et al.
2018). Still, along with potential positive effects of increased temperature on net
energy gain that may be unaccounted for, there are also negative effects that are
unaccounted for, such as the increased loss of energy through nitrogenous excretion
(Cui and Wootton 1988; Elliott 1976), which may partly cancel out the positive
effects. As such, even if not all potential effects were accounted for, it still seems
that, over the range of inter-annual variation experienced by the sandeels, the effect
is not likely to be large.

It was also clear that considering variation in phenology is important. Predicted
sandeel length was sensitive to both timing of metamorphosis and shifts in the
phenology of their prey. The spatial difference in the impact of shifting the phenology
of the prey field (Figure 4.7) is in line with the timing and shape of peak food
conditions varying spatially (Planque and Fromentin 1996). Further, the difference
in the prey field between 0 group and 14 group sandeels further points to the
importance of considering phenology. For example, as abundances were lower and
the decline less steep in small copepods during the 14 group feeding season as
compared to the 0 group season in the Firth of Forth (Figure 2.9), the role small
copepods have played in observed declines could potentially differ between the two
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feeding seasons. As a match between the sandeel foraging season and food abundance
is related to sandeel fitness (van Deurs et al. 2010), understanding variation in the
phenology of both sandeels and their prey is clearly important.

Finally, the net energy gain was also sensitive to light conditions, in particular tur-
bidity. While a shift towards completely clear waters only resulted in an increase
in predicted by length of on average 3% (maximum 11%), an increase in turbidity,
which was still within values commonly observed in parts of the North Sea inhab-
ited by sandeels (Capuzzo et al. 2018), resulted in a decrease in predicted length
by on average 44% (Figure 4.7). As discussed in Chapter 4, it is unclear to what
extent larger-scale spatio-temporal patterns in turbidity apply specifically to sandeel
grounds. Still, it is clear that at least suspended particulate matter concentrations
are not zero in areas of dense sandeel grounds (Wilson and Heath 2019), and primary
productivity is also likely to vary over a range that impacts visual conditions for
sandeels (van Deurs et al. 2015). van Deurs et al. (2015) suggested that the impact of
changes in turbidity will be larger when the sandeel is feeding on smaller prey types.
This aligns with the findings here, where the impact was much larger in locations
dominated by small prey, such as the Firth of Forth. There are also further path-
ways through which changes in turbidity may impact sandeels. Increased turbidity
may result in a delay of the timing of the spring bloom as a result of reduced light
availability (Opdal et al. 2019), which could have knock-on effects on the sandeels
through bottom-up effects. At the same time it is possible that predation pressure
is reduced as the sandeel predators have a harder time spotting their prey (see e.g.
Aksnes 2007). The overall effect of potential changes in turbidity is thus still unclear.

6.1.1 Knock-on effects on sandeel demographic rates

One of the main motivating factors for using a growth model to improve the mech-
anistic understanding of bottom-up effects in the zooplankton-sandeel-seabird food
chain was the strong link between sandeel size and several demographic rates regulat-
ing productivity and survival. As a result of this link, the predicted spatio-temporal
variation in length presented in Chapter 4 is likely to have knock-on effects on abun-
dance. The energy reserves available at the end of the feeding season have a large
impact on overwinter survival (MacDonald et al. 2018; van Deurs et al. 2011a). van
Deurs et al. (2011a) suggested a body length of 9.5 cm on 1 August as a thresh-
old for surviving the winter. Although this threshold is approximate and will vary
depending on overwintering temperature, the condition of the sandeel and the ac-
tual timing of overwintering, the model predictions often fall below this threshold,
in particular in the Firth of Forth and Dogger Bank. This suggests that the poor
growth in these locations may result in higher rates of overwinter starvation. Along
these lines, MacDonald et al. (2018) suggested that inter-annual variation in sum-
mer feeding conditions have played a large role in generating inter-annual variation
in overwintering mortality in the Firth of Forth.

Based on a one-off survey conducted after overwintering was initiated but before

spawning in 1999, Boulcott et al. (2007) found clear spatial differences in 0 group
maturation rates, with an estimate of 22% in Fisher Bank, which is close to the

163



East Central Grounds (average length = 10.9 c¢m), but 0% in both the Firth of
Forth (average length = 8.3 cm) and two Dogger Bank grounds (average length
NW Rough = 9.3 ecm, Elbow Spit = 9.9 cm). The model predictions align well with
the observed spatial variation in size and as the predicted variation was largely the
result of variation in food conditions, this suggests that food conditions may play a
large role in generating spatial variation in maturation rates. Further, through the
strong dependency of maturation rates on size (Bergstad et al. 2001; Boulcott et al.
2007), food-driven inter-annual variation in size will likely also result in variability
in the proportion of the 0 group maturing and contributing to the spawning stock.
Considering the skew towards younger age groups in the sandeel population, an
increase in the maturation rate of 0 group sandeels may have a non-negligible impact
on spawning-stock biomass (Boulcott et al. 2007). For those that do mature, their
fecundity will also be length-dependent (Boulcott and Wright 2011). In 1 group
sandeels, the fecundity of 12 cm sandeels is more than 50% greater than that of 10
cm sandeels (Boulcott and Wright 2011), suggesting that the inter-annual variability
in length predicted in the ECG would likely have substantial consequences for the
fecundity of potentially maturing 0 group sandeels.

As the relationships between size and both maturation rate and fecundity are non-
linear (Boulcott and Wright 2011; Boulcott et al. 2007), it may be that the greatest
effect of variation in 0 group size on reproductive rates acts through carry-over ef-
fects to the second growth season. Further, as maturation rates respond not only to
available reserves but also resource acquisition rates (Boulcott and Wright 2008), it
is likely that the change in food conditions documented in Chapter 2 during both
the 1+ group and the 0 group feeding seasons not only affects maturation rates
via the impact on sandeel size, but also through a more direct effect on maturation
rates.

6.1.2 Knock-on effects on seabirds

These knock-on effects on demographic rates may impact the number of sandeels
available to seabirds, but variation in size will also have a more direct impact through
the amount of energy contained in a single sandeel. In the Firth of Forth, the model
predicted a decline in sandeel length by 0.4 mm per year during both the period of
peak chick energy demand in razorbills (Alca torda) and Atlantic puffins (Fratercula
arctica, hereafter ‘puffin’) and the period of peak chick energy demand in kittiwakes
(based on estimated time of peak demand from Burthe et al. 2012) over the study
period (1982-2016). This corresponds to a decline in energy content of individual 0
group sandeels of about 60% at the time of razorbill and puffin peak energy demand,
and a decline of 51% at the time of kittiwake peak energy demand. This decline will
have consequences for the number of sandeels that need to be caught to fulfil the
energetic demands of the seabirds. For example, based on the energy demand of
kittiwake chicks (490 kJ at 15 days; Galbraith 1983), this decline translates into
an increase from 87 to 177 sandeels needed to fulfil the requirements of the chick.
The absolute difference may be even larger as kittiwakes may raise several chicks.
For puffins, which have an earlier phenology and thus feed on smaller sandeel, the
required catch per day by each puffin parent to meet their own metabolic costs
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and to provide their share of chick-feeding (1193 kJ; Harris and Wanless 2011)
increased from 316 to 778 sandeels over the study period. This difference may be
further exacerbated by the need of the puffin to meet increased energetic demands
associated with the increased foraging effort of catching more sandeels.

This increased effort could be expected to be reflected in seabird breeding success.
In line with this, several sandeel-eating species on the Isle of May in the Firth of
Forth have shown a sustained decline in breeding success (Lahoz-Monfort et al. 2013)
alongside the observed and predicted decline in sandeel size. Further, the breeding
success of kittiwakes at Flamborough Head, which have a foraging range that in-
cludes Dogger Bank (Carroll et al. 2015), is generally higher than that in Firth of
Forth colonies (Figure 5.3), which aligns with both observed and predicted differ-
ences in size between these two locations (Figure 4.4). However, it was clear that
predicted patterns of size do not fully align with patterns of breeding success. For
example, in Shetland, the model predicted an increase in length just after 2000 as
food conditions became better for the sandeel, for example through an increase in
C. helgolandicus abundances (see Figure 2.13). However, the predicted increase in
length does not agree with observations (see Harris and Wanless 2011), suggesting
that the changes seen in post-metamorphic food conditions were not reflected in
sandeel growth. One possible explanation is that the observed small sandeel sizes
after 2000 (Harris and Wanless 2011) were the result of low larval growth rates, as
a study by Alvarez-Fernandez et al. (2012) found that a decline in the abundance
of fish larval food occurred around this time in the North Sea, which aligned with
a decline in sandeel recruitment and could possibly have extended up to Shetland.
Interestingly, the predicted shift in sandeel size coincides with poorer seabird breed-
ing success in this region (Figure 5.3, JNCC 2016), potentially as a result of the
low sandeel recruitment rates. Whatever the mechanism, it is clear that something
changed substantially in Shetland and Orkney around 2000.

From the perspective of the seabirds, changes in sandeel growth rates are to some
extent similar to a shift in the timing of metamorphosis, as both results in the size
on a given day being smaller. On the Isle of May, the date the 0 group sandeels reach
a given threshold size has become increasingly later since the beginning of the 1980s
(Burthe et al. 2012). The study by Burthe et al. (2012) reports concurrent delays
in seabird phenology that may reduce this effect, and so far, the mismatch does not
seem to have had an impact on seabird breeding success. In terms of phenology,
another potential mechanism that may impact seabirds is the tendency of sandeels
to initiate overwintering earlier when food conditions are good and they have accu-
mulated sufficient reserves (e.g. MacDonald et al. 2018). This earlier overwintering
may impact several species of seabirds through 1+ groups disappearing from the
water column earlier (Rindorf et al. 2000). If overwintering is initiated when growth
curves level off (see Figure 4.3), the results in this thesis suggest that the time of
year when the sandeels disappear from the water column may vary both over space
and time. If this finding also applies to 14+ group sandeels, this may have knock-on
effects for seabirds. An interesting observation is that in 2008, kittiwakes on the Isle
of May, which switch from feeding on 1+ group early on in the season to feeding
on 0 group (Lewis et al. 2001), stopped feeding on 14 group sandeel so early that
monitoring missed it (Francis Daunt, pers. comm.), and this coincided with model
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predictions by MacDonald et al. (2018) suggesting that the sandeels overwintered
particularly early in this year as a result of good food conditions (there were not
sufficient CPR data to make a prediction for this year in Chapter 3). This year was
also associated with poor kittiwake breeding success (Figure 5.3). Contrary to tra-
ditional linear bottom-up effects, this thus suggests that kittiwake breeding success
may decrease in years when the food conditions for sandeels are particularly good.

Finally, the findings of Chapter 5 suggest that sandeels play a role in structuring
the dynamics of at least their kittiwake predators. Further, there was no evidence
to suggest that weather or predation by great skuas (Stercorarius skua) drove the
dynamics of the kittiwakes, supporting the view of the sandeel-mediated bottom-up
regulation of seabirds in this region (Frederiksen et al. 2006). The lack of an impact of
weather conditions also suggests that any impacts of climate change on kittiwakes
are likely to act through their sandeel prey, rather than via direct impacts, thus
supporting both the prevailing view in this system (MacDonald et al. 2015) and the
general conclusion that the impact of climate change on top predators is most likely
to act through their prey (Sydeman et al. 2015).

6.1.3 Implications for fisheries

While no sandeel fishery ever operated in Iceland (Vigfisdottir 2012) or the Faroes
(Eliasen 2013), there is a fishery operating in the North Sea. The management of
the North Sea fishery is divided into stock assessment areas that are defined mainly
based on larval dispersal patterns (ICES 2017), but which are also reflected in stud-
ies of otolith chemistry (Gibb et al. 2017; Wright et al. 2018), to some degree in
genetic studies (Jiménez-Mena et al. 2020) and in the degree of synchrony in abun-
dances (Wright et al. 2019). To a large extent, the spatial configuration of clusters of
kittiwake colonies with synchronous breeding success (Chapter 5) mirrors the spa-
tial structure of the sandeel population, suggesting that this spatial management
aligns well with a management approach that considers the fished species in its full
ecosystem context.

The sandeels in the different stock assessment areas are of very different sizes, which
was reproduced by the model. Sandeels in SA4 (which includes the Firth of Forth)
are smaller than sandeels in SA1 (which includes Dogger Bank), which in turn are
smaller than those in SA3 (which includes the ECG) (Bergstad et al. 2002; Boul-
cott et al. 2007; ICES 2017; Rindorf et al. 2016). As catches tend to be measured
in biomass, understanding variation in size over space and time is important for
estimating population sizes and setting fishery targets. For example, Rindorf et al.
(2016) found that over space, the variation in the weight of age 2 sandeels resulted in
a four-fold difference in the number of sandeels per kg, which would have large impli-
cations for the number of sandeels a certain biomass target corresponds to. Further,
due to the link with demographic rates, pinpointing drivers of growth contributes
to the understanding natural variability in non-fishing mortality and recruitment,
which is also important for understanding the dynamics of the fished populations. In
addition, sandeels provide an important food source for several species of piscivorous
fish, which themselves are fished (Engelhard et al. 2014). Engelhard et al. (2013)
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found that in Dogger Bank, the body condition of several commercially important
species fished for human consumption was linked to the availability of sandeels. This
suggests that improving the understanding of the drivers of sandeel dynamics may
also have implications for understanding the dynamics of their fish predators.

6.2 How may sandeels be affected by projected
environmental change?

A major motivating force of this work were the rapid environmental changes that
have been observed in the study system, and the consequences these might have on
all levels of the food chain. So based on the findings of this thesis, what might be
expected to occur as the environment continues to change?

One of the most prominent consequences of climate change is an increase in tem-
perature, which is also expected to continue to occur in the study system (Schrum
et al. 2016). As the response to the direct effects of temperature on predicted sandeel
length was close to zero on average, this is not likely to have a strong impact on fu-
ture growth patterns. However, through the interaction with food, which is a result
of the balance between the positive effects of temperature on assimilation and diges-
tion rate and the positive effect on metabolic rates, the negative impact of poor food
conditions could be exacerbated (Figure 4.7). For example, in the Firth of Forth in
2016, when food conditions were poor, an increase in temperature by 2°C resulted
in a decrease in the predicted sandeel energy content by 1 August from 1.8 to 1.7
kJ, whereas the more extreme temperature scenario of a 4.5°C increase resulted
in an energy content of 1.6 kJ. In contrast, looking at the ECG in the year 2009,
when food conditions were good, an increase in temperature by 2°C resulted in an
increase in the predicted energy content by 1 August from 27.2 to 27.8 kJ, whereas
the more extreme temperature scenario of a 4.5°C increase resulted in an energy
content of 28.0 kJ, indicating that impact of good food conditions may be amplified.
This means that if the spatial differences in food conditions are maintained, the
spatial variation size may be strengthened as temperatures increase. However, the
effect is very small compared to the existing spatial differences.

Likely, indirect effects of increased temperatures will have a bigger impact. One
of the most common responses to increasing temperatures in marine ecosystems is
a shift in phenology (Poloczanska et al. 2013). As larval sandeels and their prey
become increasingly mismatched as temperatures increase (Régnier et al. 2019), a
shift towards a later date of metamorphosis may be expected. This is likely to have
a negative impact on size, with a shift from the default date of metamorphosis (day
141) to the latest observed date (end of June) resulting in an average decrease in
predicted length on 1 August of 19%. Due to the nonlinear growth curve, the impact
is even more dramatic earlier on in the growth season. At the same time, the sandeel’s
zooplankton prey is likely to shift towards an earlier phenology (Richardson 2008).
The model results show that the impact of this depends on the current shape of the
prey abundance peak. For example, a shift towards an earlier phenology is beneficial
in the Firth of Forth where peak abundances generally occur later.
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Northward shifts is another common response to increased temperatures (Poloczan-
ska et al. 2013). The distribution of several zooplankton taxa are expected to shift
rapidly northwards in the study system (Edwards et al. 2020). As part of this, the
shift from a system dominated by C. finmarchicus to one dominated by C. hel-
golandicus is will likely to continue. In the ECG, this shift was predicted to have a
negative impact on length as a result of the different phenologies of the two species,
even if the total yearly abundance was kept constant (Figure 4.7). The effect may
be further exacerbated by the fact that peak abundances of C. helgolandicus are un-
likely to match those of C. finmarchicus previously observed in the ECG (Edwards
et al. 2020). However, in the case of the more westerly locations where abundances
of C. finmarchicus have generally been low compared to the ECG (Figure 2.10),
the increase in C. helgolandicus may instead be beneficial. In terms of Iceland and
the Faroes, the environmental suitability for C. finmarchicus is expected to de-
cline (Frederiksen et al. 2013) while abundances of C. helgolandicus are still low
(Figure 2.12). This does not seem promising considering the strong link in both
locations between predicted length and abundances of C. finmarchicus and younger
stages of Calanus (Figure 4.7).

Finally, in addition to shifts in phenology and distribution, zooplankton, like the
sandeels, will likely show a shift to smaller sizes (Daufresne et al. 2009). If all else is
kept constant, a shift to smaller prey is likely to have a negative impact on sandeel
length (Figure 4.7), but as is seen in the Firth of Forth and discussed above, the
impact will depend on what actually drives the change in size, a decline in small
taxa or an increase in large taxa. As such, as the decline in small copepods may be
expected to continue with further temperature-linked decreases in primary produc-
tivity (Capuzzo et al. 2018), this may result in a continued increase in the average
size of prey in the Firth of Forth, but sustained declines in sandeel size unless other
prey types increase. In the ECG, the average prey size has instead decreased over
time (Figure 2.15), and may continue to do so if the declines in the abundance of C.
finmarchicus continues further, which may similarly be the case up towards Iceland
and the Faroes. A potential decline in prey size could interact with changes in tur-
bidity. Turbidity may increase with climate change through changed hydrodynamic
conditions (Capuzzo et al. 2015), but at the same time, further declines in primary
productivity (Capuzzo et al. 2018) may instead result in a decrease in turbidity. If
on the whole it results in an increase in turbidity, any negative effects of a reduced
prey size may be exacerbated.

Although this is not an exhaustive review, it is evident that the overall effect of
climate change on sandeel growth is not clear. It is clear however that the impact
is likely to vary by location, which is a general pattern in changes in size as a re-
sponse to climate change (Ohlberger 2013). Locations that depend strongly on C.
finmarchicus, in particular the ECG, are likely to be negatively impacted by its
continued decline. Instead, more southerly locations such as Dogger Bank and the
Firth of Forth could potentially benefit from an increase in C. helgolandicus and a
better match with peak food conditions. Further, impacts of ongoing environmental
change on sandeels are not limited to impacts on growth rates. While the impact of
food conditions on energy reserves is likely to be the most important driver of both
overwinter survival (MacDonald et al. 2018) and reproductive investment (Boul-
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cott and Wright 2008), increased temperatures during the overwintering period may
still have an additional, negative, impact (MacDonald et al. 2018; Wright et al.
2017a). Temperature increases are also expected to increase the mismatch between
the timing of hatching and availability of larval food, leading to lower recruitment
(Régnier et al. 2019). Importantly, as sandeels are restricted by very particular habi-
tat requirements, this reduces their ability to respond to increased temperatures by
shifting their distribution (Heath et al. 2012). Finally, changes that are not necessar-
ily connected to climate change, such as the ongoing increase in predation mortality
in the southern North Sea (ICES 2017), will likely also have a big impact on sandeel
abundances. This trend may be expected to continue as sandeel predators recover
from over-fishing (Frederiksen et al. 2007b).

6.2.1 Implications for seabirds

These expected changes in the sandeel populations are likely to have knock-on ef-
fects on seabirds through the mechanisms discussed above (Section 6.1.1), resulting
in indirect effects of climate change. However, in addition to previously identified
patterns, it is also possible that tipping points will be crossed. For example, while
the decline in sandeel size-at-date so far has not had a large impact on the Isle of
May seabirds (Burthe et al. 2012), it is possible that continued poor growth rates
in conjunction with a possible delay in the timing of metamorphosis will eventually
result in a sharper drop in breeding success.

The availability of alternative prey is likely an important determinant of how seabirds
may respond to future changes in the sandeel populations. Even in locations where
sandeels have made up the majority of the diet in the past couple of decades, there
have been increases in the proportion of non-sandeel prey in the diet of several
seabird species. On the Isle of May, this increase has mainly been in the form of
sprat (Sprattus sprattus) (Wanless et al. 2018). The shift aligns both with a de-
cline in the local sandeel population and a recovery of the sprat population, which
collapsed in the 1980s but appears to be favoured by the increasing temperatures
(Wanless et al. 2018). This expansion of alternative prey could potentially have con-
tributed to the slightly more encouraging trends in breeding success and abundance
seen in several British seabird populations in recent years (JNCC 2020). However,
while sprat may provide a good alternative food source, the continued northward
shift of the forage fish community as a result of increasing temperatures means that
it may only be a short-term solution (MacDonald et al. 2015).

169



6.3 Implications for the understanding of other
zooplankton-forage fish-seabird food chains

The zooplankton-forage fish-seabird food chain is one replicated in many marine
ecosystems, and so are several of the patterns observed in this study system (for
example, a decline in forage fish size, an increase in temperature). This suggests
that some of the insights from this work can be transferred to other food chains of
similar structure.

6.3.1 Other Ammodytes spp.

Other species of the same genus as A. marinus have a similar life-cycle and play a
similar role in other food webs (Robards et al. 1999a), suggesting that some of the
findings here could also apply to these other species. As is the case for A. mari-
nus, several studies of other Ammodytes spp. have identified relationships between
sandeel dynamics and temperature. Robards et al. (2002) found that Ammodytes
hezapterus (now recognised as Ammodytes personatus, von Biela et al. 2019) in the
Gulf of Alaska showed a positive correlation between growth and temperature within
sites whereas across sites it was instead found that the sandeels in the warmest
grounds showed the slowest growth. Further, von Biela et al. (2019), also in the Gulf
of Alaska, showed that a heatwave reduced the length and condition of A. person-
atus, even though the sandeels in this region are normally do well in warmer years,
as found by Robards et al. (2002). Both studies suggested that the relationship with
temperature was the result of indirect effects acting via the prey of the sandeel. This
conclusion is supported by results in this thesis, which suggest that direct effects of
temperature are small in A. marinus. As such, the key to understanding the impact
of increasing temperatures on growth in Ammodytes spp. likely lies in understanding
the impact of temperature on their prey. However, experimental work on A. per-
sonatus by Tomiyama and Yanagibashi (2004) found that the body condition of A.
personatus was reduced when temperatures exceeded 20°C, even though food was
not limiting. It is unclear whether this effect is the result of the standard nonlinear
effect of temperature on metabolic rate, or an elevated response to extreme tem-
peratures. Nevertheless, the finding suggests that at temperature extremes, direct
effects may still be important.

The results in this thesis also suggest that turbidity is able to have a large impact
on sandeel ingestion rates through obstructing their visual field. While this may not
have a substantial impact on offshore species, such as A. marinus, it is possible that
the impact may be larger in other Ammodytes spp, such as Ammodytes tobianus,
which inhabit nearshore waters that may be more turbid (Robards et al. 1999a).
One study of larval Ammodytes spp. found that in Hudson Bay, Canada, foraging
was at times limited by the turbidity introduced by river discharge (Gilbert et al.
1992), but in general, few studies have examined the role of turbidity in limiting
intake rates in Ammodytes spp.
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6.3.2 Lessons learnt about understanding variation in size
and bottom-up effects in forage fish

A decline in size, which is considered to be one of the universal responses to climate
change (Daufresne et al. 2009), has been observed in several species of forage fish
(Baudron et al. 2014; Daufresne et al. 2009). The results of this thesis suggest that
changes in food conditions are sufficient to explain the decline in size observed
in the Firth of Forth, and that direct effects of temperature do not play a large
role. A change in food conditions is often not considered as an explanation for
observed declines (Sheridan and Bickford 2011), but these results suggest that it is
an important mechanism to investigate. Further, this thesis also highlights that more
subtle impacts, such as the effect of turbidity on ingestion rates in visual foragers,
should be considered in future studies. Along these lines, an increase in turbidity has
previously been linked to a decline in fish biomass in the Black Sea (Aksnes 2007).
Further, phenology was identified as having a large impact on predicted size, and
considering that shifts in phenology is another common response to climate change
(Poloczanska et al. 2013), this is another driver that may be useful to consider.

In terms of the impact of food conditions, this thesis highlights the importance of
considering the correct scale. Absolute abundances and trends in food conditions
may vary widely over space, and this may also depend on which part of the year
is considered (see Chapter 2). As such, trends based on data aggregated over large
areas, or aggregated over a large part of the year, may not necessarily be informa-
tive. For example, C. finmarchicus has been reported to decline in the North Sea
(Beaugrand 2004; Beaugrand et al. 2003; Planque and Fromentin 1996), but this ef-
fect is mainly driven by the decline in the north-eastern North Sea, with very minor
changes visible in, for example, Dogger Bank and the Firth of Forth. The importance
of considering the correct spatial scale is further emphasised by the clear spatial in-
dependence in the breeding success of kittiwakes (Figure 5.2), which suggests that
any drivers examined need to be resolved on this scale (around 200 km).

Further, the taxonomic resolution of the prey field may also be important. The
results in Chapter 4 suggest that the abundances of several different prey types are
related to predicted growth, and that the impact of variation in the prey field as
well as in other environmental conditions to a large extent depends on the relative
abundances of different prey types. The use of a prey field with high taxonomic
resolution may also explain why some expected relationships, such as the positive
relationship between prey size and intake rate (van Deurs et al. 2015, 2014), do not
always come through in the correlation between input data and model results. For
example, as discussed above, years of larger average sandeel sizes in the Firth of Forth
were generally the result of a low abundance of small prey rather than an increase
in the abundance of large prey, which resulted in a negative relationship between
average prey size and predicted lengths in the Firth of Forth (Figure 4.6). This
suggests that, while prey size may have a positive effect on growth rates in theory
(Ljungstrom et al. 2020; MacDonald et al. 2018; van Deurs et al. 2015, 2014), the
overall association will also depend on the abundance and composition of the prey
field.
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The results of the thesis also highlight the usefulness of mechanistic modelling and
how it complements observational datasets. For instance, it was clear that growth
cannot be directly deduced from food conditions, as, for example, the decline in
energy availability in Dogger Bank seen in Chapter 2 did not translate into a pre-
dicted decline in size in Chapter 4. In addition, the dynamic energy budget model
also made it possible to quantify the direct impact of temperature on sandeels, and
its interaction with food conditions, leading to the conclusion that temperature ef-
fects are more likely to be indirect. The mechanistic modelling approach thus helps
to understand the mechanisms underlying associations between temperature and
size, and makes it possible to extrapolate to future scenarios.

6.4 Potential directions for future work

As food conditions are the main driver of sandeel growth, and are likely also the
main driver of recruitment (Henriksen et al. 2018; Régnier et al. 2017), focusing the
attention on the interaction between sandeel and their prey and drivers of prey dy-
namics is likely to prove most fruitful. For example, Chapter 4 showed that predicted
sandeel lengths were strongly related to the abundance of Calanus I-1V, suggesting
that further exploring the impact of earlier copepodite stages of Calanus on sandeel
growth and abundance may be useful. In the CPR, C. finmarchicus and C. hel-
golandicus are not separated in their earlier stages. However, considering the differ-
ent phenology of the two species, understanding how the shift towards an increased
domination of C. helgolandicus impacts changes in the abundance and phenology of
earlier copepodite stages may be key for predicting the impact of the shift on sandeel
growth rates. Further, the results of the comparison between modelled and observed
sandeel length (Figure 4.2) suggest that sandeels may be metamorphosing earlier
further north. Exploring this further would be useful as it would help to delineate
the time window in which potential impacts of food conditions would be acting.
This could potentially be done, at least at a coarse temporal scale, using records of
sandeel larvae collected by the CPR (see Lynam et al. 2013).

While questions still remain regarding bottom-up effects, the relative importance
of top-down versus bottom-up effects may make up a larger gap in knowledge. The
results of this thesis suggest that variation in food conditions result in variation in
sandeel size, which is likely to have knock-on effects on abundance. However, after
accounting for top-down effects, as well as drivers of variation in recruitment not
related to the energy reserves of the spawners, are the impacts of these bottom-up
effects on the amount of energy available to top predators still visible?

In terms of the relationship between sandeels and their seabird predators, one of
the largest unknowns is what factor(s) constitute the biggest driver(s) of breed-
ing success, and how this may vary between seabird species. Identifying the most
important driver of seabird breeding success is important as environmental drivers
may differ. For example, if abundance of 0 group is the key driver, the timing and
abundance of larval food may be of large importance (e.g. Henriksen et al. 2018;
Régnier et al. 2017) whereas food conditions during the 1+ group feeding season are
likely to be more important if the timing of overwintering of 14 group plays a large
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role (MacDonald 2017). At the Isle of May, several studies examining the relation-
ship between different sandeel metrics and seabird breeding success were conducted
in the early 2000s (e.g. Daunt et al. 2008; Frederiksen et al. 2006; Rindorf et al.
2000; Wanless et al. 2007). Since then, datasets have been extended and new types
of data have become available, and a re-examination of these relationships could
prove fruitful. Available datasets include annual abundance estimates from Marine
Scotland Science December dredge surveys (1999-2003, 2008-present), estimates of
hatching dates based on larval samples from Stonehaven (2000-present, Régnier et
al. 2019), estimates of metamorphosis dates (7 years 1999-2013, Régnier et al. 2017)
and length estimates of both 0 group and 1+ group sandeels from the long-term
puffin survey (Wanless et al. 2018). These data can be supplemented by and vali-
dated against data from more intensive short-term surveys (e.g. Greenstreet et al.
2006). Further, the model presented here, in unison with the model developed by
MacDonald et al. (2018) or a refined merge of the two (see developments suggested
in Chapter 4), could provide time series of daily size estimates and overwintering
dates. Using the puffin time series, it would also be possible to obtain a longer time
series of metamorphosis dates through predicting the day on which the sandeels
must have metamorphosed to achieve the observed length on the given day. To re-
duce the impact of the variability in the CPR prey fields, the model could be run on
the Stonehaven dataset (as in MacDonald et al. 2018, but with increased resolution

of prey types).

Finally, as seabird colonies with a diet previously dominated by sandeels may be
shifting to a larger proportion of non-sandeel prey such as sprat (Wanless et al. 2018),
understanding the dynamics of these alternative food sources will be necessary to
understand potential future bottom-up effects in this system. Even if different species
of forage fish may be able to replace each other in terms of their role in the food
web, the response to lower trophic levels and to environmental conditions may vary
significantly (Cury et al. 2003). For example, sprat usually occurs in warmer waters
than the sandeel and, unlike the winter-spawning capital-breeding sandeel, sprats
are spring-spawning income-breeders (Heath et al. 2012), suggesting that critical
periods of the annual cycle as well as responses to environmental change may differ.
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6.5 Conclusions

Like sandeels and their seabird predators, populations of forage fish and seabirds
are showing rapid declines in several marine ecosystems (Hutchings et al. 2010;
Paleczny et al. 2015; Sydeman et al. 2015). Seabirds, which are endothermic and
have high energy requirements, are highly sensitive to changes in their forage fish
prey (Sydeman et al. 2015). As indicated by the findings in this thesis, the response
of the forage fish to environmental change is likely to vary depending on factors such
as the timing of the annual cycle, the degree to which they rely on visual foraging
and what type of prey they depend on in a given location. As such, obtaining a
mechanistic understanding of the response to environmental change based on the
biology of the forage fish is key for teasing apart the key pathways of impact. This
mechanistic understanding makes it possible to improve our predictions of the impact
of expected environmental change on both forage fish and seabirds. Ideally, this will
allow us to identify vulnerable populations and locations, enabling us to reduce
additional stressors — through for example reducing fishing pressure or establishing
marine reserves — ahead of time to minimise the overall impact as much as possible.
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Appendix A

Appendix for Chapter 2

Table A.1: Corresponding taxa in the Continuous Plankton Recorder (CPR) and
Stonehaven datasets used when developing correction factors. Copepods in the CPR
dataset are generally adults (stages V and VI, Richardson et al. 2006).

CPR taxa

Stonehaven taxa

Acartia spp.

Appendicularia

Calanus finmarchicus

Calanus helgolandicus

Calanus 1-1V

Calanus V-VI (unidentified)
Centropages hamatus
Centropages typicus
Centropages spp. (unidentified)

Copepod nauplii

Decapoda larvae

Euphausiacea

FEvadne spp.

Acartia clausi V-VI
Acartia longiremis VI

Appendicularia

Calanus finmarchicus V-VI
Calanus helgolandicus V-VI
Calanus spp. -1V

No equivalent

Centropages hamatus V-VI
Centropages typicus V-VI
Copeod nauplii

Decapoda larvae
Nephrops norvegicus larvae

Nyctiphanes couchii juvenile
Nyctiphanes couchii adult
Thysanoessa inermis adult

Thysanoessa longicaudata adult

Evadne nordmanni
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Fish eggs

Fish larvae

Hyperiidea

Metridia lucens
Oithona spp.
Para-Pseudocalanus spp.

(also includes unidentified
small copepods)

Podon spp.

Temora longicornis

Pisces eggs

Ammodytidae larvae
Clupeidae larvae
Gadiformes larvae
Pisces larvae

Hyperia spp.
Themisto spp.

Metridia lucens V-VI
Oithona spp. IV-VI

Paracalanus parvus V-VI
Pseudocalanus elongatus/minutus V-VI
Ctenocalanus vanus V-VI

Microcalanus pusillus 1-V1

Para-/ Pseudo-/ Cteno-/ Clausocalanus 1-IV
Podon spp.
Podon leuckartti

Podon intermedius

Temora longicornis V-VI
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Appendix B

Appendix for Chapter 4

Table B.1: Based on the arguments outlined in Section 4.2.1, there are three search
classes, each associated with specific prey characteristics. Search class A include
small copepods (<1.3 mm) and other small prey, search class B include large cope-
pods (>1.3 mm) and search class C include large crustaceans and fish larvae.

Taxon

Search

class

Motivation

Acartia spp.
Appendicularia
Calanus finmarchicus
Calanus helgolandicus
Calanus -1V
Calanus V-VI
Centropages hamatus
Centropages typicus
Centropages spp.
Copepod nauplii
Decapoda larvae
Euphausiacea spp.
FEvadne spp.

Fish eggs

Fish larvae
Hyperiidea spp.
Metridia lucens
Oithona spp.
Para-Pseudocalanus spp.
Podon spp.

Temora longicornis

s> QOQFE Q000000 > >

Small copepod < 1.3 mm
Small zooplankton (~1 mm)
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Large copepod > 1.3 mm
Small zooplankton (<1 mm)
Small zooplankton (~ 1 mm)
Large crustacean (~17 mm)
Small zooplankton (< 1 mm)
Small zooplankton (~1 mm)
Fish larvae (~12 mm)

Large crustacean (~16 mm)
Large copepod > 1.3 mm
Small copepod < 1.3 mm
Small copepod < 1.3 mm
Small zooplankton (< 1 mm)
Small copepod < 1.3 mm
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Figure B.1: Sensitivity analysis based on 10% decrease (blue markers) and increase
(yellow markers) in the correction factors applied to each prey type (see Table 2.3
for nominal values), with each point representing a different location-year combina-
tion. y-axis shows predicted length on dayow in proportion to the baseline scenario
of the correction factors of all prey types being at their nominal values.
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Figure B.2: Sensitivity analysis based on 10% decrease (blue markers) and increase
(yellow markers) in the energy content of each prey type (see Table 2.4 for weight
and energy density used to calculate nominal values), with each point representing
a different location-year combination. y-axis shows predicted length on dayow in
proportion to the baseline scenario of the energy content of all prey types being at
their nominal values.
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Figure B.3: Sensitivity analysis based on 10% decrease (blue markers) and increase
(yellow markers) in the size of each prey type (see Table 2.4 for nominal values),
with each point representing a different location-year combination. y-axis shows
predicted length on dayow in proportion to the baseline scenario of the size of all
prey types being at their nominal values.

Table B.2: Output from models fit between environmental drivers and predicted
length on dayow . Im denotes linear models of untransformed data and log denotes
linear models of logyo-transformed data. Relationships are depicted in Figure 4.6.
FoF = Firth of Forth, DB = Dogger Bank, Shet = Shetland, ECG = East Central
Grounds, Ice = Iceland, Faro = Faroes (see Figure 4.1 for locations).

Driver Loca- Im Im Im log log log
slope p R? slope p R?

tion (%) (%)

Acartia spp. FoF 3.3x107% 0.02 18  9.4x1072? <0.01 47
Acartia spp. DB 7.1x107° 0.19 2 1.9x107% 0.05 9
Acartia spp. Shet  7.8x107° 041 -1  4.4x107% 084 -3
Acartia spp. ECG  6.7x107% 090 -5 1.6x1072 057 -3
Acartia spp. Ice -5.2x107%  0.98 -12  4.9x107% 0.86 -12
Acartia spp. Faro  4.7x107% 0.74 -11  1.1x107% 062 -9
Appendicularia FoF 5.9%107*  0.60 -3 5.1x1072 0.02 18
Appendicularia DB 49%107% 0.43 -1 -5.0x1073  0.67 -3
Appendicularia Shet -7.9x107* 0.01 14 -4.3x10"2 0.01 18
Appendicularia ECG  25x107™* 0.69 -4 4.4x1073 0.76 -4
Appendicularia Ice -9.0x107% 0.06 28 -1.4x107? 0.58 -8
Appendicularia Faro 4.2x1073 (.42 -3 1.9x1072 0.33 1
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C. finmarchicus

C. finmarchicus

C. finmarchicus

C. finmarchicus

C. finmarchicus

C. finmarchicus

C. helgolandicus

C. helgolandicus

C. helgolandicus

C. helgolandicus

C. helgolandicus

C. helgolandicus
Calanus -1V
Calanus 1-1V
Calanus -1V
Calanus -1V
Calanus -1V
Calanus -1V
Centropages hamatus
Centropages hamatus
Centropages hamatus
Centropages hamatus
Centropages hamatus
Centropages hamatus
Centropages typicus
Centropages typicus
Centropages typicus
Centropages typicus
Centropages typicus
Centropages typicus
Copepod nauplii
Copepod nauplii
Copepod nauplii
Copepod nauplii
Copepod nauplii
Copepod nauplii
Decapoda larvae
Decapoda larvae
Decapoda larvae
Decapoda larvae
Decapoda larvae
Decapoda larvae
FEuphausiacea spp.
Fuphausiacea spp.
Euphausiacea spp.
Euphausiacea spp.
Euphausiacea spp.
Euphausiacea spp.

FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro

-6.5x1073
7.9%x1073
8.7x1073
3.0x1073
1.6x1072
8.0x1073
3.0x1072
2.5x1072
1.5x1072
1.0x1072
1.0x10°1
3.1x1072
1.0x1072
5.0x1073
3.8x1073
1.6x1073
3.3x1073
1.5x1073
1.0x1072
3.0x1073
2.1x1073

-1.3x1073
4.2x1071
6.7x1072
1.4x1072
1.1x1072
7.2%x1073

-5.2x1073
9.2x1072

-2.1x1072
1.1x1073

-1.7x1074
1.3x1074
1.5x1074

-5.7x1073
2-0x1073
3.3x1072
7.6x1073
2.7x1072

-3.4x 1072
5.0x107!
1.7x1071
3.2x1072
3.4x107*
3.3x1072
3.0x1072
2.1x1072
8.4x1072
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0.66 -4
0.24 1
<0.01 42
<0.01 36
<0.01 69
<0.01 75
0.27 1
<0.01 27
<0.01 51
0.12 7
0.28 4
0.19 10
0.01 28
<0.01 45
<0.01 39
<0.01 48
0.02 44
0.02 48
0.21 3
0.35 0
0.61 -2
093 -5
0.18 12
0.84 -12
0.51 -3
0.01 17
0.07 7
0.41 -1
059 -8
0.23 7
042 -2
079 -3
088 -3
0.7 A4
045 4
036 -1
0.25 2
0.01 20
<0.01 43
073 -4
0.11 19
0.14 16
053 -3
098 -3
0.28 1
044 -2
043 -3
0.34 0

-3.9%x1072
2.1x1074
4.7x1072
6.7x1072
1.8x10°1
9.3x1072
1.2%x1072
3.2x1072
4.4%x1072
2.3x1072
6.8x1072
2.8x1072
8.5x1072
4.1x1072
6.3x1072
1.0x10°1
1.3x107t
1.0x1071
3.1x1072
1.8x1073

-2.6x1073
1.4x1072
1.1x1071
2.1x1072
3.1x1072
1.1x1072
1.9x102

-1.8x1072
4.8x1072

-4.0x1072
2.7x1072

-1.0x1072
3.3x1073
1.1x1072

“7.6x1072
1.5x1072
5.9%x1072
3.5x1072
5.2x1072

-2.2x1072
1.2x1072
1.0x1071
1.4x1072
2.9x1073
2.2x1072
5.3x1072
5.9%x1073
5.8x1072

0.22 3
0.06 8
<0.01 39
<0.01 47
<0.01 63
<0.01 &9
0.70 -4
<0.01 24
<0.01 43
0.22 3
0.17 13
0.40 -2
<0.01 35
<0.01 28
<0.01 28
<0.01 76
0.02 45
<0.01 69
0.21 3
0.8 -3
0.80 -3
045 -2
0.25 6
0.81 -12
0.25 2
0.22 2
0.05 8
0.31 0
044 -4
013 17
036 -1
043 -1
088 -3
0.58 -3
0.21 9
0.41 -3
0.20 3
0.02 13
<0.01 34
062 -3
0.20 10
0.08 26
0.72 -4
082 -3
0.22 2
0.06 12
0.93 -12
0.28 4



FEvadne spp.
FEvadne spp.
FEvadne spp.
FEvadne spp.
FEvadne spp.
Evadne spp.

Fish eggs

Fish eggs

Fish eggs

Fish eggs

Fish eggs

Fish eggs

Fish larvae

Fish larvae

Fish larvae

Fish larvae

Fish larvae

Fish larvae
Hyperiidea spp.
Hyperiidea spp.
Hyperiidea spp.
Hyperiidea spp.
Hyperiidea spp.
Hyperiidea spp.
Metridia lucens
Metridia lucens
Metridia lucens
Metridia lucens
Metridia lucens
Metridia lucens
Oithona spp.
Oithona spp.
Oithona spp.
Oithona spp.
Oithona spp.
Oithona spp.
Para-Pseudocalanus
Para-Pseudocalanus
Para-Pseudocalanus
Para-Pseudocalanus
Para-Pseudocalanus
Para-Pseudocalanus
Podon spp.

Podon spp.

Podon spp.

Podon spp.

Podon spp.

Podon spp.

FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro

7.7x1074
1.2x107%
-3.5x107°
2.3x107°
7.2x107*
1.0x1073
1.6x1071
-9.9x1073
-3.0x107!
-6.1x1072

1.5

1.6
5.9%x107!
-4.5%x1071

1.1

1.0

2.5

4.5
-2.7x1071
3.3x1072
8.7x101
1.3x107*
-4.7x1071
4.1x1071!
-6.2x1071
6.1x102
3.1x107t
1.0x107 1
6.0x1071
6.6x 1072
2.1x1074
-3.0x107?
1.6x10~%
8.2x107°
-1.2x1073
-6.2x107°
6.7x10~*
1.0x10~*
1.9x10*
5.8x107%
-1.9%x1073
9.6x1074
1.9%x1072
2.8x1073
7.8x107%
4.4x10~*
6.4x1073
1.2%x1073
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0.13 6
0.25 1
0.74 -3
0.90 -5
044 4
0.15 15
0.57 -3
089 -3
0.69 -2
0.63 -4
0.28 3
0.24 6
049 -2
0.52 -2
0.09 3
0.63 -4
0.16 14
046 -5
0.35 0
0.75 -3
0.01 16
0.17 4
0.35 0
0.13 16
0.51 -3
0.74 -3
0.02 12
040 -1
0.03 41
0.58 -8
0.10 8
049 -2
0.03 11
0.34 0
0.05 33
0.90 -12
0.06 12
0.50 -2
0.01 18
0.30 1
0.75 -11
038 -2
0.01 24
0.01 18
<0.01 25
085 -5
0.23 7
036 -1

3.3x1072
1.3x1073
5.9x10~%
-7.6x1073
2.7x1072
5.5x1072
6.0x1072
-1.3x107®
-3.4x1072
-2.1x1072
2.1x1071
2.1x107t
1.4x1071
-6.2x 1072
1.3x107!
1.6x1071
3.7x107 1
4.9x1071
-1.0x1071!
8.1x1073
1.3x1071
4.9%1072
-7.2x1072
1.1x107*
-1.0x1071t
1.4x1072
9.1x1072
4.3x1072
1.6x107"
3.8x1072
3.1x1072
-1.6x1072
1.8x1072
4.9%x1072
-2.8x1072
1.4x1072
6.8x1072
1.4x1072
5.9x1072
5.1x1072
1.3x1072
8.7x1073
5.5x1072
6.5x1073
3.5%x1072
3.9%x1073
3.6x1072
3.0x1072

0.01 22
088 -3
095 -3
0.69 -4
0.22 8
0.02 48
047 -2
095 -3
0.73 -3
0.62 -4
0.35 0
0.27 4
0.45 -2
0.58 -2
0.16 3
054 -3
0.18 11
049 -5
0.25 2
077 -3
0.02 12
0.16 )
0.55 -7
0.14 16
0.58 -3
0.71 -3
0.01 18
0.32 0
0.04 36
0.55 -7
0.11 8
0.22 2
0.10 5)
0.19 4
0.11 19
0.85 -12
<0.01 33
0.32 0
<0.01 29
0.21 3
0.67 -10
0.85 -12
0.02 20
048 -2
<0.01 41
082 -5
0.18 11
0.13 17



Temora longicornis
Temora longicornis
Temora longicornis
Temora longicornis
Temora longicornis
Temora longicornis
Total energy

Total energy

Total energy

Total energy

Total energy

Total energy

Small copepods
Small copepods
Small copepods
Small copepods
Small copepods
Small copepods
Image area

Image area

Image area

Image area

Image area

Image area
Temperature
Temperature
Temperature
Temperature
Temperature
Temperature

FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro
FoF
DB
Shet
ECG
Ice
Faro

1.3x1073
2.6x107%
1.4x107*
8.8x10~*
4.1x1073
4.1x1073
2.4x1071!
3.3x1072
3.2x1071
3.0x1071
1.0x10°1
3.4x1071
1.2x1074
8.7x1076
1.1x107*
7.5x107°
-1.1x1073
4.5x107°
-6.4

6.4

3.2

5.0

5.6

7.3
-2.9%x107!
2.8x1071
71x107t
2.6x1071!
6.9x1071
1.5x107!

0.10 8
0.29 0
0.73 -3
0.68 -4
0.12 19
0.21 9
0.09 9
043 -1
<0.01 38
0.01 28
0.32 1
0.04 35
0.04 15
0.71 -3
<0.01 24
0.31 0
0.1 22
0.70 -10
0.02 19
0.01 19
044 -1
0.04 14
0.04 35
0.24 7
040 -1
0.07 7
<0.01 19
038 -1
0.29 3
0.84 -12

4.4x1072
9.8x1073
4.6x1073
8.8x1073
2.3x1072
3.4x1072
1.2%x1072
2.7x1072
1.4x1072
1.8x1072
5.5%1072
1.8x107t
8.9x1072
3.4x1073
6.3x1072
5.8%x1072
“7.1x1072
3.8x1072
-1.6

1.1
4.5%x107!
7.6x107!
1.1

1.1
-4.9x107!
4.8x107!
8.7x107!
-4.2x1071
8.3x1071
1.6x107"

0.04
0.56
0.72
0.57
0.34
0.05
0.07
0.25
<0.01
<0.01
0.57
0.02
<0.01
0.84
0.01
0.16
0.13
0.57
0.01
0.01
0.48
0.06
0.04
0.26
0.48
0.07
0.01
0.36
0.31
0.85

183



Appendix C

Appendix for Chapter 5
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Table C.1: The number of overlapping estimates of breeding success in two consecutive years for all colony pairs, which is
the sample size for calculating synchrony in the form of 74¢¢. Numbers in the first column correspond to the colony numbers
in the first row. Note that the values in the diagonal are the number of between-year differences in breeding success that

GRIT

could be estimated for each colony. When calculating synchrony as the correlation between untransformed time series of
breeding success (r) the sample size is larger as it does not require consecutive estimates.

1. 2. 3. 4 5. 6. 7. 8 9. 10. 11. 120 13. 14. 15. 16. 17. 18 19. 20. 21. 22
1. 9 1 19 19 1v 1v 18 13 19 1v 19 19 18 17 15 15 19 18 17 19 19 17
2. 2r 24 24 25 21 22 15 25 25 25 26 22 18 16 23 23 18 18 27 24 14
3. 29 26 2 22 25 18 27 24 27 29 25 22 17 22 26 23 22 28 27 18
4. 28 26 23 25 17 27r 24 28 280 26 21 17 22 27 22 21 28 28 18
d. 30 21 2 17 27 25 27 29 25 20 15 23 26 21 20 29 27 16
6. 23 20 16 23 21 23 23 21 19 17 20 23 19 18 23 23 16
7. 2T 15 25 22 26 27 24 19 14 20 25 20 19 26 26 18
8. 8 16 14 17 18 18 18 14 14 18 18 18 17 18 11
9. 29 26 280 29 25 20 1v 24 26 21 20 29 27 18
10. 2t 2 206 22 17 17 24 23 18 17 27 24 16
11. 29 29 26 21 17 23 27 22 21 29 28 18
12. 31 2v 22 17 24 28 23 22 30 29 18
13. 27 22 17 21 26 23 22 26 27 16
14. 22 17 17 22 22 22 21 22 15
15. 17 16 17 17 17 17 17 13
16. 25 21 17 17 25 22 15
17. 28 23 22 27 28 18
18. 23 22 22 23 16
19. 22 21 22 15
20. 31 28 18
21. 29 18
22. 18
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Figure C.1: In order to investigate the role of sample size, the 11 UK colonies with the
most complete time series were picked out, which had a total of 24 years of estimated
breeding success in common, and it was determined how the estimated 74+ changed
as years were randomly removed from the data. This process was repeated 1000
times, where the order in which the years were removed was randomised each time.
The plot shows the number of years used to estimate rg4 ¢y against the distribution
of the 1000 estimated average absolute differences between the estimated 745 and
the 74,57 estimated from the complete 24 year time series for the different colonies.
It is clear that as the number of years increase, the difference decreases, being 0.180
(95% CI: 0.177; 0.183) on average at the cut-off of 15 (see Section 5.2) (but it should
be noted that the estimate based on 24 years is not a “true” estimate of correlation
strength). When synchrony was measured as r rather than 74, differences were
generally smaller than shown here. If a longer sequence of years is missing at the
beginning or the end of the time series, which is the case in some of the colonies
(see Section 5.2), this could potentially have a different impact on the estimated
synchrony if synchrony patterns has changed over time. For this reason, the effect
on the estimated synchrony of removing years sequentially from the beginning or the
end of the time series (yellow and blue dots, respectively). There was no evidence
that this resulted in larger differences in the estimated correlation strength when
synchrony was measured as 74;¢s. However, when synchrony was measured as r, the
differences when years were removed sequentially were generally slightly larger than
the average for when years were removed randomly, which is to be expected as this
measure also reflects synchrony in long-term trends.
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Figure C.2: Results for the three metrics used to determine the appropriate number
of clusters k to use when synchrony was measured as rg4¢¢. Each row represents a
different metric and each column a different clustering algorithm (agnes, diana and
pam — note that fanny was used primarily to look at affinities and for that reason
not included). The first metric is the total within sum of squares, which shows
how within-cluster variation decreases as the number of clusters increase, where the
appropriate number of clusters is often considered to be point where the decrease in
the total within sum of squares shows a marked change in the rate of decline, known
as the “elbow criterion”. Here, this seems to suggest a k of 4 for pam, while it is less
clear for agnes and diana, but around 4-5. The next metric is the average silhouette
width, which measures the strength of within-cluster similarity as compared to the
similarity with the next-closest cluster, which here suggests a k of 5 for agnes and
diana and a k of 4 for pam. Finally, the gap statistic was assessed, which compares
the intra-cluster variation for each value of k with their expected values under a
null reference distribution. The optimal & is taken to be the smallest k for which the
gap-statistic is not more than one standard error away from the first local maximum
(standard errors are indicated by error bars). This method suggested the optimal
values 9 for agnes and diana and 4 for pam. All methods thus suggest a k of 4 for
pam, which is what was used for this algorithm. The values to use for agnes and
diana were less obvious. Since the focus was on large-scale patterns rather than fine-
scale structure, the lower values suggested by the total within sum of squares and the
average silhouette width were more relevant than the higher values suggested by the
gap-statistic. A k of 5 was chosen for both as this was suggested as optimal based on
the total within sum of squares and also seemed reasonable for the average silhouette
width. Again k in itself is not of interest, but rather the spatial configuration of the
clusters. Based on a similar reasoning to the one outlined here, a k£ of 3 was used
for all algorithms when synchrony was measured as r.
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Table C.2: Final cluster structure for each algorithm when synchrony was measured
as r4irr. (1 = Scottish east coast, 2 = Shetland, 3 = Orkney, see Figure 5.1c).
Colonies that were not consistently assigned to the same cluster are indicated in bold
(these are shown in grey in Figure 5.1c). Colony numbers correspond to numbers in
Figure 5.1a.

Colony Colony name agnes diana pam
number

1 Buchan Ness 1 1 1
2 Dunbar Coast 1 1 1
3 Fair Isle 2 2 2
4 Farne Islands 1 1 1
5 Flamborough Head 2 2 2
6 Foula 2 2 2
7 Fowlsheugh 1 1 1
8 Gultak 3 3 3
9 Handa Island 4 4 1
10 Hermaness 2 2 2
11 Isle of May 1 1 1
12 Lowestoft 5 5 4
13 Marwick Head 3 3 3
14 Mull Head 3 3 3
15 North Hill 2 2 2
16 North Sutor 5 5 4
17 Noss 2 2 2
18 Row Head 3 3 3
19 Saltburn Cliffs 2 2 2
20 St Abb’s Head 1 1 1
21 Sumburgh Head 2 2 2
22 Whale Wick 2 2 2
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Figure C.3: This plot is equivalent to Figure 5.2 but measuring synchrony as the
strength of the correlation between the untransformed time series of breeding success
(), rather than the correlation of the differences between consecutive years (rq;¢f).
The black line shows the cubic smoothing spline fitted between the along-coast
distance and synchrony for each colony pair. The dashed line indicates » = 0. Grey
shading shows 99%, 95% and 90% confidence intervals as estimated from boot-
strapping. Each point shows the synchrony of a colony pair against the along-coast
distance between the two colonies.
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Figure C.4: These plots are equivalent to Figure 5.1b and Figure 5.1c but measuring
synchrony as the strength of the correlation between the untransformed time series
of breeding success (r), rather than the correlation of the differences between consec-
utive years (r4rr). (a) Green dashed lines indicate weaker synchrony than expected
based on distance (negative residuals from the relationship between r and between-
colony distance, Figure C.3) whereas yellow lines indicate stronger correlations than
expected based on distance (positive residuals from the relationship between r and
between-colony distance, Figure C.3). (b) Combined results from the cluster anal-
ysis. Round grey symbols indicate colonies that were assigned to different clusters
by the different algorithms, whereas the other coloured symbols indicate clusters
that were consistently identified by all algorithms. The average silhouette widths for
all algorithms were around 0.36-0.37, indicating a slightly weaker cluster structure
compared to when clustering was based on synchrony measured as 74s¢. The average
proportion of non-overlap ranged from 2 to 18%, indicating a more stable cluster
structure compared to when clustering was based on synchrony measured as rg;fs.
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