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#### Abstract

The space economy can only thrive if reliable, responsive and economical access to space is granted by the launch industry. The competitive spur at the turn of the millennium has started numerous endeavours attempting to capture shares of the launch market, providing alternative solutions with different value propositions.

These new, innovative, launch vehicles, deviating from the more classical architectures and CONOPS, require complicated, multidisciplinary evaluations of their performances to enable analyses and trade-offs from the early design phases to guide the development. These added complexities are even more pronounced for reusable, lifting body vehicles with multiple or combined-cycle engine types, where the aerodynamics, propulsion, and trajectory influence each others.

This work provides a methodology to perform mission analysis from the concept of a project onwards, integrating a flexible simulator structure in a trajectory optimisation framework with MDO capabilities suitable for the early phase vehicle sizing. The whole stack is designed to be readable, modular, and flexible, accepting the different levels of fidelity available at each milestone of the project time-line. A direct, multiple shooting transcription enables the use of discontinuous datasets with rapid model integration. The breakdown of the trajectory in multiple sub-arcs, and the multi start approach provide a stable framework able to converge and identify solutions from wide searchspaces, even when the analyst cannot provide an initial guess.

The approach presented is validated with a suite of standardised trajectory optimisation test cases, and applied to a range of problems exploring all the different phases that a reusable lifting body vehicle might encounter during nominal and off-nominal operations. The methodology can be employed from the analysis of the commercial


viability of a concept to the trajectory design for mission and safety analysis required for regulatory framework compliance.
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## Chapter 1

## Introduction

Space has historically been a hostile environment that provides an exceptional location to perform science, communication and observation missions, but at a very high entry cost. While space is hazily defined as anything above the Karman Line at approximately 100 km , the majority economical value [1] of commercial activities lies between low Earth orbits (LEO, with an orbital altitude lower than approximately 2000 km above the Earth's surface) and geostationary orbits (GEO, 35786 km above the equator).

The reason for the high cost of sending a payload to orbit is well described by the Tsiolkovsky rocket equation (1.1), and its impact is referred to as "the tyranny of the rocket equation [2]".

$$
\begin{equation*}
\Delta V=v_{e} \ln \frac{m_{0}}{m_{f}} \tag{1.1}
\end{equation*}
$$

This fundamental equation of rocketry expresses the change of velocity $\Delta V$ as a product of an engine efficiency metric $v_{e}$ and the logarithm of a term related to the amount of available propellant by the initial (wet) $m_{0}$ and final (dry) $m_{f}$ masses of the vehicle.

To accelerate the spacecraft to orbital velocity, the ascent vehicle has to produce a $\Delta V$ of about $10 \mathrm{~km} \mathrm{~s}^{-1}$, while carrying along the launcher inert structure, the payload and, most importantly, the propellant itself leading to an exponential increase of the required masses.

(a) VentureStar on its launch pad. Credit: NASA.

(b) Skylon spaceplane with cutout of the engine. Credit: ESA.

Figure 1.1: Artist's rendition of SSTO concepts.

In addition to the tight mass margins, the launch environment is one the most extreme a man-made machine has to endure, on the same level of stresses as the reentry, with extreme changes of pressure, temperature and high levels of accelerations and vibrations, further increasing the required structural mass of the launch system producing enormous amounts of energy through chemical reactions.

As of today, even with state of the art technologies, all these compounded issues prevent the orbital delivery of mass in excess of the inert structure and systems required for a single stage launcher. Therefore, no Single Stage To Orbit (SSTO) vehicle to date has ever succeeded in its mission of achieving Earth's orbit, even with the most efficient propellant combinations. Some of the proposed configurations that showed most promise, but have been abandoned over the years, were the Lockheed Martin X-33 VentureStar [3], depicted in Figure 1.1a, and the Reaction Engines Skylon [4], in Figure 1.1b.

All ascent vehicles that have achieved orbit to date, relied on multiple stages that mitigate the aforementioned limitations, splitting the exponential mass ratio requirements of the rocket equation between multiple stages and, consequently, the required $\Delta V$. This approach has allowed the delivery of payloads weighting up to tens of metric tons to Earth's orbit.

### 1.1 Objectives of the thesis and contribution to the field

The objective of the approach herein presented is to provide information for the mission analysis activities and to assess the viability in general of a launcher, in particular for reusable, lifting body vehicles. This is achieved through the formulation and implementation of an open-source, computationally affordable framework to support in the decision making process for the definition of a business case, early design choices and configuration trade-offs of future space access vehicles. The same process can also be used to refine the project further in more advanced stages, performing mission and flight safety analyses. This approach needs to be able to answer a multitude of questions from different fields, ultimately leading to "can the vehicle perform the mission, and at what cost?", where cost is not necessarily an economical measure. The approach must leverage flexibility, modularity and multidisciplinarity in a manner that can provide more benefit than hurdles to the analyst.

The activity can be separated in the following objectives:

1. Devise a modular methodology to address a wide ranging multitude of cases, drawing from past research, methods and applications in the field, with a forward looking approach to the trend of future computational capabilities.
2. Develop a modular trajectory optimisation framework to be used for launch vehicle analysis, with particular attention to multidisciplinarity, computational efficiency and accessibility.
3. Demonstrate its application in a multitude of scenarios proving the capabilities for the missions and vehicles under consideration, verifying in the process that the results obtained do respect the expectations.

### 1.2 Thesis organization

The thesis is organised in the following chapters:
Chapter 2-Background This chapter presents the high level overview of the field of trajectory optimisation. The first section provides a snapshot of the approaches that have been developed and used to find solutions to the problem. The second section presents some of the most successful implementations. In its entirety it provides context and background for the chapters that follows.

Chapter 3 - Methodology and validation This chapter describes the novel methodology implemented in this work, the reasons behind the choices from the options presented in the overview, and how to break down the trajectory optimisation problem in its fundamental parts to solve it. The approach is verified though the use of standard test-cases.

Chapter 4 - Ascent and descent of a SSTO vehicle This chapter offers the first practical implementation of the methodology to model, simulate and optimise a predefined vehicle, optimise its trajectory and evaluate the performances in a scenario characterised by constraints that would be encountered in a real world application.

Chapter 5 - Vehicle sizing and performance analysis This chapter expands the analysis to the estimation of the performances of a vehicle, introducing multidisciplinary design optimisation to determine the size of the vehicle. The optimised configuration is then tested targeting orbits at different altitudes and inclinations, analysing the impact on the deliverable payload mass.

Chapter 6 - Ascent abort scenario analysis This chapter presents the study of the performances of a lifting body vehicle in case of an abort occurring during ascent, analysing the approaches that yield the maximum down- and cross- range capabilities to target emergency landing locations.

Chapter 7 - Conclusions and future work This chapter concludes the thesis summarising the approach and results presented in the thesis, mentioning the results obtained in commercial applications and outlining topics of interest for future work.

## Chapter 2

## Background

This chapter describes the current market landscape for launch vehicles, identifying the factors driving the design of new vehicles as they strive to capture market share or a niche to exploit with economically viable solutions. Trajectory optimization is introduced as a tool to assist in the development of new concepts, incorporating advancements in computational modeling and technology research. A state of the art review is provided, outlining the methodological background and current techniques, with real-word examples of their application.

The space launch market is constantly evolving [5], driven by a range of factors including the increasing demand for satellite launches [6], the competition among launch providers, and the desire to reduce the cost of access to orbit. Promising approaches to achieving this goal are the development of reusable lifting body (RLV) and single stage to orbit (SSTO) vehicles, which have the potential to lower the overall cost of launches.

However, the design and performance of such vehicles is highly complex and requires careful evaluation and trade-off analysis. This is where trajectory optimization comes in, as it allows engineers and researchers to analyse and compare different design concepts and assess their feasibility and potential performance. In fact, understanding the optimal trajectory for a launch vehicle is crucial for maximizing its efficiency and minimizing its cost.

Therefore, in this chapter, the optimal control problem will be explored, which forms the basis for trajectory optimization in the context of reusable launch vehicles. Various approaches to solving this problem will be discussed and the state of the art in this field will be reviewed. A high level overview of the field of trajectory optimisation is provided, closing with some of the most relevant applications, both as case studies, and programs developed to analyse the problem. Chapter 3 will motivate the choices of methods and approaches selected among the ones presented, with a more specific introduction of the disciplines governing trans-atmospheric flight for the application to reusable lifting body space access vehicles.

### 2.1 Current drivers of orbital launch vehicle design

The space sector is currently experiencing a commercial inflation thanks to the miniaturization of satellite components [6], the advancements in computing power density and the increase of exploitation capabilities and awareness regarding the possibilities offered by in-orbit science [7]. Commercial activities are growing in the satellite market in both absolute and relative share compared to governmental sector. From smallsats to cubesats, the production rate of companies is increasing [6]. Recent proposals for commercial broadband satellite communication constellations in development by companies such as Oneweb [8] (720 satellites planned in Low Earth Orbit (LEO) and 1280 in Medium Earth Orbit (MEO)) and SpaceX [9] (4408 satellites in LEO) has further increased the demand for launch capacity by orders of magnitude compared to past decades [5].

Smaller satellites in the order of 100 kg have now the majority share of the current market thanks to the initial deployments of the aforementioned constellations [10]. Ride-sharing missions are now routinely part of the launch manifesto of medium lift vehicles such as ISRO PSLV [11], SpaceX Falcon9 [12] and AVIO VEGA [13], with multiple payloads arranged within the fairing as shown in Figure 2.1.

The increased demand for launch of small- $(<500 \mathrm{~kg})$ and micro- $(<100 \mathrm{~kg})$ satellites is enabling new LSPs to enter the market with smaller, cheaper vehicles, requiring reduced initial expenditures, and allow the contribution of venture capital firm invest-


Figure 2.1: Payload stack of the Transporter-1 mission, photographed in the clean room before encapsulation in the fairing. Credit: SpaceX.
ments. Drawn by the increased demand for launch capacity, new players are entering the market at a faster rate than ever before. Hundreds of new launcher vehicles are in various status of development at the start of the 2020s [14], leveraging some of the same technological advancements that sparked the recent commercial satellite growth [15].

The commercial orbital launch success of the RocketLab Electron in 2018 [16], with continuous operations since, are clear demonstrations of new capabilities developed by commercial companies from nations that do not possess launch vehicle heritage. Even though it could be argued that this specific example benefited from US knowledge exchanges, similar initiatives are distributed worldwide, with some of them in advanced status of design, on track to fly in the first half of the 2020s [14]. Commercial launch activities are also planned from the United Kingdom for the first time in history, thanks


Figure 2.2: First successful recovery of the Falcon 9 first stage on the 22nd December 2015 after the ORBCOMM-2 mission. Credit: SpaceX.
to the governmental support and push towards a local commercial launch capability and connected regulations [17] [18].

In parallel to the initiative from small launchers, SpaceX demonstrated in 2014 the capability to land the first stage of a medium lift vehicle [19], the Falcon 9. The first landmark successful recovery of the first stage during an operational flight happened in 2015, shown in Figure 2.2. In 2021, they achieved the milestones of flying 10 missions with the same booster stage, within a timespan of 27 months [20]. This capability, once dismissed by the major players of the launch industry, is now in the plans of future operations of RocketLab testing parachute recovery [21], the China Academy of Launch Vehicle Technology company that started incorporating gridfins [22] in their Long March vehicles, and the European funded initiatives such as RETALT [23] and THEMIS [24].

Reusable launchers are a particularly appealing concept for two main reasons: cost savings and launch capacity. The former is a consequence of the fact that while about $9 / 10$ of the vehicle by mass is fuel, it is also the cheaper part. Recovering engines, tanks, avionics and any other components has the potential to dramatically reduce the cost of a launch when refurbishment is more convenient than production from scratch. The


Figure 2.3: Relativity Space's Stargate metal 3D printer manufacturing a cylindrical rocket section. Credit: Relativity Space.
second advantage comes from the logistics of manufacturing: whenever the factories producing rockets and the commercial suppliers are running at full capacity, refurbishment for reuse presents an opportunity to increase launch capacity supply without increasing manufacturing throughput. One of the limiting factors of the launch availability supply is the production rate of complex components, with engines and large carbon wrapped tanks manufacturing cadence being a limiting factor. Alternative efforts in overcoming the production rate limits of rocket factories are currently undergone by Relativity Space, attempting to streamline and automatize the majority of the rocket production rate [25], with the possibility of scaling the production linearly with the number of machines; the first prototype printer is depicted in Figure 2.3. While the use of the additive manufacturing for complex launcher components is an ever increasing trend across the whole industry [26], it is unclear the degree of success that can be reached by complete manufacturing automation.

All these commercial initiatives that started in the last decades, often referred to as NewSpace, separated from the traditional governmental ones by presenting innovative approaches to space access. This expansion and new talent provides a fertile ground
for the development of new concepts, reigniting the interest in reusable lifting body vehicles [14].

The first orbital reusable launch system with a lifting body was the Space Shuttle System, with the Orbiter upper stage and solid rocket booster casings reflown on multiple missions after refurbishment (Figure 2.4a). The high cost associated with those maintenance activities and the public reaction to the accidents ultimately halted the program in 2011. Many concepts such as the Horizontal Take-Off and Landing vehicle [27] (HOTOL, Figure 2.4b), its iteration Skylon (Figure 1.1b), the X-33 (Figure 1.1a), and others have been cancelled in the recent decades, leaving the SNC Dream Chaser [28] (Figure 2.4c) as the most promising commercial reusable lifting body vehicle under development. The US military branches have flown multiple times the X-37B [29] (Figure 2.4 d ), an unmanned, controllable, reusable upper stage characterised by a lifting body and employed for secret orbital missions lasting multiple months.

### 2.2 Trajectory design for mission analysis

The work presented in this document provides an approach to evaluate the performances of different configurations of lifting body vehicles in diverse scenarios, with the focus on reusable orbital access vehicles. The benefits of having such capability can span the whole launch industry from the venture capital firms reducing the risk associated with investments by rapidly evaluating new concepts, to the performance analysis in the early phases of the design definition, until the mission trajectory design for compliance with either regulatory or insurance safety requirements. Early phases are the most important on a cost basis, since architectural decisions taken at the beginning of the project have long-lasting impacts that are hard to recover from [30].

In the field of launcher mission analysis, optimisation is a tool that can be used do design trajectories to solve scenarios like the maximisation of payload [31], the minimisation of risk to overflown populations [32], or the minimisation of the loads and stresses generated during flight [33]. Each of those problems has an associated optimal trajectory that is fully dependent on the setup of the case under analysis. Trajectory optimisation is a fundamental step where all technical disciplines coalesce into the study

(a) Space Shuttle on the launch pad. The orbiter and the 2 solid rocket boosters were refurbished between flights. The orange external tank was demised, and not recovered. Credit: NASA.

(c) SNC Dream Chaser during landing after drop test. Credit: SNC.

(b) Artist impression of the BAe HOTOL. Credit: Reaction Engines.

(d) X-37B Orbital Test Vehicle during taxi on the flightline in June 2009 at Vandenberg AFB, California. Credit: US Air Force.

Figure 2.4: Spaceplane designs.
of the vehicle performances, driving technical trade-off and providing feedback on the project evolution. The coupling of multiple disciplines generates solutions that improve on a specific metric when compared to optimal solutions found by analysing a single field or topic, but it introduces additional complexity and increases the computational time required to solve the problem [31].

When optimisation is performed to find a solution to a specific problem, the algorithms require thousands, millions or more evaluations before halting. While the available processing power follows an exponential trend thanks to technological deflation, new modelling techniques adapt on accessible resources; analyses such as chemical or fluid dynamic simulations will increase their complexity and their accuracy over time. This implies that using coupled high fidelity simulations to find optimal solutions is a computationally intensive problem that can take excessive time to be solved. This limitation can be circumvented by using low order models, less accurate but fast enough to be used in a problem requiring optimisation [34].

It is suggested by Betts that the needs of the aerospace community have been one of the drivers for the development of the necessary numerical methods for trajectory optimisation [35]. Mathematical optimisation is a continuously growing field that has been dramatically changing multiple engineering and science domains, and it is a fundamental building block of many emergent fields such as machine learning [36] and real time navigation algorithms [37].

### 2.3 Optimal control

The optimal control problem's [38] purpose is to determine the evolution of a dynamic system through control $\mathbf{u}$ to minimise the performance index [39] $J$ of equation 2.1.

$$
\begin{equation*}
J=\phi\left[t_{f}, \mathbf{y}\left(t_{f}\right), \mathbf{u}\left(t_{f}\right)\right]+\int_{t_{0}}^{t_{f}} L[t, \mathbf{y}(t), \mathbf{u}(t)] d t \tag{2.1}
\end{equation*}
$$

The optimal control problem is thus formulated in the Bolza form; it is a Lagrange problem if the first addendum $\phi$ is zero, while it is a Mayer problem when the integral
$L$ is null. The problem is subject to the dynamic constraints, path constraints and boundary conditions of the system 2.2 .

The system evolution is usually defined by a set of ordinary differential equations $\dot{\mathbf{y}}$ function of the states $\mathbf{y}$, controls $\mathbf{u}$, parameters $\mathbf{p}$ and an independent variable, commonly time $t$. Boundary constraints $\mathbf{b}$ and path constraints $\mathbf{c}$ are also included.

$$
\left\{\begin{array}{l}
\dot{\mathbf{y}}=f[t, \mathbf{y}(t), \mathbf{u}(t)]  \tag{2.2}\\
\mathbf{b}\left[t_{j}, \mathbf{y}\left(t_{j}\right), \mathbf{u}\left(t_{j}\right)\right]=0 \\
\mathbf{c}[t, \mathbf{y}(t), \mathbf{u}(t)] \leq \mathbf{0}
\end{array}\right.
$$

In the scenarios presented in this work:

- the state constraints are determined by the dynamic of the systems describing the evolution of position and velocity vectors,
- the boundary constraints set the state, control and time limits at the boundaries between flight phases, including the initial and final flight conditions,
- and the path constraints are computed and applied along continuous sections of the trajectory.

The problem is defined as multi-objective if there are multiple cost functions. It is usually constrained by inequality and equality constraints, determining if the values of a performance metric violates its threshold or achieves the desired target.

Examples of real word equivalents to the mathematical formulations are thermostructural limitations of the airframe as inequality path constraints, where specific load limits must never be exceeded during flight. The matching of the final conditions with predefined target states are equality boundary constraints. Ascent trajectories might terminate at specific orbital parameters while descent flights might require precise targeting of the landing zone.

### 2.4 Indirect and direct methods

Optimal control seeks the control laws for a given system that minimizes a cost functional subject to initial and final states as well as path constraints. This is an infinite dimensional optimization problem, for which usually it is not possible to find the exact analytic solution, hence the need of a numerical method for approximating its solution. Numerical methods are divided into indirect and direct methods [40].

### 2.4.1 Indirect methods

Indirect methods attempt to find the root of a function or set of functions that describe the problem, computing the slope of the merit function and determining when it is close to zero. To find the root of the necessary condition, it is required to derive the adjoint equations, gradients, control equations, and transversal conditions. This calls for a high degree of knowledge from the mission analyst, creating a high barrier of entry, it is time consuming, and it makes the approach unsuitable for fast evolving, mutable problems and requirements which characterise the early phases of a vehicle design [39]. Indirect methods are generally not robust, presenting issues when the initial guess is not known or far from the solution [40]. It is an approach more suitable for the study of well consolidated vehicles and scenarios, with fixed problem setup, known initial guess, and marginal changes between iterations, providing better solutions compared to direct methods in such problems [41].

### 2.4.2 Direct methods

Direct methods discretise the states and controls of the trajectory, transcribing the case to a non-linear programming (NLP) problem, where the constraint or cost function are not linear. In this approach, the dynamic system can be a black box, interacting with the solver only by providing the merit function and constraints, not requiring explicit derivation of the equations used in indirect methods. They are extremely sensitive to variables at the beginning of the trajectory, and this issue is usually mitigated through the use of multiple shooting [35]. Direct methods are usually more robust than indirect
ones, and can recover from a wider range of initial guesses if the optimisation algorithm has the capability [39].

### 2.5 Transcription

While the behaviour of the dynamic systems considered in this work are described by a set of ordinary differential equations ODE presented in the following chapter, the problem for optimisation must be formulated, or transcribed, with a finite set of variables to be solved through the algorithms of choice. Transcription methods fall into two categories: shooting and collocation methods [40].

### 2.5.1 Single shooting

The simplest problem of trajectory optimisation is the selection of the angle of throw of a projectile to a target [42]. A single shooting algorithm is the least complicated approach to solve the problem [35], where the only control variables are the initial states. The miss distance from the target location, or defect, is reduced by changing the angle of throw, until the trajectory ends in the bull's eye. This approach works fine for the simple projectile problem but it presents stability issues when the time of flight is long, where small changes in the initial conditions produce large effect in the final ones [35].

Transcription by the single shooting approach results in a non-linear programming (NLP) problem with a relatively small number of independent design variables, but dynamical systems which are subject to instability for certain values of their control parameters (as is often the case) are difficult to treat with this method [35].

### 2.5.2 Collocation

A second category of transcription approaches is represented by the collocation methods, approximating the trajectory states, controls, constraints and objectives with curve fits (i.e. polynomials and splines) where the boundary conditions are satisfied at each node of the grid. These methods are more stable than single shooting and provide


Figure 2.5: Multiple shooting discretisation
a low accuracy, fast result, that can be further refined by increasing the number of grid-points. The solution accuracy must be verified with a single shooting integration since the solver interfaces directly only with the polynomials and not with the dynamic equations. In case of unacceptable discrepancies, the problem must be analysed with a denser grid. They are suited for long duration arcs, ballistic or low thrust flight, where shooting methods are limited by the speed of the numerical integration [39].

### 2.5.3 Multiple shooting

Multiple shooting subdivides the trajectory in multiple single shooting sub-arcs (Figure $2.5)$ that need to match states when one ends and the other begins. The midpoints between trajectory segments require extra variables to be added to the problem, and the mismatch, or defect, at the boundary is treated as an equality constraints. This additional complexity provides further stability to the problem and effectively produces a sparse Jacobian matrix, with sparsity increasing with the number of intervals, efficiently handled by a multitude of NLP solvers. A further advantage is provided by the fact that each sub-arc can be simulated independently from the others, providing the possibility of parallel computation of the simulation.

### 2.6 Nonlinear Optimisation Methods

Optimisation algorithms can be broadly divided in 2 macro categories, stochastic and deterministic [40].

The two classes have complementary characteristics and some algorithms combine aspect from both to strike a balance between search-space exploration, exploitation and computational time.

The algorithms iterate by changing the optimisation variables until a specific stopping criteria is met. The final coordinates found correspond to a cost, which is desirable to be a minimum. The value of a cost function is a local minimum when it is the smallest value within a given range. It is a global minimum if such range spans the entire search-space domain of the optimisation variables.

The selection of algorithm examples, listed in the following two subsections, have been selected by the author based on the familiarity accrued during the research for this thesis's work.

### 2.6.1 Deterministic methods

Deterministic methods compute the slope of the merit function at each step and move towards the local minimum, with limited exploration capabilities, but more efficiently moving towards the local optimum [40].

Examples of commonly used algorithms include:

- Newton's Method [43], where the decision vector is updated iteratively by moving towards the root of the cost function through second order derivation.
- Sequential Quadratic Programming (SQP) [44] is similar to Newton's Method, but allows inclusion of equality and inequality constraints through the use of Lagrange multipliers and the application of the Karush-Kuhn-Tucker (KKT) conditions.
- Pattern Search [45], a derivative free approach that explores each dimension separately and moves toward the lowest value found, iteratively reducing the searchstep any time no improvement is found. It can handle discontinuous functions.

The first two are the basis on which many of the local optimisation software libraries build upon, with notable examples used in the field being WORHP [46] and SNOPT [47].

### 2.6.2 Stochastic methods

Stochastic methods uses a mix of approaches that exploit random parameters to provide good exploration of the search-space [40]. They generally do not require computation of the problem gradient, and cannot guarantee that a minimum has been found.

Examples of commonly used algorithms include:

- Genetic Algorithm [48], where the optimisation vector is treated similarly to a population characterised by DNAs undergoing evolution with random mutations, selection driven by the cost function and crossover among multiple competing candidates.
- Particle Swarm Optimisation [49], characterised by a population of individuals moving in the search-space toward areas of improved cost, driven by momentum and knowledge of the best candidate location found individually or shared by connected neighbours.
- Simulated Annealing [50], mimicking the process of cooling materials, with repeated random tentative improvements of the solution within a decreasing exploration area, proportional with the energy of the system.
- Differential Evolution [51], similar to the Genetic Algorithm, it differs by generating a trial vector from mutation and crossover of the existing population, and direct selection by comparison with the target vector.

Memetic Algorithms are a class of algorithms that provides an extension to evolutionary approaches such as the Genetic Algorithms, with additional capability to perform local improvements [52]. The purpose of this combination is to leverage the strengths of the two approaches: exploration with the evolving population, and exploitation through local search techniques.

Stochastic methods are widely used in designing interplanetary trajectories, but rarely in the launch vehicle design and mission analysis [53]. Castellini and Lavagna have postulated that they could be a viable alternative that merits further exploration.

### 2.7 Initial guess strategies

Optimisation problems can be provided with an initial guess, an approximate solution that speeds up the convergence by identifying promising areas of the problem searchspace. The benefit is logically more pronounced when combined with local optimisation algorithms, characterised by limited exploration capabilities.

If the initial guess is not provided, most scientific computing libraries generate a randomised starting vector, and the algorithm solving the problem does not receive any benefit. An experienced analyst can manually generate an initial guess based on empirical expertise accrued on similar problems, but the process can be time intensive and subject to personal bias.

Alternatively, the initial guess can be obtained as a solution of a simplified problem: neglecting forces or removing constraints [54], simplifying the dynamics, reducing the optimisation problem dimensions. These approaches have in common the requirement to re-formulate the problem in the desired simplified form.

To prevent duplicating or modifying the problem, exploratory algorithms can be employed to identify candidate guesses [55], solving the problem with global methods to find the initial guess, and local exploitation to refine the final solution. The ascent scenario presented in chapter 4 applies such approach.

All the other scenarios presented in this work employ a multi-start approach: multiple initial guesses are analysed separately with a short optimisation, and the best one (i.e. lowest constraint violation norm) is selected for the final optimisation. Further details are provided in the individual application cases

The author of this work has explored the trade-off between multi-start strategies [56], using randomised vectors generated with Latin Hypercube Sampling (LHS) and Mersenne Twister [57]. The use of LHS is further explored in combination with altering the weighting of the constraints relative to the objective function, changing the
integration time-step and introducing white noise into the first guess vectors for runs that failed to converge. The performances are analysed for computational run time, convergence rate and violation level of the constraints. A focus is also put on methods that reduce the dependency on the expertise of the user to produce a problem-specific first guess.

The post-processing of results by relaxing the constraints and the introduction of white noise showed marginal improvement on the convergence rate, but the small population size and the single problem analysed prevent from selecting the best approach on absolute terms, as presented in section 5 of the trade-off analysis of the aforementioned paper [56].

### 2.8 Trajectory optimisation programs

The tight margins available in space launch activities have spurred the continuous research of approaches to squeeze as much performance as possible from the launchers. Many companies and institutions have developed their own in-house solutions with source-codes kept secret and closely guarded, and some endeavours have gained widespread recognition and became a product on their own.

A selection of some of those software packages is listed in alphabetical order to provide a general overview of the field, based on relevance to this thesis, and frequently used in similar applications.

### 2.8.1 ASTOS

AeroSpace Trajectory Optimisation Software, or ASTOS [58], is a commercial suite of tools initially developed by DLR before being spun off, that assists the design of ascent, orbital and entry vehicles. It includes a multitude of modules that can be used to address specific questions in different disciplines. It also provides the users with a preloaded set of models that can be used for simulation. The combination of simulation, optimisation and modelling capabilities provides a versatile software that contains all the building blocks to assess the performances of a space vehicle and design reference
trajectories with optimisation methods. It provides a high degree of flexibility, with building blocks for system design, 3-DoF or 6-DoF simulations, and the Collocation and Multiple Shooting Trajectory Optimization Software (CAMTOS [59]) optimiser allowing the use of direct, indirect and collocation methods.

### 2.8.2 GPOPS2 and DIDO

The General Purpose OPtimal Control Software 2 [60] is a MATLAB proprietary software developed by Patterson and Rao. It can solve multiple-phase optimal control problems using variable-order Gaussian quadrature collocation methods. It is notable in this list due to its application not only in aerospace applications [61] [62], but also in other fields of study [63] [64].

Similar general purpose software [65] using direct collocation methods include SOCS [39], DIDO [66], DIRCOL [67], and the predecessor GPOPS [68]. DIDO is of particular relevance within the scope of this thesis due to its recent application in the study of a multi-stage partially reusable launch system with rocket and air-breathing propulsion [69].

### 2.8.3 OTIS4

The Optimal Trajectories by Implicit Simulations [70] is developed by NASA Glenn Research Center, subject to ITAR restrictions and uses direct collocation to generate trajectories. It includes the possibility of using multiple shooting and performing parametric vehicle design. Detailed information of its implementation are scarce, but it seems a tool more focused on the general optimal control problem, where for the trajectory optimisation needs, POST2 is preferred.

### 2.8.4 POST2

The first iteration of Program to Optimize Simulated Trajectories II (POST2) was created by Martin Marietta for NASA Langley Research Center to support the Space Shuttle and following programs [71]. The second, current, version is continuously developed by NASA, can handle point mass simulations with different DoF, multiple bodies
and multiple manoeuvres, making it well suited for NASA's requirements of design of launch, entry and interplanetary missions. Its usage restricted under the ITAR regulations and optimisation is performed with NPSOL [72], a SQP solver developed in Fortran.

### 2.8.5 SGRA

The Sequential Gradient Restoration Algorithm, in its single arc (SSGRA) and multiple $\operatorname{arc}$ (MSGRA) [73] variants has been developed by Miele [74] from the late 1960s onward. It is an indirect method and, as the name suggests, it iterates repeating 2 steps: the first one is a gradient phase to improve the merit function, and a second one to force constraint satisfaction. It has a high barrier of entry regarding user knowledge, but its open implementation favoured it for the application in multiple aerospace programs, including recent developments of ESA's Intermediate eXperimental Vehicle IXV [75].

### 2.9 State of the art on spaceplane trajectory design

As anticipated in chapter 1 , mission analysis for ascent and re-entry vehicles has drawn considerable attention over the past decades; trajectory design for space missions is one of the aspect that is optimised to increase margins and reduce mass of the vehicles in ascent and re-entry. Spaceplanes combine the constraints of both directions of the flight, providing an interesting test case for research groups interested in transatmospheric flight, with multiple disciplines required to solve the emerging multidisciplinary problems.

As mentioned in the introduction, the field is closely linked with the space shuttle program, given its record of the first spaceplane succesfully operated for multiple decades. In 1974, 7 years before the first flight, Brusch [76] presented a direct method with sub-arc subdivision to solve ascent and abort scenarios for the Space Shuttle. The study highlights the trade-off between direct and indirect methods, concluding with the same remarks on the computational time vs analyst time explained in section 2.4 .

The paper presents an unconstrained optimisation algorithm that solves a constrained problem by adding a penalty factor calculated from on constraint violations.

The Shuttle program evolved over time, computational speed improved following Moore's law [77], increasing the achievable level of fidelity and capabilities. This capacity culminated into day-of-launch analysis, generating a trajectory lowering the vehicle stresses (loads, controls, performances) by adapting to the most up to date atmospheric measurements, used up to the last launch in 2011. Harrington's paper [78] details such rigorous process and the data flow within NASA and all the teams involved in the launch operations.

The initial trajectory optimisation is performed with angle of attack, bank and throttle control, similarly to the application cases of chapter 4,5 , and 6 . This first step of the Space Shuttle ascent trajectory design is simulated in 3dof, with the objective minimising the loads on the vehicle, while satisfying the constraints, incorporating the day of launch measurements.

A second analysis, at higher fidelity, is then performed to further reduce the loads, simulated in 6 degrees of freedom, with GNC models in the loop, obtaining a guidance law based on flight Mach as the independent variable. While not explicitly defined due to ITAR restrictions, it is likely that the optimisation were performed out with OTIS (see section 2.8).

The source offers an insight in the final operations of a long running program, reminding that the processes are more important than the methods, especially when lives are at stake, and safety is a fundamental requirement, without which space operations could not be licensed to operate.

The impact of the Space Shuttle program is evident in literature, with important books such as Betts's book [39] on optimal control, continues to be referenced in recent studies [79], and it has inspired the generation of multiple concepts of reusable vehicles. A comprehensive comparative is provided by Bayer [80], but some of the lifting body SSTO concepts that have shaped the research for this work are listed below in chronological order.

NASA has supported studies for a fully reusable SSTO replacement of the Space Shuttle primarily to reduce the cost to access space, and improve the turnaround times [81]. The VentureStar program [82], with its X-33 subscale demonstrator, consisted of a vehicle capable of vertical take-off and flight to orbit with its aerospike engine [83], able to perform efficiently on a wide range of altitudes. The vehicle would be recovered with horizontal landing on a runway, shielded from the re-entry conditions by a metallic TPS, with lower maintenance cost when compared to the Shuttle's [84]. The nominal trajectories have been generated in 3-dof [85] with POST [71] and OTIS [70].

SGRA [74] has been successfully employed by its creator, Miele, for the trajectory optimisation of a SSTO vehicle inspired by VentureStar [86], in 2-dof on a spherical non-rotating Earth.

One of the most important SSTO concepts for this thesis is the british HOTOL [27] of the 1980s. This initial attempt was an important stepping stone for the future development of the SABRE engine [87], at the core of the Skylon [4] SSTO vehicle concept of the early 2000s. The engine would transition from rocket to pre-cooled ramjet depending on the flight regime to maximise the efficiency through the use of atmospheric oxygen.

The interest into the Skylon concept sparked collaborations between industry and academia, such as the one with the cFASTT research group [88]. This group used the cFASTT-1 [89] concept vehicle inspired by Skylon as a starting point to develop multidisciplinary analysis capabilities [90], thermal protection system (TPS) design [91], aerothermodynamics [92] [93], propulsion [94] [95], and environmental impact [96]. The author of this document contributed to the research group with the development of methodologies for trajectory design and mission analysis.

Lazarus [97] is a concept originated in the Georgia Institute of Technology for a SSTO with multiple methods of propulsion. The vehicle would be accelerated until take-off with an electrically powered sled on a rail up to $M=0.7$; then it would ignite a rocket based combined cycle (RBCC) engine until $M=3$, switch to ramjet propulsion until $M=6$, scramjet until $M=10$, and gradually transition to rocket mode until orbit insertion. The analysis of the vehicle design could benefit from many

ITAR-restricted tools, such as CBAERO [98] for the aerodynamics, SCCREAM [99] fro the propulsion, and POST for the trajectory design. This tool had been already in use in the research group since the 1990s, starting from the trajectory design of the Lazarus predecessors: a generalised SSTO with rocket-based combined cycle engines [100], followed by Hyperion [101] and Stargazer [102].

This work aims at bridging the gap between simplified problem formulations and high fidelity proprietary tools to solve the SSTO trajectory problems, with a flexible methodology described in the next chapter.

### 2.10 Summary of the chapter

This section of the thesis has presented an overview of the theoretical and technical fundamentals that constitute the basis of trajectory optimisation, starting from a description of the optimal control problem, to the applications. The different methods have been presented and compared for capabilities, and practical consequences.

This background chapter has provided the mathematical formulation, with methodologies to transform the optimal control problem into something that can be solved by the chosen algorithms. Practical cases follow the theoretical section, with description of notable applications of the methodologies as software implementations, and as application on existing or theoretical spaceplanes.

The next chapter will delve into the implementation of the methodology developed during the research, motivating the choices made, with frequent references to the content of this background chapter.

## Chapter 3

## Development of Methods for Trajectory Optimisation

Optimisation is a tool often used in mission analysis for launch vehicles due to its versatility in analysing multidisciplinary hierarchies of interconnected systems that are too complex to study analytically as a whole. Various approaches can be employed to evaluate the behaviour of a vehicle in the environment it is expected to fly through, but they all aim to find the most effective way to achieve an objective while satisfying constraints that define the mission or the problem, as anticipated in chapter 2 .

Mission analysis for space access vehicle is an complex topic, requiring a high degree of multidisciplinary knowledge to identify errors or knowledge gaps from the results. The inputs cover the entirety of the launcher and the environment, the data is often presented with subsystem-specific levels of complexity that vary across the whole system, and most, if not all, optimisation algorithms can exploit any weakness which include modelling limitations and mistakes occurring in the set-up of the problem, potentially leading to infeasible solutions or catastrophic scenarios, if the issues are not identified and corrected [39].

This chapter presents the approach in the adaptation and integration of methodologies used in the applications of this thesis, with the objective of providing first and foremost a logical, modular structure that is easy to understand, develop, maintain, evolve over time and that can tackle a wide variety of cases, possibly sacrificing com-
putational speed for ease of use and reduced time to set up. The logic behind this choice is that computational time is relatively cheaper than the time of the analyst. The following sections also describe the methodology from the combination of forces, representing physical phenomena and models at subsystem levels that influence the physics of flight, to the optimisation algorithms used to define the guidance required.

### 3.1 Approach

TROPICO [103] (TRajectory OPtimisation, Integration and COntrol) is an open-source software ${ }^{1}$ developed by the author of this document to carry out the computational activities required for the solution of the problems presented. The software has been structured from the ground up to address specific questions related to the mission analysis for space access vehicles, in particular reusable ones, with continuous interfacing with industrial partners to integrate their needs and requirements.

The approach described in this thesis has been built in a layered structure, keeping disciplines separate and modular as much as possible. This breakdown allows the integration with unit testing or validation and verification of the single modules used. The structure can be conceptualised with Figure 3.1 or described from the innermost core to the outermost shell:

- the subsystem models of the vehicle and the environment
- the simulation of flight through the dynamic equations
- the control law definition
- the integrator
- the optimisation
- the pre- and post-processors interfacing with the user

The code is written in MATLAB, the software with the largest user-base within the cFASTT research group at the beginning of the development of the methodology. The

[^0]input file, storing the problem set-up as either variables or function handles, is used to define the investigated scenarios and it is the most frequently accessed file, in the continuously iterative process of mission analysis.

The modular components from Figure 3.1, further described in this chapter are:

- the first guess generation methods
- the optimisation algorithm
- the objective of the cost function
- the constraints applied on the full trajectory, on specific points, or on a per-phase basis.
- the equations of motion
- the discipline-specific functions, for both the environment and the vehicle performances.

The latter item is the most important of the list, as the disciplinary models are the fundamental elements that determine the evolution of flight for the studied scenario.

The modules are specified in the input file with a string selecting among different options commented within the code, function handles pointing to files from the library, or pointing directly to MATLAB functions. For example, in a classical re-entry scenario, it is likely that the propulsion modelling is not required and thus disabled, and a higher fidelity thermal function customized on the specific vehicle could be required; on the other hand, an ascent trajectory might place more emphasis on the propulsion and use a low fidelity thermal estimation only for fairing release. The users can code their own functions with the approach that is most suitable for their own case. As any analysis is different from the others, it is expected that the user has a customised set of requirements for their scenario, and has some basic familiarity with MATLAB to write the application-specific functions, using the provided scripts as templates. The library of modules that are publicly available in the on-line repository is limited to the ones used in this dissertation, or for the published research results listed before the introduction, but only when not covered by non-disclosure agreements.


Figure 3.1: Visualisation of the information flow in TROPICO

### 3.2 Modelling of space access vehicles

One of the most important tasks in the simulation of the behaviour of the studied vehicle for the purpose of trajectory optimisation is the compromise between accuracy of the results and computational time driven by the complexity of the models used to generate them. The equations of motion and the subsystem routines are not only evaluated millions of times in each optimisation run, but also require different models for the various phases of flight and stages in a launcher. The balance of these factor directly influences the level of fidelity of the simulation and the run time of the optimisation, limited by the available computational power.

### 3.2.1 Dynamics - the governing equations

All the application cases presented in this study model the vehicles as point masses on an Earth Centered Earth Fixed reference frame with 3 degrees of freedom.

The validation cases, at the end of this chapter, are the only exception to this choice. Those scenarios use an exact copy of the simplified reference frame and system of dynamic equations provided by the original authors, detailed in the relevant section.

The dynamic equations 3.1 for the transatmospheric flight are presented as a set of Ordinary Differential Equations (ODE) that can be integrated by initial value problem solvers, and are the same for ascent or descent. Within this model, the vehicle is considered as a point with a time-varying mass centred on the Centre-of-Mass of the vehicle. The set of equations of motion are calculated within a geocentric rotating reference frame using spherical coordinates, denoted by $\mathcal{F}$.

The state vector $\mathbf{x}=[h, \lambda, \theta, v, \gamma, \chi]$ contains the 6 variables for position and velocity, with altitude $h$ (the radial distance is $r=h+R_{E}$ ), and velocity $v$ relative to the reference frame. The flight path angle $\gamma$ is measured from the local horizon, the heading angle $\chi$ is defined clockwise from the local North, and they are illustrated in Figure 3.2. $\lambda$ and $\theta$ are the latitude and longitude coordinates on the Earth. The equations of motion are given by [104],

$$
\begin{align*}
\dot{h}= & \dot{r}=v \sin \gamma  \tag{3.1a}\\
\dot{\lambda}= & \frac{v \cos \gamma \sin \chi}{r}  \tag{3.1b}\\
\dot{\theta}= & \frac{v \cos \gamma \cos \chi}{r \cos \lambda}  \tag{3.1c}\\
\dot{v}= & \frac{F_{T} \cos (\alpha+\varepsilon)-D}{m}-g \sin \gamma  \tag{3.1d}\\
& +\omega_{E}^{2} r \cos \lambda(\sin \gamma \cos \lambda-\cos \gamma \sin \chi \sin \lambda) \\
\dot{\gamma}= & \frac{F_{T} \sin (\alpha+\varepsilon)+L}{m v} \cos \mu-\left(\frac{g}{v}-\frac{v}{r}\right) \cos \gamma  \tag{3.1e}\\
& +2 \omega_{E} \cos \chi \cos \lambda \\
& +\omega_{E}^{2}\left(\frac{r}{v}\right) \cos \lambda(\sin \chi \sin \gamma \sin \lambda+\cos \gamma \cos \lambda) \\
\dot{\chi}= & \frac{L}{m v \cos \gamma} \sin \mu-\left(\frac{v}{r}\right) \cos \gamma \cos \chi \tan \lambda  \tag{3.1f}\\
& +2 \omega_{E}(\sin \chi \cos \lambda \tan \gamma-\sin \lambda) \\
& -\omega_{E}^{2}\left(\frac{r}{v \cos \gamma}\right) \cos \lambda \sin \gamma \cos \chi
\end{align*}
$$

where $\alpha$ is the angle of attack, and $\mu$ is the bank angle, as visualised in Figure 3.3. $\omega_{E}$ is the angular rate of the planet, $m$ is the mass of the vehicle, $\varepsilon$ is the pitch offset angle between the direction of thrust $F_{T}$ and the longitudinal plane of the vehicle, $g$ is the gravitational acceleration, and $L$ and $D$ are the aerodynamic lift and drag forces, respectively. All the terms are time-varying, with the exception of $\varepsilon$ in cases without thrust vectoring.

Looking at a standard aircraft body-relative reference frame $\mathcal{B},+x^{\mathcal{B}}$ is towards the nose along the longitudinal axis of the spaceplane, $+y^{\mathcal{B}}$ is outwards along the starboard wing, and $+z^{\mathcal{B}}$ points downwards towards the Earth normal to the plane of symmetry given by $x^{\mathcal{B}}-y^{\mathcal{B}}$. The flight path angle is the angle between the local horizon (defined by as the plane tangent to the radial vector) and the velocity vector, while the flight heading angle is the angle between North (or the $x^{\mathcal{F}}$-axis) and the horizontal component of the velocity vector.


Fig. 2.2-9. Relationship among flight path, aerodynamic, and body-attitude angles
with level wing tips.
Figure 3.2: Visualisation of the angle of attack $\alpha$, flight path angle $\gamma$ and heading ( $\xi==\chi$ ), from Stengel [105]


Fig. 8.7 Load factor plane of aircraft.
Figure 3.3: Visualisation of the angle of attack $\alpha$ and $\operatorname{bank}(\phi==\mu)$, from Zipfel [106]

The use of this set of equations introduces more freedom compared to a planar 2DoF, allowing for out-of-plane manoeuvres that can be exploited for complex cases (e.g. first stage re-entries on spaceports that do not lie on the target orbit plane) without the complications of a complete 6 DoF simulation that would dramatically increase the requirements on the modelling of the problem. Nevertheless, the modular approach employed enables the use of different reference frames, as long as the inputs and outputs are provided in a consistent format. The implementation in MATLAB also allows for easy integration with Simulink, a toolbox that is often employed in the industry [107] for the simulation of complex aerospace systems, allowing the inclusion of GNC models or hardware in the loop simulators.

This reference frame is particularly useful when the flight modelling has direct consequences connected to geographical locations considered such as landing locations, launch-sites and any aspect related to safety, generally mapped on the location of residing populations overflown.

The state vector $\mathbf{x}^{\mathcal{F}}$ can be transformed into the ECI reference frame via the Earth Centered Earth Fixed (ECEF) frame using the conversions defined by the IAU Resolutions [108]. The ECI frame allows straightforward computation of the orbital parameters, which are often used as constraints on the final conditions for ascent trajectories.

### 3.2.2 Trajectory guidance and control law

Rocket powered vehicles are particularly unstable objects. The high fuel consumption continuously moves the center of gravity and they, not only traverse multiple flight regimes that drastically change aerodynamical properties such as the sound barrier, but they also change geometry due to staging and component jettison. A complete model of a vehicle should therefore include the guidance, navigation and control (GNC) systems that govern its flight. All orbital class launchers rely on robust autonomous systems to react to disturbances and manage the instabilities during flight [109].

The models of the GNC system are usually dependent on hardware and software that is available in the later stages of a launcher development program. The algorithms
are also heavily guarded trade secrets, with implication on international security, due to the possible military application.

This study does not include the modelling of a fully functional GNC, it instead uses a discretisation of the attitude profile that governs the flight. The vehicle is assumed to perfectly follow the open loop guidance with ideal navigation and control in all examples presented, with no deviation from the planned trajectory and no losses or delays associated to the activation of controls. While unrealistic, it is a first approximation that is commonly used in literature [33].

The vehicle's attitude is obtained by a guidance law, in turn this is provided as input for the subsystems generating the forces acting on the center of mass of the vehicle. In 3DoF there are 3 angles that determine the vehicle's orientation; the most important for launch ascent trajectories is the pitch angle, or the angle of attack lying in the plane of the trajectory, for the reference frame detailed in the previous section. The angle of sideslip or bank are used when out of plane manoeuvres are performed, such as a dog-leg in ascent or banked flight in return scenarios for either energy management or heading changes.

### 3.2.3 Vehicle Models

The attitude determined following the control law defines the orientation of the vehicle's body in space, consequently affecting the directions of the forces generated impacting the flight evolution and the loads affecting the vehicle. Those can be divided in two overlapping categories: the forces that directly affect the dynamics of flight, and the loads limitations set in the requirements of the payload and the launcher.

## Propulsion

Arguably, the most important element for the ascent of a space access vehicle is the propulsive capability of its engine. All of the energy that is transferred to the payload from the ground to orbit comes from the propulsion systems.

The engines can also aid in the recovery of reusable stages. Notable flying examples include the return to base flight of the carrier aircraft after the release of the Pegasus
air launched rocket [110], and, more recently, the engine burns that the Falcon 9 and Falcon 9 Heavy main stages perform after separation until controlled propulsive landing on downrange barges or Return To Launch Site (RTLS).

The propellant mass flow rate, the thrust generated and its direction are the minimum set of elements necessary to simulate the flight, providing the instantaneous mass of the vehicle and thrust vector.

## Aerothermodynamics

Conventional launchers are negatively affected during ascent by aerodynamic forces, introducing unwanted drag losses and structural stresses. For such reasons the bodies of orbital launchers are characterised by slender shapes. The same thing cannot be said of the ascent stage of the Apollo Lunar Module, with its distinct polygonal geometry, effectively providing the same functionality in an environment with no significant atmosphere.

Lifting body vehicles can offset part of the losses within the atmosphere by using aerodynamically efficient bodies. The lift generated counteracts the gravitational losses, the launcher climbs towards higher altitudes with lower pitch. While this approach is not an efficient ascent approach for conventional rocket propulsion, it opens up the possibility of using air-breathing engines for the early phases of flight, with one order of magnitude decrease in specific fuel consumption [111].

The simulation of the cases presented in this study takes into account the lift and drag forces for the simulation of flight dynamics, while additional performance parameters are tracked for the fulfilment of the constraints.

Other effects of the aerodynamic outside of the scope of this study include the flying qualities of the vehicle or movable surface deflections, which might be of interest in higher fidelity simulations.

## Other aspects

Additional properties coming from the vehicle and environmental models must be computed and stored during the trajectory simulation to assist in the evaluation of the constraints.

Some of the most important factors during ascent, listed in contemporary LV payload user guides [110] [25], and included in the trajectories analysed in this work are:

- Acceleration load limits for the payload,
- Dynamic pressure and dynamic pressure multiplied by the angle of attack for the structural limitations of the launcher,
- Aerothermodynamic heat flux for the release of the fairing.

The same limitations are also applied to the return or re-entry missions, which could additionaly require the computation of

- Heat load for the Thermal Protection System.

The methodologies used to compute the aerothermodynamic parameters can vary in complexity from simple radiative-convective-conductive heat balances to higher fidelity TPS ablation models. As all the other vehicle models, the choice for most of the results presented in this study falls on engineering models that can rapidly be integrated and developed, leaving open the possibility of including more complex simulations in subsequent phases.

### 3.2.4 Environmental Models

The environment in which the vehicle moves affects the flight performance with directly contributing forces, and local effects that favour some launch sites over others. The contributions accounted for in the modelling included in this work are briefly summarised in this subsection.

The effect of the Earth's rotation can change the required energy to access LEO by about $5 \%$ when comparing high latitude or quasi-equatorial spaceports, with different results depending on the desired orbit inclination. The rotation of the planet at
an angular rate of $\omega_{E}=7.292115 \times 10^{-5} \mathrm{rad} \mathrm{s}^{-1}$, introduces a Eastward component of velocity reaching a maximum values of $v=465.10 \mathrm{~m} \mathrm{~s}^{-1}$ at the Equator. The induced velocity is a free addition to the $\Delta V$ budget required for low inclination orbits, launching from the equator seems an obvious choice to increase the payload capacity of the launcher. The scenario is reversed when looking at retrograde or high inclination orbits, such as the often commercially used Sun-Synchronous Orbits. Launches into SSO need to cancel out the eastward velocity component and consequently benefit from spaceports located towards the poles.

The geometry of the planet introduces two other contributions, linked to the uneven distribution of matter: the local gravity field and ellipsoid. The World Geodetic System 84 (WGS 84) is currently used universally [112] and implemented in all the simulations presented in this work for the parameters defining the ellipsoid. The spherical harmonics up to order 4 are included in the implemented geopotential model, with the J2 coefficient being almost 4 orders of magnitude higher than the following ones. The radial and tangential components of the gravitational pull are computed from the local radius $r_{E}$, the vehicle's height above surface $h$ and the latitude $\lambda$.

Above the surface, a major contribution to the flight of the vehicles is determined by the atmosphere, affecting the performances of the propulsion and the aerothermodynamics. The International Standard Atmosphere with no winds, similar to the US76 atmospheric model, is implemented in the cases presented due to their preliminary nature. Simulations for more advanced scenarios can employ higher fidelity models like the NRLMSISE-00 [113] for the atmospheric properties and the Horizontal Wind Model HWM14 [114] or NOAA's implementation to determine the statistical distribution of winds. These datasets use historical samples and correlation with factors such as date, geographical location and solar flux to predict the atmosphere characteristics. They are used for early safety or mission assurance analysis weeks or months before a launch, when the updated weather condition and forecast are not available [115].

### 3.3 The optimal control problem

The problem can be further extended beyond the design of the optimal trajectory by incorporating subsystem design variables in the optimisation. This approach is used in some of the scenarios presented in this thesis by scaling the size of the vehicle, the propellant load, the reference aerodynamic surface and the engine thrust. While these are some high level parameters, more suitable for the architectural definition of a novel launcher configuration, the methodology is applicable at later stages of design consolidation, when trade-off of engineering solution can be compared assessing their impact on the performance under scrutiny

The choice of how to treat the optimal control problem must take into account all these elements, to identify the most suitable approach. The following sections detail the reasons behind the decisions among the possible methods presented in the introductory chapter.

### 3.3.1 Method

Direct methods have been the preferred choice for this work.
While indirect methods provide many advantages on a theoretical level, such as improved cost function values (estimated about 1\% better by Von Stryk and Bulirsch [41]) and good convergence speed once a good initial guess is provided, they are more suitable for the repeated analysis of the same launch vehicle over missions with small changes, less so for the evaluation of new concepts or architectural trade-offs where the trajectory parameters are largely unknown. Indirect methods also pose a barrier of entry due to the steep learning curve necessary to work with them, and the customisability of a problem cannot be performed by an engineer without advanced trajectory optimisation training.

The decision to use direct techniques is due to their advantages in their modularity and flexibility, possibility of accessing different optimisation algorithms and handle discontinuities, often found in problems with multiple stages, morphing configurations or functional modes. The ease of use and possibility to recover from unknown or
erroneous initial guesses are additional benefits that ensure the generation of rapid results.

### 3.3.2 Transcription

The transcription method chosen is the multiple shooting.
Multiple shooting overcomes some shortcoming of the single shooting method, notably the sensitivity to the initial control variables for long duration flights, where small changes in the early phases of the trajectory affect disproportionally the end states [39].

The collocation methods have been excluded since the computational speed advantage is counterbalanced by the curve fitting approximation, that would not satisfy any regulator wanting to verify and validate the trajectory modelling and simulation.

### 3.3.3 NLP solvers

Direct methods can interchangeably interface with many suites of optimisation algorithms, as long as the features required by the problem are supported (e.g. constrained optimisation, single/multi objective). This provides flexibility and access to widely used and documented libraries such as SciPy, Pygmo, MATLAB's optimisation toolbox or any other equivalent option. The cases presented in this work have all been implemented in MATLAB, the software with the largest user-base within the author's research group at the beginning of the development of the methodology.

The preferred algorithm used in this study is MATLAB's fmincon with Sequential Quadratic Programming (SQP) [116], a gradient based method for exploitation supplemented by a multi-start strategy to improve the exploration capabilities.

### 3.4 Multidisciplinary Design Optimisation

Multidisciplinary Design Optimisation (MDO) is a technique used in the field of launcher design to perform system level optimisation, achieving a better results than studying each subsystem separately, through accounting for the interaction of the disciplines [117]. The process involves the iterative change of design parameters to identify the
configuration most suitable to perform the reference mission, and it is often used as a tool to size space transportation systems [118]. In the early phases of vehicle design, when the design is not finalised, it is possible to adjust variables that drive the performances of the complete launch system.

A basic MDO framework has been included to address the necessity of initial subsystems sizing, following the All At Once (AAO) method [117]. In this approach, the design parameters are fed to the subsystems at each iteration, performing the analysis of the updated vehicle configuration and trajectory at the same time.

The applications presented in the following chapters focus on 3 macro areas that most influence the flight of launchers, and in particular reusable lifting bodies. Those disciplines can be deducted from the vehicle contribution to the system of equations 3.1, and are: mass/structure, aerodynamics, and propulsion. Examples include respectively: the required propellant mass loading, the reference surface/length, and the engine sizing parameters.

The extra design variables are appended to the optimisation vector, and, during the execution, the variables are passed to the subsystem models that output the updated vehicle performance parameters.

### 3.5 Optimisation in TROPICO

TROPICO is a modular framework developed for mission analysis of future space access vehicles for the support of activities in project Phases from 0 onward.

The structure is based on 3 major components: the human interface, the optimisation framework and the simulation core. The first one is used to set up the user-inputs required for the case under analysis, translating the problem from a human readable structure to an optimisation problem, and presenting the solution after computation. The second one handles the interfacing between the optimisation algorithm and the simulation of the physical problem. This is done by translating the decision vector into simulation setup and post-processing of the simulation results to compute the values of the cost function and constraints. This information is used to iterate until optimisation
convergence. The simulation core is a user customisable environment that propagates the trajectory of a vehicle given a control law to follow from the initial states.

The task of optimising the ascent and descent trajectory is an optimal control problem. As stated in the previews sections, optimal control seeks the control laws for a given system that minimizes a cost functional subject to initial and final states as well as path constraints. This is an infinite dimensional optimization problem, for which usually it is not possible to find the exact analytic solution, hence the need of a numerical method for approximating its solution.

Direct methods are a robust methodology to solve optimal control problems. The main idea of the techniques is to discretise the control and state functions, and transform the infinite dimensional optimal control problem into a finite dimensional NLP problem.

A multiple shooting method instead divides the time in multiple shooting segments $\left[t_{0}, t_{1}, \ldots, t_{M}\right]$, as shown in Figure 2.5 , where the trajectory is integrated numerically within the interval $\left[t_{i}, t_{i+1}\right]$ with initial conditions $x_{i}$, for all $i=0, \ldots, M-1$. The state vector is given by,

$$
\begin{equation*}
\dot{x}(t)=f(x(t), u(t)), \quad x\left(t_{i}\right)=x_{i} \quad t \in\left[t_{i}, t_{i+1}\right] \tag{3.2}
\end{equation*}
$$

With each interval $\left[t_{i}, t_{i+1}\right]$, the control is further discretised in $n_{c}$ control nodes: $\left\{u_{0}^{i}, \ldots, u_{n_{c}}^{i}\right\}$ for $i=0, \ldots, M-1$ (see Figure 2.5). Boundary constraints on the control and states need to be imposed for $i=1, \ldots, M-1$,

$$
\begin{equation*}
x_{i}=F\left(\left[t_{i-1}, t_{i}\right], x_{i-1}\right), \quad u_{n_{c}}^{i-1}=u_{0}^{i} \tag{3.3}
\end{equation*}
$$

where $F\left(\left[t_{i-1}, t_{i}\right], x_{i-1}\right)$ is the final state of the numerical integration on the interval $\left[t_{i-1}, t_{i}\right]$ with initial conditions $x_{i-1}$. This has the benefit of reducing integration errors often present over long integration times, and more importantly, can deal with discontinuities by aligning the transition between phases with any mathematical discontinuities within the models or the problem (e.g. separations, jettisons or changes in the aero-
dynamic regimes). The trade-off is the steep increase in the number of optimisation variables.

The decision vector of the optimization problem therefore has the following variables:

- The state vector at the start of each shooting phase $\mathbf{x}_{i}$, for $i=0, \ldots, M-1$,
- The control nodes $\left\{\mathbf{u}_{0}^{i}, \ldots, \mathbf{u}_{n_{c}}^{i}\right\}$, for $i=0, \ldots, M-1$,
- The time of flight for each shooting phase $t_{i}$, for $i=1, \ldots, M$,

Additional variables are added to the vector in cases requiring multidisciplinary optimisation.

Path constraints on maximum temperatures, accelerations loads and dynamic pressure have also been included in the optimization problem formulation for the cases presented in this dissertation. Equality constraints are imposed on the final orbital elements in the case of ascent trajectories, while return ones can be characterised by final landing locations or conditions.

The method herein described is validated in the following section using scenarios from literature.

### 3.6 Validation

Betts's collection [119] of tests provides an extensive set of optimal control problems, complete with all the information required to reproduce the cases and cross-validate the methodology described in this chapter.

Among all available test cases, 4 bear higher similarity to the scenarios that this thesis investigates. The Space Shuttle re-entry problems, identified by the ID of traj09, traj21, traj22 and traj36 of increasing complexity, explore the controlled re-entry of a lifting body vehicle.

To implement these cases, we take advantage of the modular approach described in the previous sections of this chapter, setting up the test cases by specifying the required models, control limits and boundary conditions.

The equations of motion 3.4 are expressed in this case in a simplified form, neglecting the Coriolis force due to the rotation of the Earth.

$$
\begin{align*}
\dot{h} & =v \sin \gamma  \tag{3.4a}\\
\dot{\theta} & =\frac{v}{r} \cos \gamma \sin \chi / \cos \lambda  \tag{3.4b}\\
\dot{\lambda} & =\frac{v}{r} \cos \gamma \cos \chi  \tag{3.4c}\\
\dot{v} & =-\frac{D}{m}-g \sin \gamma  \tag{3.4~d}\\
\dot{\gamma} & =\frac{L}{m v} \cos \beta+\cos \gamma\left(\frac{v}{r}-\frac{g}{v}\right)  \tag{3.4e}\\
\dot{\chi} & =\frac{1}{m v \cos \gamma} L \sin \beta+\frac{v}{r \cos \lambda} \cos \gamma \sin \chi \sin \lambda \tag{3.4f}
\end{align*}
$$

The aerodynamic forces lift $L$ and drag $D$ are expressed as polynomial curves dependent on angle of attack, while the thermal flux $q$ is also a function of density $\rho$ and velocity $v$. The parameters used provided by the original authors are listed in Table 3.1.

Table 3.1: Shuttle re-entry validation cases parameters.

| $q=q_{a} q_{r}$ | $m=\omega / g_{0}$ |
| :--- | :--- |
| $D=\frac{1}{2} c_{D} S \rho v^{2}$ | $a_{0}=-0.20704$ |
| $L=\frac{1}{2} c_{L} S \rho v^{2}$ | $a_{1}=0.029244$ |
| $g=\mu / r^{2}$ | $\mu=0.14076539 \mathrm{e} 17$ |
| $r=R_{e}+h$ | $b_{0}=0.07854$ |
| $\rho=\rho_{0} e x p\left[-h / h_{r}\right]$ | $b_{1}=-0.61592 \mathrm{e}-2$ |
| $\rho_{0}=0.002378$ | $b_{2}=0.621408 \mathrm{e}-3$ |
| $h_{r}=23800$ | $q_{r}=17700 \sqrt{\rho}(0.0001 v)^{3.07}$ |
| $c_{L}=a_{0}+a_{1} \hat{\alpha}$ | $q_{a}=c_{0}+c_{1} \hat{\alpha}+c_{2} \hat{\alpha}^{2}+c_{3} \hat{\alpha}^{3}$ |
| $c_{D}=b_{0}+b_{1} \hat{\alpha}+b_{2} \hat{\alpha}^{2}$ | $c_{0}=1.0672181$ |
| $\hat{\alpha}=(180 / \pi) \alpha$ | $c_{1}=-0.19213774 \mathrm{e}-1$ |
| $R_{e}=20902900$ | $c_{2}=0.21286289 \mathrm{e}-3$ |
| $S=2690$ | $c_{3}=-0.10117249 \mathrm{e}-5$ |
| $\omega=203000$ | $g_{0}=32.174$ |

All the validation cases are set up with 2 elements of 10 linearly spaced control nodes each, with a piecewise cubic interpolation. The final conditions and the matching between phases constitute the equality constraints of the problem.

### 3.6.1 Shuttle Maximum Downrange (traj09)

The first case is a planar trajectory from the atmospheric interface until a lower energy state, with initial and final conditions listed in Table 3.2. The same table lists the bounds set for the optimisation variables of the problem. Since the vehicle is initially placed at the crossing of the Equator and the Greenwich meridian and is flying on an equatorial orbit, the cost function 3.5 aims to maximise the final longitude, measured in radians.

$$
\begin{equation*}
\max \theta\left(t_{f}\right) \tag{3.5}
\end{equation*}
$$

The state variables with assigned final value listed in Table 3.2 , are set with equality constraints 3.6.

$$
\begin{equation*}
x\left(t_{f}\right)=x_{f} \tag{3.6}
\end{equation*}
$$

The inconsistencies in the units of measure are derived from the source material.
Table 3.2: betts09 Test case setup

| Variable |  |  | Initial value | Bounds | Final value |
| ---: | ---: | ---: | :--- | :--- | :--- |
| Altitude | $h$ | ft | 260000 | $[0,260000]$ | 80000 |
| Velocity | $v$ | $\mathrm{ft} / \mathrm{s}$ | 25600 | $[1,25600]$ | 2500 |
| FPA | $\gamma$ | deg | -1 | $[-89,89]$ | -5 |
| Latitude | $\lambda$ | deg | 0 | $[-\mathrm{pi} / 2, \mathrm{pi} / 2]$ |  |
| Longitude | $\theta$ | deg | 0 | $[-\mathrm{pi}, \mathrm{pi}]$ |  |
| AoA | $\alpha$ | $\operatorname{deg}$ |  | $[-90,90]$ |  |
| Duration | $t$ | s | 0 | $[0,4000]$ |  |

The time history plots of the control variable AoA, and altitude for the solution found matching the final conditions are shown in Figure 3.4. The oscillation of the altitude profile in Figure 3.4b, similar to a phugoid effect, is a phenomenon that is often recurring in the results of this study and present in the results by Betts [39]. Chern et al. [120] explain the phenomena as an exchange between kinetic and potential energy, where a skip trajectory near vacuum significantly increases range.


Figure 3.4: Selected plots from validation case traj09
The cost function at convergence is $\theta_{f}=3.268 \mathrm{rad}$ with a flight duration of $t_{f}=$ 3619 s.

### 3.6.2 Shuttle Maximum Crossrange (traj21)

The second case introduces a third dimension of manoeuvre with the addition of the angle of bank control, changing the objective of the optimisation for this case and the following ones to the maximisation of the final latitude (3.7), equivalent to the maximisation of the cross-range.

$$
\begin{equation*}
\max \lambda\left(t_{f}\right) \tag{3.7}
\end{equation*}
$$

The problem now includes a combination of angle of attack and bank to generate aerodynamic forces to extend the range and also deviate the trajectory towards higher latitudes. The updated problem setup is listed in Table 3.3. The bank is used to perform the change of heading, as it can be observed in Figure 3.5d.

The cost function at convergence is $\lambda_{f}=0.59563 \mathrm{rad}$ with a flight duration of $t_{f}=2013 \mathrm{~s}$.

Table 3.3: betts21 Test case setup

| Variable |  |  | Initial value | Bounds | Final value |
| ---: | ---: | ---: | :--- | :--- | :--- |
| Altitude | $h$ | ft | 260000 | $[0,260000]$ | 80000 |
| Velocity | $v$ | $\mathrm{ft} / \mathrm{s}$ | 25600 | $[1,25600]$ | 2500 |
| FPA | $\gamma$ | deg | -1 | $[-89,89]$ | -5 |
| Heading angle | $\chi$ | $\operatorname{deg}$ | 90 | $[-\mathrm{pi}, \mathrm{pi}]$ |  |
| Latitude | $\lambda$ | rad | 0 | $[-\mathrm{pi} / 2, \mathrm{pi} / 2]$ |  |
| Longitude | $\theta$ | rad | 0 | $[-\mathrm{pi}, \mathrm{pi}]$ |  |
| AoA | $\alpha$ | $\operatorname{deg}$ |  | $[-90,90]$ |  |
| AoB | $\beta$ | $\operatorname{deg}$ |  | $[-90,1]$ |  |
| Duration | $t$ | s | 0 | $[0,2500]$ |  |



Figure 3.5: Selected plots from validation case traj21

### 3.6.3 Shuttle Maximum Crossrange with Control Bound (traj22)

The third case limits the maximum bank angle to a rotation of $70^{\circ}$ with the addition of the inequality constraint (3.8), but the problem setup of the previous section 3.6.2 is not modified.

$$
\begin{equation*}
\beta \leq 70^{\circ} \tag{3.8}
\end{equation*}
$$

Given the fact that the optimal result for the second scenario was exceeding this threshold in Figure 3.5c, the value of the cost function is expected to be lower, due to the limitation on the bank angle imposed. The optimisation results correctly satisfy the bound on the angle of bank control variable, as it can be observed in Figure 3.6c

The cost function at convergence is $\lambda_{f}=0.59556 \mathrm{rad}$ with a flight duration of $t_{f}=2035 \mathrm{~s}$.

### 3.6.4 Shuttle Maximum Crossrange with Heat Limit (traj36)

The last case introduces a heat rate limit to $70 \mathrm{BTU} / \mathrm{ft} / \mathrm{s}^{2}$ with an inequality constraint (3.9), without changing the problem setup of Table 3.3.

$$
\begin{equation*}
q \leq 70 B T U / f t / s^{2} \tag{3.9}
\end{equation*}
$$

The previous case traj22 exceeded this new thermal threshold by a factor of 2 .
Figure 3.7e illustrate the results with a correct implementation of the path constraints applied to the aerodynamic heating. This major change in the problem setup results in a time history of the altitude that does not exhibit oscillations, as it can be seen in Figure 3.7b.

The cost function at convergence is $\lambda_{f}=0.53181 \mathrm{rad}$ with a flight duration of $t_{f}=2222 \mathrm{~s}$.


Figure 3.6: Selected plots from validation case traj22


(e) Time history of the heat flux. The dashed red line indicates the limit applied to case traj36

Figure 3.7: Selected plots from validation case traj36

### 3.6.5 Validation summary

The application to the cases provided by Betts provide confidence in the approach of the methodology and confirm the correct implementation of the necessary bounds and constraints.

Table 3.4: Comparison with Bett's reference results.

| Test cost | Bett's cost | Cost ratio |
| :--- | :--- | :--- |
| 3.26802 | 3.2726493 | 0.99858 |
| 0.59563 | 0.59587608 | 0.99958 |
| 0.59556 | 0.59574673 | 0.99969 |
| 0.53181 | 0.53451536 | 0.99493 |

The results of the 4 test cases are reported in Table 3.4, where it can be observed that the results obtained fall within the $1 \%$ threshold expected from literature [41] comparison of indirect and direct methods.

### 3.7 Application cases

The following chapters present a selection of case studies encountered in academic and industrial applications, as well as new ones, demonstrating the capabilities of the methodology over a wide range of scenarios of interest.

The cases presented are:

- Ascent and separate descent of a Single Stage To Orbit (SSTO) vehicle (Chapter 4)
- Multi disciplinary sizing of a Two Stages To Orbit (TSTO) vehicle (Chapter 5)
- Performance study of a TSTO orbital insertion at different altitudes and inclinations (Chapter 5)
- Abort scenarios during the ascent of a TSTO vehicle (Chapter 6)

The different scenarios will demonstrate the flexibility of the methodology to address questions from the preliminary to the operational phases of a reusable launch system program.

## Chapter 4

## Ascent and descent of a Single Stage To Orbit vehicle

The first application case presented is a more complex scenario compared to the validation ones, including the analysis of both the ascent and descent performances of a spaceplane. The two analyses are performed separately.

A test mission is analysed with take-off and landing at the ESA Kourou Centre Spatial Guyanais (CSG) launch site near the equator. The vehicle will deliver a payload to a 300 km altitude circular equatorial orbit, with semi-major axis $a=R_{E}+300 \mathrm{~km}$, eccentricity $e=0$, inclination $i=0^{\circ}$. The operational orbit segment is neglected here, with the optimisation looking at only the ascent and descent trajectories.

This test case and methodology have been previously presented at the 66th International Astronautical Congress, 2015 [88].

### 4.1 Vehicle design

The vehicle design of CFASTT-1 (Figure 4.1) is a conceptual construct of a lifting body SSTO spaceplane, based on the Reaction Engines Skylon [121] vehicle, with a hybrid air-breathing and rocket propulsion system, a blended wing (mainly through the additional of lateral strakes) and a V-tail configuration [89]. The total vehicle length
is 83 m , with a reference area $S_{r e f}$ of $300 \mathrm{~m}^{2}$, a wing span of 20 m and a maximum wet mass at take-off of 250 t .

The vehicle is modelled through a set of engineering models that describe the behaviour of the subsystems via surrogate or low fidelity models that characterize the performance of the vehicle without excessively impacting on the computation time.


Figure 4.1: The CFASTT-1 Reusable Launch Vehicle during ground-hold operations. (Original graphic by Adrian Mann.) [122]

### 4.1.1 Mathematical models

The following section presents the mathematical models used to simulate the vehicle performance, specifically the vehicle structure and mass, aerothermodynamics, and propulsion system, and the trajectory dynamics and control, gravitational and atmospheric models.

## Aerothermodynamics

The aerodynamics of the vehicle are modelled to predict the total coefficient of lift $c_{L}$ and drag $c_{D}$ as a function of the angle of attack $\alpha$ and Mach number $M$ for a set of atmospheric conditions. For the test case presented here, the aerodynamics and propulsion models were both designed as surrogate models, with curve fitting based on higher fidelity simulations using CFD for the continuum regime in the lower atmosphere and Direct Simulation Monte Carlo (DSMC) based methods for the upper atmosphere with a rarefied flow regime [123]. The surrogate models were necessary to lower the computation run time compared to the higher fidelity simulations which are generally infeasible to incorporate into a complex design optimisation.

In the subsonic and supersonic regimes, the coefficient of lift is modelled based on linearised aerodynamic theory [124],

$$
\begin{equation*}
C_{L, s s}=C_{L_{\alpha}} \sin \alpha \cos \alpha \tag{4.1}
\end{equation*}
$$

where $C_{L_{\alpha}}(M)$ is a piecewise fitted polynomial based on Mach number. The coefficient of lift within the hypersonic regime is modelled based on modified Newtonian theory,

$$
\begin{equation*}
C_{L, h s}=2 \sin ^{2} \alpha \frac{S_{h s}}{S_{r e f}} \cos \alpha \tag{4.2}
\end{equation*}
$$

The total value for $C_{L}$ over the different regimes is calculated based on a weighted function that smooths the transition between the two:

$$
\begin{equation*}
C_{L}=\frac{C_{L, s s}+C_{L, h s}}{2}+\sqrt{\left(\frac{C_{L, s s}}{2}\right)^{2}+\left(\frac{C_{L, h s}}{2}\right)^{2}} \tag{4.3}
\end{equation*}
$$

The drag coefficient is computed as the sum of a $C_{D_{0}}$ term and the induced drag of lifting surfaces. The zero-lift drag term accounts for wave, base and viscous drag and is function of the Mach number. Similarly to the $C_{L_{\alpha}}$ term, $C_{D_{0}}$ was approximated by a $10^{\text {th }}$ order polynomial derived through curve fitting to higher fidelity simulations.

$$
\begin{equation*}
C_{D}=C_{D_{0}}(M)+C_{L} \tan \alpha \tag{4.4}
\end{equation*}
$$

The lift and drag forces used within the dynamic model are given by,

$$
\begin{equation*}
L=\frac{C_{L} \rho v^{2} S_{r e f}}{2} \quad D=\frac{C_{D} \rho v^{2} S_{r e f}}{2} \tag{4.5}
\end{equation*}
$$

where $\rho$ is the atmospheric density, $v$ is the relative velocity and $S_{\text {ref }}$ is the reference area.

The thermodynamic model, used primarily in the upper phase of the re-entry, evaluates the heat flux and wall temperatures along key areas, namely the nose cone, wing leading edge and nacelle. The convective heat flux $\dot{q}_{\text {conv }}$ was modelled using the FayRiddell equation corrected for the hot wall temperature $T_{W}$. [125]

$$
\begin{equation*}
\dot{q}_{\text {conv,nose }}=K \sqrt{\frac{\rho}{r_{C}}} v^{3}\left(1-\frac{H_{W}\left(T_{W}\right)}{H_{S T}}\right) \tag{4.6}
\end{equation*}
$$

where $r_{C}$ is the local radius of curvature of the geometry, $\rho$ is the atmospheric density, $K$ is an empirical constant, $H_{W}$ is the enthalpy on the wall as a function of the wall temperature $T_{W}$, and $H_{S T}$ is the static enthalpy of the incoming flow.

The radiative head flux is derived using the Stefan-Boltzmann law:

$$
\begin{equation*}
\dot{q}_{r a d}=\epsilon_{T} \sigma\left(T_{W}^{4}-T^{4}\right) \tag{4.7}
\end{equation*}
$$

where $\sigma$ is the Stefan-Boltzmann constant, $T$ is the atmospheric temperature, and $\epsilon_{T}$ is the emissivity of the body.

The wing leading edge and the nacelle are considered as cylindrically inclined shapes and require a correcting function $f\left(\theta_{s w}\right)$ based on the sweep angle of the surface encountering the flow.

$$
\begin{equation*}
\dot{q}_{c o n v, l e, n}=K \sqrt{\frac{\rho}{r_{C}}} v^{3}\left(1-\frac{H_{W}}{H_{S T}}\right) f\left(\theta_{s w}\right) \tag{4.8}
\end{equation*}
$$

where $\theta_{s w}$ is the inclination angle of the geometry with respect to the incoming flow and is equal to the leading sweep angle for the wing and the angle of attack for
the nacelle. The constant $K$ is empirically determined through CFD analyses on the vehicle.

Setting (4.7) equal to (4.6) for the nose cone and equal to (4.8) for the wing and nacelle, the resulting equations are solved numerically with Newton's method, minimising the relative error of the two heat fluxes, to obtain the wall temperature $T_{W}$ at that point on the surface. The temperature initial guess is set to 500 K for the first time-step, and the solution is carried over for all the following time-steps.

## Propulsion

This preliminary design study has been conducted assuming a hybrid air-breathing/ rocket propulsion system similar to SABRE [126] under development by Reaction Engines Ltd. The air-breathing propulsion system is modelled on a turbojet-ramjet configuration which has been evaluated at set points and then curve fitted as a function of angle of attack $\alpha$, Mach number $M$, and atmospheric conditions to extrapolate a faster surrogate model for preliminary design purposes. This model gives a maximum $I_{s p}$ of about 3000 s .

The upper phase of the ascent trajectory is powered by two LOX/LH2 rocket engines each with an $I_{s p}$ of 450 s , the performance metric publicly available for SABRE. For the purpose of this study, the mixture ratio is assumed constant and the two propellants are treated as a single mass flow $\dot{m}_{p}$.

The throttle control $\tau$ dictates the fraction of maximum thrust applied, as well as the fraction of total propellant mass flow. The maximum thrust is set at $T_{\max }=800 \mathrm{kN}$. The mass flow is then calculated using the rocket equation [127], with $g_{0}$ being Earth's standard gravity.

$$
\begin{array}{r}
F_{T}=\tau T_{\max } \\
\dot{m}_{p}=\frac{F_{T}+p A_{e}}{g_{0} I_{s p}} \tag{4.10}
\end{array}
$$

A penalty proportional to atmospheric pressure $p$ and nozzle exit area $A_{e}$ is introduced to account for the effect of incorrect nozzle expansion when not in a vacuum.

### 4.1.2 Operating environment

The Earth is modelled as a perfect sphere with a radius $R_{E}=6375253 \mathrm{~m}$ and angular velocity $\omega_{E}=7.292115 \times 10^{-5} \mathrm{rads}^{-1}$. The Earth's gravitational acceleration is a function of altitude $h$ above the surface,

$$
\begin{equation*}
g=\mu_{E} r^{-2}=\mu_{E}\left(h+R_{E}\right)^{-2} \tag{4.11}
\end{equation*}
$$

where $\mu_{E}=398600.4418 \mathrm{~km}^{3} \mathrm{~s}^{-2}$.
The International Standard Atmosphere [128] (ISA) was used to model the atmospheric characteristics: Given the altitude $h$, the model computes the values of atmospheric pressure $p$ and temperature $T$, which are then used to determine the air density $\rho$.

### 4.1.3 Trajectory dynamics

The dynamics for the transatmospheric flight, described in the previous chapter, are the same for ascent and descent. The spaceplane is considered as a point with a time-varying mass centred on the Centre-of-Mass of the vehicle. The set of equations of motion are calculated within a geocentric rotating reference frame using spherical coordinates.

A standard two-body system is used for the orbital dynamics, based on a closed orbit around a central body with a gravitational field. An elliptical transfer trajectory is found by numerically solving Lambert's problem. The solution is the Keplerian orbit connecting the starting and ending position vectors, in Earth Centred Inertial (ECI) coordinates, and a total time-of-flight. Battin's formulation [129] iteratively computes the solution with the Newthon-Raphson method. The initial guess for the first iteration is determined by the eccentricity anomaly of the target point, following Shen's approach [130].

The state vector $\mathbf{x}^{\mathcal{F}}$ was transformed into the ECI reference frame via the Earth Centered Earth Fixed (ECEF) frame using the conversions defined by the IAU Resolutions [108].

### 4.2 Optimisation

### 4.2.1 Optimal control problem

For the given problem, path constraints on axial and normal accelerations have been included in the optimization problem formulation. Additional equality constraints are set on the final orbit, in the case of the ascent 4.12, while maximum temperatures and final landing coordinates are limited in the case of descent 4.13.

$$
\begin{align*}
a\left(t_{f, a}\right) & =r_{E}+300 \mathrm{~km}  \tag{4.12a}\\
e\left(t_{f, a}\right) & =0  \tag{4.12b}\\
a c c_{x} & \leq 3 g_{0}  \tag{4.12c}\\
a c c_{z} & \leq 2 g_{0} \tag{4.12d}
\end{align*}
$$

$$
\begin{align*}
T_{\text {nosecap }} & \leq 2000 \mathrm{~K}  \tag{4.13a}\\
T_{\text {wing }} & \leq 2000 \mathrm{~K}  \tag{4.13b}\\
T_{\text {nacelle }} & \leq 1050 \mathrm{~K}  \tag{4.13c}\\
a c c_{z} & \leq 1.5 g_{0}  \tag{4.13d}\\
\lambda\left(t_{f, d}\right) & =5.2372^{\circ}  \tag{4.13e}\\
\theta\left(t_{f, d}\right) & =-52.7606^{\circ} \tag{4.13f}
\end{align*}
$$

### 4.2.2 First guess

Different strategies to provide a good first guess to the optimiser were used. This further showcases the modularity of the approach presented.

For the descent, a single integration of the trajectory from a given initial state is used (i.e., single shooting). The trajectory is integrated from given initial conditions and constant controls till the reaching of the final orbit or the landing site altitude. The
final trajectory is subdivided into the $n$ segments of the multiple shooting transcription method used. The state variables $\mathbf{x}_{i}$ in the multiple shooting nodes are initialized with the corresponding state value of the reference trajectory and the control are kept constant, $\mathbf{u}_{j}^{i}=U$ for all $i=0, \ldots, n-1$ and for all $j=0, \ldots, n_{c}$. The multiple shooting time length $t_{i}$ is initialized to zero.

The quick run of the stochastic global search is the first guess strategy used in the case of the ascent. This is largely due to the shorter time of flight required for the ascent trajectory, requiring less multiple shooting segments. The resulting optimization problem has a smaller number of equality constraints so it can be more easily solved with a global stochastic strategy that includes the constraints in the objective function as penalty parameters. The MATLAB genetic algorithm ga was used in the test case here. The solution obtained is then used to warm start the constrained optimisation problem.

### 4.2.3 Optimization algorithm

The NLP problem is solved using the Sequential Quadratic Programming (SQP) algorithm with fmincon in MATLAB subject to a number of equality and inequality constraints. The SQP algorithms employs Newton-like methods to directly solve the necessary conditions for optimality (KKT conditions) of the original NLP problem. The problem to be solved is transformed into the minimization of a quadratic approximation of the Lagrangian function subject to a linear approximation of the constraints. A sequence of quadratic problems need to be solved in order to converge to the local optimum.

### 4.2.4 Ascent

The control vector for ascent trajectory problem is $\mathbf{c}_{1}=[t, \alpha, \mu, \tau]$ where $t$ is the time coordinates of each control node within a phase. As the control law is discrete and characterized by a vector of 8 equally spaced points for each shooting phase, the evaluation of each of the parameters - the angle of attack $\alpha$, bank angle $\mu$ and throttle $\tau$ - is linearly interpolated. The search space $D$ is constrained by the domain of the
aero-propulsive models within the bounds listed in Table 4.1. The initial states are limited within the expected region of flight for the outlined mission. The total flight duration for each shooting phase between 30 s and 190 s , with the initial guess set in between those bounds to 110 s . There are 5 shooting phases, with the entire trajectory constrained between 150 s and 850 s .

Table 4.1: Bounds for the ascent problem

| Variable |  | Bounds |
| ---: | :--- | :---: |
| Altitude | km | $[0.1,1000]$ |
| Velocity | $\mathrm{km} \mathrm{s}^{-1}$ | $[0.1,10]$ |
| Flight Path Angle | deg | $[-90,90]$ |
| Heading | deg | $[-180,180]$ |
| Latitude | deg | $[-90,90]$ |
| Longitude | deg | $[-180,180]$ |
| Angle of Attack | deg | $[-10,30]$ |
| Bank | deg | $[-30,30]$ |
| Throttle |  | $[0,1]$ |
| Time of Flight | s | $[150,850]$ |

The objective of the optimisation is to maximise the payload mass that can be injected into the target 300 km circular orbit. If the structural dry mass of the vehicle at take-off is fixed, along with a known maximum wet mass including payload, then the two free variables are the total mass of on-board propellant, and the payload mass. The objective function is therefore,

$$
\begin{equation*}
\min _{\mathbf{c}_{1} \in D} m\left(t=t_{f}\right)=\min _{\mathbf{c}_{1} \in D} \int_{0}^{t_{f}} \dot{m} d t \tag{4.14}
\end{equation*}
$$

where $\dot{m}=-\dot{m_{p}}$, and the total time of flight is $t_{f}$.
The initial state vector parameters for the ascent are:

$$
\begin{aligned}
& h\left(t_{0, d}\right)=10 \mathrm{~km} \\
& v\left(t_{0, d}\right)=0.4 \mathrm{~km} / \mathrm{s} \\
& \gamma\left(t_{0, d}\right)=\chi\left(t_{0}\right)=0^{\circ}
\end{aligned}
$$

with the latitude and longitude of Kourou CSG located at latitude $\lambda=5.2372^{\circ} \mathrm{N}$ and longitude $\theta=52.7606^{\circ} \mathrm{W}$.

Additional constraints are imposed on the problem by the maximum acceleration along the longitudinal axis $a_{x} \leq 29.42 \mathrm{~m} / \mathrm{s}^{2}$ and normal axis $a_{z} \leq 19.61 \mathrm{~m} / \mathrm{s}^{2}$, equivalent respectively to 3 and 2 times the value of $g_{0}$.

### 4.2.5 Descent

The descent trajectory is divided into 3 segments: a powered de-orbit, an unpowered re-entry through the upper atmosphere, and an unpowered glide phase in the lower atmosphere.

The de-orbit phase is defined for the purpose of this problem as the trajectory above an altitude of 120 km , where aerodynamic effects have a negligible effect on the considered transfer arc [131]. While the ascent case uses the rocket engines to reach the desired orbit, for the descent, an elliptical transfer trajectory was used instead. The trajectory assumed two impulsive $\Delta V$, one to change from the orbit to the transfer trajectory, and a second to re-align the velocity vector at the start of the re-entry. The maximum allowed $\Delta V$ was constrained to the maximum value of $500 \mathrm{~m} / \mathrm{s}$.

The control variables for the de-orbit are $\mathbf{c}_{2}=\left[\theta_{0}, t o f, \mathbf{x}\left(t_{0, d}\right)\right]$, where $\theta_{0}$ is the departure true anomaly of the orbit, and tof is the total time of flight of the transfer. The values of the state vector $\mathbf{x}_{r e}$, specifically the velocity, flight path angle, heading angle, longitude and latitude at the transition point between the de-orbit and re-entry is also added to the control vector, with the exception of the altitude which is fixed at 120 km . The control vector is bounded within the limits of Table 4.2, where $t_{\text {orbit }}$ is the period of the operation orbit. The initial guess was set at $\theta=\pi / 10 \mathrm{rad}$ and $t o f=0.5 t_{\text {orbit }}$.

This re-entry and glide segments requires a different search space limitation for the attitude of the vehicle, and the total flight time is set as the from the initial guess, later optimised to match the constraints on the target landing site. The descent control law is interpolated using a piecewise cubic Hermite interpolation scheme, which offers constrained polynomial interpolation, preventing the overshoot of bounds, characteristic of

Table 4.2: Bounds for the descent problem

| Variable | Bounds |  |
| ---: | :--- | :---: |
| Altitude | km | $[0.1,150]$ |
| Velocity | $\mathrm{km} \mathrm{s}^{-1}$ | $[0.1,10]$ |
| Flight Path Angle | deg | $[-90,90]$ |
| Heading | deg | $[-180,180]$ |
| Latitude | deg | $[-90,90]$ |
| Longitude | deg | $[-180,180]$ |
| Angle of Attack | deg | $[-5,90]$ |
| Bank | deg | $[-90,90]$ |
| $\theta$ | deg | $[0,360]$ |
| tof | s | $\left[0,2 t_{\text {orbit }}\right]$ |

classic polynomial methods, and further illustrates the modularity of the methodology. The state vector limits are the same listed in Table 4.2.

The first guess for the initial state of the re-entry/glide is given as:

$$
\begin{aligned}
v\left(t_{0, d}\right) & =7.8754 \mathrm{~km} / \mathrm{s} \\
\gamma\left(t_{0, d}\right) & =-1.18^{\circ} \\
\chi\left(t_{0, d}\right) & =90^{\circ} \\
\lambda\left(t_{0, d}\right) & =0^{\circ} \\
\theta\left(\left(t_{0, d}\right)\right) & =0^{\circ}
\end{aligned}
$$

where $t_{0, d}$ is the initial time of the descent segment.
This case requires additional constraints due to the harsh thermal environment typical of re-entry. The heat flux and heat load are evaluated using the thermal model with temperatures evaluated at three different critical points: the nosecone, the wing leading edge and the engine nacelle.

The following constraints on the temperature are considered along the whole trajectory:

$$
\begin{aligned}
T_{\text {nosecap }} & <2000 \mathrm{~K} \\
T_{\text {wing }} & <2000 \mathrm{~K} \\
T_{\text {nacelle }} & <1050 \mathrm{~K}
\end{aligned}
$$

Two set of trajectories have been analysed to evaluate the effect of the thermal limits. A reduced constraint on the maximum normal acceleration is imposed such that $a_{z} \leq$ $1.5 g_{0}$.

The objective function for the descent trajectory is the minimisation of the integral of the heat flux over the nacelle:

$$
\begin{equation*}
\min _{\mathbf{c}_{2}} \int_{t_{0, d}}^{t_{f}} \dot{q}\left(t, \mathbf{c}_{2}\right) d t \tag{4.15}
\end{equation*}
$$

where $\mathbf{c}_{2}$ is the set of optimization variables described above and $t_{f}$ is the optimisable time of flight.

### 4.2.6 Simulation results

The ascent trajectory is optimized to achieve circular orbit while satisfying all the constraints. The achieved result is on a slightly inclined plane $\left(i \leq 6^{\circ}\right)$ due to the space-port latitude. The ascent trajectory plots are shown in Figures 4.2 and 4.3, illustrating the evolution of the solution from the first guess that is given to the genetic algorithm and further refined with the gradient method to the end result of the optimized trajectory. The trajectory point of switch from air-breathing propulsion to rocket is highlighted with a dashed vertical line.

The control nodes are marked with circles in the AoA and throttle plots (Figure 4.2), with the crosses marking the interfaces between phases. The angle of attack profile, in plot 4.2 a , follows a profile similar to the throttle of plot 4.2 b , trying to maximise the lift gain in the denser part of the atmosphere.


Figure 4.2: Time history of the controls for the ascent trajectory. Engine model switch at the dashed line.

It is possible to notice how the increase in altitude (Figure 4.3a) before the engine switch corresponds to a decrease in thrust, visible in plot 4.3f, even though the throttle (Figure 4.2b) remains maxed. This matches the expectation of reduced performances of an air-breathing engine when above its operative altitude. The rocket operational mode is then used to propel the vehicle above the denser part of the atmosphere, then throttled down from $t=300 \mathrm{~s}$ to $t=600 \mathrm{~s}$, where the speed (Figure 4.3 b ) of the spaceplane increases at a lower rate, and finally fired back up for the orbit insertion manoeuvre, commonly used by orbital launch vehicles, and visible in the final peak of Figure 4.2 b . The same Figure shows the effect of the acceleration limits in the constraints of the problem: when the vehicle gets lighter, the thrust of the rocket engine is excessive and it is gradually throttled down to a safe level. It is also important to highlight that the optimization algorithm develops a strategy of coasting with low thrust till the apogee to minimise the required $\Delta V$ to circularize the orbit, without prior knowledge of traditional throttling strategies. As the linear proportionality between throttle and thrust cannot be guaranteed in real-world scenarios, the applications of the chapters that follow will include a penalty factor to avoid low-throttled arcs.

The descent trajectories are shown in Figures 4.4 and 4.5 , with the dashed line for the case without thermal constraints, ant the solid one for the constrained case. In the thermally unconstrained case, the nacelle and the nose reach critical temperature


Figure 4.3: Time history of the states for the ascent trajectory. Engine model switch at the dashed line.
levels as can be seen in Figure 4.5 b, but the introduction of the constraints stops this behaviour and modifies the descent path, slowing down the descent of the vehicle by increasing the angle of attack and therefore reducing the ballistic coefficient. This stops the occurrence of the atmospheric skipping the first 200 s (see Figure 4.4 a and 4.4 b ) and that was causing a very steep and fast descent that was the origin of excessive heating in the unconstrained case. Both re-entry trajectories start from the same downrange distance, but the velocity profile (Figure 4.4b ) of the constrained case requires additional range for the more gradual deceleration, thus inducing a turn in the final leg of the flight, as visible in Figure 4.4c, with a turn commanded by the bank profile of Figure 4.4f.

The last part of the descent is the gliding section and the obtained results are less realistic due to the fact that the aim of this analysis was to minimize the heating during re-entry, while more realistic objectives for the final flight phase are to maximise the lift to drag ratio, or correctly align the vehicle with the landing runway.


Figure 4.4: Time history of the states and controls for the descent trajectories with thermal constraints (solid line), and without (dashed line).


Figure 4.5: Time history of the temperatures on the vehicle surfaces during the descent for the case with thermal constraints (solid line), and without (dashed line). The temperature limits are highlighted with a dashed red line.

### 4.3 Summary of the chapter

This chapter has outlined the approach and the models for a preliminary design and performance evaluation of a hybrid engine SSTO vehicle. It has also presented results for the trans-atmospheric sections of a full mission test case: the ascent and descent trajectories to an equatorial 300 km circular orbit. The strategy of separating different flight phases, that would otherwise present discontinuities, is possible thanks to the modularity of the platform, leveraging the multi-shooting approach and accounting for different flight conditions. This is a further step towards an automated design platform that has modularity and flexibility at its core, allowing the solution of multiple different problems.

The next chapter will demonstrate the process of multi disciplinary system sizing in the design of a SSTO vehicle for a reference orbital mission. The performance impact of injecting the payload into non-reference orbital altitudes and inclinations will be quantified. A TSTO configuration will be introduced to enable accessing orbits characterised by higher energy than the reference mission.

## Chapter 5

## Vehicle sizing and performance analysis

The analysis of a spectrum of scenarios is a necessary step in the launch vehicle design to ensure that the business case is solid and the vehicle can, once in the operational phase, satisfy the projected market demand and possible evolutions. Being able to assess beforehand the payload capability, scaling over a range of diverse missions helps, not only the Launch Service Operator in targeting a specific market segment, but also the satellite and spacecraft industries to start designing payloads sized for the future launch vehicles.

This chapter present the performance analysis of a launch vehicle characterised by a reusable first stage and TSTO configuration over a range of missions from LEO to higher altitude orbits and inclinations from equatorial to retrograde orbits.

The approach proposed in this dissertation is used to study the presented problem, divided in two main activities. The first one is the MDO sizing of a launch vehicle designed around a sample mission to a 100 km circular equatorial orbit, minimising the initial gross mass. The latter investigates the performance variation when targeting different orbital conditions, maximising the final mass inserted into the target orbit.

This sizing test case and methodology have been previously presented at the 67 th International Astronautical Congress, 2016 [132].

### 5.1 Approach

The small satellite reusable launcher is modelled as a TSTO horizontal take off and landing lifting body vehicle, with engine switching between air breathing and rocket modes to increase the $I_{s p}$ in the lower atmosphere. The engine of the first stage can operate in a high efficiency air breathing mode in the early phases of the ascent. The switch point into rocket mode is constrained to $M a c h_{\text {switch }}=5.5$ and $h_{\text {switch }}=28 \mathrm{~km}$, based on the performance metrics reported in the Skylon manual [4]. The geometrical size of the main stage, propellant mass and engine scaling factor are optimisation variables.

Once all the propellant is spent, the second stage is released to perform orbital injection manoeuvres and bring the payload in the desired orbit. The second stage engine ignition happens after separation, with an initial vehicle weight of 2500 kg , where 1000 kg are usable fuel. This mass is included in the first stage from beginning of the trajectory to MECO (Main Engine cut-off) and separation.

The reference mission objective is to put the second stage into a 100 km circular, equatorial $\left(i=0^{\circ}\right)$ orbit with a final mass of 1500 kg . This mass includes the payload, the upper stage, and the unspent fuel. Since only $40 \%$ of the mass fraction is used during the reference second stage ascent, this leaves room to use larger amounts of propellant when targeting higher energy orbits in the second section of the analysis.

Given the second stage engine $I_{s p}$ of 250 s , representative of common hypergolic propellants, the maximum theoretical $\Delta V$ that the upper stage can generate is $1252 \mathrm{~m} / \mathrm{s}$, assuming no expansion or throttling losses. This is only a small fraction of the total $\Delta V$ required to reach LEO, therefore the performances of the whole system are heavily dependant on the first stage trajectory and the exploitation of the airbreathing engine.

After sizing the first stage for the reference mission, the second part of the analysis focuses on assessing the impact of delivering the payload to higher energy orbits by maximising the final mass. The range of orbits under investigation covers altitudes from 200 km to 1200 km and inclinations from $0^{\circ}$ to $120^{\circ}$.

### 5.2 Simulation environment

The simulation is performed with the general assumptions presented in chapter 3: the vehicles are modelled as point masses in an Earth Centered Earth Fixed reference frame with 3 degrees of freedom for all phases of the mission. The coordinates are converted into the Earth Centered Inertial frame to compute the Keplerian orbital parameters for the semimajor axis $a$, eccentricity $e$ and inclination $i$.

The WGS84 geodetic system is used to model the Earth geometric parameters including the radius length from the centre to the Earth surface $r_{E}$ as a function of latitude. The gravitational harmonics include coefficients up to the $4^{\text {th }}$ order.

The atmosphere is modelled using the static global International Standard Atmosphere. The model is expanded above the maximum altitude $h_{\max }=84852 \mathrm{~m}$ by extending the exponential laws regulating pressure and density assuming constant temperature $T\left(h>h_{\max }\right)=186.87 \mathrm{~K}$.

The integration of the dynamic equations is performed in all cases with the RungeKutta $4^{\text {th }}$ order method on a constant timestep of 1 second for all phases unless specified otherwise. The open loop control of the throttle and vehicle attitude adjust the direction and modulus of the forces affecting the vehicle during the ascent trajectory.

### 5.2.1 Propulsion

Similarly to the application described in the previous chapter, the first stage propulsion system is a hydrogen fuelled motor, capable of functioning as both an air breathing engine, using atmospheric oxygen, and rocket, using the LOX stored on-board.

The implementation here presented differs from the one presented in chapter 4 by using non-proprietary models. The engine is still modelled over the SABRE concept, but it is instead based on the performance metrics reported in the Skylon user manual [4] to build a low fidelity engineering model of the engine.

The rocket maximum vacuum specific impulse is $I_{s p, \max }=450 \mathrm{~s}$, modelled using the general rocket equation accounting for the vacuum-adapted nozzle expansion losses due to changes in atmospheric pressure with equation 5.1, with $A_{\text {exit }}=3.4 \mathrm{~m}^{2}$.

$$
\begin{equation*}
T_{\text {rocket }}=\dot{m_{p}} I_{s p, \max } g_{0}-A_{e x i t} P_{a i r} \tag{5.1}
\end{equation*}
$$

Below a certain altitude and speed, the engine can exploit the presence of oxygen in the atmosphere and it is modelled as a modified rocket engine with variable $I_{s p}$ directly impacting the performances depending on the flight conditions. Differently from the case presented in chapter 4 , the switching conditions are constrained to the values of $h=28 \mathrm{~km}$ and $M=5.5$. The equivalent specific impulse is calculated with the ratio between total pressure in flight and the sea level static one $p_{S L}=101325 \mathrm{~Pa}$ with equation:

$$
\begin{equation*}
I_{s p}=4079\left(p_{t o t} / p_{S L}\right) \tag{5.2}
\end{equation*}
$$

The maximum equivalent specific impulse obtained from equation 5.2 is capped to the value of $I_{s p}=4079 \mathrm{~s}$ in any condition of total pressure that exceeds the sea-level static pressure. The behaviour of the model over the possible domain of air-breathing flight is plotted in Figure 5.1.


Figure 5.1: Specific impulse of the first stage motor in air breathing mode as a function of Mach and altitude

The second stage propulsion system is modelled as a thruster using a storable propellant. The maximum specific impulse is 250 s with a vacuum adapted nozzle.

Quadratic laws are employed to have peak efficiency value at $100 \%$ throttle to discourage throttled oversized engines in all stages and all operating modes. The throttle
further reduces the specific impulse with equation 5.3 and the thrust is computed with the equation 5.4.

$$
\begin{array}{r}
I_{s p}=I_{s p}(h, M) *\left(1-(\tau-1)^{2}\right) \\
T=\tau n_{e n g} m_{p} g_{0} I_{s p} \tag{5.4}
\end{array}
$$

The gravitational acceleration parameter has a constant value of $g_{0}=9.80665 \mathrm{~m} / \mathrm{s}^{2}$ and the throttle $\tau$ multiplies the nominal value of $m_{p}$ by a proportional factor varying from 0 to 1 .

The scaling of the engines is performed by proportionally multiplying the values of thrust and mass flow by a factor $n_{\text {eng }}$, leaving the specific impulse independent from the size of the engine.

### 5.2.2 Aerodynamics

The aerodynamics of the vehicle are computed with the same model presented in section 4.1.1 to predict the total coefficient of lift $C_{L}$ and drag $C_{D}$ as a function of the angle of attack $\alpha$ and Mach number $M$, based on the cFASTT- 1 reference geometry. Figure 5.2 illustrates the behaviour of the aerodynamic coefficients, and highlights the discontinuity that is present at the sonic regime. The first stage aerodynamics is subdivided in subsonic and supersonic on the $M=1$ boundary, splitting the first two phases that otherwise share all other vehicle system and environmental models. In Figure 5.2a it can be observed that the lift coefficient follows the expected linear dependence on the angle of attack, while Figure 5.2 b shows the classical peak around the sonic regime, and quadratic dependence on the angle of attack.

The second stage is released at altitudes where aerodynamic forces are orders of magnitude lower than the thrust of the engine. The reference surface area is assumed $S_{r e f}=1 \mathrm{~m}^{2}$ and the aerodynamic coefficients $c_{L}=0$ and $C_{D}=1$ are constant. The angle of attack for this flight phase is constrained to $-5^{\circ} \leq \alpha \leq 15^{\circ}$ and its expected value


Figure 5.2: Aerodynamic coefficients of the first stage in the ranges of Mach $0 \leq M \leq 4$ and angle of attack $-5^{\circ} \leq \alpha \leq 15^{\circ}$. Black lines highlight the discontinuity of the surrogate models at the $M=1$ boundary.
in optimal solutions is approximately zero since the component of thrust perpendicular to the velocity vector introduces efficiency losses.

### 5.3 Optimisation

The optimal control problem is formulated with the direct transcription, multiple shooting method described in chapter 3.

In this analysis the Chebyshev nodes are used as grid for the control law, and the values between the nodes are computed with a Piecewise Cubic Hermite Interpolating Polynomial. Chebyshev nodes are not uniformly distributed [133], with interpolation points clustering towards the ends of the domain. This distribution would minimise the Runge's phenomenon effect on polynomial interpolation, however the specific interpolation method selected for this scenario is not affected.

Each of the multiple phases is set up with the specific set of mathematical models and numerically integrated with a 4th order fixed timestep Runge Kutta method.

The states and controls are matched with equality constraints between elements to guarantee a continuous flight. Additional equality constraints 5.5 are set on the final values of some trajectory elements to reach the desired conditions at specified events: sonic speed to switch aerodynamic model, first stage engine mode transition, and the correct combination of altitude and inclination for the target orbit. Given the non-fixed masses for the stages evolving during MDO, an equality constraint assures the mass conservation when staging.

Inequality constraints include acceleration limited to a maximum of $3 g_{0}$ in either the X or Z axis, dynamic pressure to 200 kPa , and fuel consumption not exceeding the available propellant mass. The tolerance on all constraints is $10^{-4}$ and the scaling is based on the target value.

$$
\begin{align*}
M_{\text {aero,switch }} & =1  \tag{5.5a}\\
M_{\text {eng,switch }} & =5.5  \tag{5.5b}\\
h_{\text {eng,switch }} & =28 \mathrm{~km}  \tag{5.5c}\\
a\left(t_{f}\right) & =r_{E}+h_{t g t}  \tag{5.5d}\\
i\left(t_{f}\right) & =i_{t g t}  \tag{5.5e}\\
e\left(t_{f}\right) & =0  \tag{5.5f}\\
a c c_{x, z} & \leq 3 g_{0}  \tag{5.5~g}\\
q_{\text {dyn }} & \leq 200 \mathrm{kPa} \tag{5.5h}
\end{align*}
$$

The algorithm used is the single objective sequential quadratic programming. The cost functions used for the analyses are the minimisation of the vehicle starting mass for the initial sizing case, and the maximisation of the final mass inserted into orbit for the subsequent runs.

### 5.4 Vehicle design definition

The first part of this analysis is an optimisation of the vehicle sizing, with the objective of minimising the initial mass of the vehicle.

A nominal test case is defined to perform initial sizing of the vehicle. The starting conditions are arbitrarily chosen as representative of an equatorial launch-site shortly after take-off during the climb phase with prograde heading, and are listed in Table 5.1.

Table 5.1: Starting conditions for the sizing trajectory

| Variable |  | Value |
| ---: | :--- | :---: |
| Altitude | m | 1000 |
| Velocity | $\mathrm{m} \mathrm{s}^{-1}$ | 200 |
| Flight Path Angle | deg | 10 |
| Heading | deg | 90 |
| Latitude | deg | 0 |
| Longitude | deg | 0 |

The gross starting mass is an optimisation variable, with bounds between 50 t and 150 t based on accrued experience on similar test cases. The dry mass of the first stage is a fraction of the gross, computed by using linear interpolation between two SSTO vehicles of recent conception: the X-33 and the Skylon space-plane, having respectively $26.3 \%$ and $18.4 \%$ dry mass fractions for 129 t and 325 t . The value is extrapolated when sampled outside of the data-points. Equation 5.6 is used to compute the final dry mass based on the initial wet mass, with all the variables expressed in metric tons.

$$
\begin{equation*}
m_{d r y, t o n s}=0.31479086734 m_{w e t, t o n s}-0.00040147959 m_{w e t, t o n s}^{2} \tag{5.6}
\end{equation*}
$$

While the data comes from vehicles with similar CONOPS, this approach should not be confused with the definition of a methodology for the estimation of the mass breakdown of a SSTO vehicle. The choice of the input data and interpolation method used for this computation is completely arbitrary, as the purpose is purely demonstrative of the application presented.

The square-cube law relating mass and surface is enforced to ensure a proper scaling of the vehicle without deformation of the geometry, and preserving a proportionate amount of lift and drag generated.

The scaling parameters of the engines are part of the optimisation vector and indirectly constrained through throttling losses and acceleration constraints (3g). Having vacuum thrust too high will require throttling early to satisfy acceleration limits, while an undersized engine may waste too much fuel trying to compensate gravity losses and not reach the desired orbit.

The mass of the vehicle at the start of the second stage flight is 2500 kg and the final mass is constrained to 1500 kg for the vehicle sizing activity.

The mission is divided in 4 phases, illustrated in Figure 5.3, characterised by different behaviour of the subsystems, where phases 1 and 2 share a common engine model, and phases 2 and 3 share the aerodynamics:

1. First stage subsonic acceleration with the air-breathing engine to sonic conditions.
2. First stage supersonic acceleration with the air-breathing engine to $M_{\text {switch }}=5.5$ and $h_{\text {switch }}=28 \mathrm{~km}$.
3. First stage rocket burn until fuel exhaustion and separation of the second stage.
4. Second stage flight until injection into the 100 km target orbit.

All phases are characterised by 5 control nodes per element and 2 elements per phase with the exception of the first (subsonic acceleration), with a single element. State and control bounds for the sizing case are listed in Table 5.2. When upper and lower bounds have the same value, the variable is set as constant and it is not added to the optimisation vector.

The bank angle is not included in the optimisation to avoid unnecessary thrust misalignment losses, thus the aerodynamic and propulsive forces lie on the $\mathrm{X}-\mathrm{Z}$ plane of the aircraft body.

The problem search space is explored with a multi-start approach, distributing the initial guess vectors with Latin hypercube sampling (LHS). This method ensures


Figure 5.3: CONOPS of the reference TSTO mission

| Phase |  |  | 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| Stage |  |  | 1 | 1 | 1 | 2 |
| Altitude | $h$ | km | $[1,15]$ | $[1,30]$ | $[25,100]$ | $[50,200]$ |
| Velocity | $v$ | $\mathrm{~m} \mathrm{~s}^{-1}$ | $[150,500]$ | $[250,1800]$ | $[250,1800]$ | $[5500,8000]$ |
| FPA | $\gamma$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ |
| Heading angle | $\chi$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ |
| Latitude | $\lambda$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ |
| Longitude | $\theta$ | $\operatorname{deg}$ | $[-180,180]$ | $[-180,180]$ | $[-180,180]$ | $[-180,180]$ |
| Mass | $m$ | t | $[50,150]$ | $[50,150]$ | $[25,150]$ | $[0.25,2.5]$ |
| AoA | $\alpha$ | $\operatorname{deg}$ | $[-5,15]$ | $[-5,15]$ | $[-5,15]$ | $[-15,15]$ |
| Throttle | $\tau$ | - | $[1,1]$ | $[1,1]$ | $[0.5,1]$ | $[0,1]$ |
| Duration | $t$ | s | $[10,30]$ | $[120,300]$ | $[120,240]$ | $[30,240]$ |
| Thrust | $T$ | MN | $[1,3]$ | $[1,3]$ | $[1,3]$ | $[0.005,0.025]$ |
| Surface area | $S_{\text {ref }}$ | $\mathrm{m}^{2}$ | $[75,225]$ | $[75,225]$ | $[75,225]$ | $[1,1]$ |

Table 5.2: Bounds for the variables in the optimisation vector in the sizing case.
that the distribution of guesses occupies all portions of the sample space [134]. The 135 guesses (thus having a number of initial guesses proportional to the number of optimisation variables) are locally optimised with the algorithm described in section 3.5. When all the cases have been processed, the solution satisfying all the constraints and having the lowest value of cost function is selected as the best one found. The best case satisfies the constraints with a maximum violation of $\max (c, c e q)=3.8128 e-05$ below the set tolerance $T o l_{c o n}=1 e-4$. This results in a vehicle with an optimised gross take off mass $m_{\text {gtow }}=91561 \mathrm{~kg}$ and first stage dry mass of $m_{d r y}=25457 \mathrm{~kg}$, equal to an inert mass fraction $m_{\text {dry }} / m_{\text {gtow }}=0.278$. The reference area that satisfies the square-cube requirement of the cfastt-1 geometry is $S_{\text {ref }}=149.6 \mathrm{~m}^{2}$. The optimised values of thrust for the first and second stage are respectively $T_{s 1, \max }=1.4377 \mathrm{MN}$ and $T_{s 2, \text { max }}=23.555 \mathrm{kN}$.

The optimised variables relative to the gross mass, thrust and reference surface areas are extracted and fixed for the next step.

### 5.5 Orbit penalty computation

The cost function for all cases is the final mass that reaches the target orbit, this change removes the constraint on the mass of the second stage at the end of the ascent. The initial mass, defined in the sizing analysis, is fixed for all following runs to the value of $m_{\text {gtow }}=91561 \mathrm{~kg}$.

Having defined the vehicle configuration, it is possible to analyse its performance over a broad range of target orbits at different altitude and inclinations. The former spans from 200 km to 1200 km with 50 km increments and the latter ranges from $0^{\circ}$ to $120^{\circ}$ with $10^{\circ}$ steps, resulting in a grid of 273 cases, for 21 altitude and 13 inclination combinations.

Two additional phases are appended to the second stage flight:

1. Second stage coasting arc after its first burn.
2. Second stage circularisation burn, injecting the vehicle in the target orbit.

| Phase |  |  | 5 | 6 |
| ---: | ---: | ---: | :--- | :--- |
| Stage |  | 2 | 2 |  |
| Altitude | $h$ | km | $\left[50, h_{f}\right]$ | $\left[50, h_{f}\right]$ |
| Velocity | $v$ | $\mathrm{~m} \mathrm{~s}^{-1}$ | $[5500,8000]$ | $[5500,8000]$ |
| FPA | $\gamma$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ |
| Heading angle | $\chi$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ |
| Latitude | $\lambda$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ |
| Longitude | $\theta$ | $\operatorname{deg}$ | $[-180,180]$ | $[-180,180]$ |
| Mass | $m$ | t | $[0.25,2.5]$ | $[0.25,2.5]$ |
| AoA | $\alpha$ | $\operatorname{deg}$ | $[-15,15]$ | $[-15,15]$ |
| Throttle | $\tau$ | - | $[0,0]$ | $[0,1]$ |
| Duration | $t$ | s | $[30,1000]$ | $[30,240]$ |
| Thrust | $T$ | MN | $[0.005,0.025]$ | $[0.005,0.025]$ |
| Surface area | $\S_{\text {ref }}$ | m | $[1,1]$ | $[1,1]$ |

Table 5.3: Bounds for the additional variables in the optimisation vector in the mission analysis cases.

As shown in Table 5.3, these new sections of flight share most settings with the preceding phase number 4 terminating at the first of the two second stage engine cut-off. They are each comprised of 1 element with 5 nodes, with different altitude bounds to match the target orbit of the case under analysis. The coasting arc is characterised by a longer time-step of 2 seconds. Having no thrust and constant aerodynamic coefficient, as described in section 5.2.2, makes it an ideal parabolic arc where the control nodes of AoA and throttle have no effect.

The same multi-start approach used in the previous sizing process is used to find the first solution. The first case selected is the one with the lowest $\Delta V$, thus the shortest ascent duration and time required to integrate the whole trajectory, aiming to insert the payload into a 200 km circular equatorial $\left(i=0^{\circ}\right)$ orbit. Once the first solution is found with multi-start, it is used as a first guess to populate the rest of the matrix, cycling between altitudes and inclinations, starting with the cases closest to the one already found.

Each of the cases is run using as a starting guess the previous solution found, regardless of the quality of the solution converged to. This leads to 209 cases violating


Figure 5.4: Evolution of the constraints
the tolerance of $1 e-4$ on at least one of the equality and inequality constraints. As it can be observed in Figure 5.4a, these are mainly clustered in mid-altitude, high-inclination orbits where non-converged solutions were used as first guesses and propagated the problem.

To reduce the constraint violations, all cases that exceed the set tolerance are rerun, giving priority of execution from the constraint violation with highest value to the smallest. The neighbouring solutions are used as a first guess, but in the rare cases where none of the warm-starts produces an improvement on the case under analysis, random guesses are generated until a reduction in constraints violation.

Once all cases satisfy the constraint tolerance, an additional iteration is performed to improve the quality of the results. It is expected that both increasing the altitude and inclination of the orbit would require more fuel and reduce the final mass; therefore, any result that does not exhibit this trend, is further refined. The strategy used is the same one implemented to reduce the constraints below the desired tolerance, selecting neighbouring solutions as warm-starts. Priority is given to the cases with lowest performances when compared to the trend lines. The deployed mass performances after the smoothing process are presented in Figure 5.5.


Figure 5.5: Performance curves of deployed mass into the target orbits for different combinations of altitudes and inclinations

### 5.6 Analysis of the results

As expected, a decreasing trend in the final mass values is detected in the direction of increasing orbit altitude and inclination, as shown in Figure 5.5

It is possible to further elaborate this connection by finding the correlations between the orbital parameters and the final mass. The lowest order polynomial with $R^{2}>0.99$ approximating this dataset is the 4th order polynomial of equation 5.7 with correlation coefficient $R^{2}=0.99943$.

$$
\begin{equation*}
m_{f}=1528-0.4154 h_{f}-23.44 i+0.03898 h_{f} i-179.8 i^{2}+0.01101 h_{f} i^{2}+43.69 i^{3} \tag{5.7}
\end{equation*}
$$

This shows linear dependency with the final altitude $h_{f}$, expressed in km , that could be a local effect due to the small range of altitudes analysed. The more complex third order dependence on the inclinations, expressed in rad is likely due to the misalignment of the vehicle co-rotating initial velocity and the earth's rotation towards east. Introducing trigonometric terms on the inclination component gives us equation 5.8, with a correlation coefficient $R^{2}=0.99133$.

$$
\begin{equation*}
m_{f}=1245-0.3578 h_{f}+233.7 \cos i \tag{5.8}
\end{equation*}
$$

The reason for this trend can be identified with the analysis of the different energy levels from ground to orbit. By computing the specific orbital energy computed with formula 5.9 it is possible to generate the plots in Figure 5.6.

$$
\begin{equation*}
\epsilon=\left(v^{2}\right) / 2-\mu / r \tag{5.9}
\end{equation*}
$$

Figure 5.6a illustrates the initial specific orbital energy of different initial headings, some of which benefit of the additional velocity imparted by the rotation of the Earth, which has maximum positive effect when aligned with the vehicle velocity. The optimised initial heading is consistent among trajectories sharing the same inclination, as it is expected. Figure 5.6 b shows how both the altitude and inclination factors, characterising the final orbit, affect the injected mass with a comparable scale across the range of trajectories analysed. The difference from final to initial specific orbital energy plotted in Figure 5.6c introduces a small distortion when removing the contribution of the planet's rotation.

The staging conditions at the end of the first stage flight provide insight into the approach used to achieve the target orbit. Figure 5.7a shows trajectories towards higher orbits separating at higher altitudes; since the chemical energy stored in the first stage is constant, this approach trades kinetic energy for potential(Figure 5.7b). This effect, coupled with a higher Flight Path Angle at release (Figure 5.7c), inserts the second stage in a steeper parabolic arc, following the gravity turn targeting the correct orbit altitude. The points that lie outside of the visible trend are likely due to local optima affecting the solutions at low altitude. Figure 5.7 does not provide information to compare the different approaches and determine the better one, as even the outliers do follow the performance trend observable in Figure 5.6c.

The optimal trajectories generated can be collectively analysed to determine the envelope within which the vehicle is expected to fly. This process provides bounds to the conditions that the vehicle stages and the payload will experience throughout the ascent. Furthermore, it can potentially be used for safety or performance checks in real-time during flight.


Figure 5.6: Specific orbital energy for all the cases in the altitude-inclination grid

(a) Staging altitude vs final orbit altitude

(b) Staging speed vs final orbit altitude

(c) Staging Flight Path Angle vs final orbit altitude

Figure 5.7: Scatter plots of the states at the staging point for different target orbits.


(c) Altitude and speed envelope of the Stage 1 flight

Figure 5.8: Envelope of the Stage 1 flight

It can be observed that this vehicle flies within a relatively narrow corridor during the air-breathing phase (before 200 s ), in both altitude (Figure 5.8a) and speed (Figure $5.8 \mathrm{~b})$. The narrow operating corridor in air-breathing mode indicates that there is an optimal flight path regardless of the target orbit. This is often the case due to the interplay of aerodynamics and propulsion models. The engine switch takes place at approximately 200 s , and precisely at $M a c h=5.5$ and altitude $h=28 \mathrm{~km}$, a condition marked with a red cross in Figure 5.8c. A similar plot, with altitude and Mach axis, is used in the field of flying qualities analysis to determine the trimline of the vehicle [135]. After the ignition of the rocket engines, the flight of the first stage follows the optimal path that injects the second stage and payload in the optimal parabolic arc as observed in Figure 5.7. This approach results in a wider range of altitudes for the rocket phase, while the speed envelope is relatively less impacted.

The controls and states of 2 trajectories from cases at the extremes of the altitude range ( $h_{f}=200 \mathrm{~km}$ and $h_{f}=1200 \mathrm{~km}$ ) of analysis and no inclination ( $i_{f}=0^{\circ}$ ) are shown in Figures 5.9 and 5.10. These plots present the full ascent trajectory and magnifications to highlight the stage 1 flight. Crosses and circles respectively mark the end of the multiple shooting elements and the control nodes.

Figure 5.9a presents apparently similar angle of attack profiles for both trajectories, with the second stage control law stretched in over a long flight duration to match the higher orbit. Closer inspection of the first stage flight in Figure 5.9b shows that the angle of attack profile of the launch toward the higher orbit dominates the control law of the lower orbit case.

The throttle profile exhibit comparable behaviours in Figure 5.9c, albeit with a longer burn for the second stage requiring additional $\Delta V$. As shown in Figure 5.9d, the vehicle throttles down near the end of the stage 1 ascent to limit the acceleration below the set constraint.

The altitude (Figures 5.9f, 5.10b) and co-rotating velocity (Figure 5.10d) profiles of the first stage match the observations of the previous paragraphs on the flight corridor, with the divergence becoming more evident after engine transition. Beyond the separation point, Figures 5.9e, 5.10a and 5.10c show a bifurcation that continues increasing, until orbit insertion.

The flight path angle profile in Figure 5.10f shows a more marked dive before a consequently more pronounced pitch-up manoeuvre for the higher altitude case. This strategy is necessary to continue along the required steeper ascent of the parabolic arc until circularisation (Figure 5.10e).

(a) Angle of attack profile, whole trajectory

(b) Angle of attack profile, first stage flight

(c) Throttle profile, whole trajectory

(e) Altitude vs downrange distance, whole trajectory

(d) Throttle profile, first stage flight

(f) Altitude vs downrange distance, first stage flight

Figure 5.9: Control and states for selected trajectories, $0^{\circ}$ inclination, 200 km and 1200 km - part $1 / 2$

(a) Altitude time history, whole trajectory

(b) Altitude time history, first stage flight

(c) Co-rotating velocity time history, whole trajectory

(e) Flight Path Angle time history, whole trajectory

(d) Co-rotating velocity time history, first stage flight

(f) Flight Path Angle time history, first stage flight

Figure 5.10: Control and states for selected trajectories, $0^{\circ}$ inclination, 200 km and 1200 km - part 2/2

### 5.7 Summary of the chapter

A modular MDO approach was used to evaluate the performance of a SSTO vehicle examining the payload mass that can be delivered against different orbits, using the vehicle mass fraction against the characteristic energy of the orbit.

A reference vehicle design was obtained for a reference orbit. This vehicle was then used to analyse the performance at higher altitude and different inclination orbits, extrapolating a set of solutions that, analysed on the payload mass - orbital energy graph, display the performance envelope of the launcher. The sharp decrease in payload capability, due to the orbital altitude increase, is mitigated by the introduction of an additional stage, drastically reducing the effect.

From these preliminary results, it is shown how designing a SSTO vehicle for a specific orbit limits the possibilities to expand the range of operations outside of the predetermined bounds and, if some effects are not taken into account, a vehicle may be unable to meet the expectations of a varied set of customers.

The next chapter will analyse the downrange and crossrange gliding capabilities of a RLV in off-nominal conditions, following an abort, with the vehicle retaining aerodynamic control, but no propulsion.

## Chapter 6

## Ascent abort scenarios

This chapter evaluates the flight performances during aborts occurring in the ascent of a lifting body vehicle. The case presented provides the opportunity to study the return, recovery or abort trajectories of a launcher, an increasingly important scenario in the ongoing shift towards reusability that is changing the space industry. The analysis of range capabilities is necessary to determine when the vehicle can be successfully recovered after the loss of thrust, which is historically the most common failure mode in launch vehicle operations [136].

The main sections that compose this chapter are:

1. the nominal ascent profile,
2. the abort trajectory from one of the latest states before orbit,
3. the abort trajectories for earlier onset times.

This test case and methodology have also been presented at the 21st AIAA International Space Planes and Hypersonics Technologies Conference, 2017 [137].

### 6.1 First guess generation

For both the baseline ascent and baseline descent mission design, a pool of starting guesses from the search space is generated with Latin Hypercube Sampling and run through the optimisation routine with the SQP solver, a simulation time-step of 3 s ,
and relaxed constraints reducing the tolerance on both the equality and inequality to $10^{-3}$. This approach increases the exploration speed capabilities of the algorithm. The converged solution with best cost function is refined with shorter time-step of 1 s and stricter tolerances used for the baseline data presented.

This approach to find a solution closer to the global minimum is computationally expensive and well suited only for single case analysis. In the study presented, multiple points have to be evaluated for the abort scenarios, therefore the time and resources required to complete the calculations with such approach are prohibitive. The previously converged solutions are passed as 'warm-start' initial guesses to an optimisation routine set with the correct tolerances and time-step length, starting from the highest energy abort point, and moving toward the lowest.

Choosing closely spaced abort points means that the starting conditions of consecutive cases have minor differences and the solution for the previous starting point can be used to provide the optimisation routine with a good starting guess that can quickly converge to a solution and repeat the iterative process, exploring the search space only once.

### 6.2 Nominal mission design

The nominal ascent mission is the deployment of $m_{\text {payload }}=1000 \mathrm{~kg}$ of payload in a 200 km circular orbit set with the equality constraints 6.1 .

$$
\begin{align*}
& a\left(t_{f, a}\right)=r_{E}+200 \mathrm{~km}  \tag{6.1a}\\
& e\left(t_{f, a}\right)=0 \tag{6.1b}
\end{align*}
$$

The chosen starting location for the ascent at $\left(0^{\circ} \mathrm{N}, 0^{\circ} \mathrm{E}\right)$ latitude and longitude. Placing the origin of the axis in this location simplifies plotting and reference frame transformations to compute distances. The choice is arbitrary and the same approach can be applied to any other starting point; the impact of latitude of launch site and inclination of the target orbit has been documented and analysed in the past studies
[132]. In the same study, the vehicle used in this chapter is sized through the means of MDO of a TSTO configuration.

The reference vehicle, taken from the original study [137], has a gross take off mass $m_{\text {gtow }}=90035 \mathrm{~kg}$ and a dry mass of $m_{\text {dry }}=22907 \mathrm{~kg}$.

The aerodynamic model is based on experimental wind tunnel test results X-34 dataset provided by Brauckmann [138], with reference surface unchanged from the reference study $S_{\text {ref }}=364.64 \mathrm{~m}^{2}$. The data points cover a set of inputs in a range of Mach number $0.4 \leq M \leq 6$ and angle of attack $-4^{\circ} \leq \alpha \leq 24^{\circ}$. The database is used to create two functions $C_{L}=f(\alpha, M)$ and $C_{D}=f(\alpha, M)$ obtained through polynomial interpolation. The order of the polynomial is the lowest that guarantees a correlation coefficient $R^{2} \geq 0.99$, assuring accurate results and fast computation.

The first stage propulsion system is based on the published performance specifications for SABRE, with the same rocket model detailed in chapter 5. At lower altitudes, the engine can exploit the presence of oxygen in the atmosphere and it is modelled as a modified rocket engine with variable $I_{s p}$ and performance depending on the flight conditions. The maximum equivalent specific impulse is $I_{s p}=6500 \mathrm{~s}$ at sea level. Increasing altitude negatively affects this value due to the decrease of air pressure and density. Quadratic dependence on the throttle $\tau$ is included to reach the peak efficiency value at $M=3.5$ and $100 \%$ throttle, computing the Thrust output with equations 6.2.

$$
\begin{align*}
I_{s p} & =8000\left(p_{\text {air }} / 50000\right)^{0.2}\left(-0.043 M^{2}+0.3 M+0.45\right)\left(-0.2 \tau^{2}+0.4 \tau+0.8\right)  \tag{6.2a}\\
T & =\tau m_{p} g_{0} I_{s p} \tag{6.2b}
\end{align*}
$$

The switching point between the two engine operational modes is unconstrained and is a result of the optimisation of the ascent.

The upper stage is modelled as a small hydrazine thruster, with $I_{s p}=250 \mathrm{~s}$, and the same formulation used for the nozzle losses of the first stage rocket, assuming 1 m diameter.

Two engine scaling parameters are added to the optimisation vector, one per stage, with a single parameter affecting both operational engine modes (air-breathing and rocket) of the first stage. The scaling parameters affect the nominal thrust level at full throttle ignoring expansion losses and are listed in the last line of table 6.2.

The starting conditions of the ascent are listed in Table 6.1 and the optimisation bounds including controls and MDO parameters are in Table 6.2. The upper stage including payload has an initial mass at separation of $m_{S 2,0}=1000 \mathrm{~kg}$ and its initial conditions part of the optimisation variables. The starting values of angle of attack and roll are constrained to be the same of the first stage at the instant of release, while the throttle is unconstrained.

Table 6.1: Starting conditions for the ascent trajectory

| Variable |  | Value |
| ---: | :--- | :---: |
| Altitude | m | 1000 |
| Velocity | $\mathrm{m} \mathrm{s}^{-1}$ | 150 |
| Flight Path Angle | deg | 0 |
| Heading | deg | 90 |
| Latitude | deg | 0 |
| Longitude | deg | 0 |
| Mass | kg | 90035 |

The first stage flight is divided in two phases, each consisting of $n_{e}=3$ multiple shooting elements, with $n_{c}=5$ control points. The second stage has the task of circularizing the orbit by raising the perigee if the first stage cannot, but its contribution is expected to be null or negligible at convergence. Thus, a reduced number of elements $n_{e}=2$ is used in this phase, with $n_{c}=5$ control points each.

The cost function to maximise in the ascent optimisation is the fuel mass remaining in the upper stage.

The optimisation results in a final mass $m_{p}$ ayload $=999.933 \mathrm{~kg}$ delivered to the target orbit, confirming the good agreement of the solution when compared to the original case [132]. The mass lost by the second stage is due to the very short circularisation

| Phase |  |  | 1 | 2 | 3 |
| ---: | ---: | ---: | :--- | :--- | :--- |
| Stage |  |  | 1 | 1 | 2 |
| Engine |  |  | AB | Rocket | Rocket |
| Altitude | $h$ | km | $[1,100]$ | $[10,200]$ | $[10,200]$ |
| Velocity | $v$ | $\mathrm{~m} \mathrm{~s}^{-1}$ | $[100,2500]$ | $[1000,8000]$ | $[1000,8000]$ |
| FPA | $\gamma$ | $\operatorname{deg}$ | $[-60,90]$ | $[-60,90]$ | $[-60,90]$ |
| Heading angle | $\chi$ | $\operatorname{deg}$ | $[-180,180]$ | $[-180,180]$ | $[-180,180]$ |
| Latitude | $\lambda$ | $\operatorname{deg}$ | $[-90,90]$ | $[-90,90]$ | $[-90,90]$ |
| Longitude | $\theta$ | $\operatorname{deg}$ | $[-180,180]$ | $[-180,180]$ | $[-180,180]$ |
| Mass | $m$ | kg | $[22907,90035]$ | $[22907,90035]$ | $[100,1000]$ |
| AoA | $\alpha$ | $\operatorname{deg}$ | $[-4,24]$ | $[-4,24]$ | $[-30,30]$ |
| Throttle | $\tau$ | - | $[0,1]$ | $[0,1]$ | $[0,1]$ |
| Duration | $t$ | s | $[60,600]$ | $[60,600]$ | $[6,600]$ |
| Thrust | $T$ | kN | $[2500,4800]$ | $[3200,6000]$ | $[0.5,5]$ |

Table 6.2: Bounds for the variables in the optimisation vector in the sizing case.
burn performed at the apogee. The optimised value of upper stage thrust $T_{2}=500 \mathrm{~N}$ is on the lower bound.

The reusable first stage maximum thrust values for the airbreathing and rocket mode are respectively $T_{S L, \max }=3.894 \mathrm{MN}$ and $T_{v a c, \max }=4.984 \mathrm{MN}$. The strategy of coasting to the apogee to raise the perigee emerges by means of optimisation as can be observed at $t \approx 600 \mathrm{~s}$ in the throttle profile of Figure 6.1 b .


Figure 6.1: Time histories for controls and states of the ascent case solution. Cross markers are placed at the element junction points. Circle markers highlight the values of control nodes. The trajectory is coloured in blue for the first stage, orange for the second one. The end of the airbreathing phase coincides with the third cross marker.

### 6.3 Recovery trajectories

The analysis of the abort trajectories uses the results generated from the ascent optimisation as starting point for the descent abort scenarios. The ascent throttle profile shows the separation between an initial powered phase in the air-breathing and rocket segments followed by a ballistic flight. During this phase, the vehicle will coast to the apogee of the suborbital arc, where a final boost circularizes the orbit. This phenomena simplifies the analysis of abort scenarios allowing the study of the recovery strategies in the first 4 elements of the trajectory, covering the majority of the powered ascent. After the engine cut off point, the trajectory would closely follow a nominal ballistic suborbital arc, followed by a final glide re-entry. With no thrust, no extra energy is introduced into the system, and studying any of the points after the end of the $4^{\text {th }}$ element would yield similar results. A set of 50 data points is selected to provide a grid of onset conditions without being too computationally intensive. Those cover a set of altitudes from 0 km to 108 km and velocities from $271 \mathrm{~m} \mathrm{~s}^{-1}$ to $6327 \mathrm{~m} \mathrm{~s}^{-1}$. The points are equally spaced in time every 6 seconds along the ascent trajectory. The states variables corresponding to those selected points are used as starting conditions for each of the abort scenarios.

The descent phase is constrained to achieve a final state corresponding to a landing approach with an altitude $h_{f}=1000 \mathrm{~m}$, speed $v_{f}=150 \mathrm{~m} \mathrm{~s}^{-1}$ and flight path angle $\gamma \leq 10^{\circ}$. Given the previous assumption of equatorial ascent, it is reasonable to use only the control in the longitudinal plane of the vehicle while maximizing the descent downrange. The angle of attack of the vehicle is constrained between the limits of the aerodynamic model [138] $-4^{\circ} \leq \alpha \leq 24^{\circ}$, while throttle and bank angle controls are fixed to $\tau=0$ and $\mu=0^{\circ}$.

The glide descent is composed of a single phase subdivided in $n_{e}=3$ multiple shooting segments, each containing $n_{c}=7$ control points following a Chebyshev nodes distribution. The values of control between the points are obtained with a piecewise cubic Hermite spline interpolation. The integration of the trajectory is performed with a $4^{\text {th }}$ order Runge-Kutta method with fixed timestep of 1 s . The bounds of the
optimised flight duration scale proportionally with the velocity at abort condition in each of the elements following the rule $t_{\text {bounds }}=(0.1,2) v_{0, i}$ with SI units. Constraints 6.3 set the final state at abort completion, limit the peak accelerations acc in the $x$ and $z$ directions, and impose a restriction on the maximum dynamic pressure $q_{d y n}$.

$$
\begin{align*}
h\left(t_{f, r}\right) & =1000 \mathrm{~m}  \tag{6.3a}\\
v\left(t_{f, r}\right) & =150 \mathrm{~m} \mathrm{~s}^{-1}  \tag{6.3b}\\
\gamma\left(t_{f, r}\right) & \leq 10^{\circ}  \tag{6.3c}\\
a c c_{x, z} & \leq 6 g_{0}  \tag{6.3d}\\
q_{d y n} & \leq 20 \mathrm{kPa} \tag{6.3e}
\end{align*}
$$

The distance from the starting abort point is the maximised optimisation metric and it is computed with the Haversine formula (6.4), with $r=R_{E}$.

$$
\begin{equation*}
d=2 r \arcsin \left(\sqrt{\sin ^{2}\left(\frac{\theta_{2}-\theta_{1}}{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\theta_{2}\right) \sin ^{2}\left(\frac{\lambda_{2}-\lambda_{1}}{2}\right)}\right) \tag{6.4}
\end{equation*}
$$

A second set of analysis is subsequently performed starting from the same abort points by adding the optimisation variables for the bank angle control to identify the crossrange capabilities of the vehicle. The bank angle rotates the aerodynamic forces around the velocity axis. This analysis is separated into $n_{p}=2$ phases of $n_{e, p=1}=2$ and $n_{e, p=2}=1$ elements with $n_{c}=7$ control nodes where only the first phase includes the additional control of the bank angle. The bounds of the optimisation variables are listed in Table 6.3. The last phase, made of a single element, has only the control of the angle of attack. This choice has been made because a faulty behaviour emerged during the first trial runs: the combination of long re-entry duration from the higher starting energies and the control mesh density chosen, made the vehicle enter spirals in the final moments of flight that reduced altitude without gain in crossrange capabilities. Removing the bank control eliminates the unwanted behaviour, and does not require an increased node number, reducing the problem dimensionality when compared to intro-

Table 6.3: Upper and lower bounds for the descent downrange and crossrange analyses
$\left.\begin{array}{rrrl}\hline \text { Altitude } & h & \mathrm{~km} & {[1,200]} \\ \text { Velocity } & v & \mathrm{~m} \mathrm{~s}^{-1} & {[150,8000]} \\ \text { FPA } & \gamma & \operatorname{deg} & {[-60,90]} \\ \text { Heading angle } & \chi & \operatorname{deg} & {[-180,180]} \\ \text { Latitude } & \lambda & \operatorname{deg} & {[-90,90]} \\ \text { Longitude } & \theta & \operatorname{deg} & {[-180,180]} \\ \text { Mass } & m & \mathrm{~kg} & {[22907,90035]} \\ \hline \text { AoA } & \alpha & \operatorname{deg} & {[-4,24]}\end{array}\right]$
ducing a constraint. In this second analysis, the optimisation metric is the maximum latitude, an approach equivalent to the maximum crossrange in the scenario with starting equatorial trajectory. The total distance is calculated with the arc length from the equator to the final latitude. The second set of results complements the first analysis, providing performance metrics on range capability in a perpendicular direction.

### 6.4 Results

Out of the 50 points analysed, five points are chosen as key markers of the group of solutions to help the reader interpreting the results. Four (A, B, C, and E) are selected at the end of the respective ascent trajectory elements of the multiple shooting arcs. An additional one (D) is picked in the middle of the rocket flight segment to smooth out the representation of results. Table 6.4 lists the initial state vector for each point; given the problem assumptions of section 6.2 , the vehicle always starts from longitude $\theta_{0}=0^{\circ}$ and eastward heading $\chi_{0}=90^{\circ}$.

### 6.4.1 Maximum downrange

The results of the downrange analysis are shown in Figure 6.2, and display a similar oscillatory trajectory pattern to the one identified in the analysis of the range-maximal flight of a hypersonic vehicle after engine failure by Büskens and Wassel [33].

Table 6.4: Starting conditions of the selected failure onset points highlighted in the descent graphs.

| Point | Altitude,[m] | Velocity,[m/s] | FPA,[rad] | Longitude,[rad] | Mass,[kg] |
| :---: | ---: | ---: | ---: | ---: | ---: |
| A | 4201 | 339.4 | 1.0417 | 0.0009 | 89056 |
| B | 23879 | 1272.5 | 0.1151 | 0.0064 | 85578 |
| C | 55899 | 2351.5 | 0.1210 | 0.0382 | 78099 |
| D | 75048 | 4644.2 | 0.1039 | 0.0668 | 45531 |
| E | 107650 | 6327.9 | 0.1009 | 0.1142 | 30638 |


(a) Angle of attack

(c) Velocity

(b) Altitude

(d) Flight path angle

Figure 6.2: Time histories for controls and states of the descent case without bank. Cross markers are placed at the element junction points. Circle markers highlight the values of control nodes. Colours identify the 5 reference recovery cases :A-blue, B-red, C-yellow, D-purple, E-green.

The specific orbital energy plot in Figure 6.3 presents the maximum downrange distance that the suborbital flights can cover from the abort starting points. The curve


Figure 6.3: Relationship between starting specific orbital energy and downrange distance. The dashed line is the minimal energy required for a stable orbit around the Earth.
outlines the front of solutions found with the approach previously described. The small areas where the line seems to deviate from the exponential trend are due to the flight path angle change of the different abort conditions. From the same values of energy as combination of altitude and velocity, the initial angle of the velocity vector impacts the glide performances as in the problem of projectile throw.

While the skip re-entry, explained in section 3.6.1, is a return strategy that has emerged in other re-entry analyses maximising downrange distance [33], it does present practical issues such as added stress on the structure, that may imply limitations on the lifetime of the vehicle (re-usuability), onboard control and stability, etc. The phugoids can be mitigated within the analysis through more strict accelerations/loading limits, specific constraints or post-processing of the controls, though this would represent a suboptimal result compared to the maximum possible range. The focus of this study was to evaluate the maximum capability of the vehicle under emergency situations.


Figure 6.4: Time histories for the controls of the descent case with bank. Cross markers are placed at the element junction points. Circle markers highlight the values of control nodes.

### 6.4.2 Maximum cross-range results

Figures 6.4 and 6.5 illustrate the time histories of controls and states in the descent case. The trajectories exhibit the same skip re-entry approach observed in the maximisation of downrange. It can be observed that the cases with bank control show the expected lack of significant aerodynamic forces in the high altitude suborbital arcs. The relation between crossrange and starting energy is shown in Figure 6.6.

The combined locations of the coordinates of the final points are shown in Figure 6.7 on the latitude-longitude plane. The five sample points of Table 6.4 are highlighted to show the distribution of solutions and therefore maximum glide range of the vehicle.


Figure 6.5: Time histories for the states of the descent case with bank. Cross markers are placed at the element junction points. Circle markers highlight the values of control nodes.


Figure 6.6: Relationship between starting specific orbital energy and crossrange distance. The dashed line is is the minimal energy required for a stable orbit around the Earth.


Figure 6.7: Latitude-Longitude distribution of the final points of descents for the analyses with and without bank.

### 6.5 Summary of the chapter

The downrange and cross-range distance performances in case of abort events during the ascent of a spaceplane have been studied. The approach and results obtained can be applied to the study of the abort procedures from any launch site, and can provide performance metrics required to satisfy regulatory or technological constraints.

The first guess creation through multi-start analysis of the nominal mission, and the successive iterative approach with warm-start has succeeded in providing results for all the abort points analysed from the powered flight of the reusable stage until MECO. This technique reached convergence in all cases, eliminating the need of repeated explorative analysis, reducing computational time. The energy-distance plots can be a useful tool to study trade-offs between vehicles, launch locations, abort procedures and risk assessment.

## Chapter 7

## Conclusions

The aim of this thesis was to develop a methodology to design launch vehicle trajectories to support the early phases of mission analysis, providing insights to minimise the risk associated with early concept definition decisions. The objectives of this work, first listed in section 1.1 were:

1. Devise a modular methodology to address a wide ranging multitude of cases, drawing from past research, methods and applications in the field, with a forward looking approach to the trend of future computational capabilities.
2. Develop a modular trajectory optimisation framework to be used for launch vehicle analysis, with particular attention to multidisciplinarity, computational efficiency and accessibility.
3. Demonstrate its application in a multitude of scenarios proving the capabilities for the missions and vehicles under consideration, verifying in the process that the results obtained do respect the expectations.

The research on the existing methodologies, and published applications, summarised in chapter 2, has provided a background to identify the most appropriate approach to perform mission analysis for reusable lifting body vehicles for access to space, achieving the first objective. The selected methodology, detailed in chapter 3, based on the direct multiple shooting formulation, has been used to generate results for the different application cases presented in this work.

The methodology has been implemented in a modular MATLAB framework, achieving the second objective, leveraging the opportunity of frequent interactions with industry and academia partners during the research for this work. The successful collaborations have resulted in the papers and publications listed in the opening sections of this document.

The last objective has been addressed with selected application cases, ranging from the mission analysis in the conceptual stage and preliminary sizing of a vehicle, to the more mature phases of development. The early analyses of a program are focused on the vehicle itself, guiding the development as shown in section 5.4, where a reusable launcher is sized on a reference mission. The maturity of a project would then grow into expanding the mission envelope and verifying compliance with the constraints, including all flight phases, as demonstrated in chapter 4. A more mature program would then start facing outward, towards external stakeholders, such as regulators, or potential customers, interested in the performance curves computed in section 5.5. And finally, no vehicle can fly without a license, thus one of the steps in the safety analysis domain includes the design of recovery procedures in cases of off-nominal events, with chapter 6 demonstrating the computation of down- and cross-range capabilities of a lifting body vehicle.

The applications presented in this work thus demonstrated the successful implementation of the methodology to a wide range of scenarios and problems affecting different stages of a vehicle development program.

The recombination of existing techniques in a novel way has coalesced in a framework that has successfully been employed in the study of missions, launchers and launch-sites up to the project milestones where high fidelity Flight Safety Analysis starts.

### 7.1 Summary

The approach developed was described in chapter 3, starting from the physics governing the flight of space access vehicles to a degree of accuracy sufficient to characterise the phenomena under the scope of this study. The selection of a 3dof simulation provides a
sweet spot in terms of complexity and computational speed, while the use of the ECEF reference frame is necessary to provide results that are ready to be used in stakeholder engagement that are on the ground or in the lower atmosphere. The latitude-longitude framework is the default for all industries that deal in transportation, and the timely delivery of information to the affected parties within the range allows the entities and authorities to react with a comfortable time-frame, minimising the commercial impact of launch activities. The dynamic equations are driven by the variables coming either from the environment or the vehicle itself. The forces at play and the characteristics that are part of the minimum requirement for a physically realistic simulations have been listed and described, with their relative influence explored in the application chapters. The complex flight dynamics require a guidance directing the vehicle toward the desired path, and the optimal trajectory for the vehicle has to be defined to be followed by the GNC. The search-space of such problem is extremely wide, and the paths that a vehicle can follow in 3dof are virtually unlimited, but only a subset of those can successfully complete the mission objectives while satisfying the constraints. Orbital access vehicles in particular are constrained due to the amount of fuel that they can carry which leaves tight margins to be respected. The optimal control problem is thus formulated using the motion dynamics described, with a direct transcription, and subdividing the trajectory in multiple shooting arcs. The transcription choice provides a robust approach, allowing the solution of problems without a good starting guess and treating the problem dynamics as a black box, easily handling discontinuities that emerge when travelling at different flight regimes. The shooting strategy provides an increase in the problem stability and a lower time to solution for the same trajectory, that can be evaluated with parallel processing. The multiple shooting combines well with the choice of optimisation algorithm, the gradient based SQP method, which leverages the sparse Jacobian matrix produced. The approach has been validated with classical optimal control problems on trans-atmospheric flight trajectories from literature.

The methodology has then been applied to a selection of relevant problems of increasing architectural complexity, starting from chapter 4 , where the ascent to orbit and return to base for a lifting body vehicle have been presented. The launcher is inspired
by the reusable SSTO concept Skylon, and the modelling of the subsystems affecting flight performances is described, presenting a first application within the developed framework. Simplified models describing the vehicle and the operative environment are introduced, with the optimisation settings selected. The vehicle presents a hybrid engine, operating in dual mode depending on the flight regime, air-breathing in the lower section of the atmosphere and rocket at higher altitude. The models used for aerodynamics and propulsion present discontinuities, and the mission breakdown is structured by setting phases interfaces at such points where the models can change with no impact on the optimisation problem, treated as a black-box.

The methodology is further exploited in chapter 5 , where the problem is split into 2 sections: vehicle sizing and performance analysis.

In the first section the vehicle is sized on a reference mission, performing MDO in the loop with trajectory optimisation and obtaining the lightest vehicle able to complete the mission subject to the constraints set. This demonstration of capabilities beyond designing optimal trajectory for a definite vehicle has application in the early phases of launcher design, where the payload class target is known from satellite market analysis and projections, and the vehicle size has to be minimised to reduce the Operational Expenditure. The vehicle identified with the MDO approach can target an optimal configuration to minimise excess performances that have cascading effects on the project finances.

The second section of the chapter takes as an input the vehicle designed in the first part, and analyses the performance impact of injecting the payload in orbits that are different from the reference one. The performance maps at different orbit altitude and inclinations, presented as output, are a standard occurrence in the payload user guides of launchers.

Chapter 6 re-uses the same vehicle previously designed and analyses a set of figures of merit affected by the vehicle design and related to safety, re-usability and CONOPS in case of failure. The scenario under investigation is the abort during the ascent of the lifting body vehicle, with recovery of the stage under non-powered glide flight. The nominal mission profile is constructed to define a baseline mission, with abort points
distributed along the trajectory from take-off to MECO. From each of the abort points, two trajectories are optimised to evaluate the vehicle capabilities in downrange and cross-range, obtaining figures of merit that can be used to evaluate a spaceport location based on the glide distance capability from the flightpath to the possible emergency landing sites.

### 7.2 Future work

The interaction opportunities offered by conferences, the collaborations with peers within academia and industry, have all contributed in the maturing of external points of view on the work herein presented, with constructive feedback and questions highlighting the areas that could be improved or clarified.

The first element to address is the complexity reduction for trajectory optimisation. While major efforts have been devoted to simplify and clarify the framework as much as possible, new analysts might still require a high degree of guidance and training. This is due to the intricate nature of the problem, which lies at the intersection of the field of mathematical optimisation, system modelling and physical simulation. These macro areas tightly interact and a mistake in either of those branches can result in unreasonable or unacceptable solutions. Identifying these issues is a major part in the day to day work on applications for the analysis of space access vehicles. Ways to mitigate the issue would be to improve the documentation, provide tutorials, creating a user-friendly GUI to help new analysts less prone to coding, and speeding up the works of experienced ones. Best practices from software engineering such as unit and integration testing would provide good starting points to reduce the issues stemming from improper user code or data.

The second area of improvement is the expansion of modelling approaches that could be employed to fit additional scenarios answering new questions. While for the analysis of HTHL reusable lifting body space vehicles presented in this work the ECEF coordinate system was suitable, this might not be the case for different systems, such as a conventional vertically launched rocket system, or orbital objects. Similar considera-
tions apply to the vehicle attitude definition angles, with varying degrees of suitability in different applications and systems.

Major benefits can be obtained by software execution optimisation, developing the methodology in languages faster than MATLAB. The speed-up of the simulation core has a linear effect in the effective time required to reach the final solution. Developers must have a good understanding of the computational advances and transitions that are happening in the processing hardware, to leverage novel architectures and instruction sets.

The application cases presented in this work have mentioned and used surrogate or meta-modelling to speed up the computational time. This has been executed manually, with model fitting performed with the analyst in the loop. Trajectory optimisation should leverage the advances in the field of reduced order modelling to generate models in a more automated way, freeing up analyst time, and possibly even integrating a progressive automated increase of fidelity similar to the mesh refinements of the collocation methods.
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